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Shrinkage methods are estimation techniques based on optimizing expressions to find
which variables to include in an analysis, typically a linear regression. The general form
of these expressions is the sum of an empirical risk plus a complexity penalty based on
the number of parameters. Many shrinkage methods are known to satisfy an ‘oracle’
property meaning that asymptotically they select the correct variables and estimate their
coefficients efficiently. In Section 1.2, we show oracle properties in two general settings.
The first uses a log likelihood in place of the empirical risk and allows a general class
of penalties. The second uses a general class of empirical risks and a general class of
penalties obtaining limiting behavior for a large class of smooth likelihoods.
The second contribution of this thesis is to realize that shrinkage techniques with
oracle properties are asymptotically the same, but differ in their finite sample properties.
To address this, in Section 2.1, we propose selection of a shrinkage method based on
a stability criterion. Part of our analysis in Section 2.2 is a computational comparison
of several specific shrinkage methods. In future work, we hope to optimize a stability
criterion directly to derive a data driven shrinkage method using techniques from genetic
algorithms. We describe this in Section 2.3 as future work.
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1Chapter 1
Preliminaries and Theory
1.1 Introduction
Variable selection is one of the most important stages in regression analysis. Failing to
include variables that are important can result in biased parameter estimates that lead
to biased predictions. Including variables that are unimportant causes us to estimate
more parameters; this can make all estimators less efficient, again producing less accurate
predictions. Variable selection is becoming an increasingly difficult problem as data size
increases.
Historically, statisticians have used techniques such as forward and backward selection
or subset regression. As Fan and Li point out in [3], these techniques lack theoretical
properties that are easy to understand. These methods may seem to work empirically,
but are not supported by substantial theoretical evidence. Furthermore, even when these
methods do work, they become increasingly burdensome as the number of explanatory
variables increase. Backwards selection on a set of 1000 variables is not really a feasible
task. Since these techniques aim to find the best subset of explanatory variables, if it is
possible to use them, it is easy to overfit the model on training data and increase the test
error.
2An early extension of forward/backward selection is called Branch and Bound. These
algorithms have been used for many types of statistical problems. Hand discusses the
role of these algorithms in [5] with some specific applications. One of the applications he
discusses is restricted least squares. Many shrinkage methods are equivalent to restricted
least squares problems, LASSO for example can be reduced to restricted least squares
problem. Hand also discusses this algorithm for variable selection because it allows for
the set of true model parameters to be found without using an exhaustive search. Using
the notation in [5], the idea is to split the set of possible solutions, call it X , into mutually
exclusive subsets, and find the solution x ∈ X that optimizes an objective function J(x).
Here x ∈ X represents a model, and J(x) could be restricted least squares, AIC, BIC or
other model selection criterion. Rather than computing J(xi) for each possible solution
set, the algorithm uses a bound, Ji(lower or upper depending on if one is minimizing or
maximizing) and seeks to reject any subsets of solutions that are less optimal than that
current ‘optimal’ bound. Hand outlines the steps of the algorithm on page three of [5].
People have also used genetic algorithms for variable selection. These algorithms
attempt to mimic natural selection by choosing random subsets of variables and adding
mutations to see if the best variables were actually selected. Genetic algorithms work
generally in the following way:
1. Generate a large number of random subsets of variables (“First generation”).
2. Calculate the performance of each model resulting from each subset of variables
using some objective criterion.
3. Generate new subsets from the top 50% of the best performing subsets in the first
generation. (“Second generation”)
34. Repeat this process for multiple generations with the addition of random “mutations”
of variables until the algorithm converges to “best model”.
For practical purposes this algorithm should be run many times to search for trends,
and to make sure that drastically different results are not obtained from run to run.
This variable selection technique can to overfit the data and this comes at the cost of
making poor predictions on new data. Another potential issue is computing time as
many iterations may be needed.
Model selection criterion such as AIC and BIC can also be used to evaluate the
appropriateness of competing models, but the theoretical properties of these types of
criteria are based MLE’s, so for small samples and models not using MLE’s these may
not be the most appropriate measures to use [16]. A small sample correction to AIC
was presented in [8], but it still has some of the same issues. A key problem with such
“information criterion” is that thye require a likelihood which is often not attainable. One
of the methods we are discussing here does not require choosing a likelihood, a distance
is enough. Also, we wish to have a measure that is applicable for any sample size. We
discuss the setting in which we first use this method (although we wish to extend it to
new settings i.e. more complex model classes in future work) and introduce some of the
shrinkage methods used in our simulations here.
Consider the usual regression situation with n outcomes xi where i = 1, . . . , n and
xi = (xi1, . . . , xij, . . . , xip)T, for j = 1, . . . p explanatory variables. Denote the data Dn =
{(yi, xi)|i = 1, . . . , n}, and assume a signal plus noise model
Yi = f (xi) + ei (1.1)
where the ei’s are independent and identically distributed (IID), and f ∈ F where F
4represents the model class. Here we focus on the class of linear models, and leave other
model classes for future work.
Often there are more explanatory variables in a data set than can be easily handled
by any of these selection methods (forward/backward selection, branch and bound, or
information methods (AIC, BIC). As a response to this, Tibshirani introduced the LASSO
procedure in 1996 [17], which was motivated by the work of Brieman’s non-negative
garotte from three years prior [1]. The LASSO uses the L2 norm on the data and the L1
norm on the penalty term and β is estimated by,
βˆLASSO = argmin
β
||y− Xβ||2 + λ||β||1 (1.2)
where X is and nxp design matrix, and λ is a tuning parameter. A common approach,
and the approach we use here, is to choose λ is through cross-validation. When λ is large
β shrinks and when λ is small, β may be large. The LASSO shrinks the coefficients of
the predictors and has the additional property that it forces some of the coefficients to be
exactly zero. If a LASSO coefficient is 0, the corresponding variable drop of of f and is
deemed unimportant. Thus, LASSO can simultaneously perform variable selection as
well as produce estimates for the set of regression parameters. This cannot be done with
subset regression or forward/backward selection in a single step, as these are multi-step
procedures. LASSO’s asymptotic properties have been studied in [12], but for the finite
sample case LASSO is sensitive to outliers and heavy tailed errors [18].
There are numerous other shrinkage methods, as will be described in Section 1.2. Not
all of them can be interpreted as variable selection techniques, however. Take for example,
ridge regression (RR). RR shrinks the coefficients of the estimated parameters and is used
5to improve prediction performance of regression models. RR is defined as
βˆridge = argmin
β
||y− Xβ||2 + λ||β||2. (1.3)
RR shrinks the coefficients of the covariates, as LASSO does, but it does not force
coefficients to be zero. Due to this, the LASSO can be interpreted as a variable selection
technique, whereas RR cannot. It has been shown that ridge performs better than LASSO
when a large number of parameters have large coefficients and a small number have
coefficients close to zero, or if there exists multicollinearity [17]. On the other hand LASSO
performs better than RR when there is a lot of sparsity in the data [11]. RR, LASSO, and
other estimators have often been used to deal with the issue of multicollinearity in the
data [9]. Multicollinearity is different problem as we are focused on how to deal with
sparsity in data, but we also discuss the effect dependence in sparse data in Section 2.2.
Here we refer to sparsity as the situation where a data set has many explanatory variables
that are insignificant.
To resolve the issue of choosing between LASSO and RR, Zou and Hastie introduced
the ‘elastic net’ (EN) in [20]. Defined as
βˆEN = argmin
β
||y− Xβ||2 + λ1||β||1 + λ2||β||2, (1.4)
the EN seeks to find balance between the LASSO and ridge by using the penalty from
both. Observe, when λ1 → 0 we get RR, and when λ2 → 0 we get LASSO.
Arguably, a flaw of LASSO, RR and EN is that they do not possess the oracle property
popularized by Fan and Li in [3]. Using the language from [3], Zou defines an oracle
procedure in [22]. Fan and Li state that the coefficient βˆ = βˆ(δ) obtained through some
procedure δ is an oracle procedure if βˆ(δ) asymptotically has two properties
61. δ identifies the correct subset model
{
j : β j 6= 0
}
2. δ has the optimal estimation rate,
√
n(βˆ(δ)− βT)→d N (0,Σ) where βT is the true
coefficient vector and Σ is the best covariance matrix, i.e. the covariance knowing
the model with the correct variables.
The shrinkage methods we have already discussed can be improved to oracle pro-
cedures by allowing for a different tuning parameters (λ) for each parameter being
estimated. Specifically we assign a weight wj to each β j and let λj = λwj where λj is the
tuning parameter for each β j. From this point on we write λj to represent the individual
tuning parameter for β j. There are a number of ways to assign weights. Zou suggests in
[22], where adaptive weights were first introduced, using |βˆ j|−γ where βˆ comes from a
√
n consistent estimator. We use the weights
wj = SE(βˆ j)−γ
where SE(βˆ j) is the standard error of the estimated coefficients from a linear model
and we take γ to be 1 for simplicity. We could have performed cross validation to
determine a value of γ, but have not done that. We choose to use these wj’s based on
OLS standard errors because weight assignments using the OLS estimate itself can result
in poor performance if there is collinearity in the data [10]. We acknowledge that we
are using a sample of size n to estimate p standard errors and p βˆ j’s, and this may be a
problem when 2p > n.
Two examples of adaptive oracle procedures are adaptive LASSO (ALASSO) and
adaptive EN (AEN). Proofs that ALASSO and AEN achieve the oracle property are
provided in [22] and [21] respectively. We have the following definitions. The ALASSO
7method estimates β by
βˆALASSO = argmin
β
||y− Xβ||2 + λ
p
∑
j=1
wj|β j|, (1.5)
and AEN estimates β by
βˆAEN = argmin
β
||y− Xβ||2 + λ1
p
∑
j=1
wj|β j|+ λ2||β||2. (1.6)
While the AEN (as defined) only allows for adaptivity in the tuning parameter for the L1
term, there is nothing stopping us from making the L2 term adaptive as well, except for
(perhaps) computational running time. interestingly, the same is true for RR, although
this is not generally done. Ridge regression does not produce sparse estimates of β in the
first place, so it will not achieve the oracle property, however our new results show that
an adaptive version of RR will be an oracle procedure. We do not provide any examples
of adaptive RR here because we observed a poor performance of adaptive RR. Also, there
is a closed form matrix expression for RR, so running time is not long.
Two well known shrinkage methods that have the oracle property are LAD-LASSO
and SCAD. LAD-LASSO, short for least absolute deviation LASSO, uses the same penalty
term as adaptive LASSO, but instead uses the L1 norm to define the empirical risk.
LAD-LASSO estimates β by
βˆlad = argmin
β
||y− Xβ||1 +
p
∑
j=1
λj|β j|. (1.7)
This was first introduced by Wang et. al. in [18], where they presented this method as a
robust shrinkage method to deal with heavy tailed errors in a regression context where
LASSO often performs poorly. They provide examples showing that LAD-LASSO im-
8proves predictive performance over other methods when e in (1.1) follows a t-distribution
with 5 and 3 degrees of freedom. They perform comparisons of various shrinkage
methods by computing their mean absolute prediction error (MAPE) defined by
1
n
n
∑
i=1
|yi − x′iβ|.
Considering the LAD-LASSO is based on absolute error, MAPE is a reasonable measure
to evaluate prediction accuracy. However, is it fair to compare this with to other methods
that are based on squared error? We address this question in detail in Section 2.1.
To implement LAD-LASSO we use the approach taken in [18]. Consider an augmented
dataset {(y∗i , x∗i )} where i = 1, . . . , n + p and (y∗i , xi∗) = (yi, xi) for i = 1, . . . , n, and
(y∗n+j, xn+j∗) = (0,λjej) for j = 1, . . . , p. Here ej is a p-dimensinal vectors with a 1 on the
jth component and zeroes everywhere else. Now can optimize the objective function
βˆlad = argmin
β
n+p
∑
i=1
|y∗i − x∗i β|
which is equivalent to (1.7). This allows us to compute readily from any quantile
regression package because L1 regression is equivalent to quantile regression on the 50th
quantile.
The SCAD estimate used in [3] is given by
βˆSCAD = argmin
β
n
∑
i=1
ψ(|yi − x′iβ|) +
p
∑
j=1
pλ(|β j|) (1.8)
9where ψ(·) is Huber’s function defined by
ψ =

1
2(yi − x′iβ)2 |yi − x′iβ| ≤ ∆
∆(|yi − x′iβ| − 12∆ otherwise
(1.9)
and the SCAD penalty pλ(·) defined by
pλ(·) =

λ|β| |β| ≤ λ,
2aλ|β|−β2−λ2
2(a−1) λ ≤ |β| ≤ aλ
λ2(a+1)
2 |β| ≥ aλ
(1.10)
for a > 2. The SCAD penalty depends on the tuning parameters λ and a, so it is not
adaptive in the sense of having a wj for each β j. We note that the proof of the oracle
property for SCAD in [3] uses a log likelihood in place of the empirical risk, but the
definition of SCAD uses the Huber function, i.e. the goal is to minimize a Huber function
to obtain more robust estimates than squared error loss. Thus, [3] does not provide proof
that what they actually propose has the oracle property, however, the Huber function
does fall in the class of general empirical risks that we include in Section 1.2.2. We have
not used the Huber function for computing either because it would necessitate writing
new code. So, for computational ease, we have replaced ψ(·) by the L1 norm. Regression
on the L1 norm has similar properties to Huber’s function, such as being resistant to
outliers and heavy tailed errors. We note that there does not seem to be any proof that an
estimator of the form
βˆ = ||Y− Xβ||1 +
p
∑
j=1
pλ(|β j|) (1.11)
has the oracle property, but it seems to work well compared to other methods in many
cases as demonstrated in Section 2.2. In our simulations, this is the estimator that we
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have labeled SCAD. It is not the exact estimator used in [3], where the estimator was
introduced.
SCAD and LAD-LASSO are similar in the sense that both use penalty terms that
are non differentiable at the origin. Optimization is difficult when objective functions,
e.g.(1.7) or (1.8), have points of non-differentiability, so the authors of these papers provide
techniques to overcome this. For instance, SCAD approximates the penalty term using
splines. That is they smooth out the point of non-differentiability with splines that are
very close to the actual function implicitly taking a limit as the spline converges to pλ. In
the LAD-LASSO case, Wang et. al. use the fact that since there are only finitely many
points of non-differentiability in (1.7), one can differentiate everywhere else and rely on
the fact that the limit from both sides of the non-differentiable point are not equal. While
the new methods we propose allow general smooth functions in the penalty term, we
discuss how they can be adapted to handle finitely many points of differentiability. We
introduce a new method in Section 2.2 where we propose using an adaptive version of
the SCAD penalty on the L1 loss. This shrinkage method inherits properties from both
LAD-LASSO and SCAD, making it useful in heavy tailed errors situations.
Ideally when choosing a shrinkage method, we would like to use one that has nice
properties such as the oracle property. Given the considerable number‘ of methods we
could choose from, we ask two natural questions:
1. How large is the class of shrinkage methods that has the oracle property?
2. How do we choose the most appropriate shrinkage method to use on a given data
set?
To begin answering the first question, we observe that most of the known methods
that possess the oracle property are adaptive in the tuning parameters. Also, in reading
11
the proofs of the oracle property for these methods, we observe a more general form of
the penalty term is allowed by the proofs. This leads us to believe the class of shrinkage
methods that have the oracle property is much larger than what is currently accepted.
Indeed, many of these methods use the L1 or L2 norm for the loss, but again we ask
ourselves, why not use something more general?
The goal in answering the second question is to come up with a evaluation criterion
that can be broadly used to choose a shrinkage method in the linear regression context,
but that can also be applied to a broad range of model classes. We know that all shrinkage
methods with the oracle property are asymptotically equivalent, but can differ drastically
for finite samples. Thus, we discuss some stability criteria, and choose one - the MSE of
the test set- that can be used to choose an optimal shrinkage methods for a finite sample.
Furthermore, we have a large class of adaptive shrinkage methods that satisfy the oracle
property, so in principle, we can optimize the finite sample stability criterion to choose a
data-driven shrinkage method, therefore obtaining good predictions that are also stable.
In Section 1.2 we develop theory showing two large classes shrinkage methods having
the oracle property. We discuss the role of stability and how we use it to choose an
appropriate shrinkage method in Section 2.1. We then use results from Section 1.2
and a stability criterion as describe in Section 2.1 to compute a series of simulations in
Section 2.2 to observe scenarios where certain shrinkage methods work best, or identify a
shrinkage methods most appropriate for a given dataset. Finally in Section 2.3 we reflect
on our results and discuss the implications as well as directions for future research.
1.2 Theoretical results
In this section we address the question of how large the class of shrinkage methods
that have the oracle property is. It’s generally thought that the class of oracle proce-
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dures is fairly small. However, we present theoretical results that seem to contradict
this. Specifically, we define two general classes of oracle procedures: general penalized
log-likelihoods and general penalized empirical risks. Fan and Li [3] present the smoothly
clipped absolute deviation (SCAD) estimator and they frame it as a penalized log likeli-
hood, however in their context, this only makes sense if the log likelihood is the Huber
function. They also use a specific penalty pλ (see (1.8)), although they do consider a small
class of penalties including soft and hard thresholding rules. We expand this idea in
Section 1.2.2 by using a general penalized log likelihood approach. We allow an arbitrary
(under certain regularity conditions) “adaptive” penalty function f j(β j) where adaptive
means it is dependent of j, the index of the explanatory variable. This differs from [3]
because their proof of the oracle property relies on only the penalty pλ. On the other
hand, our result is different from SCAD in terms the penalty. For example, SCAD is not a
special case of the class of shrinkage estimator considered by our proof because it is not
adaptive - even though it has the oracle property. This further exemplifies how this class
of oracle procedures is much larger than we currently know.
We generalize this further by replacing the likelihood with a distance. Let d(yi − x′iβ)
be a general distance function satisfying the conditions in Section 1.2.3 and define the
corresponding empirical risk by 1n ∑
n
i=1 d(yi − x′iβ). This permits using any distance
function on the data, rather than specifying a likelihood. In many practical settings,
identifying a likelihood can be a difficult task, so this gives us more generality.
These two classes do have some overlap, but are not always equivalent. Suppose
d(yi − x′iβ) = (yi − x′iβ)2. Then we know 12piσ e−(yi−xiβ)
2/2σ2 corresponds to a normal
likelihood, and thus the distance function in this case corresponds to a likelihood. This
same idea is true for other exponential family likelihoods as well, however, this need not
be the case. We discuss the details for more general d(·) in Section 1.2.3.
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We have two similar but different forms of shrinkage estimators for which we develop
theory. The general penalized log-likelihood estimator takes the general form
βˆGPLL = argmin
β
L(β|xn) +∑
j
λj f j(β j) (1.12)
where L(β|xi) is the log likelihood of the data and f j(β j) is an arbitrary penalty that
satisfies some mild differentiability conditions we identify in Section 1.2.2. Note that
f j(β j) can be a different function for each parameter, so long as they behave similarly and
each satisfy the differentiability conditions in Sections 1.2.2 and 1.2.3.
The other class of shrinkage estimators for which we develop theory uses a penalized
empirical risk. Here we use the same form of the penalty, but allow for a more general
function of the data than the log-likelihood. The idea is that we can use any distance
function that satisfies the conditions in Section 1.2.3. The general form of the penalized
empirical risk minimization we introduce is
βˆGPER = argmin
β
1
n
n
∑
i=1
d(yi − x′iβ) +∑
j
λj f j(β j). (1.13)
We present the proofs of having the oracle property for both (1.12) and (1.12) - i.e. where
the term being penalized is either a log likelihood or an empirical risk. Even though
the proofs have the same structure, neither of these results implies the other in general.
While some distances may correspond to a likelihood, certainly not all of them do, and
conversely likelihoods do not necessarily correspond to distances. To get the implication
we want, i.e the class of oracle procedure is large, we show the oracle property in both
cases (as well as noting that other classes of penalties and penalized functions may also
have the oracle propery).
14
1.2.1 Bayesian interpretation
Shrinkage methods have a Bayesian interpretation. Roughly, the empirical risk term
corresponds to a likelihood and the penalty corresponds to a prior. The decay parameter
λ can often be interpreted as a hyper-parameter. Then the optimization corresponds to
finding the mode of the posterior distribution.
More formally, consider a shrinkage procedure such as LASSO in (1.2). If we choose a
normal likelihood then can form the joint distribution
1
2piσ
e−||Y−Xβ||2/2σ
2
e−λ||β||1 (1.14)
for Y and β and regard λ as a hyper-parameter for which we have not yet assigned a
hyper-prior. Applying −ln(·) to (1.14) gives
||Y− Xβ||2
σ2
+ λ||β||1 + 12 ln(2piσ). (1.15)
Multiplying (1.15) by σ2 gives
||Y− Xβ||2 + σ2λ||β||1 + σ
2
2
ln(2piσ). (1.16)
Since we are optimizing over λ and β we drop the last term of (1.16), absorb σ2 into λ
and recover (1.2). In addition, posterior from (1.14) is
ω(β|λ, yn, xn) ∝ e−||Y−Xβ||2/2σ2e−λ||β||1 .
Again, optimizing the natural log of the posterior over β for fixed yn, xn,λ and σ
recovers the optimization in (1.2). This permits us to optimize over λ and σ as needed
in a second step. Effectively, the optimization over these parameters means we estimate
15
them and this is an empirical Bayes approach.
Other shrinkage methods are similar. More generally, in the adaptive case we get
ω(β j|λj) ∝ e−∑j λj f j(β j)
as an independence prior over β j with hyper-parameter λj. Now if
κe−
1
n ∑
n
i=1 d(yi−x′iβ)
is a likelihood we can write the joint distribution
κe−
1
n ∑
n
i=1 d(yi−x′iβ)e∑j λj f j(β j) (1.17)
where κ is a normalizing constant. Then by taking minus the natural log, we have
1
n
n
∑
i=1
d(yi − x′iβ) +∑
j
λj f j(β j) + ln(κ).
Again, the last term drops and we are left with the same optimization as (1.13) for which
we optimize of the λj’s separately. A similar procedure can be performed on (1.12). Taken
together, these examples show that the penalties in shrinkage methods correspond to an
independence prior (possibly with hyperpriors), and our results below show that there is
a large class of priors that give the oracle property for joint distributions eg. in (1.14) and
(1.17).
A more in depth discussion of Bayesian LASSO’s can be found in [2] where they
provide detail on how to choose λ via a Gibbs sampler, as well as estimating standard
errors, especially in the case where βˆ j = 0. The frequentist is unable to estimate standard
16
errors for the parameter estimates that are zero. Thus, we are left only with p point
estimates which is clearly a problem. When Tibshirani introduced the LASSO, he
suggested using bootstrapping to obtain standard errors [17], and Fan and Li [3], and
Zou [22] proposed sandwich estimators to estimate covariance matrices. All of these
methods give estimated variances of 0 for βˆ j = 0. To combat this problem, the Bayesian
version of these shrinkage estimators are able to produce standard errors through Monte
Carlo averages based on the output of a Gibbs sampler [2]. This is one benefit of using
shrinkage methods from a Bayesian rather than a frequentist perspective.
Another problem that we are ignoring here is that we often have finite n and p >> n.
This is a difficult problem to deal with. Fan and Lv discuss the relationship of n and p in
[4] which is perhaps the most interesting result they present in their paper. Specifically,
they show that as the ratio log(p)/n→ 0 then an oracle inequality holds for the choice of
a universal shrinkage parameter λ = c0
√
log(p)/n where c0 is a positive constant.
Their results are similar to ours in that they show an asymptotic equivalence of
regularization techniques with general penalty functions. We note that the form of their
general penalty function is different than ours as their penalty is non-adaptive whereas
ours is adaptive. Furthermore, they show oracle inequalities for shrinkage methods while
we show oracle properties. While these two ideas are similar, they use different modes of
convergence. We get convergence in distribution results, namely asymptotically normality,
while they do not. One could argue that not having anything to do with distributions may
be a stronger result, and indeed oracle inequalities may be stronger than oracle properties,
but they also get a rate of convergence C
√
(log(n)/n) (where C is some positive constant),
while ours is exactly 1√n , which is slightly faster. We also get efficiency where they do not.
This may be due to the assumptions we make in our proofs. We assume that the Fisher
information matrix exists and is positive definite, but they have no analogous assumption.
17
They also use somewhat complicated and artificial assumptions, e.g. the form of their
truncated parameter space, whereas our assumptions are simple and relatively easy to
verify.
1.2.2 General penalized log likelihood
Recalling the notation from page 3: Let Dn = {(yi, xi)|i = 1, . . . , n} and consider the
regression model
Yi = x′iβ+ ei, i = 1, . . . , n, (1.18)
where xi = (xi1, . . . , xip)′, is the p-dimensional covariate, β = (βi1, . . . , βip)′ are the
associated regression coefficients, and ei are IID random errors with median 0. Assume
that β j 6= 0 for j ≤ p0 and β j = 0 for j > p0 for some p0 ≥ 0. Here, we regard the x′is as
deterministic. When needed we write β ∈ Ω ⊂ Rp where Ω is open and Ω = Ω¯0.
Let (xi, Yi) for i = 1, . . . , n each have density ρ(Yi|xi, β) (with respect to a dominating
measure µ) satisfy the Conditions 1 - 6. Let L(β|xn) be the log-likelihood function of
the observations V1, . . . , Vn and denote the penalized log-likelihood objective function
Q(β) = L(β|xn)+n∑ni=1 λj f j(β j). Here we write xn to mean x1, . . . , xn for ease of notation.
Let
an = max{λj(Dn) : 1 ≤ j ≤ p0},
bn = min{λj(Dn) : p0 < j ≤ p},
and αn = n−
1
2 + an.
Before proving our claims, we set a few regularity conditions.
Condtion 1. Each Fisher information matrix I(β|xi) = −E
(
∂2
∂2β
lnρ(Yi|xi, β)
)
exists and is
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positive definite uniformly in i, i.e. is bounded above and below. Also for some B, b > 0, we have
BIp×p ≥ I(β|xi) ≥ bIp×p.
Condtion 2. The log likelihood of ρ(Yi|xi, β) has a convergent second order Taylor expansion.
That is for all j, ` = 1, . . . , p we have that ∀β ∈ Ω, ∀xi and as η → 0,
E
[
sup
β∈B(β0,η)
∣∣∣∣∣ ∂2∂β j∂β` ln(ρ(Yi|xi, β))
∣∣∣∣∣
]
→ I(β0|xn).
Condtion 3.
1
n
n
∑
i=1
I(β|xn)→ I(β)
where I(β) is positive definite.
Condtion 4. There exists an increasing sequence of compact sets C = Cn in the parameter space
and constants M = Mn ∈ R such that for all n, sup
β j∈Cn
| f ′j (β j)| ≤ Mn. That is the penalty term
has a uniformly bounded first derivative in j.
Condtion 5. For e in a neighborhood around zero, sup
j
sup
|e|→0
f ′j (e) = 0. Consequently, if β j = 0,
then we have f ′j (0) = sup
|e|→0
f ′j (e) = 0 uniformly in j.
This notion of uniform Taylor expandability in j requires the error terms oj(1) in
Condition 5 go to zero as the same time.
Condtion 6. There exists uniform Taylor expandability for f j(β j). That is, for h ∈ R, f j(β0 +
h)− f j(β0) = f ′j (β0)h + oj(1) uniformly in j where supj oj(1)→ 0.
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Theorem 1. Suppose Conditions 1 - 6 are satisfied and suppose
√
nan → 0 where an satisfies s
an = 1h(n)√n where
1
h(n)
√
n → 0 and h(n)→ ∞ . Then there exists a local minimizer βˆ of Q(β)
such that ||βˆ− β0|| = Op(n− 12 + an).
Proof. Step 1. We want to show for any e > 0 there exists a large constant C such that
P
{
inf
||u||=C
Q(β0 + αnu) > Q(β0)
}
≥ 1− e. (1.19)
Denote
Dn(u) = Q(β0 + αnu)−Q(β0)
= L(β0 + αnu|xn) + n
p
∑
j=1
λj f j(β j0 + αnuj)− L(β0|xn)− n
p
∑
j=1
λj( f j(β j0))
= L(β0 + αnu|xn)− L(β0|xn) + n
p
∑
j=1
λj[ f j(β j0 + αnuj)− f j(β j0)]
= L(β0 + αnu|xn)− L(β0|xn) + n
p
∑
j=1
λj f ′j (β˜ j)αnuj
= L(β0 + αnu|xn)− L(β0|xn) + n
p0
∑
j=1
λj f ′j (β˜ j)αnuj + n
p
∑
j=p0+1
λj f ′j (β˜ j)αnuj
where f ′j (β˜ j)αnuj is the Taylor expansion of the penalty term by Conditions 4 and 6
and where β˜ j is on the line joining β j to β j + αnu. More formally, β˜ j ∈< β j, β j + αnu >.
Thus we have,
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Dn(u) = L(β0 + αnu|xn)− L(β0|xn) + nαn
(
p0
∑
j=1
λj f ′j (β˜ j)uj + n
p
∑
j=p0+1
λj f ′j (β˜ j)uj
)
= L(β0 + αnu|xn)− L(β0|xn) + n(n− 12 + an)
(
p0
∑
j=1
λj f ′j (β˜ j)uj + n
p
∑
j=p0+1
λj f ′j (β˜ j)uj
)
= L(β0 + αnu|xn)− L(β0|xn) + (
√
n + nan)
(
p0
∑
j=1
λj f ′j (β˜ j)uj + n
p
∑
j=p0+1
λj f ′j (β˜ j)uj
)
≥ L(β0 + αnu|xn)− L(β0|xn) + (
√
n + nan)an
(
p0
∑
j=1
f ′j (β˜ j)uj + n
p
∑
j=p0+1
f ′j (β˜ j)uj
)
= L(β0 + αnu|xn)− L(β0|xn) + (
√
nan + na2n)
(
p0
∑
j=1
f ′j (β˜ j)uj + n
p
∑
j=p0+1
f ′j (β˜ j)uj
)
= L(β0 + αnu|xn)− L(β0|xn) +
√
nan(1+
√
nan)
(
p0
∑
j=1
f ′j (β˜ j)uj + n
p
∑
j=p0+1
f ′j (β˜ j)uj
)
(1.20)
where p0 is the number of components in β10. Now by Taylor expansion of the log
likelihood at β0,
L(β0) + αnu)− L(β0|xn) = αnuL′(β0|xn) + n2 (αnu)
′ (I(β0|xn)) (αnu)
+
n
2
(αnu)′
(
L′′(β˜|xn
n
− I(β0|xn)± 1n
n
∑
i=1
I(β0|xn)± I(β0)
)
(αnu)
= αnL′(β0|xn)u− n2 u
′ In(β0)uα2n{1+ op(1)} (1.21)
where In(β0) = 1n ∑
n
i=1 I(β0|xn) by Condition 4, and we have
E
[
sup
β∈B(β0,η)
∣∣∣∣L′′(β˜|xn)n − I(β0|xn)
∣∣∣∣
]
→ 0 as η → 0
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which implies that In(β0)→ I(β0) by Condition 3. Using (1.20) and (1.21) ,
Dn(u) ≥ αnL′(β0|xn)′u + n2 u
′ I(β0|xn)uα2n{1+ op(1)}+
√
nan(1+
√
nan)
p0
∑
j=1
f ′j (β˜ j)uj
+
√
nan(1+
√
nan)
p
∑
j=p0+1
f ′j (β˜ j)uj.
(1.22)
We argue the second term on the RHS of (1.22) is dominant. To see this consider the
first term on the RHS of (1.22) using Conditions 1 and 3. We multiply by
√
n√
n and obtain√
nαn
L′(β0|xn)√
n u. Let L¯ =
L′(β0|xn)√
n , and observe
√
nαn → 1. So, C2 = ||u||2 = u′u > L¯u as
long as 0 < 1B < L¯ < B with high probability for C > B. Then with high probability
C2 ≥ B1(u) ≥ BL¯ for ||u|| = C and 1 = (1, 1, . . . , 1). Thus we have that by choosing
sufficiently large C, the second term of (1.22) is larger in absolute value, with high
probability than the first term uniformly in ||u|| = C.
Also, by hypothesis
√
nan → 0, so the whole third term in (1.22) goes to zero and the
second term of (1.22) is also larger than the third term. The fourth term of (1.22) also
goes to zero because for p0 ≤ j ≤ p, we know that β j = 0, so β˜ j → 0 as n→ 0.Therefore
p
∑
j=p0+1
f ′j (β˜ j)uj → 0 by Condition 5 and since
√
nan → 0, the fourth term on the RHS of
(1.22) goes to 0. Thus since the third term third and fourths term on the RHS of (1.22)
both go to 0, we have that the second term on the RHS of (1.22) is larger than all of the
other terms.
Therefore, by choosing large enough C,
P
{
inf
||u||=C
Dn(u) ≥ n2 u
′ I(β0|xn)uα2n{1+ op(1)}
}
≥ 1− e.
Thus, (1.19) is true for sufficiently large C.
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Step 2. We now show the conclusion of Step 1 holds for any C∗ > C.
Let C? > C. Then,
βˆ ∈ {β0 + αnu : ||u|| = C∗}
⇐⇒ βˆ ∈ B (β0, αnC∗)
⇐⇒ βˆ− β0 ∈ B (0, αnC∗)
⇐⇒ α−1n (βˆ− β0) ∈ B(0, C∗)
⇐⇒ ||α−1n (βˆ− β0)|| < C∗
⇐⇒ ||βˆ− β0||2 < α2nC∗2
It follows that ∑
p
j=1(βˆ j − β0j)2 ≤ α2nC∗2 and ∀j , (βˆ j − β0j)2 ≤ α2nC∗2. Then we see
−αnC∗ ≤ βˆ j − β0j ≤ αnC∗
and we can absorb C∗ into αn because C∗ is a constant. Thus we have βˆ− β0 = Op(αn).
Note that
αn =
1√
n
+ an =
1+
√
nan√
n
and as n→ ∞ we have √nan → 0, so βˆ− β0 = Op
(
1√
n
)
.
Remark 1. The argument for Theorem 1 is true for differentiable f j(·), but not non-differentiable
f j(·). In the case of non-differentiable f j(·), consider a smooth function that approximates f j(·)
well. Say, f ?j (·), which differs from f j(·) by a margin of e where eN → 0 as n→ ∞. As long as
lim
β→β∗−
f ?j (·) = lim
β→β∗+
f ?j (·), then the above argument holds.
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Lemma 1. Assume conditions 1- 6, and the result from Theorem 1 hold. Then if
√
nbn → ∞
and bn ≥ g(n)√n as n, g(n) → ∞, then with probability tending to 1, for any given β1 satisfying
||β1 − β10|| = Op(n− 12 ) and any constant C,
Q

β1
0

 = min||β2||≤Cn− 12 Q

β1
β2

 . (1.23)
Proof. Consider the objective function Q(β) = L(β|xn) + n
p
∑
j=1
λj f j(β j). Note that
∂Q(β)
∂β j
=
∂L(β|xn)
∂β j
+ nλj f ′j (β j). (1.24)
Then by Taylor expanding at β0 =
β10
0
 we have
∂Q(β)
∂β j
=
∂L(β0|xn)
∂β j
+
p
∑
`=1
∂2L(β0|xn)
∂β j∂β`
(β` − β`0) +
p
∑
`=1
p
∑
k=1
∂3L(β∗|xn)
∂β j∂β`∂βk
(β` − β`0)(βk − βk0)
+ nλj f ′j (β j)
where β∗ lies between βˆ and β0. Note that
1
n
∂L(β0|xn)
∂β j
= Op(n−
1
2 )
and due to [7] and by the Law of Large Numbers for non-identically distributed random
variables we have
1
n
∂2L(β0|xn)
∂β j∂β`
= E
[
∂2L(β0|xn)
∂β j∂β`
]
+ op(1)
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Note that due to Conditions 1- 6, and the result in Theorem 1, βˆ− β0 = Op
(
1√
n
)
, so
we have
∂Q(β)
∂β j
= n
1
n
∂L(β0|xn)
∂β j
+ n
1
n
p
∑
`=1
∂2L(β0|xn)
∂β j∂β`
(βˆ` − β`0)
+ n
1
n
p
∑
`=1
p
∑
k=1
∂3L(β∗|xn)
∂β j∂β`∂βk
(βˆ` − β`0)(βˆk − βk0) + nλj f ′j (β j)
= nOp
(
1√
n
)
+ n
p
∑
`=1
(
E
[
∂2L(β0|xn)
∂β j∂β`
]
+ op(1)
)
Op
(
1√
n
)
+ n
p
∑
`=1
p
∑
k=1
E
[
sup
β∈N
∣∣∣∣∣∂3L(β∗|xn)∂β j∂β`∂βk
∣∣∣∣∣+ op(1)
]
Op
(
1√
n
)
Op
(
1√
n
)
+ nλj f ′j (β j)
= n
[
Op
(
1√
n
)
+Op
(
1√
n
)
+Op
(
1√
n
)]
+ nλj f ′j (β j)
= n
[
Op
(
1√
n
)
+ λj f ′j (β j)
]
=
√
n
[
Op(1) +
√
nλj f ′j (β j)
]
≥ √n
[
Op(1) +
√
nbn f ′j (β j)
]
because p is finite and by using Slutsky’s Theorem. By hypothesis
√
nbn → ∞, so the
sign of
∂Q(β)
∂β j
=
√
n
[
Op(1) +
√
nλj f ′j (β j)
]
is completely determined by the sign of f ′j (β j). We note that bn That is since f
′
j (0) = 0,
we have

f ′j (β j) < 0, β j < 0,
f ′j (β j) = 0, β j = 0
f ′j (β j) > 0, β j > 0
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which implies that we have a minimum at β j = 0 and (1.23) is true.
The requirement that bn not go to zero too fast, if it goes to zero at all, is consistent
with the fact that as the λ′js increase, the β j’s must decrease to obtain an optimal solution.
Theorem 2. (Oracle Property) Assume Conditions 1 - 6 hold. Suppose
√
nan → 0 where an
satisfies s an = 1h(n)√n where
1
h(n)
√
n → 0 and h(n) → ∞, and suppose
√
nbn → ∞ satisfies
bn =
g(n)√
n where
g(n)√
n → 0 and g(n) → ∞. Then the estimator βˆ = (βˆ1
′
, βˆ2
′
)′ satisfies
P(βˆ2 = 0)→ 1 and
√
nIˆ1(β˜10|xn)(βˆ1 − β10)→ N (0, I1(β10|xn)) .
Proof. First, we observe that under Conditions 1 - 6 Lemma 1 holds. So, βˆ = (βˆ1
′
, βˆ2
′
)′
satisfies P(βˆ2 = 0)→ 1.
Now to prove the asymptotic normality of βˆ1, consider
∂Q(β)
∂β j
. It can be shown that
there exists a βˆ1 in Theorem 1 that is a root- n consistent minimizer of Q

β1
0

 which
is a function of β1 and satisfies the likelihood equation
∂Q(β)
∂β j
∣∣∣∣
βˆ=
βˆ1
0

= 0
for j = 1, . . . , p0.
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We see that Taylor expanding at β0 gives
0 =
∂Q(β)
∂β j
∣∣∣∣
βˆ=
βˆ1
0

=
∂L(βˆ|xn)
∂β j
+ n
∂
∂β j
p0
∑
j=1
λj f j(βˆ j)
=
∂L(β0|xn)
∂β j
+
p0
∑
j=1
∂2Ł(β˜|xn)
∂β`∂β j
(βˆ` − β`0) + nλj f ′j (βˆ j)
where β˜ ∈< β0, βˆ1 >. Furthermore,
−∂L(β0|x
n)
∂β j
=
p0
∑
j=1
∂2L(β˜|xn)
∂β`∂β j
(βˆ` − β`0) + nλj f ′j (βˆ j)
−∂L(β0|x
n)
∂β j
= n
p0
∑
j=1
1
n
∂2L(β˜|xn)
∂β`∂β j
(βˆ` − β`0) + nλj f ′j (βˆ j)
−∂L(β0|x
n)
∂β j
= n
(
p0
∑
j=1
I`j(β˜10|xn)
)
(βˆ` − β`0) + nλj f ′j (βˆ j)
−∂L(β0|x
n)
∂β j
=
√
n
[√
nI1(β˜10|xn)(βˆ1 − β10) +
√
nλj f ′j (βˆ j)
]
−∂L(β0|x
n)
∂β j
=
√
nI1(β˜10|xn)(βˆ1 − β10) +
√
nλj f ′j (βˆ j) (1.25)
where the third to last line is due to Condition 2. Here Iˆ1 is like any Iˆn but restricted the
upper block of Iˆ.
To finish the proof, we examine the terms in (1.25). By supposition,
√
nan → 0
and f ′j (βˆ j) is uniformly bounded by Condition 4, so
√
nλj f ′j (βˆ j) → 0 because λj < an
for p0 < j ≤ p. Then by the Central Limit Theorem, Condition 3 and the fact that
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E
(
∂L(β0|xn)
∂β j
)
= 0, we have
√
n
(
1
n
∂L(β0|xn)
∂β j
− E
(
∂L(β0|xn)
∂β j
))
→D N (0, I1(β10)).
Thus,
1√
n
∂L(β0|xn)
∂β j
→D N (0, I1(β10)),
and since the normal distribution is symmetric, − 1√n
∂L(β0|xn)
∂β j
converges in distribution to
N (0, I1(β10)). By equality in (1.25), it follows that
√
nI1(β˜10|xn)(βˆ1 − β10)→D N (0, I1(β10))
Therefore, we can construct an oracle procedure by choosing any f j(β j) that satisfiy
Conditions 4, and 5. We can use the same function f j(β j) for each j if we want, but we are
not restricted to this. We can have a different penalty for each parameter. We are also not
restricted, at least theoretically, to using the shrinkage methods discussed in Section 1.1.
1.2.3 General penalized empirical risk
Now that we have some results for penalized likelihoods, we extend those results to
penalized empirical risks. This is perhaps a more general setting the penalized likelihoods
because we now allow for an arbitrary function of the data as well as an arbitrary penalty
function.
Consider the same regression scenario as Section 1.2.2 and let (xi, Yi) for i = 1, . . . , n
satisfy Conditions 7 - 10 each with distance d(yi − x′iβ). Let R(β|xn) = 1n ∑ni=1 d(yi − x′iβ)
be the empirical risk of the observations (x1, Y1), . . . , (xn, Yn) where xn is shorthand
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notation for x1, . . . , xn and denote the penalized empirical risk objective function
Q(β) = R(β|xn) + n
p
∑
j=1
λj f j(β j).
Let
an = max{λj(Dn) : 1 ≤ j ≤ p0},
bn = min{λj(Dn) : p0 < j ≤ p},
and αn = n−
1
2 + an.
We specify some similar but slightly different conditions before getting into the proofs.
These conditions are similar to those in Section 1.2.2, but they are different and necessary
for the cases we discuss in this section.
Condtion 7. The empirical risk 1n ∑
n
i=1 d(yi − x′iβ) has a convergent second order Taylor expan-
sion. That is for all j, ` = 1, . . . , p we have that ∀β ∈ Ω and as η → 0,
E
[
sup
β∈B(β0,η)
∣∣∣∣∣ ∂2∂β j∂β` 1n
n
∑
i=1
d(yi − x′iβ)
∣∣∣∣∣
]
→ EL
[
R′′(β|x∞)] = I∗(β|x∞)
where
R′′(β|xn) = ∂
2
∂2β
R(β|xn) = ∂
2
∂2β
(
1
n
n
∑
i=1
d(yi − x′iβ)
)
and for some B, b > 0, we have BIp×p ≥ I∗(β|x∞) ≥ bIp×p. That is, I∗(β|x∞) is positive
definite and we abbreviated it to I∗(β).
We see that I∗(β) is a sort of analog to the Fisher information matrix in the context of
empirical risks. It is not necessarily the Fisher information matrix, however if our empirical
risk happens to correspond to a log-likelihood, then it is possible that I∗(β) = I(β).
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Condtion 8. There exists increasing sequence of compact sets C = Cn in the parameter space and
constants M = Mn ∈ R such that for all n, sup
β j∈Cn
| f ′j (β j)| ≤ Mn. That is the penalty term has a
uniformly bounded first derivative in j.
Condtion 9. For e in a neighborhood around zero, sup
j
sup
|e|→0
f ′j (e) = 0. Consequently, if β j = 0,
then we have f ′j (0) = sup
|e|→0
f ′j (e) = 0 uniformly in j.
Condtion 10. There exists uniform Taylor expandability for f j(β j). That is, for h ∈ R, f j(β0 +
h)− f j(β0) = f ′j (β0)h + oj(1) uniformly in j where supj oj(1)→ 0.
Again the notion of uniform Taylor expandability in j here requires the error terms
oj(1) in Condition 10 go to zero as the same time.
The following lemma identifies the class of distance functions we consider.
Lemma 2. Let d(u) be an even distance function with a unique minimum at 0. If u comes from
some distribution with pdf fU(u) that is symmetric about zero with support [−a, a] for a ∈ R,
then EU[d′(u)] = 0.
Proof. Since d(u) is an even function, we know d′(u) is an odd function. By definition of
expectation,
EU(d′(u)) =
∫ a
−a
d′(u) fU(u)du.
Note that since fU(u) is a symmetric distribution, fU(u) = fU(−u), so fU(u) is an
even function. Let g(u) = d′(u) fU(u). Then g(u) is an odd function, and we have∫ a
−a g(u)du = 0, so
EU(d′(u)) = lim
a→0
∫ a
−a
g(u)du = 0.
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Note that Lemma 2 is true for any even distance function d(u), and this is useful for
us because we focus on the some distance function d(yi − x′iβ) which even due to the
symmetry of the yi − x′iβ.
Theorem 3. Suppose Conditions 7 - 10 and Lemma 2 are satisfied. If
√
nan → 0 where an
satisfies s an = 1h(n)√n where
1
h(n)
√
n → 0 and h(n)→ ∞ , then there exists a local minimizer βˆ
of Q(β) such that ||βˆ− β0|| = Op(n− 12 + an).
Proof. Step 1. We want to show for any e > 0 there exists a large constant C such that
P
{
inf
||u||=C
Q(β0 + αnu) > Q(β0)
}
≥ 1− e. (1.26)
Denote
Dn(u) = Q(β0 + αnu)−Q(β0)
= R(β0 + αnu|xn) + n
p
∑
j=1
λj f (β j0 + αnuj)− R(β0|xn)− n
p
∑
j=1
λj( f (β j0))
= R(β0 + αnu|xn)− R(β0|xn) + n
p
∑
j=1
λj[ f j(β j0 + αnuj)− f j(β j0)]
= R(β0 + αnu|xn)− R(β0|xn) + n
p
∑
j=1
λj f ′j (β˜ j)αnuj
= R(β0 + αnu|xn)− R(β0|xn) + n
p0
∑
j=1
λj f ′j (β˜ j)αnuj + n
p
∑
j=p0+1
λj f ′j (β˜ j)αnuj
where f ′j (β˜ j)αnuj is the Taylor expansion of the penalty term by Condition 10 and
where β˜ j is on the line joining β j to β j + αnu. More formally, β˜ j ∈< β j, β j + αnu >. Thus
we have,
is the Taylor expansion of the penalty term by Condition 6 and where β˜ j is on the line
joining β j to β j + αnu. More formally, β˜ j ∈< β j, β j + αnu >
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Dn(u) = R(β0 + αnu|xn)− R(β0|xn) + nαn
(
p0
∑
j=1
λj f ′j (β˜ j)uj + n
p
∑
j=p0+1
λj f ′j (β˜ j)uj
)
= R(β0 + αnu|xn)− R(β0|xn) + n(n− 12 + an)
(
p0
∑
j=1
λj f ′j (β˜ j)uj + n
p
∑
j=p0+1
λj f ′j (β˜ j)uj
)
= R(β0 + αnu|xn)− R(β0|xn) + (
√
n + nan)
(
p0
∑
j=1
λj f ′j (β˜ j)uj + n
p
∑
j=p0+1
λj f ′j (β˜ j)uj
)
≥ R(β0 + αnu|xn)− R(β0|xn) + (
√
n + nan)an
(
p0
∑
j=1
f ′j (β˜ j)uj + n
p
∑
j=p0+1
f ′j (β˜ j)uj
)
= R(β0 + αnu|xn)− R(β0|xn) + (
√
nan + na2n)
(
p0
∑
j=1
f ′j (β˜ j)uj + n
p
∑
j=p0+1
f ′j (β˜ j)uj
)
= R(β0 + αnu|xn)− R(β0|xn) +
√
nan(1+
√
nan)
(
p0
∑
j=1
f ′j (β˜ j)uj + n
p
∑
j=p0+1
f ′j (β˜ j)uj
)
(1.27)
where p0 is the number of components in β10. Now by Taylor expansion of the
empirical risk at β0,
R(β0 + αnu|xn)− R(β0|xn) = αnuR′(β0|xn) + n2 (αnu)
′ (I∗(β0|xn)) (αnu)
+
n
2
(αnu)′
(
R′′(β˜|xn)± 1
n
n
∑
i=1
I∗(β|xn)± I∗(β)
)
(αnu)
= αnR′(β0|xn)u + n2 u
′ I∗(β0)uα2n{1+ op(1)} (1.28)
because by Condition 7 we have
E
[
sup
β∈B(β0,η)
∣∣R′′(β˜|xn)− I∗(β0|xn)∣∣
]
→ 0
as η → 0 and where I∗(β0|xn) = EL(R′′jk(β0|xn))jk
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Using (1.27) and (1.28) ,
Dn(u) ≥ αnR′(β0|xn)u + n2 u
′ I∗(β0|xn)uα2n{1+ op(1)}+
√
nan(1+
√
nan)
p0
∑
j=1
f ′j (β˜ j)uj
+
√
nan(1+
√
nan)
p
∑
j=p0+1
f ′j (β˜ j)uj.
(1.29)
Now we argue that the second term on the RHS of (1.29) dominates the others. To
see this, consider the first term on the RHS of (1.29). We multiply by
√
n√
n and we have√
n√
nαnR
′(β0|xn)u. Let R¯ =
√
n∑
n
i=1 d
′(yi−x′iβ)
n . Thus we rewrite
√
n√
nαnR
′(β0|xn)u as αn√n R¯u.
Now by the Central Limit Theorem,
√
n
[
∑ni=1 d
′(yi − x′iβ)
n
− E[d′(yi − x′iβ)]
]
converges in distribution to a normal distribution since E[d′(yi − x′iβ)] = 0 due to Lemma
2 and because αn√n → 1. Thus, C2 = ||u||2 = u′u > R¯u as long as 0 < 1B < R¯ < B for
C > B with high probability. Then with high probability C2 ≥ B1(u) ≥ BR¯ for ||u|| = C.
Thus we have that by choosing sufficiently large C, the second term of (1.22) is larger in
absolute value, with high probability than the first term uniformly in ||u|| = C.
Also, by hypothesis
√
nan → 0, so the whole third term in (1.29) goes to zero and the
second term of (1.29) is also larger than the third term. The fourth term of (1.29) also
goes to zero because for p0 ≤ j ≤ p, we know that β j = 0, so β˜ j → 0 as n→ 0.Therefore
p
∑
j=p0+1
f ′j (β˜ j)uj → 0 by Condition 9. It follows that the third term of (1.29) is larger than
the fourth term, which implies that the second term of (1.29) is larger than all of the other
terms.
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Therefore, by choosing large enough C,
P
{
inf
||u||=C
Dn(u) ≥ n2 u
′ I∗(β0|xn)uα2n{1+ op(1)}
}
≥ 1− e.
Thus, (1.26) is true for sufficiently large C.
Step 2. We now show the conclusion of Step 1 holds for any C∗ > C.
Let C? > C. Then,
βˆ ∈ {β0 + αnu : ||u|| = C∗}
⇐⇒ βˆ ∈ B (β0, αnC∗)
⇐⇒ βˆ− β0 ∈ B (0, αnC∗)
⇐⇒ α−1n (βˆ− β0) ∈ B(0, C∗)
⇐⇒ ||α−1n (βˆ− β0)|| < C∗
⇐⇒ ||βˆ− β0||2 < α2nC∗2
It follows that ∑
p
j=1(βˆ j − β0j)2 ≤ α2nC∗2 and ∀j , (βˆ j − β0j)2 ≤ α2nC∗2. Then we see
−αnC∗ ≤ βˆ j − β0j ≤ αnC∗
and we can absorb C∗ into αn because C∗ is a constant. Thus we have βˆ− β0 = Op(αn).
Note that
αn =
1√
n
+ an =
1+
√
nan√
n
and as n→ ∞ we have √nan → 0, so βˆ− β0 = Op
(
1√
n
)
.
Again, we discuss the way you can get this result for penalty functions that have
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finitely many points that are non-differentiable, particularly at the origin in the following
remark. .
Remark 2. The argument for Theorem 1 is true for differentiable f j(·), but not non-differentiable
f j(·). In the case of non-differentiable f j(·), consider a smooth function that approximates f j(·)
well. Say, f ?j (·), which differs from f j(·) by a margin of e where eN → 0 as n→ ∞. As long as
lim
β→β∗−
f ?j (·) = lim
β→β∗+
f ?j (·), then the above argument holds.
Lemma 3. Assume conditions 7 - 10 hold. If
√
nbn → ∞ as n → ∞ and and bn satisfies
bn =
g(n)√
n where
g(n)√
n → 0 and g(n)→ ∞, then with probability tending to 1, for any given β1
satisfying ||β1 − β10|| = Op(n− 12 ) and any constant C,
Q

β1
0

 = max||β2||≤Cn− 12 Q

β1
β2

 . (1.30)
Proof. Consider the objective function Q(β) = R(β|xn) + n
p
∑
j=1
λj f j(β j). Note that
∂Q(β)
∂β j
=
∂R(β|xn)
∂β j
+ nλj f ′j (β j). (1.31)
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Then by Taylor expanding at β0 =
β10
0
 we have
∂Q(β)
∂β j
=
∂R(β0|xn)
∂β j
+
p
∑
`=1
∂2R(β0|xn)
∂β j∂β`
(β` − β`0)
+
p
∑
`=1
p
∑
k=1
∂3R(β∗|xn)
∂β j∂β`∂βk
(β` − β`0)(βk − βk0) + nλj f ′j (β j)
where β∗ lies between βˆ and β0. Note that
∂R(β0|xn)
∂β j
= Op(n−
1
2 )
and due to [7] and by the Law of Large Numbers for non-identically distributed random
variables we have
∂2R(β0|xn)
∂β j∂β`
= E
[
∂2R(β0|xn)
∂β j∂β`
]
+ op(1).
Also, due to Theorem 1, βˆ− β = Op
(
1√
n
)
, so we have
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∂Q(β)
∂β j
=
∂R(β0|xn)
∂β j
+
p
∑
`=1
∂2R(β0|xn)
∂β j∂β`
(βˆ` − β`0)
+
p
∑
`=1
p
∑
k=1
∂3R(β∗|xn)
∂β j∂β`∂βk
(βˆ` − β`0)(βˆk − βk0) + nλj f ′j (β j)
= Op
(
1√
n
)
+
p
∑
`=1
(
E
[
∂2R(β0|xn)
∂β j∂β`
]
+ op(1)
)
Op
(
1√
n
)
+
p
∑
`=1
p
∑
k=1
E
[
sup
β∈N
∣∣∣∣∣∂3R(β∗|xn)∂β j∂β`∂βk
∣∣∣∣∣+ op(1)
]
Op
(
1√
n
)
Op
(
1√
n
)
+ nλj f ′j (β j)
=
[
Op
(
1√
n
)
+Op
(
1√
n
)
+Op
(
1√
n
)]
+ nλj f ′j (β j)
= Op
(
1√
n
)
+ nλj f ′j (β j)
=
√
n
[
Op
(
1
n
)
+
√
nλj f ′j (β j)
]
≥ √n
[
Op
(
1
n
)
+
√
nbn f ′j (β j)
]
because p is finite and by using Slutsky’s Theorem. By hypothesis
√
nbn → ∞, so the
sign of
∂Q(β)
∂β j
=
√
n
[
Op
(
1
n
)
+
√
nλj f ′j (β j)
]
is completely determined by the sign of f ′j (β j). That is since f
′
j (0) = 0, we have
f ′j (β j) < 0, β j < 0,
f ′j (β j) = 0, β j = 0
f ′j (β j) > 0, β j > 0
which implies that we have a minimum at β j = 0 and (1.30) is true.
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Theorem 4. (Oracle Property) Assume Conditions 7 - 10 and Lemma 3 hold. Suppose
√
nan → 0
where an satisfies s an = 1h(n)√n where
1
h(n)
√
n → 0 and h(n) → ∞, and suppose
√
nbn → ∞
satisfies bn =
g(n)√
n where
g(n)√
n → 0 and g(n)→ ∞. Then the estimator βˆ = (βˆ1
′
, βˆ2
′
)′ satisfies
P(βˆ2 = 0)→ 1 and
√
nIˆ∗1(β˜10|xn)(βˆ1 − β10)→ N (0, I1(β10|xn)) .
Proof. First, we observe that the estimator βˆ = (βˆ1
′
, βˆ2
′
)′ satisfies P(βˆ2 = 0)→ 1 due to
Lemma 3.
Now to prove the asymptotic normality piece, consider ∂Q(β)∂β j . It can be shown that
there exists a βˆ1 in Theorem 3 that is a
√
n consistent minimizer of Q

β1
0

 which is
a function of β1 and satisfies the likelihood equations
∂Q(β)
∂β j
∣∣∣∣
βˆ=
βˆ1
0

= 0
for j = 1, . . . , p0.
We see that Taylor expanding at β0 gives
0 =
∂Q(β)
∂β j
∣∣∣∣
βˆ=
βˆ1
0

=
∂R(βˆ|xn)
∂β j
+
∂
∂β j
n
p0
∑
j=1
λj f j(βˆ j)
=
∂R(β0|xn)
∂β j
+
p0
∑
j=1
∂2R(β˜|xn)
∂β`∂β j
(βˆ` − β`0) + nλj f ′j (βˆ j)
where β˜ ∈< β0, βˆ1 >. Furthermore,
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−∂R(β0|x
n)
∂β j
=
p0
∑
j=1
∂2R(β˜|xn)
∂β`∂β j
(βˆ` − β`0) + nλj f ′j (βˆ j)
−∂R(β0|x
n)
∂β j
= n
p0
∑
j=1
1
n
∂2R(β˜|xn)
∂β`∂β j
(βˆ` − β`0) + nλj f ′j (βˆ j)
−∂R(β0|x
n)
∂β j
= n
p0
∑
j=1
I∗`j(β˜10|xn)(βˆ` − β`0) + nλj f ′j (βˆ j)
−∂R(β0|x
n)
∂β j
=
√
n
[√
nI∗1 (β˜10|xn)(βˆ1 − β10) +
√
nλj f ′j (βˆ j)
]
−∂R(β0|x
n)
∂β j
=
√
nI∗1 (β˜10|xn)(βˆ1 − β10) +
√
nλj f ′j (βˆ j) (1.32)
where the third to last line is due Condition 7. Here I∗1 is like any I
∗
n but restricted the
upper block of I∗.
To finish the proof, we examine the terms in (1.32). By supposition,
√
nan → 0
and f ′j (βˆ) is bounded. Thus,
√
nλj f ′j (βˆ j) → 0 for p0 < j ≤ p since λj < an. Then by
the Central Limit Theorem, Condition 3 and using Lemma 2 and the linearity of the
expectation operator we know E
(
∂R(β0|xn)
∂β j
)
= 0, so we have
√
n
(
1
n
∂R(β0|xn)
∂β j
− E
(
∂R(β0|xn)
∂β j
))
→D N (0, I∗1 (β10)).
Thus,
1√
n
∂R(β0|xn)
∂β j
→D N (0, I∗1 (β10)),
and since the normal distribution is symmetric, − 1√n
∂R(β0|xn)
∂β j
converges in distribution to
N (0, I∗1 (β10)). By equality in (1.25), it follows that
√
nI∗1 (β˜10|xn)(βˆ1 − β10)→D N (0, I∗1 (β10))
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Taken together, Theorems 2 and 4 give us insight into how large the class of oracle
procedures is. Previously it seemed oracle procedures were isolated choices of priors
(see Section 1.2.1). Now even though we have not characterized the class of all oracle
procedures, we can see that the conditions for a procedure to have the oracle property are
quite general, allowing a range of likelihoods, distances, and priors is much larger than
previously believed. We believe our main omission is the collection of oracle procedures
that are not adaptive in the sense we have used it here. e.g. SCAD. Fan and Lv [4] have
some generality similar to this in their results, but generality in this sense was not their
goal.
Since there are obviously so many oracle procedures, the key question becomes which
one to choose in a given context. We propose choosing an oracle procedure by optimizing
a stability criterion over both a class of penalty functions and a class of distance functions
to choose a data driven shrinkage method that is ‘best’. Allowing for f j(β j) to be a
different penalty for each parameter, as long as they are uniformly Taylor expandable and
have similar properties, is powerful because we can choose penalties dependent on the
variable which is a more general sense of adaptivity than each β j merely having its own
shrinkage parameter λj. We believe a natural choice for f j(β j) might be something like
|β j|1−|corr(yi,xi)| because it is data driven and therefore can change from dataset to dataset.
We have not done this here, and we leave it for future work, see Discussion in Section 2.3
where we consider using genetic algorithms to find f j(β j)′s.
Part of the reason we have not done this is due to the lack of available packages to
compute a new penalty like this. There is still work to be done on the computational
aspect of these penalized likelihood or penalized empirical risk methods. There are some
simple ways to implement some new shrinkage criteria, but the optimization over a class
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of objective functions and penalties may not be an easy task.
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Chapter 2
Stability and Simulations
2.1 Minimizing Instability
A good model should be stable in the sense that small amounts of variation should
not drastically change its performance. Similar to how a model should not overfit
training data and perform poorly on test data, we wish to develop a stability measure
that allows us to choose a model that performs better than others in response to small
amounts of added noise in a data set. There are many ways we could define a measure
of stability. Recall we are working with data that is generated from a linear model in
(1.1). Thus we could define stability to be a linear combination of the difference between
estimated coefficients based on penalized regression and OLS estimates and the difference
between predictions based on penalized regression estimates and predictions from the
OLS estimates derived from the shrinkage selected variables. Specifically something of
the form
S(Yˆ) =
||βˆpen,σ − βˆOLS,σ||2
dim(βˆ)
+
||λˆ||2
dim(λˆ)
+
1
#(Dtest)
(
#(Dtest)
∑
i=1
Yˆ(xi)pen,i,σ − Yˆ(xi)OLS,i,σ
)
(2.1)
where #(Dtest) is the cardinality of Dtest, Yˆpen,i,σ is the predictor resulting from a penalized
regression model, YˆOLS,i,σ is the OLS predictor for a given σ, and we evaluate the
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performance of S(Yˆ) as a function of increasing σ. The intuition behind this is we want
to see which shrinkage methods are distorted from the OLS estimates the least. We
normalize each term so that models with different numbers of parameters are comparable.
Another possible stability measure is
S(Yˆ) =
||λˆ||2
dim(λˆ)
+
1
#(Dtrain)
(
#(Dtrain)
∑
k=1
Yˆ(xk)pen,k,σ − Yˆ(xk)OLS,k,σ
)
+
1
#(Dtest)
(
#(Dtest)
∑
i=1
Yˆ(xi)pen,i,σ − Yˆ(xi)OLS,i,σ
)
, (2.2)
where #(Dtrain) is the cardinality ofDtrain, the first term penalizes the number of shrinkage
parameters, the second term measures how well the penalized model fits compared to
OLS, and the third term measure the difference in prediction error of the penalized model
and OLS.
Another choice for stability could be simply the difference in prediction error between
OLS and penalized methods:
S(Yˆ) =
1
#(Dtest)
(
#(Dtest)
∑
i=1
Yˆ(xi)pen,i,σ − Yˆ(xi)OLS,i,σ
)
, (2.3)
where this is similar to (2.1), but assumes that the effect of perturbation on coefficients
β and λ are already accounted for in the predictions, so there is no need to observe the
difference in them.
While these may be suitable stability criteria, we really want to develop a measure
that is robust in the sense that it can be applied to many scenarios, not just a linear model
case. Thus we propose using a stability measure that is purely a measure of the stability
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of predictions. The stability criterion we use has the general form:
S(Yˆ) =
√√√√ 1
#(Dtest)
#(Dtest)
∑
i=1
(yi − Yˆ(xi)pen,σ)2. (2.4)
Making stable predictions is a desirable trait for any predictor to have. That is, for a
predictor to be good, small amounts of noise should not drastically change the predictive
ability of a model. This is a reasonable measure if the goal is to make predictions, which
in a regression setting, it often is. However, we argue that looking at prediction error
alone is enough. We propose using the stability of predictions as we add small amounts of
noise as an indicator of a model’s performance. The reason we want to use instability of
predictions to evaluate competing shrinkage methods that a dataset represents a sample
of the data from a true population. Thus we would not expect a model to produce
exactly the same prediction error if we were to obtain a different sample from the same
population. Since we do not have access to extra samples and bootstrapping would (if
anything) reduce the variability inherent in the data, we propose adding small amounts
of noise to the data, similar to the proposition of Boos et al in [13], and evaluating the
instability of predictions in response to the added noise.
Specifically the approach we take is to split Dn into two sets, a test set and a train set
denoted Dtest and Dtrain, respectively. The goal is to examine the stability in response to
perturbing the data. There are essentially 9 possible choices for how we vary the data. We
can choose to vary x, y or both, and we can choose to vary those variables in Dtest, Dtrain
or both (i.e. Dn). We can construct a table similar to Table 2.1 for any stability criterion
we choose. In the table we consider what it would mean for us to perturb the data for
each of the 9 possibilities. We show this table for (2.4) in Table 2.1.
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Table 2.1: Possible Perturbations.
X Y X & Y
Dtrain Extrapolation in train Predict unperturbed Ytest
using perturbed Ytrain
Extrapolation of
X & higher Var(e)
as σ increases
Dtest Extrapolation in test Predict perturbed Ytest
using unperturbed Ytrain
Extrapolation of
X & higher Var(e)
as σ increases
Dtrain&Dtest Extrapolation in test and
train
Predict perturbed Ytest
using perturbed Ytrain X
Extrapolation in
X &higher Var(e)
as σ increases
In our view, it does not make sense to perturb the explanatory variables at all, because
that would just result in extrapolation. Indeed, perturbing X would result in a different
model class all together: errors-in-variables model class, which has much different
properties than the models we are discussing. In particular, these models are known
to have inconsistent least squares estimators and for the purposes of this thesis, we are
interested in consistent estimators. We conclude perturbing the response in the entire
data set makes the most sense because it makes calculating prediction in response to
perturbations possible and reasonable. Essentially we are asking how decreasing the
information in Ytrain decreases our information in Ytest Formally, we add noise to each
yi(xi) in both Dtrain&Dtest. Specifically the perturbed data is yi(ν) = yi + νi, where
νi = (ν1, . . . νn)T ∼ N (0, σ2 I). We denote the perturbed data Dtrain(σ) and Dtest(σ),
respectively. Perturbation in the training data affects the fit of the model whereas the
perturbation in the test effects the prediction error. Since we choose to use (2.4) as our
stability criterion, it might also make sense to consider perturbing just the response in
the test data, the idea being that we would be identifying the robustness of a predictor by
forming a predictor on a training set and make predictions for a test set that had added
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noise. We leave this approach as future work.
For a given choice of stability and choice of varying the data we:
1. Perturb the data.
2. Use competing shrinkage methods to fit a model to Dtrain(σ).
3. Using the estimated parameters from the model, define Yˆ(xi)pen,σ as the resulting
predictor using these parameter estimates.
4. Use Yˆ(xi)pen,σ to predict the known responses in Dtest(σ).
We can use this approach to evaluate stability in the following way. Let S(Yˆ) be an
instability measure of a given predictor. For each competing predictor, we use Dtest(σ) to
generate a graph of S(Yˆ)σ as a function of σ to evaluate how rapidly S(Yˆ)σ increases as a
function of increasing perturbation of the data set. Using this plot, we can often (or hope
to) make one of three conclusions for a given predictor
1. the predictor is obviously discredited,
2. the predictor is not obviously discredited,
3. the predictor is not obviously discredited, but it is out performed by a competing
estimator.
Then we choose the predictor that is not obviously discredited, and out performs all
other competing predictors. Qualitatively if a model is not discredited, the plot will look
like Figure 2.1.
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Figure 2.1: Instability curve for a model that cannot be obviously discredited.
Here we see as we increase σ, the given predictor becomes more unstable. This makes
sense because a good predictor should be more stable when the data is less noisy. That is
if most of the information in the data is coming from the signal then we are able to pick
up those features of the data. On the contrary, if we are able to discredit a model the plot
will look qualitatively like Figures 2.2 or 2.3.
Figure 2.2 Figure 2.3
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Figure 2.2 shows an estimator that is quite unstable, but as we add noise the estimator
becomes more and more stable. Recall our instability criterion is measuring prediction
error in response to the added noise, so if our predictions become better when more noise
is introduced into the data, then the only conclusion we can make is that the predictor is
not appropriate for these data.
Figure 2.3 shows two different predictors that, by themselves, cannot be obviously
discredited. However, in comparison, the predictor corresponding to the black curve is
much more stable than the estimator corresponding to the red curve. Thus, the red curve
is outperformed and should not be selected as the method of generating predictions for
the data generator. There is also the possibility that the instability curves will cross over.
In this situation, we propose choosing the method which performs better for smaller
values of σ because once enough noise is added, even a good model will perform poorly
compared to its performance with less noise. We discuss the details of this approach and
how to generate these plots in Section 2.1.1.
2.1.1 Specific instability criterion
Let S(Yˆ) be the instability of a given estimator. To evaluate the instability of each Yˆpen,σ,
we use root mean square prediction error as a function of σ. That is we define instability
by:
S(Yˆ)σ =
√
1
n
n
∑
i=1
(yi − fˆσ(xi))2. (2.5)
To generate an analogous plot to Figure 2.1 for each of our competing estimators, we
use the following general approach :
1. Select the number of iterations, K.
2. Randomly split Dn in to Dtrain and Dtest.
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3. Perturb Dtrain and Dtest using N (0, σ2k ) noise. Call the results Dtrain(σk) and
Dtest(σk), respectively.
4. Using Dtrain(σk) , form the competing estimators.
5. Using Dtest(σk), obtain S(Yˆ)σk for each of the competing estimators.
6. Iterate over k = 1, . . . , K.
7. Iterate this process J times, using a different randomization seed for each, denote
S(Yˆ)σk,j to be the j
th value of S(Yˆ)σk .
8. Compute the empirical expected value of S(Yˆ)σk :
S(Yˆ)σ =
1
J
J
∑
`=1
S(Yˆ)σk,j
for each predictor, for each value of k
9. Plot S(Yˆ)σ over k for each predictor.
Note that we use σ = 0.2 · k for convenience, but the choice of σ is arbitrary, although σ
should not be too large because we don’t want the added noise to swamp the information
in the data. The choice of σ needs to depend on k, so that it can increase with each
iteration, but also σ should not be too small that it takes many iterations before there is
any effect. It is also worth noting that we only split the data once, at the beginning of this
procedure. With each iteration we add more noise to the same exact split of the data, and
we are not re-splitting the data at each step.
Ideally we should choose J to be large, to reduce the variance of the instability measure.
With large enough J we can get a more accurate presentation of which method is best
because we can plot ±2SD “confidence” bands around each curve. Then if there is no
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overlap in the confidence bands, we can be more confident that the method having the
lowest curve really is best. In the case that there is crossover, of course this is not possible,
so we hope to see a difference for σ close to zero. If there is no difference we may need to
search a larger class of shrinkage methods or accept that the best shrinkage method is
not unique.
When we have plotted S(Yˆ)σ for the various predictors, we choose the most stable
predictor. Sometimes the choice is clear, however there are cases where competing
methods are so similar in terms of stability that the choice may not be as obvious. We
discuss how to deal with this scenario in Sections 2.2.
2.2 Simulations and examples
The theoretical results we present in Section 1.2 are asymptotic results as n → ∞. The
goal of this section is to identify the behavior of these methods for finite samples and
thereby choose one in a data-driven way. Through a systematic series of simulations,
we attempt to show that our measure of stability is a good measure of which shrinkage
method should be used, and identify scenarios in which one shrinkage method is better
than others. We compare the seven shrinkage methods discussed in Section 1.1 as well as
a new method we call adaptive scad penalized lad regression (ASCAD). We propose this
new method because it satisfies the conditions and theorems in Section 1.2.3 and should
be useful with heavy tailed data due to the robustness of L1 regression. The ASCAD
estimator has the form
βˆASCAD = argmin
β
||yi − xiβ||1 +
p
∑
j=1
pλj(|β j|). (2.6)
50
To implement this method, we use a similar approach as we did with LAD-LASSO [18].
That is, we augment the data set in the same way (see p.6) and use a quantile regression
package while specifying the use of the SCAD penalty. This is easy to implement in R
(with the cv.rq.pen() function), despite the complexity of the penalty. Because ASCAD
uses an adaptive form of the SCAD penalty on the L1 norm, we suspect it should perform
similar to LAD-LASSO in the heavy tailed error case in a qualitative sense. However since
the SCAD penalty has lighter tails than L1, we expect ASCAD to outperform LAD-LASSO
in many scenarios.
All of the simulated data sets are generated using a linear model of the form
Y = Xβ+ e (2.7)
where X ∼ MVN(0,Σ) and β ∼ Bernoullii(p). We consider different covariance struc-
tures for Σ and we adjust p to evaluate instability of shrinkage methods under varying
levels of sparsity. We consider cases where ei ∼ N (0, τ) and ei ∼ t(5). As we discussed in
Section 1.1, it has been stated in the literature that certain shrinkage methods work better
than other in certain situations. For example, LASSO is better than RR with sparsity [17],
and LAD-LASSO is better than LASSO with heavy tailed errors [18]. In our simulations
we hope to verify the results of others, as well as identify new scenarios that a particular
shrinkage methods works better than others.
We also wish to characterize the effect of dependence on the performance of shrinkage
methods, so we consider the following cases for Σ:
1. Σ1 = I
51
2. Σ2 =

σ1
σ2
. . .
σp

where σi ∼ Unif(.1, .9)
3. Σ3 =

σ1 σ2
σ2
. . . . . .
. . . . . . . . .
. . . . . . σ2
σ2 σ1

4. Σ4 =

σ1 σ2 σ3 · · · σp
. . . . . . . . . ...
. . . . . . σ3
. . . σ2
σ1

.
The different cases we examine for p are p = 0.1 yielding 90% of the parameters
having 0 coefficients, p = 0.5 yielding 50% of the parameters having 0 coefficients, and
p = 0.9 yielding 10% of the parameters having 0 coefficients.
The shrinkage methods we compare are RR, LASSO, EN, ALASSO, AEN, LAD-LASSO,
SCAD, and ASCAD. We leave out adaptive RR, because in our early studies, we found
ARR was performing worse than RR almost always. We suspect there may have been in
issue with the programming, or we needed a much larger sample size to see ARR behave
like the other oracle procedures.
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2.2.1 Normal errors
Let us first consider the scenario under (2.7) in which ei ∼ N (0, τ). We simulate the data
with n observations, and 100 explanatory variables. In order to keep a relatively high
signal to noise ratio, we let τ = σ
2
1
4 where σ1 is the same σ1 in the covariance structures
above. For Σ1 we let σ1 = 1. This allows us to pick up the signal in the data for simulation
purposes, whereas if we increase τ enough so the noise is overpowering the signal, we
may produce uninformative results.
2.2.1.1 Independent and identically distributed covariates: Σ1
The first scenario we explore is when we have IID covariates under Σ1. Suppose there is
only 10% sparsity in the data (or 90% of the variables are significant) with a sample size of
500. Note this is not the scenario we are most interested in. We will focus on the situation
where there is sparsity in the data, but we show this scenario to see that the method we
propose gives appropriate results here as well. We generate the instability plot for the
eight shrinkage methods as seen in Figure 2.4, and see that LAD-LASSO yields the most
stable predictions uniformly in σ. The methods that should supposedly perform the best,
RR, in this situation actually do the worst for small σ. The SCAD method seems affected
the most dramatically by adding noise, although when σ = 0, SCAD’s performance is
comparable to LASSO and elastic net.
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Figure 2.4: Instability plot for various
shrinkage methods at 10% zero coefficients
with n=150 and Σ = Σ1
Figure 2.5: Instability plot for various
shrinkage methods at 10% zero coefficients
with n=500 and Σ = Σ1
The larger sample size for this scenario shown in Figure 2.5 shows that ridge performs
the best as expected according to [17]. LAD-LASSO interestingly becomes the worst
method with the increase in sample size. The fact that increasing the sample size
dramatically changes the results further exemplifies the fact that the proportion of
unimportant variables alone is not enough to determine which method should be used.
Sample size is essential in determining which is the most appropriate method.
If we let p = 0.1 then 10 of the explanatory variables are truly significant and 90 are
unimportant. Tibshirani indicates in [17] that in this scenario we would expect methods
such as LASSO to perform quite well, yet ridge should do poorly due to the variable
selection properties of these methods. The corresponding instability plot for this scenario
is given in Figure 2.6.
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Figure 2.6: Instability plot for 8 shrinkage
methods at 90% coefficients equal to zero
with n=150 and Σ = Σ1
Figure 2.7: Instability plot for 8 shrinkage
methods with 90% coefficients equal to zero
with n=500 and Σ = Σ1
Here we observe LASSO, adaptive LASSO, EN, and AEN performing quite similarly
and better than the other methods. Its not surprising LASSO and adaptive LASSO
perform as well as each other because of their ability to estimate coefficients to be exactly
zero. We would expect as n→ ∞ ALASSO should outperform LASSO, due to it’s oracle
properties. However, we have n = 150 here so that result need not apply. Regardless,
they are almost indistinguishable here.
The performance of EN and AEN relation to the LASSO and ALASSO is also not
surprising because when there is a significant amount of sparsity in the data, EN is
designed to be very similar, if not equivalent, to LASSO. Thus the stronger performance
of LASSO is by a small margin.
The performance of RR, ASCAD and SCAD are clearly much worse than the rest.
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SCAD is particularly bad here as the added noise drastically worsens the stability of
predictions. Note however, if one were to observe SCAD alone, they might conclude that
SCAD is a good method to use because by our guidelines, one cannot obviously discredit
SCAD. This illustrates the importance of comparing several methods in order to find the
most appropriate method to use.
We increase the sample size to n = 500, see in Figure 2.7, we see the expected
poor performance of RR. Again, the original and adaptive forms of LASSO and EN are
performing almost indistinguishably, however we now observe SCAD performing the
best which is the exact opposite behavior with the smaller sample size. Also LAD-LASSO
predictions are becoming more stable as we increase the noise in the data, so this is an
good indicator that we should not use LAD-LASSO to model these data.
Next we decrease the amount of sparsity in the data to 50% zero coefficients. The
sample size of 150 as seen in Figure 2.8 shows SCAD is by far the worst, with ASCAD not
far behind. This is consistent with the smaller sample performance of SCAD with 90%
coefficients. RR does not perform well in comparison to the others, and we observe EN
and AEN performing quite similarly with LASSO and LAD-LASSO close behind. When
half of the coefficients are zero, we expect EN to outperform the others, and the results
here are consistent with that expectation.
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Figure 2.8: Instability plot for various
shrinkage methods at 10% zero coefficients
with n=150 and Σ = Σ1
Figure 2.9: Instability plot for various
shrinkage methods at 50% zero coefficients
with n=500 and Σ = Σ1
When we increase the sample size to 500 we observe in Figure 2.9 that many of the
shrinkage methods are quite similar. SCAD produces the most stable predictions until
σ/0.2 ≈ 4, where ASCAD becomes better. We are seeing again that SCAD performs
really well with a large sample size in comparison to others when the covariates have the
covariance structure Σ1. LAD-LASSO does not make as good predictions for σ near 0 but
eventually makes better predictions than the other methods. At this point there is a quite
a bit of noise in the data, so we suggest using SCAD to model these data. This type of
situation, where the instability curves are so close, is precisely the reason why in future
work we intend to produce confidence bands around each curve to identify where/if they
overlap.
In each case above, the performance of SCAD improves rapidly in comparison to
other shrinkage methods as sample size increases. This gives the intuition that good
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performance by SCAD in the small sample case is limited. The measure of performance
used to evaluate SCAD when it was introduced in [3] is median relative models errors
(MRME). The authors did not use prediction error, and the example they gave is a specific
case with only 8 predictors. The more general cases we present are more reflective of
the situation in which one might actually use a shrinkage method and they suggest
SCAD will not perform well for small sample sizes. With that said, SCAD does seem to
outperform other methods with large sample sizes.
It is clear from these results that there are more considerations than just the amount
of sparsity in the data that need to be considered when choosing a shrinkage method.
Sample size plays an essential role in which method is most appropriate, especially
because the theoretical results are asymptotic. Now, if we have a very large sample size
we may well be able to choose any shrinkage methods since they are asymptotically
equivalent, but large sample sizes are not common. For this reason, having a good way
to choose a shrinkage method for realistic sample sizes is useful.
2.2.1.2 Independent but not identically distributed covariates: Σ2
Here we allow the explanatory variables to have covariance zero, but they have different
variances drawn from Uni f (.1, .9). The idea is to see if the different variances have an
effect on instability of predictions for the 8 shrinkage methods. Figure 2.10 shows the high
sparsity case with = 150 and Σ = Σ2. Here we observe minor differences from Figure
2.6. Namely, when we use Σ2, AEN and ALASSO produce the most stable predictions in
with LASSO and EN close behind. This is the opposite ordering of shrinkage methods
instability curves of Σ1, but the curves cluster together in both cases. Thus, there may not
really be much of a difference. Confidence bands around these curves may actually show
no true difference between the methods in this cluster. We observe a similar situation
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in Figure 2.11 for n = 500. Here the curves for LASSO, AEN, EN, and ALASSO are
clustered together and it is difficult to determine if any of them is the ‘best’. SCAD is the
second best method here, and in this same scenario under Σ1, the ordering of the stability
curves are essentially flipped in the opposite order.
Figure 2.10: Instability plot for 8 shrinkage
methods at 90% zero coefficients with n=150
and Σ = Σ2
Figure 2.11: Instability plot for 8 shrinkage
methods at 90% zero coefficients with n=500
and Σ = Σ2
In Figures 2.12 (n = 150) and 2.13 (n = 500) we observe minor changes in response
to allowing the variances of the covariates to be different for the 50% zero coefficients
scenario. When n = 150 and Σ = Σ2, we see EN performing best, and in the previous
section when xi was IID, it was impossible to distinguish between EN, AEN, LASSO
and ALASSO. For the small sample situation under Σ1, a lot of the methods perform
similarly well, but allowing them to have different variances under Σ2 has a small effect
on shrinkage methods that shows EN performing best, though we note that the addition
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of confidence bands may suggest there is not a true difference between say EN and
LASSO here.
Figure 2.12: Instability plot for various
shrinkage methods at 50% zero coefficients
with n=150 and Σ = Σ2
Figure 2.13: Instability plot for various
shrinkage methods at 50% zero coefficients
with n=500 t and Σ = Σ2
For n = 500, we see almost the same ordering for sparsity level 50% as we saw for
Σ1. The only difference we really see is the values of σ we we see the instability curves
crossover. For Σ2 the curves cross sooner, which may be due to the different amounts of
variability in the covariates. Nonetheless, there do not appear to be any major differences
between the instability curves for Σ1 and Σ2.
Thus the difference between the covariance structure in Σ1 versus Σ2 does not matter
much with 50% sparsity. In either case, we observe EN, AEN, and LASSO performing
better than other method with the smaller sample size, and SCAD, EN, AEN, and LASSO
performing better with the larger sample size. However when the data sets with 90%
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sparsity, there does appear to be a difference between having covariance structure Σ1
versus Σ2. In this case we see the order of the top performing methods change their
ordering. Admittedly, it may not be enough of a change to say there is a major difference
between these covariance structures, but there is some difference.
2.2.1.3 Dependent covariates under Σ3
Now we introduce some dependency in the covariates in the form of Σ3. We let σ1 = 1 and
σ2 = 0.4. This is subtle dependence, in comparison to Σ4 or other covariance structures,
but we still wish to see the effect.
Figures 2.14 and 2.15 show the instability curves for n = 150 and n = 500, respectively.
For n = 150 we observe LASSO, ALASSO, EN and AEN performing the best with LAD-
LASSO aclose second. Here EN and AEN are very close, if not equivalent to LASSO
and ALASSO so it’s no surprise they are clustered together. Since LASSO has the least
parameters that need to be estimated, it is the preferred method for this situation. Also
note, these results are not much different from Σ1 and Σ2, except LAD-LASSO performs
noticeably better here.
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Figure 2.14: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=150
Figure 2.15: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=500
When n = 500, again the results are very similar to those from Σ1 and Σ2 except now
SCAD is indistinguishable from LASSO, EN, AEN, and ALASSO for small σ. Again It
makes sense to use LASSO in this scenario because there are fewer parameters to estimate
than the other methods in the cluster of stability curves.
Figure 2.16 shows the instability curves for n = 150 and 50% of the true parameter
coefficients being zero. Here we observe EN producing the most stable predictions,
although LASSO is almost no different and confidence around the curves may suggest
they are not different. Again, LASSO is probably the best choice out of these 8 shrinkage
methods for this scenario.
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Figure 2.16: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=150
Figure 2.17: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=150
Allowing the sample size to be 500, the results are similar. LASSO, EN, ALASSO and
AEN are best and SCAD is very close. Here we observe fewer differences between the
performance of the 8 shrinkage methods compared to other covariance structures, but it
still appears to be the case that LASSO should be used to model these data.
2.2.1.4 Dependent covariates under Σ4
In this section we examine the effect of strong dependence of the covariates. We let Σ4
have a Toeplitz structure with 10 on the diagonal, and each adjacent entry decreases by
0.1. Thus, the covariates are heavily dependent on the covariate next to it, and become
less and less dependent as the entry of Σ4 gets further from the diagonal. Here we begin
to see that a lot of dependence in the covariates has a much larger effect on instability
than the covariance structures with little or no dependence.
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Figure 2.18 shows instability for n = 150 and we observe SCAD performing the best
immediately, but deteriorating much faster with σ than the others. Thus, we believe
that the most appropriate method out of these 8 to use for these data is EN. This is a
great example of why we believe stability of predictions is important. Without looking at
stability, one might conclude SCAD is the best method to use, but adding small amounts
of noise dramatically changes the predictive performance of SCAD which we believe is
not a good characteristic of a quality predictor.
Figure 2.18: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=150
Figure 2.19: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=500
Increasing the sample size to 500, we observe ALASSO and AEN performing the best,
and they seem to be clearly better than all the other methods. Here we believe ALASSO
is the most appropriate method to use, because there are fewer parameters to estimate
than in AEN.
Figures 2.20 and 2.21 show the effect of the Toeplitz covariance structure for 50%
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sparsity where the sample size is 150 and 500 respectively. In both cases, SCAD produces
the most stable predictions with ASCAD performing similarly, and perhaps no different
for n = 500.
Figure 2.20: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=500
Figure 2.21: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=500
The three other covariance structures considered, especially for n = 150, showed SCAD
and ASCAD performing the worst. Here we observe SCAD and ASCAD producing the
most stable predictions with a complicated covariance structure. This is important because
there often is dependence in real data. This suggest that with 50% sparsity and high
dependence in the data, SCAD and ASCAD are better shrinkage methods to use than EN
or AEN which are currently believed to do well with a medium amount of sparsity.
Overall what we observe given e is normally distributed is that small amounts of
dependence do not seem to matter much when selecting a shrinkage method. For the
small sample size, LASSO, ALASSO, EN, and AEN appear to be the best performing
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methods with medium to high sparsity. Recall, EN and AEN are close to, if not equivalent,
to LASSO and ALASSO respectively in cases with high sparsity, so this is not a surprising
result. When we increase the sample size, we see the same four methods performing well,
however SCAD performs quite well in this case too. Often in the simulations for n = 500,
we observe SCAD performing better or just as good as LASSO, ALASSO, EN, and AEN
for small σ. Here we simulated 5 times as many observations than we had explanatory
variables, so this may be an indication that SCAD is only useful when there are many
observations per explanatory variable. A summary of the performance of shrinkage
methods in this section can be seen in Table 2.2.
Table 2.2: Performance of shrinkage methods for e ∼ N(0, σ214 )
Sparsity
Sample size n = 150 n = 500
low LAD-LASSO RR
medium - high LASSO, ALASSO, EN,
AEN
SCAD, LASSO, ALASSO,
EN, AEN
2.2.2 Heavy tailed errors
In this section we wish to observe the effect on prediction stability when allowing the
residuals to come from a distribution with heavy tails. Because we are interesting in
stability, we also let the xi’s come from a heavy tailed distribution. Specifically we
simulate xi from both t(3) and t(5) and we let ei ∼ t(5) and evaluate the effect this has on
the 8 competing shrinkage methods. We start with xi ∼ t(3) to allow for more variability
in the data than the error, and after we let xi and ei come from the same distribution
,t(5),and observe the effect.
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2.2.2.1 Independent and identically distributed covariates: Σ1
We will first observe the performance of the 8 shrinkage methods with little to no sparsity
for heavy tailed errors. Here xi ∼ t(3). Figure 2.22 and 2.23 show the instability plots for
n = 150 and n = 500 respectively for the 8 shrinkage methods.
Figure 2.22: Instability plot for 8 shrinkage
methods at 10% zero coefficients n=150
Figure 2.23: Instability plot for 8 shrinkage
methods at 10% zero coefficients n=500
The smaller sample size seen in Figure 2.22 yields the most stable predictions from
ASCAD uniformly in σ with LAD-LASSO a close second. Figure 2.23 shows SCAD
performing the best for smaller values of σ and n = 500. With normal errors and little
sparsity, we observed RR producing the most stable predictions in the large sample case,
but that is not true with heavy tailed errors.
Now we go back to the sparse case that we are more interested in. Figure 2.24 shows
LAD-LASSO having the most stable predictions when there is a lot of sparsity in the data.
Here 90% of the coefficients are zero, and the sample size is n = 150. RR performs the
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worst here as expected. Increasing the sample size to 500, seen in Figure 2.25, shows that
ASCAD produces more stable predictions than LAD-LASSO does.
Figure 2.24: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=150
Figure 2.25: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=500
Figures 2.29 and 2.30 show the instability curves for when 50% of the coefficients are
zero for n = 150 and n = 500 respectively. When n = 150, we have a cluster of methods
performing similarly (LASSO, EN, ALASSO, AEN), and it is hard to distinguish between
them. However, for n = 500, it is clear that ASCAD produces the most stable predictions.
To get an idea of how large the sample size needs to be before we begin observe
ASCAD perform better than LAD-LASSO we allow the sample size to be 300, 350 and
400 in Figures 2.26, 2.27, and 2.28, respectively.
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Figure 2.26: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=300
Figure 2.27: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=350
Figure 2.28: Instability plot for 8 shrinkage methods at 90% zero coefficients n=400
We begin to see that the performance of ASCAD and LAD-LASSO is quite similar at
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n = 300 and if we were to have confidence bands around, we suspect that there would be
insufficient evidence to say there was a difference in performance for the two methods.
Thus, when there is high sparsity in the data, we believe ASCAD only truly performs
better than LAD-LASSO in when n is large in comparison to p. In contrast, we are
inclined to believe LAD-LASSO performs better than ASCAD when there are fewer than
two observations per parameter (or explanatory variable), and as we increase the sample
size ASCAD is as good or better than LAD-LASSO when 90% of the explanatory variables
are unimportant.
Figure 2.29: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=150
Figure 2.30: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=500
For n = 150 we have not observed a consistent ordering in the best performing
shrinkage methods, however when n = 500, we consistently observe ASCAD produces
the most stable predictions. This is nice, but often we are in the situation where we do
not have that many more observations than covariates. This is why its important to have
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a useful method for choosing the most appropriate shrinkage method that allows for
comparison of methods with any sample size.
Again, we vary the sample size to see how large of a sample size we need until we see
ASCAD outperform LAD-LASSO and the other methods.
Figure 2.31: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=200
Figure 2.32: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=300
Figure 2.33: Instability plot for 8 shrinkage methods at 50% zero coefficients n=400
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Figure 2.31 shows ASCAD begins to outperform LAD-LASSO with a sample size of
200, but it is not the top performing method yet. When we increase the sample size to
300 as seen in Figure 2.32, we begin to see ASCAD outperform all the other methods and
it Figure 2.33 shows continues to make noticeably more stable predictions for sample
sizes of 400. Again we are observing ASCAD perform very well when there is enough
data, but for smaller sample sizes, even in the heavy tailed error case with 50% sparsity,
methods like LASSO do well in comparison to ASCAD. For the smaller sample sizes
there seems to be little regularity in which method performs best.
To gain understanding on how important the distribution of the xi’s is in relation to
the heavy tailed errors, we allow both the xi ∼ t(5) and ei to have the same distribution,
namely t(5). The purpose of doing this is to see whether lighter tails on the xi’s have
the same effect as the heavy tails of the t(3) distribution.The corresponding instability
curves for n = 500 are seen in Figure 2.34 where 50 percent of the coefficients being zero.
Here we still observe ASCAD performing the best which is consistent with Figure 2.30. A
noticeable difference here is the instability curves are more clustered together compared
to Figure 2.30, but there the ordering of the performance of the shrinkage methods does
not appear to be much different. This suggests that the heaviness in the tails of the
distribution of xi may not be as important as the heaviness in the tails of the error.
72
Figure 2.34: Instability plot for 8 shrinkage methods at 50% zero coefficients, xi ∼ t(5),
and n=500
Figure 2.35 shows the instability curves for xi ∼ t(5), 10 % of the coefficients are zero,
and n = 500. This is an interesting case because LAD-LASSO performs the best with
ASCAD performing the next best.
Figure 2.35: Instability plot for 8 shrinkage methods at 10% zero coefficients, xi ∼ t(5),
and n=500
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Changing the distribution of the data from t(3) to t(5) so it matches the distribution
of the error has an impact on which method is the best when there is little sparsity in the
data, but perhaps not as important if there is sparsity in the data. Recall in Figure 2.23, we
allowed the data to have more variability than the errors for the case with little sparsity,
but when they are the same we get very different results. The performance of SCAD
flipped completely, going from best to worst, and the performance of LAD-LASSO went
from worst to best. Thus, if the data is not sparse and the error residual distribution has
heavy tails, the most appropriate shrinkage method is also dependent on the distribution
of the xi’s.
Conducting the same simulation, but allowing 90% zero coefficients for the parameters,
we see in Figure 2.36 that LAD-LASSO performs slightly better than ASCAD, although
perhaps not enough to the say the two methods performance are truly different.
Figure 2.36: Instability plot for 8 shrinkage methods at 90% zero coefficients, xi ∼ t(5),
and n=500
In either way, there does seem to be some impact on allowing the xi’s to have the same
74
distribution as the errors with heavy tails. If the distribution of xi has heavier tails than
the distribution of ei, then ASCAD seems to be the best methods. On the other hand,
if the distribution of xi is the same or has lighter tails than the distribution of ei, then
LAD-LASSO does not appear to perform worse than ASCAD.
2.2.2.2 Independent but not identically distributed covariates: Σ2
Now we allow the xi ∼ t(3) with covariance structure Σ2, and examine the effect of
heavy tailed errors. Figures 2.37 and 2.38 show the instability curves for n = 150 and
n = 500 respectively for 90% zero coefficients. When n = 150 LAD-LASSO, LASSO, and
EN perform very similarly and better than the other methods. ASCAD is the worst,
however when n = 500 ASCAD improves and is hard to distinguish from LAD-LASSO.
ASCAD appears to get better for larger σ, but for smaller σ LAD-LASSO may be better.
Confidence bands again would provide more information here.
Figure 2.37: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=150
Figure 2.38: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=500
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Figure 2.39 shows the effect Σ2 has on instability for n = 150 and 50% sparsity. Here
we observe different results from the eariler setup under Σ1. We see LAD-LASSO yielding
the most stable predictions, and LASSO becomes better as we increase σ, so LASSO is
discredited.
Figure 2.39: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=150
Figure 2.40: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=500
When we increase n to 500, we observe all of methods ASCAD performing better
than all the other methods. There is arguably not significant effect of allowing different
variances for the covariates in this scenario.
2.2.2.3 Dependent covariates under Σ3
Here we let xi ∼ t(3) and allow dependence of the covariates in the form of Σ3. The
dependence is only between an explanatory variable and the adjacent explanatory variable
in the design matrix, so the dependence is not very strong. First we observe the case
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where there is 90% sparsity in the data. We see in Figure 2.41 that LAD-LASSO is
performing the best in terms of the stability of its predictions, and this makes sense as
heavy tailed errors are precisely the situation this method was designed to perform well
in.
Figure 2.41: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=150
Figure 2.42: Instability plot for 8 shrinkage
methods at 90% zero coefficients n=500
Figure 2.42 shows the same scenario with n = 500, and we observe a clustering of
all methods other than RR for small σ, but as σ increases, ASCAD emerges as the most
stable predictor. There is clearly some effect of the dependence causing the methods to
perform similarly here, but overall seems that ASCAD is more stable.
When only 50% of the parameters in the model are relevant, if we have a small sample
size (n=150) we observe LAD-LASSO performing the best and the other L1 penalized
methods are far behind. EN is the second best method in this case.
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Figure 2.43: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=150
Figure 2.44: Instability plot for 8 shrinkage
methods at 50% zero coefficients n=500
When we increase the sample size to 500 seen in Figure 2.44, ASCAD is the most stable
method in its predictions and performs noticeably better than LAD-LASSO. Interestingly
the non-adaptive version, SCAD, is better than LAD-LASSO too.
2.2.2.4 Dependent covariates under Σ4
In this section we let xi ∼ t(5) and observe the effect heavy tailed errors and a Toeplitz
covariance structure (Σ4) have on instability. There is much more dependence in the case
than in Section 2.2.2.3. We observe in Figure 2.45 with a smaller sample size of 150 and
90 % of the true parameter values equal to zero that LAD-LASSO yields the most stable
predictions with ASCAD a close second for σ close to zero. This is consistent with many
of the other small sample size examples we have seen.
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Figure 2.45: Instability plot for 8 shrinkage
methods at 90% sparsity n=150
Figure 2.46: Instability plot for 8 shrinkage
methods at 90% sparsity n=500
Figure 2.46 shows the instability curves for 90% of the true coefficients being zero with
a sample size of 500. Interestingly, the added dependence makes it difficult to distinguish
between the performance of LAD-LASSO and ASCAD. In this situation, it appears to
be just as good to use either of these methods. In almost every other larger sample
size example, ASCAD outperformed LAD-LASSO, but here that is not the case. With
high dependence in the data, we observe the performance of these shrinkage methods
comparable to the smaller sample size cases we have seen throughout. The next best
method is another method using the L1 norm, SCAD. Thus with heavy tailed errors, and
a lot of dependence of the covariates, a shrinkage method penalizing the L1 loss rather
than L2 seems to be most appropriate uniformly, regardless of the amount of sparsity
in the data. It also appears to be the case that ASCAD is almost always better than
LAD-LASSO with heavy tails and a large sample size, but rarely or never worse.
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Theres a much more clear distinction between ASCAD and LAD-LASSO when we
change the number of zero coefficients to 50%. Figure 2.47 shows LAD-LASSO outper-
forming ASCAD and all other methods in the smaller sample size (n=150) case, and
in Figure 2.48 we observe SCAD and ASCAD performing the best with LAD-LASSO
noticeably worse. It is hard to distinguish between SCAD and ASCAD in this case,
so either would be a good choice to use. However, considering SCAD has far fewer
parameters we need to estimate (i.e. only one λ), its fair to argue one should use SCAD
to model these data.
Figure 2.47: Instability plot for 8 shrinkage
methods at 50% sparsity n=150
Figure 2.48: Instability plot for 8 shrinkage
methods at 50% sparsity n=500
We summarize the findings in this section in Table 2.3. We note that for the smaller
sample size, especially for medium sparsity, that we did not always find a consistent
ordering of methods that were the best for all of the covariance structures. However, for
the larger sample case (n = 500) the results were fairly consistent, especially for the best
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performing methods.
Table 2.3: Performance of shrinkage methods for e ∼ t(5)
Sparsity
Sample size n = 150 (not always
consistent)
n = 500
low ASCAD, LAD-LASSO SCAD
medium LAD-LASSO ASCAD, (SCAD &
LAD-LASSO)
high LAD-LASSO ASCAD, (SCAD &
LAD-LASSO)
Note the use of a method in parenthesis, meaning that in at least one case, the method
was indistinguishable for the top method, but not solely the best method of the 8.
2.3 Discussion
Our results in Section 1.2 as well as the other results mentioned are asymptotic. The
behavior of shrinkage methods may not be clear for small n, and when working with
real data, we never have an asymptotic situation. Thus it is important to have a way to
choose which shrinkage method is most appropriate for handling sparsity in a given
dataset. The conclusions in this thesis are for the n > p case, however in future work we
hope to address the p >> n case, because it is often applicable. We also hope to address
shrinkage methods for more general model classes that linear models, and identify a way
to choose a data drive distance as well as data driven f j’s.
Our main goals in this thesis are to gain insight into how large the class of shrinkage
methods that have the oracle property is, to come up with a method of choosing an
appropriate shrinkage method, and to propose a new shrinkage method that outperforms
other methods in certain situations. It is clear from our simulations that there is not a
single method that always performs better than the others, however we have observed
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some patterns. The performance of shrinkage methods depends on a few important
characteristics of a data set. The amount of sparsity in a data, the distribution of ei
in relation to xi, and sample size seem to be the most important characteristics that
effect which shrinkage method is the most appropriate. Something that also should be
considered is how dependent the covariates are. With most of the simulations performed
in which the dependence was low, the dependence did not seem to matter much. However,
with Σ4, there is quite a lot of dependence, and this is where the largest effect of
dependence was seen,. Under Σ4, and a large sample size, and 50% sparsity we see a
large amount of dependence in the data make the large sample size behave much like
the small sample case (see Figures 2.21 and 2.48). In this specific case, we do not see the
the stability curves of the 8 shrinkage methods cluster together like we do in every other
larger sample case.
One key takeaways from our simulations is that one should never use SCAD if the
sample size is small relative to the number of predictors. SCAD only works well when
there are many observations per parameter. A second key takeaway is that with heavy
tailed errors, LAD-LASSO works well when n is small relative to p, but when n is large
relative to p ASCAD often out performs LAD-LASSO. ASCAD is not a method people
have used before, but we show that a lot of analyses could be improved by adopting this
method when there are heavy tailed errors and sparsity in the data.
More specifically, for medium to high sparsity and normal errors we observed LASSO,
ALASSO, EN, and AEN performing well in the smaller sample case with SCAD perform-
ing the worst. However, when we increased the sample size SCAD became the method
producing the most stable predictions. This was true for most covariance structures with
exception for Σ4 where the results were similar, but slightly harder to interpret which
method was best.
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The heavy tailed errors and medium to high sparsity showed much better performance
of LAD-LASSO in the small sample cases, and ASCAD performing the best in the large
sample case or no worse than LAD-LASSO. Allowing the covariates to be very dependent
did not change which methods were best, but it may have affected the margin that the
top performing methods outperformed the others.
SCAD and ASCAD perform better than the other methods for large n, with SCAD
performing better for light tails and ASCAD for heavy tails.
One of the main contributions of this thesis is the improved performance on predictions
of ASCAD compared to the presently believed best method to deal with heavy tailed
errors, LAD-LASSO. In almost every a large sample case, ASCAD out performed LAD-
LASSO. This does not mean it is always superior, as we see when n = 150, LAD-LASSO
often outperforms ASCAD, but it does give us a new reasonable shrinkage method to
consider for heavy tailed errors. It is clear from the geometry of the SCAD penalty,
that there are times where it should perform better than a method based on the LASSO
penalty [3], so ASCAD was a natural variation to consider that has theoretical results
to back it up. Our simulations in Section 2.2.2 show that increasing the sample size by
100 or more observations allows us to observe ASCAD performing better or no worse
than LAD-LASSO. This gives the sense that ASCAD is able to pick up the information
in the data better than LAD-LASSO, which is likely due to the geometry of the penalty
term. However the fact that this method is not uniformly better suggests that there is still
work to be done in this area. Ideally we would like to be able to identify exactly what
situations ASCAD is better than LAD-LASSO, and vice versa, but we acknowledge there
may be situations where one is not better than the other. In this scenario, intuitively it
makes sense to choose the shrinkage method that requires estimating the least number of
parameters.
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In situations with little sparsity in the data, we observed RR producing the most
stable predictions as expected (recall in Figure 2.5, there was little sparsity in the data
and RR was arguably the best performing method). Again, to be more confident in this
statement we would really need to construct confidence bands and observe whether the
confidence bands from different methods overlap. It is worth noting though, that RR
was not uniformly the best with low sparsity; again the sample size and heaviness of
the tails in the distribution of ei play an important role. Another interesting observation
to highlight is the great performance of LASSO, despite not having the oracle property
and not even being a consistent estimator [18]. LASSO often outperforms all of the other
shrinkage methods considered that do have the oracle property, therefore reiterating
the fact that we must realize that with real data we have finite samples and the oracle
property is asymptotic.
Another important contribution of using this method is the simplicity in how easy
this method is to use in practice. To implement the stability approach we present for
choosing a shrinkage method, one does not need to understand all the properties of the
the shrinkage methods they are comparing. This makes choosing a shrinkage method
simpler, because it is just a calculation, not a comparison of theoretical properties. As long
as we specify a reasonable instability criterion, then the procedure we propose allows us
to choose the shrinkage method that is the more stable than others.
Choosing a stability criterion is arguably the most important part of this thesis. We
need to ensure the criterion we choose is defendable and applicable in many situations.
The measure we chose (2.5) intuitively makes sense to us because with regression data the
goal is often prediction, and for predictions to be good, small amounts of noise should
not dramatically change the predictions. Another important aspect of this procedure is
the way we perturb the data. We chose to perturb the response in both Dtrain and Dtest,
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but it is also justifiable to only perturb Dtest to observe the effect adding noise to new
data has on predictions based on a predictor from the Dtrain without the added noise. We
leave this problem for future work, but present a few examples to suggest that we do
get similar instability plots if we choose to do this. Figures 2.49 and 2.50 are the same
scenario as Figures 2.6 and 2.7 respectively, but here we only perturb Dtest.
Figure 2.49: Instability plot for 8 shrinkage
methods at 90% sparsity n=150
Figure 2.50: Instability plot for 8 shrinkage
methods at 90% sparsity n=500
We see that these results are slightly different from the results from perturbing
both Dtrain and Dtest. Particularly we see the worst performing methods change quite
a bit. However, the most stable methods are still in relatively the same cluster of
instability curves. Since we are only interested in which methods provide the most
stable predictions, were not concerned if the worst methods change in terms of their
performance. Therefore it is reasonable to consider this method of perturbing the data
because it doesn’t drastically change the ordering of the top performing methods. For
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the n = 500 case here we curiously get almost constant stability as a function of σ. This
goes against our intuition, so we would need to really think about this more if we were
to implement this approach.
There is clearly more work to be done in order to characterize when each shrinkage
method performs the best, but we believe there is a better - data driven - solution than
trying to come up with these characterizations. We conclude this thesis with a detailed
description of our presented solution.
This solution should provide us with a procedure to optimize a stability criterion
over a class of penalty functions f j(β j), and distance functions d(yi − xiβ). We describe
this procedure for both the general penalized log-likelihood, and the general penalized
empirical risk, and also how we would add perturbations to evaluate stability using this
approach.
Suppose the data comes from some density ρ((Yi, xi, )|β), and consider the stability
criteria S(Yˆ) in (2.5). Note this procedure can be done with any valid choice of S(Yˆ), but
for this demonstration we will use the choice used throughout this thesis. First consider
the general penalized log-likelihood case as in (1.12). We are interested in optimizing the
expression
argmin
β
L(β) +
p
∑
j=1
λj f j(β j)
to find fˆ j(βˆ j) that is derived from the data. This requires a multi-step procedure where
we estimate each β j, and each λj as well. To do this, we will approximate f j(β j) by a sum
of the first 4 Legendre polynomials. Let bk be the kth Legendre polynomial. Then we have
f j(β j) ≈ ∑4k=1 αjkbk(β j) where we restrict the domain of each β j to be [−1, 1] so we retain
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the orthogonality of Legendre polynomials. Now the optimization problem becomes
argmin
β
L(β) +
p
∑
j=1
λj
(
4
∑
k=1
αjkbk(β j)
)
.
Here the approach we will take is to obtain estimates of αjk through a genetic algorithm
procedure such as the procedures in [14]. We also need to estimate each β j and λj. To
estimate β j we propose using Newtons method in multiple dimensions, and to make
computations easier, we will estimate λj = λ · wj by using the weights wj described on
page 5, and estimating λ using c0
√
log(p)/n where c0 is a positive constant. This estimate
of λ is the result in [4], and should speed up the computations. Note that we only need
to estimate these λj’s one time for the given dataset, and use those throughout.
Now given density ρ, a set of candidate solutions for αjk, estimates for λj, and a
procedure for estimating β j the optimization procedure becomes :
1. Generate the data from ρ for a fixed σ.
2. Generate a population of candidate solutions, i.e., a set of real valued vectors αji
3. For each iteration of the genetic algorithm:
• Perform crossover operation
• Perform mutation operation
• For each candidate set of αji estimate for βˆ j using Newtons’s method.
• Calculate the corresponding values of S(Yˆ)
• Perform selection (with elitist operator)
4. Continue iterations until convergence is reached
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The resulting optimized f j(β j) should give us a data driven choice of independence
priors that produce the most stable predictions for a given likelihood for fixed σ.
For the general penalized empirical risk case, we wish to optimize the expression
argmin
β
1
n
n
∑
i=1
d(yi − x′iβ) +
p
∑
j=1
λj f j(β j)
We will approximate f j(β j) using the same Legendre polynomial as before, and we
will approximate the distance function with the same Legendre polynomials by
d(yi − x′iβ) ≈
4
∑
k=1
γkbk(yi − x′iβ)
where we wish the optimize over γk. This gives us the optimization
argmin
β
4
∑
k=1
γkbk(yi − x′iβ) +
p
∑
j=1
λj
(
4
∑
k=1
αjkbk(β j)
)
.
We propose using the same procedure as the general penalized log-likelihood case,
except now we need to increase the population of candidate solutions to also include
solutions for γk. Thus given a density ρ, a set of candidate solutions for αjk, estimates for
λj, and a procedure for estimating β j the optimization procedure becomes :
1. Generate the data from ρ for fixed σ.
2. Generate a population of candidate solutions, i.e., a set of real valued vectors αji
and a set of real valued vectors γk
3. For each iteration of the genetic algorithm:
• Perform crossover operation
• Perform mutation operation
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• For each candidate set of αji and γk estimate for βˆ j using Newtons’s method.
• Calculate the corresponding values of S(Yˆ)
• Perform selection (with elitist operator)
4. Continue iterations until convergence is reached
The resulting optimized choice of d(yi − x′iβ) and f j(β j) should give us a data driven
choice of independence priors and empirical risk that produce the most stable predictions
for fixed σ. Note that we could use some other estimation technique in place of Newton’s
method For instance, we could also try an expectation - minimization majorize - minimize
algorithm (EM-MM) [19] to estimate β, or any other suitable estimation method.
We can easily extend this procedure to allow σ to vary. To do so, loop over σ, increasing
σ with each iteration. Hopefully this will result in us being able to produce stability
curves as in Section 2.2. However, we acknowledge that this approach may yield different
f j(β j) and d(yi − x′iβ) for different values of σ. This would make it difficult to produce
stability curves if there is not a best shrinkage method for a given data set. If a best
shrinkage method does exist, we believe we should get the same f j(β j) and d(yi − x′iβ)
for small values of sigma, and this would allow us to be confident that the results from
our optimization problem are indeed the most appropriate shrinkage method for a given
dataset.
There are other ways we could search for optimal values for αji and γk. We could try
a shotgun stochastic search [6]. In general this approach might look like:
1. Generate the data from ρ for a fixed σ.
2. Provide initial values for αji and γk.
3. Randomly increment or decrement αji and γk.
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4. For each candidate set of αji and γk estimate for βˆ j.
5. Calculate the corresponding values of S(Yˆ).
6. Accept or reject whether these particular values of αji and γk are more optimal than
the previous iteration.
7. Iterate until we can reject with a high level of confidence.
Another method we might try is stochastic gradient descent [15]. In any event, whichever
approach we take would give us an adaptive approach to choose the most appropriate
penalty and distance functions for a given data set and not rely on just comparing
common shrinkage methods that are currently used. If we are able to do this, it would be
a substantial contribution because data sets nowadays can often be sparse, and we need a
better solution to choose which shrinkage method is most appropriate. There currently
isn’t a standard way of choosing and it is likely people are often using methods that are
not the most appropriate for their data. This approach would mitigate that and give data
analysts a way to be able to choose the most appropriate shrinkage method that depends
on their specific data set.
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