1.
Introduction The evolutionary scenario as a model for linguistic change has become more prominent in recent years (Croft 2000 , Haspelmath 1999 , Kirby 1999 . The principled idea behind the evolutionary scenario is quite straightforward: change operates on the basis of variation between available linguistic options and the selection of options in the course of speakers' use, such that particular options may be more and more frequently selected whereas others die out. Its concrete instantiation yet appears to be much more intricate, and raises questions such as: How do new variants come into grammar? What factors guide variant selection? Is language change in any sense 'adaptive'? The aim of the present paper is to test the evolutionary scenario of language change (particularly in its currently most elaborated version due to Croft 2000) against an interesting case of dialect variation, Prepositional Dative Marking in Upper German. It will turn out that the evolutionary scenario is a useful tool for understanding how dialect variation arises. In particular, it provides an explanation for the fact that individual speakers often have the choice between several equally grammatical options. A closer look at this kind of grammarinternal variation reveals that functional properties of the options influence their selection in speakers' use. However, Croft's (2000) model explicitly denies any importance of functional factors for selection. Therefore, I will propose that a reconsideration of the role of functional factors is desirable, and I will show how they can be integrated in our understanding of the selection process.
The paper is organized as follows. In Section 2, I will lay out the basic ideas of the evolutionary scenario, based on Croft (2000) . The model will be contrasted with an alternative approach due to Haspelmath (1999) , which is different in an interesting way, namely in the estimation of the impact of functional factors on variant selection. Section 3 describes the patterns of Prepositional Dative Marking (PDM) found across Upper German dialects. A crucial observation will be that the functional properties of PDM vary across the different dialect areas. In Section 4 I will attempt to explain the observations in the light of the evolutionary scenario. I will argue that the patterns described in Section 3 are partly at variance with the claims of Croft's (2000) model. My account relies on the influence of functional factors on variant selection: the functional properties of expressions are the results of selection in speakers' use. Section 5 outlines the consequences of my findings for the evolutionary scenario. Language change (actualization) is gradual, not only because linguistic patterns are transmitted across speech communities, but also because they gradually develop functional arrangements with other patterns in their respective subsystems of the grammar (the 'implementation' dimension, as I shall term it). Selection, therefore, is a multi-factorial and multi-dimensional process, a fact that is compatible with Hull's (1988) general model of evolutionary processes.
2.
The evolutionary scenario In this section I shall attempt to sketch the motivations for applying the evolutionary scenario to linguistic change, focusing on Croft's (2000) and Haspelmath's (1999) proposals. I will start with the properties that are shared between the two approaches, and what they claim on the instantiation of language change. I will then show that Croft's (2000) and Haspelmath's (1999) conceptions differ in the role of functional factors in language change. I will close this section with a remark on the importance of the study of spatial (dialect) variation, a perspective that has not been taken into account by Croft (2000) or Haspelmath (1999) . I will argue that dialect variation provides an evaluation tool for the different claims. How and why is it possible that languages change over time, and what has to be happening for a language to be claimed to be changing? The explanation uncontroversial among evolutionists is this: in languages there is an amount of variation, and variants are selected in speakers' usage. A particular variant may be selected increasingly often such that other competing variants possibly die out. Change therefore is an unintended by-product of many individual choices among available variants (speakers don't select variants 'in order to' change their languages, but because they want to communicate successfully, here and now). The empirical consequences of the evolutionary scenario can be summarized as follows:
 The locus of change is language use rather than (incomplete) language acquisition (Croft 2000, chap. 3.2) .
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 Change (actualization) necessarily passes through phases of variation and thus is gradual, because (i) in order for selection to take place selectable variants must be available, and (ii) each individual variant selection only has a minimal effect on the language as a whole (understood both as a set of conventions of a population of speakers and its mental representation in the speakers' minds). Therefore, variation within a language at a given time is entirely expected.  Languages never stop changing so long as they are in use, because speakers do (and probably need) make choices while realizing their communicative goals, and the choices are not always identical across a community of speakers.  If a change has taken place, actually two things have happened: first of all, a new variant has come into play, and second, the variant must have been attractive so as to be selected by the speakers, since it has spread across a community and has been integrated in the grammar of the language.
If the success of a variant depends on the frequency of its selection by the speakers, one question immediately arises: Which factors are relevant for variant selection? The answers crucially differ among evolutionists. In a programmatic paper, Haspelmath (1999) aims at explaining the functionality of linguistic structure in a non-teleological fashion. In particular, he seeks an explanation of the observation that the constraints proposed in the context of Optimality Theory (OT) can often easily be functionally motivated-since they implement articulatory, perceptual, cognitive, economy, and explicitness requirements, although the OT formalism itself does not provide a mechanism to implement functional requirements in grammar:
The two widely applicable syllable structure constraints ONSET ("A syllable must have an onset") and NOCODA ("A syllable must not have a coda"), together with the constraint FAITHFULNESS ("The output must not contain fewer or more segments than the input") allow 1 "The child-based model makes a number of predictions. The first is that the sorts of changes to the adult system that children make in first language acquisition should be of the same type as are found in language change […] . The second is that the sorts of change that children make in first language acquisition will be maintained through to their adulthood […] . The third is that language change should be relatively abrupt […] . The fourth is that a speaker will either have the 'old' grammar or the 'new' one. All four predictions are false." (Croft 2000:45-46) . three types of languages, depending on their mutual ranking […] . However, this cannot be the whole story yet. We must ask further: Why are there no constraints such as CODA or NOONSET, which are opposite to NOCODA and ONSET? Nothing in standard OT prohibits these constraints, so if it is true (as it seems to be) that they do not exist, this can only be achieved by stipulation. Such an account may be satisfactory for linguists who limit their goal to an elegant description of particular languages. But the theoretically minded linguist will be more ambitious and ask a further why question: Why are the constraints the way they are? (Haspelmath 1999:183 ; emphasis in the original)
Haspelmath's explanation is evolutionary: variants that are 'good for the user' are more often selected by the speakers and therefore can become an obligatory part of the grammar: The application of the evolutionary scenario in linguistics presupposes three hypotheses: (i) Languages show structural variation in all areas of grammar, and language change is unthinkable without structural variation; (ii) frequency of use is determined primarily by the usefulness (or "user optimality") of linguistic structures; and (iii) highfrequency structures may become obligatory, and low-frequency items may be lost as a result of their (high or low) frequencies. (Haspelmath 1999:190 ; emphasis in the original)
Haspelmath refers to this process as 'functional adaptation' and thus parallels it with adaptation in evolutionary biology. To put it in other words: It is functional factors that guide variant selection in speakers' use. Croft's (2000) contribution is different from Haspelmath's (1999) both in its aims and conclusions. Whereas Croft agrees with Haspelmath in the general assumptions listed above, he presents a much more inclusive and coherent theory of linguistic change that crucially differs in the estimation of the role of functional factors in the evolutionary process. The theory is an instantiation of Hull's (1988) generalized theory of evolution. Starting from the observation that selection processes in biology apply on various levels of structural organization, Hull (1988) proposes a set of more abstract 'functional' units that are involved in selection processes. The 'functional' units can be instantiated by replicable structures from different levels:
[…] as long as the traditional organizational hierarchy is taken as fundamental, then selection will be found to wander erratically from level to level and, consequently, explanations in terms of selection will be highly variable and contingent. Selection will be discovered to occur at different levels in different taxa not to mention at different stages of the life cycles of individual organisms. […] In this chapter I adopt a different strategy. I define the entities that function in the evolutionary process in terms of the process itself, without referring to any particular level of organization. Any entities that turn out to have the relevant characteristics belong to the same evolutionary kind. Entities that perform the same function in the evolutionary process are treated as being the same, regardless of the level of organization they happen to exhibit. (Hull 1988:401-402) The crucial units for our purposes are the replicator and the interactor. The replicator is "an entity that passes on its structure largely intact in successive replications". The interactor is "an entity that interacts as a cohesive whole with its environment in such a way that this interaction causes replication to be differential". Given these concepts, the selection process can be defined as "a process in which the differential extinction and proliferation of interactors causes the differential perpetuation of the relevant replicators" (Croft 2000 :22, following Hull 1988 ; emphasis in the original). Now, recall that the abstract units of the selection process are instantiated at various levels. Therefore, for every selection process it has to be determined which entities act as replicators and interactors: "Once terminological issues have been clarified, the units-of-selection controversy resolves into two different questions: what are the units of replication, and what are the units of interaction?" (Hull 1988:414) . Croft (2000:28) proposes that in linguistic change the replicator is any bit of linguistic structure that is embodied in concrete utterances. This kind of entity he terms 'lingueme'. The interactor is instantiated as the speaker (Croft 2000:27) . The speaker includes a grammar as a conrete, spatiotemporally bound psychological entity. The environment the speaker interacts with is "the other members of the speech community, the social context of the speech event, and the goals of the speech event itself". The grammar as a "real existing mental structure" must be able "to interact with a real physical/mental/social environment" (Croft 2000:27) .
Language change, then, involves two steps, altered replication of replicators, and selection of replicators, corresponding to 'innovation' and 'propagation', respectively (Croft 2000:31) . Innovation brings new variants into play. Croft sees the causal mechanism behind innovation in the "alteration of the relationship between form and meaning" (Croft 2000:115) . He claims that "form-function reanalysis can explain all examples of grammatical change" (Croft 2000:140) . 3 Here, and only here, functional factors can play a role in language change: "In linguistic evolution, […] external functional motivation that is presumably adaptive for communication […] is the cause of altered replication, not selection" (Croft 2000:39) . Propagation, then, is the gradual transmission of a new variant across a speech community, due to variant selection in speakers' use. Croft repeatedly emphasizes that it is exclusively due to social factors whether a speaker selects one of available variants. The linguistic properties of a variant are assumed to be irrelevant for differential selection. In other words, if speakers have the choice between available variants, the choice always is purely socially determined:
[…] the selectional process is essentially a social one, not a functional one in the sense of (external) function that I use to characterize innovation.
[…] It is social factors, not functional factors, that play the same role in selection that ecological factors do in biology. (Croft 2000:32) Functional factors -the phonetic and conceptual factors appealed to by functionalist linguists -are responsible only for innovation, and social factors provide a selection mechanism for propagation. (Croft 2000:38) […] the empirical evidence indicates that linguistic selection is governed largely if not exclusively by social forces that have little or nothing to do with functional adaptiveness for communication. (Croft 2000:39) […] the pattern of distribution of the variants of a linguistic variable in language use across the speech community and over time is dependent on social factors, including socioeconomic class, gender, age, and ethnicity. (Croft 2000:54) There is a great deal of variability in an individual speaker's linguistic behavior […] . Moreover, this variability is structured, that is, the variants have social values conventionally associated with them […] . (Croft 2000:56) The propagation of a linguistic variant is a selection process: one variant is selected over another one. Selection is a process that takes place among interactors, however. A speaker does not produce one linguistic variant in preference to another in an utterance because of its linguistic properties. A speaker identifies herself with a community or a subset of a community and that causes her to produce one linguistic variant in preference to another. (Croft 2000:178) An interesting property of the selection process is addressed by the 'First Law of Propagation' (Croft 2000:176) . When a variant has spread and thus the speakers have the choice between alternative options, it is commonly the case that the alternatives tend to be used for different functions, or they are assigned different social meanings, or one of them dies out: "There appears to be a natural tendency for a community to select one alternative as the conventional signal for a recurrent coordination problem" (Croft 2000:176) . Two things are worth noticing here. First, there is an internal paradox within the model. If it is exclusively social factors that guide speakers' selection between available variants, it is not obvious to me how a functional differentiation can emerge at all. Second, if we accept that functional asymmetries can arise in the course of propagation (thus ignoring the paradox), and if we take seriously the claim that only social factors are decisive for a variant to be chosen by the speakers, it follows that the kind of emerging functional asymmetry between competing variants cannot be related to any linguistic property of the variants, since "a speaker does not produce one linguistic variant in preference to another in an utterance because of its linguistic properties" (Croft 2000:178) . That is, even if we accept that a functional differentiation between variants can emerge through propagation, the kind of differentiation is not expected to be functionally motivated in the sense that 'variant v tends to be used for function f because v is a more user-friendly (transparent, economic, etc.) symbolization of f than its competitors are'. Which variant is chosen for which function appears to be totally arbitrary from a purely linguistic point of view.
To summarize Croft's proposal, the central claims can be stated as follows: the source for innovation of new linguistic variants is form-function reanalysis. Its motivation is functional. The selection of variants, however, is purely socially motivated. The effect of the selectional success of a variant is its gradual spread, or propagation, across a speech community. Croft's proposal can be summarized by the following three empirical claims (1): (1) a. Functionally motivated properties of linguistic expressions must be due to innovation.
b. If there is variation, i.e. a set of alternative options, the choice of one or another option is sensitive to social factors only (and not to functional factors).
b. Functional differentiations between options are independent of their linguistic properties.
In the remainder of the present contribution, I will test these claims against an interesting case of dialect variation, Prepositional Dative Marking in Upper German. All three claims will turn out to be problematic at least. Dialect variation is a type of empirical evidence that is not taken into account, either by Croft (2000) or by Haspelmath (1999) . However, dialect variation seems to be an extraordinarily promising laboratory for testing hypotheses about the role of functional factors in language change. Language change is not only gradual on the temporal dimension but also on the spatial dimension. Therefore, we might expect to uncover the minimal contrasts between very similar grammars, which differ not only in their inventories of formal devices, but also in subtle functional properties of these devices, i.e., diachronically speaking: different kinds of integration of an innovation in similar systems of grammar. If the most principled assumption of the evolutionary scenario-namely, language change as a two-step process-is correct, the first result of a change is simply a new option which is added to the grammar. As long as the new option has not entirely replaced its competitors, speakers are able to select between available alternatives. The study of dialect variation enables us to detect different patterns of variant selection across space, which is an important empirical key to the leading question of the present paper.
Prepositional Dative Marking in Upper German

The basic facts
Upper German (Alemannic and Bavarian) distinguishes three morphological cases: nominative, accusative, and dative. In several dialects dative NPs can be preceded by a prepositional marker which is homophonous with the prepositions an "at, beside of" or in "in, into": Note that in PDM the prepositional marker is combined with dative case morphology. Thus, the dative case is expressed twice: by inflectional morphology of determiners and by the dative marker. Since in many Germanic and Romance languages the emergence of prepositional encodings of the indirect object co-occurs with the loss of dative case inflection (English to my mother, French à ma mère), one might think that the erosion of case morphology is a necessary condition for the emergence of prepositional strategies. In Upper German PDM, however, prepositional markers occur although dative case morphology is fairly intact. Thus, PDM cannot simply be explained as a compensatory strategy for eroded case morphology. The dative marker is redundant with regard to possible distinctions in case paradigms.
In the following, I will first give a brief sketch of the emergence of PDM (Section 3.2). I will then discuss three distributional patterns found across different dialects (Section 3.3). In Section 4, I will outline the consequences of the findings for the evolutionary scenario.
On the emergence of the dative marker
The details of the emergence of the dative marker are described in Seiler (2003, chap. 8) . For our purposes it is important to note that PDM probably is not the result of a grammaticalization process, but is rather due to reanalysis of article forms.
At first glance, one might think that the dative marker in or an is grammaticalized from the Upper German true prepositions in "in, into" or an "at, beside of", respectively. In fact, there are cases in Upper German as well as in Modern Standard German where a recipient dative object alternates with a directional PP introduced by an, cf. from Standard German: (6) In most Upper German dialects (with the exception of a few very conservative ones), the form without initial dental has been generalized over all contexts. The article form now is ə m (with some variation in the vocalism) in the entire Upper German dialect area, that is, even in dialects where no PDM exists. Nübling (1992:201) explains this generalization by the fact that the dative is much more frequently governed by a preposition than it occurs as a dative object (without preposition). Second condition: there is a whole paradigm of fusional morphs where prepositions and article forms are merged, cf. This is the context where an innovation took place in a subset of the Upper German dialects. Those dialects reanalysed the forms of the dative articles +DEF:DSM, -DEF:DSMand -DEF:DSF as prepositional amalgams. Thus, they interpreted the-not very frequent-bare article forms as belonging to the highly frequent pattern of fusional morphs <preposition_article>. The reanalysis is illustrated in Figure 1 Once the (etymologically) bare article forms are reanalysed as prepositional amalgams, this pattern can be analogically extended to other determiners where no fusional morphs with prepositions exist. Consequently, the dative in Upper German PDM dialects is realized 'in analogy' to post-prepositional datives. The result of the reanalysis is a new morpheme, our 'dative marker' (DM).
Three distributional patterns
Only in a small subset of the PDM dialects, dative marker insertion is mandatory, e.g. in some regions in Central Switzerland, namely the Muotathal valley and the Lucerne district. In these dialects, every dative NP has to be preceded either by the dative marker or another preposition. However, for the vast majority of PDM speakers, the dative marker is optional, i.e., there is no strict grammaticality contrast between the options bare dative vs. PDM. However, it is possible to isolate certain factors which increase the preference for the PDM option. Although concrete informants' judgements vary-some informants, for instance, reject PDM totally in an unpreferred environment, whereas for others it is acceptable although they prefer the bare dative; for some informants, PDM is required in preferred environments, for others it is acceptable only here, but not obligatory, etc.-the judgments are always in accordance with the preference directions as such: if there is a preferential asymmetry between bare datives and PDM, it follows the predicted direction. Interestingly, the factors guiding variant selection vary across the different dialect areas. In the following, I will focus on three distributional patterns, found in South Bavarian, Northern Switzerland, and Central Switzerland. da frau in + di fraun "the woman" "the women" Table 2 . South Bavarian case paradigm.
Dative marker insertion occurs exclusively (Innsbruck, Tyrol: Stranzinger 1951:202) or preferred (Stubai, Tyrol: Mair 1938:201; Feldkirchen, Carinthia: Rader 1966:144) before plurals. Here, and only here, PDM can be motivated as a compensatory strategy for missing case distinctions.
Information structure: Northern Switzerland (Alemannic).
The second pattern is very common in German-speaking Switzerland. It is found, for instance, in Schaffhausen (Northern Switzerland). Here, dative marker insertion depends on information structure. PDM is preferred if the dative NP is focused. If the dative NP is not focused, the dative marker is not inserted (cf. Haiman 1985 :150, Lambrecht 1994 . PDM is more explicit and involves more phonological material than a bare dative NP. The more explicit encoding option is used when the dative NP is the information peak of the utterance and bears main sentence stress. Thus, explicitness correlates with informationstructural salience.
Metrical stress patterns: Central Switzerland (Alemannic).
In Lucerne (Central Switzerland), PDM is obligatory for many speakers. However, those speakers for whom PDM is optional insert the dative marker according to metrical stress patterns. The dative marker is more likely to be inserted if it prevents a clash of two stressed syllables. PDM is less preferred if the dative marker would cause a lapse, i.e. a sequence of more than one unstressed syllables (cf. Seiler 2003:164-5):
(9) a. ich ha das buech i allne ggä I have this book DM all:DP given "I gave this book to all of them."
have those books DM all:DP given "I gave these books to all of them."
To close this section, it should be emphasized that for many speakers, PDM vs. bare dative are in completely free variation, that is, no functional asymmetries can be attributed to any of the options, and both options are equally acceptable. The freedom of variation is reflected in those speakers' spontaneous speech, too, where the occurrence or non-occurrence of the dative marker cannot be related to any linguistic or extra-linguistic factor, but is totally random.
Prepositional Dative Marking in the light of the evolutionary scenario
Let us now reconstruct an evolutionary account of the findings presented in the previous section. There is no doubt that the evolutionary scenario provides a helpful interpretative framework for our understanding of the complex picture sketched above, and in particular of the role of optionality in the whole process: if the development of PDM is an instantiation of the evolutionary scenario, we expect innovation to cause variation between options, and the available variants to be selected by the speakers according to certain principles. In the case of PDM, the different distributional asymmetries described above must reflect selectional preferences, since the evolutionary scenario predicts that during stages of variant competition selection is at play.
I propose the following historical scenario: the innovation per se is the formal reanalysis of article forms as amalgams of preposition plus article. The reanalysis can be motivated as a generalization of the very common postprepositional occurrence of the dative. The fact that the innovation has spread over a relatively large area demonstrates that it must have been socially acceptable. The result of the innovation is that a new expressional option is added to the grammar. Therefore, in the areas where PDM has spread, two encoding options for dative NPs co-exist, bare datives and PDM. But innovation as such does not automatically imply a specific functional arrangement between options, it only makes options available. None of the functional properties of PDM sketched above has played a part in the innovation process as such. The emergence of functionally motivated preferential asymmetries between bare datives and PDM is a separate process. Given the evolutionary scenario, it must be due to variant selection in speakers' use. That is, the (relatively 'soft') functional contours of PDM are not the result of innovation, but they evolved only afterwards in the course of selection between the variants.
Evidence for the above claim can be taken from two observations: first, the emergence of functional contours between PDM and bare datives is facultative, that is, functionally motivated distributional asymmetries need not necessarily arise. Remember that not for all speakers/areas a functional contrast between the variants can be observed. In my account, these dialects represent the stage where nothing else has happened than the mere addition of a new option to the grammar. However, if functional factors were relevant only for innovation but not for selection, and if innovation really were driven by those functional factors, we would expect to observe them in all dialects which participated in the innovation. Second, the specific functional contours that PDM developed in different dialects are independent of each other. If they were not secondary results of selection (but due to innovation which these dialects have in common), we would expect a much more uniform pattern cross-dialectally. That is, in the dialects where a functional asymmetry between bare datives vs. PDM can be observed, not only is a new option added to the grammar, but speakers select between the options in a way that is sensitive to functional principles. Of course, a particular functional pattern must be socially acceptable in order to spread within its area; but the respective functional patterns must have arisen only at a stage when both options, bare dative and PDM, already were available to the speakers. Therefore, I assumethus diverging from Croft's model-that the innovation per se can be taken as a very mechanical process, not necessarily linked to functional properties of the items involved. Although we are dealing with a case of reanalysis-a shift in the relationship between expressions (article forms) and their categorial interpretation (<preposition_article>), this reanalysis is purely formally motivated: it is a mere generalization of a morphophonemic pattern (the occurrence of dative articles in prepositional amalgams). Yet it is obviously not the locus where the functional factors are involved that guide the choice of variants in the different dialects. Functional factors come into play only afterwards, as unintended results of selection in speakers' activity. Therefore, PDM can be seen as a 'from-structure-to-function' change: a structural innovation spreads over an area, and then the new pattern starts to be functionally arranged in relation to other available patterns.
Let us return to the three claims from (1) above, repeated here as (10): (10) a. Functionally motivated properties of linguistic expressions must be due to innovation.
c. Functional differentiations between options are independent of their linguistic properties.
Ad a: Although a larger area shares one innovation-reanalysis of article forms as prepositional dative marker plus article, the functional properties of PDM are different across different dialects. Dative marker insertion is sensitive to underspecified inflectional paradigms (South Bavarian), information structure (Northern Switzerland), or metrical stress patterns (Central Switzerland). However, for the innovation as such, no such functional motivation is available: PDM is not a better symbolization of the dative than (largely intact) inflectional morphology. If there were functional properties of PDM which played a role for the innovation as such, we would expect them to be constant across the different dialects. Therefore, given the evolutionary scenario, they must have evolved in the course of variant selection-which is not predicted by (10a).
Ad b: It is unquestionable that social factors do play a crucial role in the selection between options. However, the case of PDM confronts us with different kinds of variant competition. According to the evolutionary scenario, stages of variation are the locus where variant selection comes into play. In the three dialects I mentioned in Section 3 above, the selection of variants is driven by general functional principles, too-which is not predicted by (10b).
Ad c: As a consequence of Croft's (2000) 'First Law of Propagation', functional differentiations which emerge in the course of selection are not expected to be related to more general functional principles. However, I have shown that the distributional asymmetries between bare datives and PDM can easily be motivated by well known functional principles. The relation between the shape of the expressions and the functional properties of the expressions is not entirely random (it is, for instance, more expected from a functional point of view that for focused datives the more explicit expression is chosen rather than the less explicit one). Again, the observations are not predicted by (10c).
Consequently, Croft's exclusion of functional factors from variant selection turns out to be too restrictive. It is worth noticing that in Haspelmath's (1999) much less elaborated model functional factors do play a prominent role in variant selection. However, the important influence of social factors is totally absent there. In the following, concluding section I will make a proposal as to how the influence of functional factors on variant selection can be integrated in Croft's model without weakening generalizations on the importance of social factors or giving up basic categories such as replicator and interactor.
5.
Conclusion: the case for the concept of variant 'implementation' A central consequence of the evolutionary scenario is the gradualness of linguistic change: new variants emerge, compete with other variants, may be more and more often selected by the speakers and perhaps even become obligatory, i.e. totally replace competing variants. Croft (2000) accounts for the gradualness of change by distinguishing between 'innovation' (actuation) and 'propagation' (transmission). Propagation in its proper sense, however, captures only one dimension of gradual spread of an innovation, viz., its socially determined spread from speaker to speaker. The linguistic change as such is conceptualized as being abrupt: either an innovation has become part of a speaker's inventory of linguistic devices or not. However, linguistic change is also gradual on the dimension of its integration in a system of grammar. Recall how different functional factors intervene in the distribution of bare datives vs. PDM across different dialects. These different ways of integrating a new option in a system of grammar cannot be interpreted as something other than the result of variant competition. The functional arrangement, or the systematic status of a variant relative to other variants, gradually emerges and changes over time, in the course of speakers' variant selection. Therefore, the relationships between the items and categories in a system of grammar, their valeur linguistique (Saussure [1917] 1967, chap. 4), must occupy a more prominent place in an evolutionary account of selection-driven distributional asymmetries between variants. I propose the term 'implementation' for the integration of a variant in the system of grammar and its changing status within that system (Seiler 2003:247) . Thus, if a variant has emerged ('innovation'), it may spread along at least two dimensions: it may spread from speaker to speaker ('propagation'), and it may develop specific systematic arrangements with other elements in the grammar ('implementation'). We have seen that if a new option such as PDM is added to the grammar, it may be implemented in different directions and to different degrees. The implementations of PDM turned out to be sensitive to functional factors. Note, however, that the influence of functional factors may change or even cease to exist over time. As I mentioned earlier, dative marker insertion has become obligatory in a few dialects. Here, PDM has been implemented to its full extent and totally replaced bare datives-which also means that the functional factors guiding dative marker insertion during periods of variation have become obsolete: in dialects with obligatory PDM, the dative marker is inserted due to purely structural well-formedness; no other functional motivation can (or must) be reconstructed here.
The implementation dimension replaces Croft's 'First Law of Propagation'. In my proposal, the notion of propagation is restricted to the spread of a variant on the social dimension, whereas selectional functional contours of variants belong to the implementation dimension. The propagation and implementation dimensions are, of course, in close interaction with each other, but in order to understand how languages change it is mandatory to acknowledge their conceptual independence. Croft's (2000) model provides an elaborate account for the propagation dimension, that is, for what happens with a variant in its environment understood as a speech community, but it has little to offer for the implementation dimension, i.e., for what happens with a variant in its environment understood as a system of grammar.
Note that there is nothing "essentialist" in talking about a system of grammar. A grammar has a concrete locus in space and time: it is a coordinate network of conventions internalized in the speakers' minds, and there is no doubt that the network is highly structured, including complex relationships and interactions within itself and with its environment.
Why is there a restriction to social factors for variant selection in Croft's (2000) account? It might be the case that it is due to an empirical bias. All cases of variant competition Croft mentions are taken from sociolinguistic studies (the empirical bias perhaps reflects the fact that syntactic theory has not paid much attention to facts of variation). 4 Of course, a sociolinguistic study will be able to show that social factors do guide the choice of variants, since this is exactly the goal of the study. However, a sociolinguist would hardly claim that no other factors than social ones may influence a speaker's choice of variants.
How is the restriction to social factors instantiated in Croft's (2000) model? "Selection is a process among interactors […] . A speaker identifies herself with a community or a subset of a community and that causes her to produce one linguistic variant in preference to another" (Croft 2000:178; emphasis GS) . The exclusion of all factors other than social ones from the selection process is somewhat surprising given Croft's definition of the interactor:
It seems fairly uncontroversial that the paradigm case of a linguistic interactor is the speaker, including of course the speaker's grammar as we have defined it. The speaker interacts as a cohesive whole with her environment. The speaker is a cohesive whole as a member of the speech community, communicatively interacting with other members of the speech community. The environment is thus the other members of the speech community, the social context of the speech event, and the goals of the speech event itself […] . The grammar used by the speaker is a real existing mental structure: it must be able to interact with a real physical/mental/social environment. (Croft 2000:27; emphasis in original) Two things are worth mentioning here. First, since the interactor includes a grammar as a structured system of embodied conventions, the grammar is in interaction with the environment. It is therefore expected that variation in grammar can be tuned according to the "goals of the speech event itself", or to extra-grammatical cognitive structure, in other words: to functional factors. The definition of interactor quoted above is remarkably multi-dimensional. If a speaker has the choice between options, it is not surprising that at the moment of the concrete selection of an option she is exposed to a multiplicity of influences and preferences, only a subset of which are social factors. Second, if grammar as a whole is in interaction with environmental factors, then all its subparts are so, too. Since a speaker has a memory of previous utterances (and the capacity to produce new utterances), one might say that in every communicative act-which spells out bits of structural organization of the grammar, non-uttered but partially similar and partially distinct bits of structural organization are activated, too. Therefore, communicative interaction may have an impact on the systematic arrangements of options. To put it in other words: not only the actually uttered utterances are real existing objects and therefore a legitimate ingredient of a non-essentialist theory, but to a certain degree also the associative relationships from actually uttered to virtual utterances, because speakers have memories and linguistic competences that make options available to them in the first place-a necessary prerequisite for the existence of variation. 
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