Abstract-Arithmetic, geometric and harmonic means are the three classical means famous in the literature. Another mean such as squareroot mean is also known. In this paper, we have constructed divergence measures based on nonnegative differences among these means, and 
I. GENERALIZED MEAN OF ORDER t
Let us consider the following well-known mean of order t , t = 0 √ ab, t = 0 max{a, b}, t = ∞ min{a, b}, t = −∞
for all a, b ∈ R. It is known [1] that the Mt(a, b) is monotonically non-decreasing function in relation to t. This allow us to conclude the following inequality In view of this we have the following inequality:
H(a, b) G(a, b) A(a, b) S(a, b).
Let us consider now the following non-negative differences arising due to inequality (3) .
MSA(a, b) = S(a, b) − A(a, b)
and
In view of (2), we have the following inequalities among the measures:
and 0 MAG(a, b) MAH (a, b).
II. DIVERGENCE MEASURES ARISING DUE TO DIFFERENCES Let Γn = P = (p1, p2, ..., pn) pi > 0,
be the set of all complete finite discrete probability distributions. Let us take a = pi and b = qi in the differences given above and sum over all i = 1, 2, .., n, then for all P, Q ∈ Γn, we have the following divergence measures:
• Square root -arithmetic mean divergence
• Square root -geometric mean divergence
• Square root -harmonic mean divergence
• Arithmetic -geometric mean divergence
• Arithmetic -harmonic mean divergence
• Geometric -harmonic mean divergence
After simplification, we can write
where B(P ||Q) is the Bhattacharyya [2] distance and h(P ||Q) is the well known Hellinger [9] discrimination. Also we can write
where W (P ||Q) is the harmonic mean divergence and ∆(P ||Q) is the well known triangular discrimination. Some studies on square root -arithmetic mean divergence can be seen inÖsterreicher [12] and Dragomir et al. [8] .
In view of (10) and (11), we have the following inequalities
In the literature [6] , we have the following inequality too
The r.h.s. of the inequality (20) has also been established by author [20] .
In this paper our aim is to improve the inequalities (18) and to relate them with (19) . This shall be do by use of Csiszár f −divergence.
III. CSISZÁR f −DIVERGENCE AND MEAN DIVERGENCE MEASURES
Given a convex function f : [0, ∞) → R, the f −divergence measure introduced by Csiszár [4] is given by
where P, Q ∈ Γn. The following theorem is well known in the literature [4] , [5] . Theorem 3.1: Let the function f : [0, ∞) → R be differentiable convex and normalized, i.e., f (1) = 0, then the Csiszár f −divergence, C f (P ||Q), given by (21) is nonnegative and convex in the pair of probability distribution (P, Q) ∈ Γn × Γn.
The mean divergence measures given in Section II can be written as examples of (21) and applying Theorem 3.1, we can see the non negativity and convexity of these measures. Here below we shall give these examples.
Example 3.1: (SA-divergence). Let us consider
in (21), then we have C f (P ||Q) = MSA(P ||Q), where MSA(P ||Q) is as given by (12) .
and f
Thus we have f ′′ SA (x) > 0 for all x ∈ (0, ∞). Also, we have fSA(1) = 0. In view of this we can say that the square rootgeometric mean divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γn × Γn.
Example 3.2: (SG-divergence). Let us consider
in (21), then we have C f (P ||Q) = MSG(P ||Q), where MSG(P ||Q) is as given by (13) . Moreover,
Thus we have f ′′ SG (x) > 0 for all x ∈ (0, ∞). Also, we have fSG(1) = 0. In view of this we can say that the square rootgeometric mean divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γn × Γn.
Example 3.3: (SH-divergence). Let us consider
in (21), then we have C f (P ||Q) = MSH(P ||Q), where MSH(P ||Q), is as given by (14) . Moreover,
Thus we have f ′′ SH (x) > 0 for all x ∈ (0, ∞). Also, we have fSH(1) = 0. In view of this we can say that the square rootgeometric mean divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γn × Γn.
Example 3.4: (Hellinger discrimination). Let us consider
in (21), then we have C f (P ||Q) = h(P ||Q), where h(P ||Q) is as given by (15) . Moreover,
Thus we have f ′′ h (x) > 0 for all x ∈ (0, ∞). Also, we have f h (1) = 0. In view of this we can say that the square root -geometric mean divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γn × Γn.
Example 3.5: (Triangular discrimination). Let us consider
in (21), then we have C f (P ||Q) = ∆(P ||Q), where ∆(P ||Q) is as given by (16) . Moreover,
Thus we have f ′′ ∆ (x) > 0 for all x ∈ (0, ∞). Also, we have f∆(1) = 0. In view of this we can say that the square rootgeometric mean divergence is nonnegative and convex in the pair of probability distributions (P, Q) ∈ Γn × Γn.
Remark 3.1: We haven't considered here the measure (17), since the second derivative of its generating function is not always nonnegative.
IV. BOUNDS ON DIVERGENCE MEASURES
In this section we shall give bounds on the measures given in Section II. In order to get these bounds we shall make use of the results due to Dragomir [7] .
Theorem 4.1: Let f : R+ → R be differentiable convex and normalized i.e., f (1) = 0. If P, Q ∈ Γn, then we have
where EC f (P ||Q) is given by
Now we shall apply the Theorem 4.1 for the mean divergence measures given in Section II.
A. Square root -arithmetic mean divergence
We can write
where
In view of (4) or (37), we can say that ξSA(P ||Q) 0.
B. Square root -geometric mean divergence
In view of (5) or (37), we can say that ξSG(P ||Q) 0.
C. Square root -harmonic mean divergence
In view of (4) or (37), we can say that ξSH(P ||Q) 0.
D. Hellinger discrimination
Obviously, ξ h (P ||Q) 0.
E. Triangular discrimination
Obviously, ξ∆(P ||Q) 0.
V. INEQUALITIES AMONG THE MEASURES
In this section we shall obtain inequalities among the measures given in Section II. These inequalities are based on the following theorem due author [19] .
Theorem 5.1: Let f1, f2 : I ⊂ R+ → R be two convex mappings that are normalized, i.e., f1(1) = f2(1) = 0 and suppose the assumptions:
(i) f1 and f2 are twice differentiable on (r, R); (ii) there exists the real constants m, M such that m < M and
If P, Q ∈ Γn are discrete probability distributions satisfying the assumption 0 < r pi qi R < ∞, then we have the inequalities:
(51) For proof of above theorem refer to Taneja [19] . Now, we shall apply the above theorem for the measures given in Section II. These applications are done considering the measures two by two.
Proposition 5.1: (SA-divergence and SH-divergence).
We have the following bounds:
and 0 ξSA(P ||Q) 1 3 ξSH(P ||Q).
(53) Proof: Let us consider
where f ′′ SA (x) and f ′′ SH (x) are as given by (24) and (30) respectively. From (54) one gets
In view of (55) we conclude that the function gSA SH (x) is increasing in x ∈ (0, 1) and is decreasing in x ∈ (1, ∞), and hence
Now (56) together with (50) and (51) give respectively (52) and (53).
Proposition 5.2: (SH-divergence and triangular discrimination).
and 0 ξSH(P ||Q) 3 4 ξ∆(P ||Q).
(58) Proof: Let us consider
where f ′′ SH (x) and f ′′ ∆ (x) are as given by (30) and (36) respectively. From (59) one gets
In view of (60), we conclude that the function g SH h (x) is increasing in x ∈ (0, 1) and is decreasing in x ∈ (1, ∞), and hence
Now (61) together with (50) and (51) give respectively (57) and (58).
Proposition 5.3: (SG-divergence and triangular discrimination).
and 0 1 2 ξ∆(P ||Q) ξSG(P ||Q).
(63) Proof: Let us consider
where f ′′ SG (x) and f ′′ ∆ (x) are as given by (27) and (36) respectively. From (64) one gets
Since x 2 + 1 2x, then from (65), we conclude that
In view of (66), we conclude that the function gSG ∆(x) is decreasing in x ∈ (0, 1) and is increasing in x ∈ (1, ∞), and hence
Now (??) together with (50) and (51) give respectively (62) and (63).
Proposition 5.4: (SG-divergence and Hellinger discrimination).
and 0 ξSG(P ||Q) 2 ξ h (P ||Q) (69) Proof: Let us consider
where f ′′ SG (x) and f ′′ h (x) are as given by (27) and (33) respectively. From (70) one gets
In view of (71), we conclude that the function g SG h (x) is increasing in x ∈ (0, 1) and is decreasing in x ∈ (1, ∞), and hence
Now (72) together with (50) and (51) give respectively (68) and (69).
Remark 5.1: (i)
In this section, we have related five divergence measures with each other except Hellingar and triangular discriminations, since they have been compared before by author [?] , and is given by r.h.s. of the inequalities (20) .
(ii) The divergence measure arising due to geometric -harmonic mean given by (17) is not studied here because the second derivative of the generating function is not positive.
(iii) In view of first part of the Propositions 5.1-??, we can relate the five mean divergence measures by the following inequality:
(iv) In view of second part of the Propositions 5.1-5.4, we can relate the five auxiliary measures by the following inequality:
The auxiliary measures ξ (·) (P ||Q) can be written in terms of Csiszár f-divergence, but in some cases the second derivatives of the generating function are not always nonnegative.
VI. CLASSICAL DIVERGENCE MEASURES
In this section, we shall present some classical divergence measures already known in the literature.
The following Sibson-Burbea-Rao [14] , [3] Jensen Shannon divergence measure is already known in the literature:
(75) Taneja [16] presented the following A & G -divergence measure arising due to arithmetic and geometric means:
Adding (75) and (76), we get
where J(P ||Q) is the well known Jefferys-Kullback-Leibler [10] , [11] J-divergence given by
The measure K(P ||Q) appearing in (77) is the Kullback-Leibler [11] relative information given by
The measures (75) and (76) can also be written in terms of K(P ||Q) as follows:
is the well known [13] χ 2 −divergence. The measures (75), (76), (78) and (82) are all nonnegative and convex [20] for the pair of probability distributions P, Q ∈ Γn.
Some studies on these divergence measures and their generalizations can be seen in [15] , [17] , [18] , [20] , [21] .
Recently, author [20] proved an inequality among these divergence measures given by 1 4 ∆(P ||Q) I(P ||Q) h(P ||Q)
Finally, combining the inequalities (73) and (83), we have the following interesting inequalities:
From the inequalities (73), (84) and (85), we observe that we don't have relationship among the measures SG-divergence and Idivergence given by (13) and (80) respectively. Let us check this by applying Theorem 5.1.
Let us consider
in (21), then one gets C f (P ||Q) = I(P ||Q), where I(P ||Q) is given by (80). Moreover,
Again, let us consider
where f ′′ SG (x) and f ′′ I (x) are as given by (27) and (88) respectively. After simplification, we can write
In order to apply Theorem 5.1 we must prove that σ(x) is either nonnegative or positive for x ∈ (0, ∞), but σ(1) = −32.0 and σ(4.25) = 13.87. This implies that we are unable to apply the Theorem 5.1.
Moreover, if we check the generating functions in both the cases, still the result don't hold. Let us denote,
fSG(x) e(x) = fI (x) and f (x) = f h (x) for all x ∈ (0, ∞). See the Table 1 We observe from the Table 1 Let check the same thing by considering particular values of the probability distributions. Let us consider n = 2, p1 = t, q1 = 1 − t, p2 = 1 − t and q2 = t. Then we can write a(t) = MSA(P ||Q) = 2 t 2 + (1 − t) 2 2 − 1, Let us compare the measures for some particular values of t. This comparison we shall do in Table 2 .
In Table 2 we have considered only t ∈ (0, 1/2], since for t ∈ [1/2, 1) the values are symmetric. Moreover, all functions are zero for t = 1 2 . From the Table 2 we observe that for each t fixed the values of the functions are in monotonically increasing, except for t = 0.0001. In this case d(t) is bigger than e(t). See the Graph 2 for the measures d(t) and e(t) in a very small interval t ∈ (0.0001, 0.0005).
From the examples above we conclude that it is not possible to establish an inequality having nine measures in a sequence that combines (84) and (85). Table 2 
