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AJUSTES CON CONSTREÑIMIENTOS
Por MIGUEL J. SEVILLA DE LERMA
1. INTRODUCCiÓN
En muchos problemas de ajuste de observaciones, en particular
en el campo de la geodesia, es muy corriente el uso de ajustes con
constreñimientos. El modelo de ajuste con constreñimiento s se
presenta en forma directa cuando, como consecuencia de las
propiedades físicas o geométricas del problema considerado,
disponemos de ciertas relaciones funcionales entre los parámetros.
Entonces, además del modelo principal del ajuste en el que junto a los
parámetros entran cantidades estocásticas, aparecen otras relaciones
llamadas de constreñimiento o ligadura que han de ser verificadas por
los parámetros independientemente del proceso de observación en el
que estén involucrados; tendremos por lo tanto información adicional
no estocástica sobre los parámetros. Si dicha información es de
naturaleza estocástica, conociendo por ejemplo la matriz de pesos, nos
encontramos frente a los llamados constreñimientos ponderados.
En otras ocasiones las relaciones de constreñimiento las
imponemos con objeto de obligar a algunos de los parámetros a que
tomen ciertos valores predeterminados, como es el caso de fijar el
datum en una red geodésica, en cuyo caso se conocen como
constreñimientos externos. Si dichos constreñimiento s se obtienen
solamente a partir de la información del problema a través de su
matriz de diseño tendremos los llamados constreñimientos internos.
Por último, los constreñimiento s son una herramienta útil para
resolver el problema de las singularidades que se presentan en el
tratamiento de redes libres, aunque este caso no será tratado en el
presente texto.
Los métodos y fórmulas que presentaremos en lo que sigue
forman parte de las clases impartidas en el Seminario de Geodesia
Superior celebrado en la Facultad de Ciencias Matemáticas de la
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Universidad Complutense de Madrid del 1 al 19 de noviembre de
2002. Tal como está redactado el texto, debe considerarse como una
continuación de la formulación establecida en dos trabajos previos del
mismo autor. Estos son dos Publicaciones del Instituto de Astronomía
y Geodesia, la número 148 titulada "Formulación de Modelos
Matemáticos en la Compensación de Redes Geodésicas" de 1986 y la
número 176 titulada "Soluciones Progresivas en el Método de
Mínimos Cuadrados" de 1989. Cuando nos refiramos a fórmulas de
estas publicaciones daremos el número de la fórmula acompañado del
número de la publicación. Para que el lector pueda ampliar
conocimientos sobre los ajustes con constreñimientos y sobre las
técnicas de mínimos cuadrados y su aplicación a la geodesia, damos al
final una amplia relación bibliográfica que incluye libros, monografías
y artículos publicados en revistas especializadas.
2. CONSTREÑIMIENTOS ABSOLUTOS
Para mayor generalidad estableceremos la formulación
considerando el modelo mixto de ecuaciones con observaciones y
parámetros, después daremos la formulación para el modelo más
sencillo de ecuaciones de observación.
El modelo funcional global del ajuste estará constituido por dos
tipos de funciones. El primer tipo o modelo principal relacionará los
parámetros X con las observaciones L, en forma de modelo implícito
tendremos
F(X,L)=O (1)
El segundo modelo será el definido por los constreñimiento s
entre los parámetros y será de la forma
(2)
El modelo principal será de dimensión e con n parámetros, lo
supondremos regular de manera que considerado aisladamente
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permitirá obtener los parámetros. El modelo de constreñimiento lo
supondremos de dimensión s que será menor que el número de
parámetros n (s<n), por lo que por sí solo no nos permite obtener los
parámetros de forma única.
El modelo estocástico será el correspondiente al modelo
principal y, por consiguiente, consistirá en el conocimiento de la
matriz de varianza-covarianza a priori de la observaciones o lo que es
lo mismo, de la varianza a priori de peso unidad CJo2 Yde la matriz de
pesos P que supondremos definida positiva.
Para aplicar el método de mínimos cuadrados hemos de
comenzar linealizando las expresiones (1) y (2). Sean Xo, Lo valores
aproximados de X y L entonces definimos las variables
x = X-Xo
v=L-l
(3)
donde 1 = Lo son las observaciones reales. Por el mismo método de
Taylor obtenemos las formas lineales
Ax +Bv -t = O
Dx-tc =O
(4)
(5)
donde el significado de las matrices es claro
Los rangos de estas matrices son, rango(A)=n, rango(B)=c,
rango(D)=s, es decir son matrices de rango máximo de manera que no
nos producirán singularidades, pues suponemos que s-en-ea.
Insistimos en que te no es variable aleatoria. Los parámetros son
funcionalmente dependientes con tantos parámetros dependientes
como ecuaciones del tipo (5) haya, es decir tendremos s parámetros
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dependientes y n-s independientes. En definitiva supondremos las
desigualdades m+nz-c+ss-n; y m+tn-sjz-cz-n-s, donde m es el número
de observaciones.
La teoría de rmrnmos cuadrados nos dice que debemos
minimizar la función vTpv sujeta a las condiciones (4) y (5), es decir
hay que minimizar la forma cuadrática
donde p-l = Qvv = Qu es la matriz cofactor de las observaciones a
priori y A y Ac los vectores de multiplicadores de Lagrange.
El mínimo de T con respecto a x y v se obtiene por el
procedimiento ordinario; las derivadas parciales de T conducen al
siguiente sistema de ecuaciones correlativas
Pv-BT A = O
Ax+Bv-t = O
Dx-tc = O
ATA+DTA =0
e
(8)
(9)
(10)
(11)
De (8) se obtiene
(12)
que sustituida en (9) da
(13)
y poniendo como de ordinario
(14)
que es una matriz de dimensión (e,e) y rango e, resulta
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(15)
Sustituyendo ahora (15) en (11) se obtiene
(16)
Pongamos
N=ATM-1A
d = ATM-1t
(17)
entonces (16) junto con (10) constituyen el sistema de ecuaciones
normales reducido
Nx-DTAc =d
Dx-tc = O
(18)
En términos de hipermatrices (18) se escribe
(19)
Este es un sistema de n+s ecuaciones con n+s incógnitas que
resolvemos por sustitución. Corno la matriz N es regular, de la
primera ecuación de (18) obtenemos
(20)
sustituyendo (20) en la segunda de (18) resulta
(21)
de donde
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(22)
La matriz DN-IDT es de dimensión (s,s) y rango s. Sustituyendo (22)
en (20) queda
El primer término del segundo miembro de (23) es la solución
del modelo principal (4) aislado (4.24 de 148) y el resto es el término
que surge al considerar los constreñimientos (5). Entonces la solución
(23) puede escribirse en forma progresiva
x = XI+LU
XI = N-Id = (ATM-lArA TM-lt (24)
~x = N-IDT(DN-IDTr (te - Dxl)
Una vez determinados los parámetros X, los residuales v se
obtienen sustituyendo (24) en (15)
y este resultado en (12)
(26)
es decir
v = P-IBTM-I (t - Ax) =
= P-IBTM-l (t-Axl )-P-IBTM-IA~x
(27)
Observando que el primer término corresponde al modelo
principal solo (4.26 de 148), (27) se escribe en forma progresiva por
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v = VI+ ~v
VI =P-IBTM-I(t-Ax
l
)
~v = -P-IBTM-I A~x
(28)
Calculemos ahora la forma cuadrática vTpv. A partir de (12)
obtenemos
Multipliquemos _xT por (11), (9) traspuesta por A, (10)
traspuesta por ~ y sumemos
-e (ATA+DTAc)+(xTAT +ATBP-IBT -e)A+(xTDT -tnAc =
=-xTATA-xTDTA +eATA+ATBP-IBTA-eA+
e
(30)
es decir
(31)
y resulta
(32)
En el caso sin constreñimiento s se tiene por (4.20 de 148)
(33)
entonces podemos escribir (15) en la forma
A = M-I (t - Ax) = M-I (t -AxI )-M-IMx (34)
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es decir en forma progresiva
A=AI +M
M=-M-IMi
(35)
Llevando (35) a (32) resulta
y sustituyendo M por (35), ~i por (24) yAc por (22) obtenemos
vTpv = tTAl +tTM-IAN-IDT (DN-IDT t (te -Di'I)+
+t~ (DN-ID Tt (te - Dx., ) (37)
= tTAl +(te -Dil f (DN-IDT t (te -Di'l)
Entonces en forma progresiva escribimos
vTpv = (VTpV)1+ ~(VTpV)
(VTpV)1 = e Al = eM-1 (t - Ail) = tTM-lt - i~Nil (38)
~ (vTPv) = (t e - Di 1)T(DN-I DT)-1 (te - Di 1)
El término correctivo ~(VTpv) no depende de i sino de il por
lo que puede calcularse inmediatamente después de la primera etapa.
Como la matriz DN-'DT es definida positiva ~(VTpV) > O, por tanto
los constreñimientos incrementan el valor de ~ (VTPV)I dado por
(4.20).
Los grados de libertad del sistema combinado son c+s-n,
entonces la varianza a posteriori de peso unidad viene dada por
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~Tp~
~2 V V
()o =---
c+s-n
(39)
Para el cálculo de la matriz cofactor a posteriori de los
parámetros partimos de la expresión (23) que ahora escribimos en la
forma
y poniendo
(41)
que es una matriz simétrica, resulta
x = (N-' - N-1JN-' )d + constantes (42)
El segundo término de (42) es una constante por lo que no habrá que
tenerlo en cuenta en el cálculo de la matriz cofactor
Aplicando a la segunda de (17) la ley de propagación de las
covarianzas, resulta
(43)
pues Qtt = M. Entonces aplicando dicha ley a la expresión (42)
obtenemos
o, = (N-1 -N-'JN-' )N(N-' -N-'JN-' f
= (1 - N-'J )(N-1 - N-'JN-' f (44)
=N-' - N-'JN-' - N-1JN-' + N-1JN-'JN-1
y como por (41)
(45)
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resulta en definitiva
En forma progresiva, recordando (4.43 de 148), esta fórmula se
escribe
Q .. =Q.. + ~Q ..xx XIXI xx
Q" =N-IXIXI (47)
Obsérvese que
QxxDT = N-IDT - N-IDT (DN-IDT (DN-1DT = N-IDT - N-IDT = O
(48)
Calculemos por último la matriz cofactor a posteriori de los
residuales. A partir de (27) con (24) obtenemos v en la forma
v = P-IBTM-I (1 - AN-1ATM-1 + AN-IJN-IATM-I )tl + constantes
(49)
Entonces por la ley de propagación
Qvv = P-IBTM-1 (1 - AN-I ATM-I + AN-IJN-I ATM-I )M.
(1- AN-I ATM-I + AN-I JN-I ATM-I )TM-l BP-I
=P-IBTM-I (M-AN-IAT +AN-IJN-IAT)M-IBP-I + (50)
+P-IBTM-I (M - AN-IAT + AN-IJN-1AT)
(-M-I AN-I AT+ M-I AN-1JN-I AT)M-IBP-l
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Ahora bien, el producto de los paréntesis del segundo término del
último miembro es
-AN-1AT +AN-1JN-1AT +AN-IATM-IAN-IAT -
-AN-IATM-IAN-IJN-IAT - AN-IJN-IAM-IAN-IAT + (51)
+AN-1 JN-1 ATM-1 AN-1 JN-1 AT = O
Entonces queda
Q" = P-1BTM-1BP-1 -vv
-P-1BTM-1A(N-1 -N-1DT (DN-1DTt N-1 )ATM-1BP-1
(52)
Es decir
En forma progresiva, recordando (4.45 de 148), esta fórmula se
escribe
Q" = Q" + llQ"vv V1V1 vv
Q" = P-1BTM-1BP-1 - P-1BTM-1 AN-1 ATM-1BP-1 (54)
V1V1
llQ"" = P-IBTM-IAN-IDT (DN-1DT t DN-1ATM-1BP-1
Obsérvese la siguiente relación de interés
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3. OBTENCiÓN DE LAS FÓRMULAS A PARTIR DEL
MODELO DE SOLUCIONES PROGRESIVAS
Si comparamos el modelo con constreñimientos (4), (5) con el
modelo (2 de 176) para las soluciones progresivas, observamos que el
primero corresponde a un caso particular del segundo cuando se tiene
Al = A, BI = B, ti = t, x = x, VI= V, el = e
A2 =D, B2 =0, t2 =te, v2 =0, e2 =s
(56)
Además
(57)
y como el modelo de constreñimiento s no es aleatorio, se tiene
M=BP-IBT=O
2 2 2 (58)
Las ecuaciones normales reducidas (19) son precisamente las
(17 de 176), La transformación de (23 de 176) da
(59)
Entonces, sustituyendo (56) a (59) en (27 de 176) se obtiene las
soluciones
x = XI+~x
XI =N-Id=(ATM-IAr ATM-It
~x = N-IDT(DN-IDTr (te - Dxl)
(60)
que son exactamente (24). Sustituyendo en (32, 33 y 34 de 176)
resulta
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v = VI+~v
VI =P-IBTM-I(t-Ax
l
)
~v = -P-IBTM-IA~x
(61)
que son precisamente las (28).
Las fórmulas (37) para el cálculo de la forma cuadrática vTpv
se obtienen a partir de (40 de 176) con las sustituciones indicadas. Las
fórmulas (47) para las matrices cofactor de los parámetros se obtienen
a partir de (46 de 176) por el mismo procedimiento y las fórmulas (54)
para las matrices cofactor de los residuales resultan de (46 de 176).
4. FÓRMULAS POR ETAPAS Y CAMBIO DE MODELO
Otro método que permite obtener las fórmulas que resuelven el
problema de ajuste con constreñimientos es el siguiente. Partimos de
los modelos (4) y (5)
Ax +Bv= t = O
Dx= t, = O
1- Aplicando la fórmula (4. 25 de 148) se resuelve el primer modelo
aisladamente y resulta
La correspondiente matriz cofactor viene dada por (4.34 de 148)
(63)
2- Se incrementa esta primera solución con una parte incógnita
A A A"x=xI +L.l1!o. (64)
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3- Se sustituye esta solución completa en el modelo de
constreñimientos y resulta
(65)
si ponemos
(66)
resulta
D~x- t =0 (67)
(68)
4- Se consideran las soluciones XI como observaciones de manera que
el modelo transformado (67) puede considerarse como un modelo de
ecuaciones de condición, con las correcciones a los parámetros
tomadas como residuales con matriz de pesos
5- Se resuelve el modelo transformado cuya la solución ordinaria
mínimos cuadrados viene dada por (3.20 de 148) de manera que
haciendo B =D, v = Ax, t = t resulta
(69)
que coincide con (60)
6- Con el primer modelo solo aplicamos (4.26 de 148),
(70)
y sustituyendo las soluciones obtenidas (64) resulta
(71)
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7- La suma de cuadrados de los residuales se obtiene aplicando (3.22
de 148), vTpv = eM-1t resultando
(72)
que coincide con (38)
8- La matriz cofactor de L1 x se obtiene a partir de (3.30 de 148)
Q"" = P-1BTM-1BP-1 que toma la forma
(73)
que coincide con (47)
9- La matriz cofactor de v se obtiene por el mismo procedimiento que
en el método anterior.
5. MODELO DE ECUACIONES DE OBSERVACiÓN CON
CONSTREÑIMIENTOS
Si en vez del modelo implícito F(X,L) = Opartimos del modelo
explícito L = F(X), entonces el modelo lineal de observaciones
indirectas con constreñimientos toma la forma
Ax-t = O
Dx+ t, = O
(74)
Las soluciones de este modelo se obtienen a partir de las del
modelo mixto con las siguientes identificaciones:
B = -I,t = I-Lo = I-F(Xo ),c = m,M = p-I ,N = ATpA,d = ATpt
(75)
Entonces las ecuaciones normales (19) toman la forma
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(76)
y las soluciones en forma progresiva (24) se escriben
x = x, +LlX
x, = N-'d = (A TpA r' A Tpt
L'lx = N-'DT (DN-'DT r' (te - ns, )
(77)
Los residuales vienen dados por (28)
v = v, + L'lv
A AA
V, = X - t
L'lv = AL'lx
(78)
La forma cuadrática (38) es ahora
ATpA (A TpA ) A (A TpA )V V = V V +Ll V V,
(vTpv), = ept - xJNx,
L'l( v TpV ) = L'lxTNL'lx
(79)
La varianza a posteriori de peso unidad queda
A2
(10 =---
m+s-n
(80)
y las matrices cofactor son
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Q~~= Qo ~ + ~Q ..
xx XIX) xx
Q.. = N-)
XIX)
(81)
y
Q .. = Q~ ~ +~Q~~vv v)v] vv
Q~~ = p-) - AN-)AT (82)
v)v)
~Qvv = AN-)DT (DN-)DT t DN-) AT
6. MÉTODO DE ELIMINACiÓN DE LOS CONSTREÑIMIEN-
TOS
El hecho de tener en nuestro modelo ecuaciones de
constreñimientos, que son relaciones funcionales entre los parámetros,
nos permite utilizadas para obtener tantos parámetros como
ecuaciones haya (s de los n parámetros) en función de los n-s
restantes. El método de eliminación consiste en sustituir estos
parámetros eliminados en el modelo principal y resolver entonces el
modelo resultante por las técnicas habituales. Al no involucrar los
constreñimientos cantidades aleatorias no hay problema con el modelo
estocástico.
Sea XI un vector con s parámetros y X2 otro vector con los n-s
restantes, entonces descomponemos en sistema en la forma
A)x¡ +A2x2 +Bv-t=O
D)x) +D2x2 -te =0
(83)
(84)
La matriz DI es una matriz cuadrada de dimensión (s,s) que
suponemos no singular, entonces la ecuación (84) permite escribir
(85)
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Ahora sustituimos (85) en (83) y resulta
(86)
que escribimos en la forma
AX2 +Bv+ t =0 (87)
donde
- -1A = A2 -AIDI D2
t = t-A D-1t
1 1 e
(88)
(89)
El sistema (87) consta de e ecuaciones con n-s parámetros
incógnita y tantos residuales v como tenía el modelo principal. Lo
tratamos como modelo mixto ordinario y aplicando la fórmula (4.25
de 148) obtenemos
(90)
donde M sigue siendo M = BP-IBT.
Sustituyendo (90) en (85) resulta
(91)
Entonces el vector de parámetros estimados completo viene dado por
(92)
Los errores residuales estimados se obtienen aplicando la
fórmula (4.26 de 148)
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siendo en este caso
(94)
entonces ponemos
Por su parte la suma de cuadrados de residuales viene dada por
(4.32 de 148) que en nuestro caso se escribe
(96)
La varianza a posteriori de peso unidad es, como siempre
(97)
El cálculo de la matriz cofactor de los parámetros se efectúa a
partir de (92), entonces
(98)
Por (4.34 de 148) sabemos que
(99)
y aplicando la ley de propagación a (85) obtenemos
(100)
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(101)
También podemos proceder directamente con x, para ello
sustituimos (90) y (91) en (92) y teniendo en cuenta (89), obtenemos
el segundo término es constante, por consiguiente, teniendo en cuenta
que Qtt = M, la ley de propagación da
(103)
La matriz cofactor a posteriori de los residuales podrá ahora
obtenerse aplicando la fórmula (4.45 de 148). Así resulta
Q" = P-1BTM-1BP-1 - P-1B TM-1 AN-1 ATM-1BP-1 -
vv
-P-1BTM-1 (1- AQ .. ATM-1)BP-1l x2xZ
(104)
7. CONSTREÑIMIENTOS CON PARÁMETROS ADICIONA-
LES
Este caso se presenta cuando en las ecuaciones de
constreñimiento aparecen, junto a los parámetros del modelo
principal, otros parámetros adicionales que no figuraban en el
primero. La resolución de este problema puede resultar inmediata si
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tomamos en consideración la analogía entre este modelo y el modelo
de soluciones progresivas con número variable de parámetros
estudiado en la sección 10 de 176.
Sean ahora x los parámetros del modelo mixto o modelo
principal y sean z los nuevos parámetros que añaden las ecuaciones de
constreñimiento. Entonces el modelo global en su forma lineal lo
escribimos
Ax+Bv= t =0
Dlx+D2z-tc =0
(105)
Suponemos que el modelo de constreñimientos consta de s
ecuaciones con n parámetros del modelo principal y n' parámetros
nuevos, entonces supondremos n+n' > s y n' < s. El modelo principal
sigue teniendo e ecuaciones, n parámetros y m residuales con n < e <
m. Todas las matrices que intervienen se suponen de rango máximo,
entonces
rango A=n, rango B=c, rangoD1=s rango D2 = n'
Ahora el modelo global (105) es un caso particular del modelo
de soluciones progresivas con número variable de parámetros (93 de
176) en el que
Al = A, CI = O, BI = B, ti = t
A2 = DI' C2 = D2' B2 = O, t2 = te
(106)
(107)
y las características estocásticas
(108)
En estas condiciones la matriz auxiliar (104 de 176) se convierte en
(109)
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Entonces por (111 de 176) la solución es
X=XI +~IX+~2X
x -N-IATM-It1-
~ ~= N-IDTK-I (t -D ~ )IX I e IXI
~ ~= -N-IDTK-ID (DTK-ID )-1 DTK-I (t - D ~)2X I 2 2 2 2 e IXI
(110)
Los parámetros añadidos, en virtud de (113 de 176) vienen
dados por
(111)
Obsérvese que agrupando términos podemos escribir
X=XI +M
~x = ~IX + ~2X= N-ID~K-I (( - D¡xl - D2Z)
(112)
8. CONSTREÑIMIENTOS PONDERADOS
Hagamos una extensión del modelo mixto con constreñimientos
al caso más general en el que suponemos que los parámetros están
ponderados (con información a priori) y las constantes del modelo de
constreñimiento son también aleatorias. Esto equivale a tomar todas
las variables como observaciones. Entonces, el modelo (1), (2) lo
escribimos en la forma
F(X,L) =0
Fc(X,LJ = O
(113)
Ahora X Y L se consideran observaciones así como las
constantes de (113) que designamos por Le. Entonces L es el vector de
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(m,l) observaciones convencionales, con matriz de pesos P, Le es un
vector de (P,I) observaciones de pesos P, y X es el vector de (n,l)
parámetros ponderados con matriz de pesos P¿ Suponemos la misma
varianza a priori de peso unidad ()~ así como que Le Y X son
incorreladas y que todas las matrices de pesos son definidas positivas.
Como todo se considera observaciones tendremos tres tipos de
residuales, que están definidos por
v =L-I
Ve = Le -le
Vx = X -Ix
(114)
donde con 1, le y i, representamos los valores observados de L, Le YX
respectivamente. Estos valores observados se toman como valores
aproximados, de manera que el modelo lineal izado se escribe
Ax+Bv= t = O
Dx +B e Ve - te = O
X - Vx -tx = O
(115)
siendo A~(~:tde dimensión (c,n) y rango n, B~(~~1.,de
dimensión (c,m) y rango e, D = (o Fe) de dimensión (s,n) y rango soX 1
, x
y B, j ::) de dimensión (s,p) y rango s. Además t = -F(I,lx)'l ,1,
te = -r; (le ,1< ), y t, = Ix'
La forma cuadrática que en este caso debemos minimizar es
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T=VTPV+VTPCV +VTpV -2AT(Ax+Bv-t)-
e . e x x x (116)
-2AT(Dx+B V -t )-2AT(X-V -t )e cc e x x x
Las derivadas parciales de T con respecto a las variables conduce al
siguiente sistema de ecuaciones correlativas
_PV+BTA = O (117)
-Pcvc+B~Ac =0 (118)
-p v -A = O (119)x x x
ATA + DTAc + Ax = O (120)
Ax+Bv-t =0 (121)
Dx + B e ve - te = O (122)
x-v -t =0 (123)x x
Utilizando hipermatrices, este sistema se escribe
-p O O O BT O O V O
O -Pc O O O BT O ve Oe
O O -p O O O -1 Vx Ox
O O O O AT DT 1 X = O (124)
B O O A O O O A t
O Be O D O O O Ae te
O O -1 1 O O O Ax tx
De (117), (118) Y(119) obtenemos
v = P-'BT A
v =P-'BTA
e e e e
A _ -P-'AVX - x x
(125)
esto lo sustituimos en (121), (122) Y(123), y obtenemos
Ax+BP-1BTA-t=O
Dx + BePe-IB~Ae - te = O
x+P-1A -t = Ox x x
(126)
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y poniendo
Me = BePe-IB~
M =p-I
x x
(127)
despejamos los multiplicadores de Lagrange y resulta
A = M-1 (t - Ai)
A =M-1 (t -Di)e e e
Ax = P, (tx - i)
(128)
Ahora sustituimos (128) en (120) y obtenemos
y poniendo
N = ATM-1A
N =DTM-1D
e e
Nx = Px
de = DTM~\.
a, = Pxtx
(130)
despejamos x y obtenemos la fórmula solución
(131)
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En esta fórmula se ve claramente la influencia de los pesos de
los parámetros y de los constreñimientos en la matriz normal y en las
constantes.
Sustituyendo (131) en (128) y llevando los resultados a (125) se
obtienen las estimaciones de los errores residuales en la forma
v = P-1BTM-1(t - Ai)
ve = P;IB~M~I (te -Di)
Vx = -tx + i
(132)
Si no hubiese constreñimientos desaparecerían ve' N e' de y las
fórmulas (132) coincidirían con las (4.101 de 148).
Fórmulas progresivas para los constreñimiento s ponderados
Obtengamos ahora fórmulas progresivas para resolver este
mismo problema
Sustituyendo las la y 3a de (128) en (120) resulta
(133)
y sustituyendo la 2a de (125) en (122) y teniendo en cuenta (127) se
obtiene
(134)
Con (133) Y(134) se obtiene el siguiente sistema de ecuaciones
normales reducido
(135)
Ajustes con constreñimientos 29
De (133) obtenemos
que sustituido en (134) da
de donde
si ponemos
(139)
resulta
Llevando (140) a (136) queda
x = (px +Nt (dx +d)+(Px +Nt DTK~' [te -D(Px +Nt «, +d)]
(141)
que ya está en forma progresiva, pues podemos poner
x = x, + L\x
x, = (px +Nt (ATM-'t + Pxtx ) (142)
Ax = (px +Nt DTK~I [te - ns.]
Obsérvese el paralelismo con las fórmulas (27 de 176).
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Sustituyendo ahora (142) en (128) y el resultado en la primera
de (125) se obtienen los residuales estimados v en la forma
progresiva
v = VI+Av
VI =P-IBTM-I(t-Axl) (143)
~v = -P-IBTM-IA(Px +Nt DTK~I(te -Dxl)
Obsérvese el paralelismo con las fórmulas (6.59) y (6.60)
Los residuales estimados de los constreñimientos se obtienen
sustituyendo (139) en (125)
(144)
La suma de cuadrados de los residuales estimados es ahora
(145)
Multiplicando _vT por (117), -v~ por (118), -v~ por (119) y
_xT por (120), por una parte y (121) traspuesta por A, (122)
traspuesta por Ac y (123) traspuesta por Ax y sumando todo resulta
(146)
Entonces
(147)
De (128) con (142) se tiene
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(148)
De (140) con (139) se tiene
(149)
De (128) con (142) se tiene
(150)
Ahora sustituimos estas tres cantidades en (147) Yresulta
tTA+eA +eA =eM-¡(t-Ax)-
e e x x 1
-tTM-¡A(P +N)-¡ DTK-¡ (t _DA )+
X e e X¡
+t~K~¡ (te - Dx¡ ) + t:Px (tx - x¡ )-
-t~Px (px +Nt DTK~¡ (te -Dx¡)
(151)
Es decir
Suponiendo constreñimiento s ponderados puros, es decir sin
información a priori sobre los parámetros, escribimos en forma
progresiva
vTpv = (vTpv \ + ll( vTpv)
(vTpv)¡ = tTM-¡ (t - Ax¡) (153)
ll( vTpv) = (te - Dx, f K~¡ (te - Dx¡)
Obsérvese el paralelismo con las fórmulas (41 de 176) y (38)
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Otra forma de calcular la suma de cuadrados de residuales es por
partes. Para los residuales individuales se tiene directamente de (132)
(154)
Finalmente la varianza a posteriori de peso unidad se calcula
con la fórmula
(155)
donde no es el número de parámetros de peso cero que pudieran
existir.
A continuación calculemos la matriz cofactor de los parámetros.
Aplicando la ley de propagación a (131) resulta
Ahora bien
Q =Q +Q +Q +Q +(dx+d+d,)(dx+d+d,) dxdx dxd dxd,. dd,
+Qdd + Qdd, + QdA + Qdcd + Qd,d,
(157)
Calculemos estas matrices cofactor a partir de (130)
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Q =PQ P
dxdx x txlx x
Qd d = PxQt tM-IA
x x
QdA = PxQtxtcM~.ID
Qddx = ATM-IQ UX P.,
Q =ATM-IQ M-lAdd tt
Q =ATM-IQ M-ID
dd, tt, e
Q =DTM-IQ P
dcdx e te1x x
Q = DTM-IQ M-lA
d.d e tet
QdA = DTM~.IQtetcM~lD
(158)
La nuevas matrices cofactor que aparecen aquí las obtenemos de (115)
Q P-I p-IIx!x= x + x
Q = P-1AT
1x1 x
Q = P-1DT
t:'(t(; x
o, ,= AP;I
Q = BP-IBT + AP-1AT =M+AP-IAT (159)tt x x
Q = AP-IDT
ttc x
Q = DP-I
telx x
Q = DP-IAT
t('l x
Q =B P-IBT + DP-1DT =M +DP-IDTte te e e e x e x
(Nótese que la independencia estocástica se refiere a las observaciones
pero hay dependencia a través de los parámetros x que son los
mismos)
Con (159) las fórmulas (158) se escriben
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QdA = Pxp;lpx + Pxpx-1px= Px + Px
Q = P P-1ATM-1A = Nd,d x x
Q = P P-1DTM-1D = N
dxdc x x e (
Q = ATM-1AP-Ip = Ndd, x x
Q = ATM-IA+ATM-IAP-IATM-IA = N +NP-1N (160)dd x x
Q = ATM-1AP-I DTM-1D = NP-I Ndd; x e x e
Qd,d
x
= DTM~IDP;lpx = N,
Q = DTM-IDP-IATM-IA = N P-1Nd.d e x e x
Q = DTM-1D + DTM-IDP-IDTM-ID = N + N P-1Ndcdc e e x e e e x e
Llevando (160) a (157) resulta
Q -
(dx+d+d,)(dx+d+d,) -
P, +P, +N +Nc +N +N + NP;IN + NP;INc +(161)
+Nc + Ncp;IN + N, + Ncp;INc
y sustituyendo (161) en (156) se obtiene
QjX = (Px + N + Nc t [px + N + Nc + (Px + N + x, )p;1 (px + N + Nc) ]
(Px+N+Nct
(162)
es decir
Q" =p-I +(p +N+N )-1xx x x e (163)
Si suponemos independencia estocástica completa resulta
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Qt,t, = p;1
Q = BP-1BT + AP-1AT =M+AP-1AT (164)tt x x
Q = B P-1BT + DP-1DT = M + DP-1DTtete e e e x e x
Qd,d, = Pxpx-1px = Px
Q =ATM-1A+ATM-IAP-IATM-IA=N+NP-IN (165)dd x x
Q = DTM-1D + DTM-1DP-IDTM-ID = N + N P-1Ndcdc e e x e e e x e
Qxx = (px + N + Nc t (px + N + Nc + NPx-1N+ Ncp;INc )(Px + N + x, t
(167)
Si no hay información a pnon ru constreñimientos P, = N, =O Y
queda
(168)
Ni no hay constreñimientos N, = O y queda
Si no hay información a priori P, =O y queda
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Qü = (N +NJ-'
=(N+DTM~'Dr
= N-' - N-1D
T (Me + DN-1DT (DN-'
(172)
Por último, con constreñimientos convencionales (no ponderados)
Me =0
que coincide con (46)
Finalmente escribamos el último término de (163) en la forma
y apliquemos la fórmula (57 de 176)
para efectuar su inversión. Sustituyendo el resultado en (170) se
obtiene la fórmula progresiva
que se escribe
Q" = p-I + (P + N)-' (177)
XIX¡ x x
llQü = -(px +Nt DTK~ID(Px +Nt
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siendo ~Qxx la formula (4.106 de 148) que corresponde al modelo
mixto con parámetros ponderados sin constreñimientos. Si suponemos
que no hay parámetros ponderados P, =O y la fórmula (177) se
convierte en la (47)
Ahora calcularemos las matrices cofactor de los residuales
Q" ,Q, , ,Q" y Q" ,Q" ,Q, ,
vv VcVc VxVx vVc vVx VcVx
Aplicando a (132) la ley de propagación resulta
Ahora bien, de (115) resulta
QXt = QxxAT
Qtx = AQxx
Qu =M+AQxxAT
(179)
Sustituyendo en (178)
Q" = P-1BTM-1MM-1BP-1 + P-IBTM-IAQ"ATM-IBP-I -vv xx
-P-IBTM-IAQxxATM-IBP-1 - P-1BTM-1 AQxxATM-IBP-1
= P-1BTM-1BP-1 - P-1BTM-1 AQxxA TM-1BP-l
(180)
De forma análoga con (132) y (115)
De (115) resulta
(182)
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Las covarianzas cruzadas se obtienen por el mismo procedimiento de
(132)
Qvv
x
= P-1BTM-1AQxx
Q" = P-1BTM-1DQ"
VcVx e e e xx
(183)
Todas las matrices cofactor han quedado determinadas. Las
correspondientes covarianzas se obtienen multiplicando estas matrices
por la varianza de peso unidad a posteriori.
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