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OPTIMALITY PROPERTIES OF
We will now show that this problem is equivalent to the classical assignment problem. which is the classical assignment problem formulation. Our aim is to prove, in this particular set-up, that this optimum for S can be achieved by selecting any feasible solution such that all its components belong to two symmetric regions of the matrix and that no optimal solution can be found if one or more components do not belong to these two regions. It is possible to prove the optimality of any feasible solution in region 0 by using the theory of linear programming, or more specifically the assignment problem algorithm. [2] We give here an alternative proof. Let us assume that &ii is such that i< fi (m+1), j<12 (m+1) and j>i, i.e., in Fig. 2 , xij lies in U. In order to be feasible x has at least a component, say Mel E V, because it is impossible to 'cover' the [/Iz (m+ 1)1 t last rows with 'selections' only done in 1, as vI has less than [12 (m+1)] columns (by assumption on &ij). We can find then a new feasible solution by replacing &ij and &l by xi, and xMj and by property 3, S will be improved.
We have proved that for any feasible solution that has one or more components outside 0, it can be improved. So, we can produce an iterative procedure that will increase S, as long as x has a component which does not lie in 0.
If x ? C 0, it is not possible to improve the value of S because the only acceptable substitutions are of the form Xij and Xi+rj+s, by Xi+r,j
