Abstract-Document clustering groups documents of certain similar characteristics in one cluster. Document clustering has shown advantages on organization, retrieval, navigation and summarization of a huge amount of text documents on Internet. This paper presents a novel, unsupervised approach for clustering single-author documents into groups based on authorship. The key novelty is that we propose to extract contextual correlations to depict the writing style hidden among sentences of each document for clustering the documents. For this purpose, we build an Hidden Markov Model (HMM) for representing the relations of sequential sentences, and a two-level, unsupervised framework is constructed. Our proposed approach is evaluated on four benchmark datasets, widely used for document authorship analysis. A scientific paper is also used to demonstrate the performance of the approach on clustering short segments of a text into authorial components. Experimental results show that the proposed approach outperforms the state-of-the-art approaches.
I. INTRODUCTION
Document clustering groups documents of certain similar characteristics in one cluster. It has received more and more attention recently due to the advantages of document clustering in the applications for organization, retrieval, navigation and summarization of a huge amount of text documents available on the Web [1] . According to literature, document clustering can be achieved based on different characteristics, where a certain characteristic is chosen to fulfil human needs in information retrieval and understanding. Many of the approaches in literature have considered topic-based document clustering, such as the works of [2] , [3] and [4] . For authorship-based document clustering, there are very little work reported. In the work of [5] , the authors presented an unsupervised approach for document clustering. However, since this approach deals with documents in Hebrew language only and requires the concordance between synonyms, it can only be applied to specific types of documents such as Bible books written in Hebrew. In the work of [5] , the authors have considered another highly relevant authorship-based problem, named "multiauthor document segmentation", where the sentences of a document written by multiple authors are segmented into components based on their authorship. The authors of [6] and [7] have investigated the limitation in the approach of [5] and presented a generic unsupervised method for multi-author document segmentation . In [8] , the authors presented an unsupervised approach for the same problem, which utilized the difference of the posterior probabilities of a Naive-Bayesian Model in order to improve the performance of the approach. Another approach has been presented in [9] for multi-author document segmentation. In this approach, a simple HMM was constructed in order to segment the sentences of a multi-author document into authorial components. Recently, the authors of [10] proposed an unsupervised approach for clustering documents according to authorship. They employed a spectral clustering and random forest technique to cluster a group of documents. All of the aforementioned approaches, except for the approaches of [5] and [10] , have been designed mainly for multi-author document segmentation. In this paper, we consider the problem of clustering a group of single-author documents. This problem is very similar to the problem of multi-author document segmentation, as the authors of [10] have also emphasized. The reason is because, in most cases of authorship segmentation, there is a very little amount of texts for which it can be affirmed that only a single author presents. Therefore, this amount of texts can be considered as a document written mainly by only one author.
Numerous approaches have been reported in literature for document clustering. Most of these approaches have simply applied general data clustering techniques, where a vector of features is firstly generated from a document and then some clustering algorithm is employed to cluster the resulted vectors of different documents into different components. In this paper, in order to cluster documents of various topics and various lengths, we propose an approach that is based on capturing writing styles of authors from each sentence, instead of each document.
Typically, document clustering is achieved by applying some classical clustering models, such as K-means [11] , Gaussian Mixture Model (GMM) [12] and similarity measurements (e.g., cosine similarity, KL divergence, generalized I-divergence, etc.) [13] , [14] , [15] . The main assumption made with regard to these models is that the data are independently and identically distributed (iid), i.e., the correlation coefficients among the data are null. In this paper, instead of assuming that the data are iid, we propose a novel idea to utilize the sequence of data for clustering, i.e., the contextual information hidden among sentences are used in order to group documents based on their authorship.
The contributions of this paper are highlighted as follows:
1) We propose a new authorship-based approach for clustering documents into groups according to authorship by capturing writing styles of authors based on sentences, rather than documents. For this purpose, we propose a two-level model. 2) We propose to depict authors' writing styles by extracting the sequential correlations among sentences in order to cluster documents into groups of authorial components. For this purpose, we construct HMMs and propose this two-level, unsupervised framework. 3) A sentence-majority document clustering procedure is developed to cluster a group of documents into authorial components using sentence labels. It clusters a document into the author who has written most of the sentences of that document. When tested on benchmark datasets, our approach has demonstrated superior performance over the state-of-the-arts. Our proposed approach is not restricted to any type of documents and it is effectively applicable even when the topics among documents are not distinguishable. When tested on a scientific paper to cluster short sections, our approach has also achieved very promising results, showing its independence on the length of a text.
The rest of the paper is organized as follows. Section II presents the framework of our proposed approach. This is followed by Sections III and IV describing the two levels of learning respectively. Experimental results are given in Section V. Finally, Section VI concludes the paper.
II. FRAMEWORK OF OUR PROPOSED APPROACH
Precisely, the problem we are interested in can be formulated as follows. Given n documents written by l authors, n ≥ l, it is assumed that each document is completely written by only one of the l authors. It is also assumed that there is no information about the documents and the authors available other than the number of authors, l. Our objective is to cluster the n documents into l authorial components.
In our work, we propose to address this problem by utilizing the sequential correlations hidden among sentences and develop an unsupervised, sequential approach for document clustering. A Hidden Markov Model (HMM) is constructed to model the relations between the authorships and the sentences of documents. The results obtained from the HMM are then used to cluster the n documents into l authorial components.
Our approach has two main levels, First Level Learning and Second Level Learning. Each level of learning goes through a series of steps, as follows.
• First Level Learning.
-Estimating initial values of HMM parameters using chunks of sentences of documents. -Learning HMM parameters using an algorithm called Baum − W elch algorithm. -Performing an initial sentence decoding process using an algorithm called V iterbi algorithm.
• Second Level Learning -Creating a new training dataset of sentences using a procedure called "Consecutive-Sentence Dataset". -Re-estimating the initial values of HMM parameters using the newly created training dataset. -Estimating new learning HMM parameters using the Baum − W elch algorithm. -Performing a final sentence decoding process using the V iterbi algorithm. -Clustering n documents of l authors into l authorial components using a procedure called "SentenceMajority Document Clustering". In the following two sections, we give the details of our approach based on the above two levels of learning.
III. FIRST LEVEL LEARNING
In our proposed approach, we construct a HMM to depict the authorial writing styles hidden among sentences for authorial document clustering. In this section, we first review the concepts of a HMM. Then, we illustrate each step included in the first level learning.
A. Hidden Markov Model
HMM [16] is considered as a very efficient statistical method for characterizing the relations between the observed data arranged in series, called "observations", and the hidden variables, called "hidden states". Let us consider the V observations as T = {t 1 , t 2 , · · · , t V } and the hidden states as Q = {q 1 , q 2 , · · · , q V }, where the q i is the hidden state of the i th observation (i.e., t i ). Each observation takes one value from a set of observation values W = {w 1 , w 2 , · · · , w m } and each hidden state also takes one value from a set of state values S = {s 1 , s 2 , · · · , s l }. In this case, m and l represent the number of distinct observations and the number of distinct states in the model, respectively. The graphical structure of HMM is shown in Figure 1 . Formally, HMM is defined with three parameters as follows. 1) A is a set of transition probabilities where A jk is the probability of making a transition from state j to state
B is a set of emission probabilities which show the conditional probabilities of observations given certain states. Each conditional probability is given by B e (k)
For simplicity, we denote the three HMM parameters as λ λ λ = {A, B, π π π}.
The proposed approach is based on exploiting the sequential correlations hidden among sentences in order to capture the authorships of sentences in documents. Therefore, we employ the HMM in order to model the correlations, where the sentences represent observations and the authorships of sentences represent hidden states. In our model, we assume that there are V observations (i.e., sentences) with V distinct values (i.e., W = {w 1 , w 2 , · · · , w V }) and V hidden states with l distinct values (i.e., S = {1, 2, · · · , l}). Note that the number of distinct values of hidden states is equal to the number of authorial components in which the n documents should be clustered. The objective of this model is to find the most probable sequence of authors, Q, for a given sequence of sentences, T , so we can cluster the n documents into l authorial components.
B. Estimating Initial HMM Parameters
Usually, in HMM, we learn the model by maximising the likelihood function of HMM in order to estimate the best values of HMM parameters (i.e., λ λ λ) so that the probability of observations is maximised. In order to apply that, initial values of λ λ λ should be assigned to start learning the model. In our approach we estimate the initial values of HMM parameters, λ λ λ, as follows.
We first randomly group all the n documents of l authors in one document. Assume that the resulted document contains V sentences. The document is then segmented into a group of consecutive segments, of which each contains v successive sentences from the document. The value of v is estimated according to the number of sentences in the document. We set 30 and 10 to v for a long document (containing more than or equal to 500 sentences) and a short document (containing fewer than 500 sentences), respectively. Each resulted segment is then vectorized using a feature set containing all words that have occurred three or more times in the document. Assume that the feature set is denoted by R = {word 1 , word 2 , · · · , word R1 }, where R 1 is the number of features (i.e., words) in the set. We employ a binary vector, of which each dimension on the vector represents whether an individual feature does or does not occur in the segment. With the resulted binary vectors, we cluster them into l components. Gaussian Mixture Models (GMMs) [17] are employed in order to cluster the segment feature vectors into l multivariate Gaussian densities. Based on the results of the clustering process of the segment vectors, each segment vector is given a label according to the Gaussian component that the vector is assigned to during the clustering process. The label, which can be considered as a state, of a vector takes one value from a set of l elements (i.e., 1, 2, · · · , l). Then, with the labels of segment vectors, which form a sequence of states, the transition probabilities (i.e., A), the emission probabilities (i.e., B) and the initial state probabilities (i.e., π π π) are estimated as follows.
Given the sequence of segment vectors with its states (i.e., labels), the estimation of A is simply performed by finding the probability of moving each state toward the others in the segment sequence. The values of π π π are estimated by computing the fraction of each state in the segment sequence. The estimation of B, which represents the emission probabilities of sentences, is done as follows. First, the conditional probability of each feature in the feature set R, given a label (i.e., p(r|s) where r is a feature from the set R and s is a state from the set S), is estimated using the labeled segment sequence. Second, each sentence in the resulted grouped document is represented as a binary vector using the feature set R. Finally, the emission probability of each sentence (i.e,, observation) given a state is computed using the Bernoulli distribution [18] as shown in Eq. 1.
where
represents a state, r represents a feature, t ir represents the value of feature r in observation t i , and R 1 is the number of features.
In the next subsection, the initial, estimated values of λ λ λ will be used for learning the HMM parameters to obtain the best estimations of λ λ λ. The best estimations of λ λ λ will then be used to find the most probable sequence of authors for the given sequence of sentences.
C. Learning HMM Parameters and Initial Sentence Decoding
The initial values of λ λ λ are now used to start learning the HMM parameters by maximizing the likelihood function of HMM. The learning process is proceeded by using an algorithm, often called the Baum-Welch algorithm [19] , which is basically a derived form of the Expectation-Maximization (EM) algorithm for HMM. The initial values of the HMM parameters are assigned first, then more accurate parameters are computed in each iteration until the algorithm converges.
The newly learned HMM parameters, λ λ λ, are now used in order to find the best sequence of authors that represents the corresponding sequence of V sentences of the document, as shown in Eq. 2. This is done by employing the Viterbi algorithm [20] , which can efficiently determine the most likely sequence of states for the given sequence of observations.
IV. SECOND LEVEL LEARNING
The results obtained from the first level learning (i.e., the sequence of authors for the given sequence of V sentences of the document), are used in the second level learning that aims to enhance the performance of the decoding process by providing a more accurate training dataset. The second level learning, as shown in Section II, includes five steps discussed in the following three subsections.
A. Creating Consecutive-Sentence Dataset
In the first level learning, as shown in the previous section, the best sequence of authors for the corresponding sequence of sentences is determined based on the HMM, of which initial parameter values (i.e., λ λ λ) are estimated based on clustering groups (i.e., segments) of consecutive sentences.
In order to enhance the performance of the HMM, we propose a procedure, called "Consecutive-Sentence Dataset", to produce a more powerful training dataset with more accurate labels. The training dataset can then be used to re-estimate the initial values of HMM for more accurate values used again to learn a more powerful HMM to enhance the sentence decoding process. The procedure is as follows.
Given the most probable sequence of authors for the sequence of sentences of the document, which is obtained in the decoding process of the first level learning, each sequence of minimum five successive sentences that have the same label is inserted into a new training dataset with that label.
Note that, the new training dataset contains a sequence of sentences, rather than a sequence of segments as in the first level training.
The new dataset is used to re-estimate the initial values of HMM (i.e., λ λ λ = {A, B, π π π}), as shown in the next subsection.
B. Re-Estimating and Learning HMM Parameters
The estimation process of initial values of A and π π π is the same with the estimation process done in the first level learning (see Section III-B). The only difference is that instead of having a sequence of segment vectors with its labels, now we have a sequence of sentence vectors with its labels.
In order to estimate the initial values of B using sentences, rather than segments, a new feature set is used to vectorize the sentences. The new feature set contains all words that have occurred in the document. Assume that the new feature set is denoted by R = {word 1 , word 2 , · · · , word R2 }, where R 2 is the number of features in the set. The same binary representation, which is used for representing the feature set R, is also utilized for representing the feature set R . After that, the same computations as those performed in estimating the initial values of B in the first level learning are applied to compute the initial values of B. The only difference is that we replace the sequence of segments of R 1 features by the sequence of sentences of R 2 features.
The new estimated values of HMM parameters (i.e., λ λ λ) are now used to learn the HMM again. The same learning process, which is used in the first level learning, is used to learn the HMM.
C. Final Sentence Decoding Process and Document Clustering
After learning the HMM parameters using the new initial values, we use these learned parameters to find the most probable sequence of authors for the corresponding sequence of V sentences of the document. The same decoding process as that explained in the first level learning is used to apply the decoding process on this level. Now, the best sequence of authors for the sequence of sentences of the document is obtainable, i.e., the author of each sentence in the document can now be known. We propose a procedure, called "Sentence-Majority Document Clustering", to make use of the label of each sentence in the document and cluster the n documents into l authorial components. The procedure works as follows.
The document, which is created by grouping the n documents of l authors in first level learning, is divided back into original n separate documents. Then, we assign each document to the author who has most of the sentences of that document. If there is no majority for any author in a certain document, then we keep that document unclustered. Note that, in all of our experiments to be presented in the next section, no such case has been found.
V. EXPERIMENTS
In this section, the performance of our approach is presented and compared against state-of-the-art approaches using four benchmark datasets widely used for authorship document analysis. We use these datasets because the author of each document is well recognized. Furthermore, a scientific document is employed in order to test our approach on clustering short segments (i.e., sections in this document) of a text.
A. Datasets
The first corpus consists of chapters of five biblical books written by five authors. The authors are Jeremiah (52 chapters), Ezekiel (48 chapters), Isaiah (35 chapters), Proverbs (31 chapters) and Job (39 chapters). The chapters are written in Hebrew language and related to two literatures. The chapters of the first three authors (i.e., Jeremiah, Ezekiel and Isaiah) are related to the prophetic literature and the chapters of the last two authors (i.e., Proverbs and Job) are related to the wisdom literature. This dataset offers an opportunity to evaluate our approach in non-English documents and in documents of the same literature.
The second corpus is the uncompleted novel Sanditon. The novel was launched by Jane Austen, who wrote 11 chapters, but interrupted by her death. Several years later, the novel had been completed by "an Other Lady", who had written other 19 chapters. She carefully emulated Austen's writing style and used her notes to complete the novel. A lot of studies have been done on Sanditon, but most of them have fallen out of style [10] .
In the third corpus, we apply our approach on datasets containing articles of New York Times. The articles were written by four columnists and cover a variety of topics. The columnists are Gail Collins (274 articles), Paul Krugman (332 articles), Maureen Dowd (298 articles) and Thomas Friedman (279 articles). Using this corpus gives us a way to verify our approach on clustering articles when their topics of authors are not differentiated.
The fourth corpus consists of 690 blogs written by the Nobel Prize-winning Gary Becker and the legal scholar Richard Posner. Becker has written 346 blogs and Posner has written 344 blogs. Through these blogs, both authors (i.e., Becker and Posner) presented their ideas and opinions on different topics. This corpus is considered as an important one because it covers a variety of topics and makes a process of clustering documents according to authorships, rather than topics, be more challenging.
Furthermore, in order to show that the proposed approach is able to cluster the short segments of a text, we test our approach on the sections of a very early draft of a scientific paper. The paper has been written by two Ph.D students (Students A and B) . Each student has contributed to the paper by writing three sections. In order to apply our approach on this paper, we have deleted all the figures as well as all metadata (e.g., titles, author affiliations, references and citations).
B. Results
We evaluate the performance of our approach through a set of experiments on different groups of documents. For each experiment, we perform our approach for 10 trials and the average result over the 10 trials is presented. In each trial, the experimental result is measured by using purity [21] .
Even that the approaches of [6] , [7] , [8] and [9] have addressed a slightly different problem of segmenting a multi-author document, and acknowledging the variation between the two problems, we compare the performance of our approach with these approaches. Furthermore, we compare the performance of the proposed approach with the approaches of [5] and [10] , which exactly handle the same problem of ours.
1) Results on the Bible Books Dataset:
In our first set of experiments, we use a dataset containing chapters of five biblical books written by five authors and related to two literatures. In order to evaluate our proposed approach using this dataset, we use all the chapters of any two authors in order to cluster them into two authorial components. The chapters of two authors are related to the same literature or different literatures. Table I presents the purity results obtained by applying our approach on chapters of the same literature or different literatures. As shown in Table I , the purity results of our approach are compared against the approaches of [5] , [7] , [7] SynonymSet, [8] and [9] .
From the purity results presented in Table I , we can see that the results achieved using our proposed approach are very promising with a purity equal to 100.0% obtained on most experiments. We can also observe that the overall purities of the proposed approach are better than those obtained using the other five approaches. These also outperform the overall purity of 78.0% acquired by [6] literature are clustered. The authors of [10] have performed their document clustering approach using the biblical chapters of only one pair of authors. In that approach, the chapters of Ezekiel and Jeremiah (i.e., 100 chapters) have been used in order to cluster them into two clusters (i.e., Ezekiel cluster and Jeremiah cluster). The approach achieves a result of 99.0%, i.e., 99 chapters are clustered into correct clusters and one chapter is clustered into a wrong cluster. Looking at Table I , one can notice that our approach is able to cluster all the 100 chapters of Ezekiel and Jeremiah into the correct clusters.
2) Results on Sanditon:
For the second set of experiments, we apply our approach on the Sanditon novel. The novel had been written by Jane Austen (11 chapters) and an unknown lady (19 chapters). Our proposed approach distinguishes Austen's chapters from Another Unknown Lady's chapters with 100.0% purity results. However, in [10] , a purity result of only 93.8% is presented. Therefore, the proposed approach has produced a great result.
3) Results on New York Times Dataset:
In these experiments, we use the New York Times articles of four columnists. We apply the proposed approach using articles of any pair of the four columnists in order to cluster them into two authorial components. This produces six sets of experiments. Table II shows the purity results of clustering the articles of any two columnists using the proposed approach in the six experiments. Table II show the excellent purity results of our approach. The proposed approach outperforms the ones shown in [8] and [9] in all six experiments.
Our approach further proves its superiority when compared against the results of 88.0% to 97.0% shown in [6] and [7] , and the results of 90.0% to 98.8% with an average of 94.5% shown in [10] . Becker (346 blogs) and Richard Posner (344 blogs). These blogs cover a variety of different topics, and some of these topics are discussed by both authors. Therefore, the topics are hard to be distinguished according to the authorship. Table III presents the results when clustering the 690 blogs written by Gary Becker and Richard Posner into two clusters. As shown in Table III , our approach is able to correctly cluster 683 blogs from the 690 blogs, mislabelling only seven blogs. Table IV presents the purity results of clustering Becker's blogs from Posner's blogs using the proposed approach. This table also shows the results obtained from the approaches in [6] , [7] , [8] and [9] .
4) Results on
From Table IV , it is clear that the purity result of clustering the 690 blogs of Becker-Posner blogs using our approach is also great and surpasses those obtained from the other four approaches.
5) Results on a Scientific Paper:
In order to show that our approach is workable on clustering short segments of texts, we employ a scientific paper written by two students (Students A and B). Each student has written three sections. We use our approach in order to cluster the six sections into two clusters (i.e., Cluster A and Cluster B) according to the authorship. Our approach clusters the sections of Student A from the sections of Student B with 100.0% purity result. Therefore, the result obtained from clustering sections of the scientific paper is perfect. As a comparison, the approach shown in [9] achieves only a result of 93.0% when tested on this same document.
In our work, we use sentences of documents in order to group documents based on authorship, i.e., the labels of sentences are used in order to group the documents. In fact, it would be interesting to know the numbers and percentages of sentences that are correctly clustered in each section of the scientific paper. Tables V lists the numbers of sentences in each section of Students A and B. Furthermore, Tables V shows the numbers and percentages of correctly clustered sentences in each section of both students.
VI. CONCLUSION
In this paper, we presented an unsupervised approach for clustering documents into authorial components. We have proposed to utilize the contextual correlations hidden among sentences and developed a two-level learning procedure in order to group documents. The proposed approach has been evaluated using four benchmark datasets widely used in authorship document analysis. A scientific paper has also been tested to verify that the proposed approach can cluster short segments of a text (i.e., sections in a scientific paper) with promising results. The experiment results have shown that the proposed approach has produced excellent results on all of these datasets and have exceeded the state-of-the-art approaches.
