Abstract-Due to the widespread deployment of Global Navigation Satellite Systems (GNSSs) for critical road or urban applications, one of the major challenges to be solved is the provision of integrity to terrestrial environments, so that GNSS may be safety used in these applications. To do so, the integrity of the received GNSS signal must be analyzed in order to detect some local effect disturbing the received signal. This is desirable because the presence of some local effect may cause large position errors, and hence compromise the signal integrity. Moreover, the detection of such disturbing effects must be done before some pre-established delay. This kind of detection lies within the field of transient change detection. In this work, a finite moving average stopping time is proposed in order to approach the signal integrity problem with a transient change detection framework. The statistical performance of this stopping time is investigated and compared, in the context of multipath detection, to other different methods available in the literature. Numerical results are presented in order to assess their performance.
I. INTRODUCTION
Recently, there has been an increasing interest in Global Navigation Satellite System (GNSS)-based safety-and liability-critical applications [1] . These applications, which are often associated with terrestrial environments, have very stringent requirements in terms of accuracy, continuity and integrity of the provided position solution. Besides providing an accurate navigation solution, timely warnings must be provided to the user when the system should not be used; this capability is referred to as the integrity of the system.
The concept of GNSS integrity was originally developed for civil aviation [2] . In particular, civil aviation standards specify a set of minimum performance requirements for each operation and phase of flight [3] . Nevertheless, a standalone GNSS receiver cannot meet the stringent civil aviation requirements, and then various augmentation systems have been developed to fulfill these requirements. These systems are classified according to their infrastructure into Ground-, Satellite-, and Aircraft-Based Augmentation Systems (GBAS, SBAS and ABAS) [2] . They constitute powerful methods providing the user with integrity information. However, their infrastructure is very complex and therefore costly.
It is for this reason that Receiver Autonomous Integrity Monitoring (RAIM) techniques were designed based on cal-culations performed within the user equipment itself [4] - [6] . These techniques rely on redundant measurements coming from different satellites, which are feasible to obtain in civil aviation. However, this is not the case in terrestrial environments, where a plethora of obstacles blocking the signal of different satellites may be present. Moreover, both SBAS and RAIM assume that local effects like multipath, interference and spoofing have a controlled influence on the GNSS signal. This is really the case for civil aviation but it is not for terrestrial environments, so that position errors and, thus, integrity are strongly affected [7] .
Hence, in terrestrial-critical applications, it is of paramount importance to promptly detect any possible anomaly or misleading behavior that could be endangering the received GNSS signal. Otherwise, the safety and trust of the end-user position and time could be jeopardized. We refer to this capability as signal integrity, which is currently a concern within the GNSS community [7] , [8] . Moreover, for integrity purposes, an acceptable detection delay is limited by a given value m, so that late detections (i.e. delayed more than m) are considered as missed. This kind of detection lies on the field of sequential change detection, including quickest change detection (QCD) and transient change detection (TCD) .
The traditional QCD problem deals with a change (i.e. anomaly) of infinite duration. The optimal criterion in this case is to minimize the detection delay subject to a level of false alarms. Comprehensive overviews of this kind of detection can be found in [9] and [10] . In the present work, we focus on non-Bayesian approaches in which the change time v is modeled as being unknown but non-random. For this kind of approach, the CUSUM algorithm was first proposed as a continuous inspection scheme in the 1950s [11] , but it was not until 1971 that its optimality for the QCD problem was established asymptotically (i.e. when false alarms go to zero) [12] . More than a decade later, Moustakides [13] proved that the CUSUM is also non-asymptotically optimal.
In contrast, the TCD problem deals with finite change duration and then a bounded detection delay is desired. Unfortunately, the traditional QCD criterion (i.e. minimizing the detection delay) does not completely fit into this problem. In this case, we wish to minimize the probability of missed detection (i.e. late detections) subject to a level of false alarms. This criterion was first adopted in [14] for the Bayesian approach, but without controlling the false alarm rate. Recently, the authors of [15] considered a semi-Bayesian approach imposing a suitable constraint on the false alarm rate. Very recently, the first optimal results for the non-Bayesian case were provided by Moustakides in [16] . Nevertheless, it is worth mentioning that all of these works have considered the very particular case of m = 1, which has limited practical application.
A. Related Literature
In order to improve integrity in terrestrial environments we have to detect local effects as soon as possible in order to quickly alert the user. These effects are well-known problems within the GNSS community, leading to a plethora of contributions in the existing literature for interference [17] , [18] , multipath [19] , [20] and spoofing [21] , [22] detection. However, all the existing contributions have adopted a classical detection framework, which is not well suited to fulfill the integrity requirements of safety-critical applications. For the prompt detection of integrity threats, it is essential to formulate the problem under the framework of sequential change detection.
The QCD framework has been extensively applied to a wide range of fields such as distributed detection in sensor networks [23] , signal detection in multi-antenna receivers [24] and spectrum sensing in cognitive radio [25] , just to mention a few. Nevertheless, it has barely been used in the GNSS arena. Based on this observation, we already addressed the problem of detecting local degrading effects in a QCD framework. Specifically, we addressed the problem for the case of multiantenna GNSS receivers (see [26] , [27] ), and for singleantenna receivers in [28] and [29] . Finally, a comprehensive overview of interference and multipath quickest detection was provided in [30] and [31] , respectively, including an extensive analysis with real signals. The results in [31] corroborated the improvements of incorporating signal integrity into the positioning accuracy and integrity.
Nonetheless, all of these contributions adopted the framework of QCD. However, for integrity purposes, a bounded delay is desirable and then we should rely on the framework of TCD. Moreover, we are interested in non-Bayesian approaches. Several approaches have been proposed in the last decade. Standard solutions are based on the CUSUM algorithm [32] - [36] . Unfortunately, almost all available results are applicable to off-line detection on finite observation intervals and they adopt the traditional criterion of QCD. Exceptions, adopting the probability minimization criterion, are [35] , which applies the CUSUM algorithm for GNSS integrity (at position level), and [36] , which proposes a windowed version of the CUSUM for monitoring the quality of drinking water.
B. Contributions
The TCD framework has not been applied so far to the problem of signal integrity. Moreover, for the more general case of finite m > 1, which is the case of GNSS signal integrity, and to the best of the authors' knowledge, no optimal solution has been found for the TCD problem. On the other hand, the Finite Moving Average (FMA) stopping time has been shown to be the optimal windowed CUSUM solution (i.e. using the last m samples) for the Gaussian mean change case [36] . Based on these observations, we propose the use of an FMA stopping time for approaching the general problem of TCD, in general, and signal integrity monitoring in GNSS, in particular.
Hence, the contribution of this work is twofold. Firstly, we theoretically investigate the statistical performance of the FMA stopping time, based on the new optimal criterion of probability minimization, for any general case. This leads to the provision of novel bounds valid for any kind of change and not restricted to the Gaussian mean change. These bounds are more tight than those available in the literature for other approaches, drastically benefiting the availability of the integrity algorithm. These bounds were briefly introduced in [37] . In this work, though, we provide a more extensive and complete proof.
Finally, we show with numerical results that the FMA stopping time outperforms other methods available in the literature for the TCD. This is done in the setting of signal level integrity in GNSS, when dealing with multipath detection. This was briefly introduced in [37] for the carrier-to-noise ratio (C/N 0 ) metric, which was modeled as a Gaussian mean change. Here, we provide a more extensive analysis including the three multipath detection techniques presented in [31] , including all possible changes in a Gaussian distribution (i.e. mean or/and variance changes). Moreover, we present numerical results analyzing the availability of the proposed signal integrity algorithm.
The rest of the paper is organized as follows: Section II provides background on sequential change detection, including both QCD and TCD, and introducing the proposed FMA stopping time. Next, Section III presents the statistical properties of the FMA stopping time. Then, Section IV investigates the application of these results to the analyzed multipath detection metrics. Finally, Section V presents our numerical results, while Section VI concludes the paper.
II. BACKGROUND ON SEQUENTIAL CHANGE DETECTION
A change detection algorithm, including QCD and TCD, is completely defined by its stopping time T at which the change is declared. In general, a change detection algorithm can be modeled as follows: Let {x n } n≥1 be a random sequence observed sequentially providing information about some integrity threat, and let v be the instant (in samples) when the integrity threat appears. We consider a family {P v |v ∈ [1, 2, . . . , ∞]} of probability measures, such that, under P v , x 1 , . . . , x v−1 and x v+m , . . . , x ∞ , with m the change duration, are independent and identically distributed (iid) with a fixed marginal probability density function (pdf) f 0 , corresponding to the normal conditions (i.e. the integrity threat is not present, H 0 ). On the other hand, x v , . . . , x v+m−1 are iid with another marginal pdf f 1 = f 0 , corresponding to the abnormal conditions (i.e. the integrity threat is present, H 1 ).
In this section, we firstly briefly recall the problem of QCD. Secondly, we introduce the problem of TCD. Finally, the idea of windowed solutions and the FMA stopping time proposed in this paper are presented.
A. Quickest change detection (QCD): CUSUM stopping time
The statistical model for QCD is described as follows:
where in this case m = ∞. Denoting E v as the expectation under the probability measure P v the effectiveness of QCD has been traditionally quantified by the minimization of [12] :
among all stopping times T satisfying E ∞ (T ) ≥ γ, where (x) + = max(0, x), essup denotes the essential supremum, and γ > 0 a finite constant. That is, we seek a stopping time T that minimizes the delay d(T ) within a lower-bound constraint on the mean time between false alarms E ∞ (T ).
The following CUSUM stopping time was proposed in [11] :
is the log-likelihood ratio (LLR) of the observation x i and h is the detection threshold. The first optimal results of the CUSUM in the sense of the criterion in (2) were shown in [12] and [13] , in an asymptotic (i.e. γ → ∞) and non-asymptotic (i.e. for all finite γ) way, respectively. However, as shown in [38] , the requirement of having large values of E ∞ (T ) does not guarantee small values of the probability of false alarm P ∞ (l ≤ T < l + m α ) within a fixed interval of length m α , for all l ≥ 1. As a result, [38] proposed to replace the traditional constraint E ∞ (T ) ≥ γ by the following constraint on the worst-case probability of false alarm within any interval of length m α , which is more convenient for safety-critical applications:
It was shown in [38] that the CUSUM stopping time T C asymptotically minimizes (as P fa → 0) the detection delay, over all stopping times T satisfying (4), if h fulfills the following equation:
B. Transient change detection (TCD): Shewhart stopping time
Unlike QCD, in which the change duration m is assumed to be infinite, the change duration in TCD problems is assumed to be finite. This is modeled as
As discussed in [36] , there are two types of TCD problems. The first type involves the detection of suddenly arriving signals of random unknown duration. In this case m denotes the unknown duration of the change. The second type involves safety-critical applications where the maximum permitted detection delay is a priori fixed to a pre-established value, and then m is considered to be known.
We observe from (2) that no hard limit is imposed on the detection delay; consequently, this quantity can become arbitrarily large. In this sense, the optimality criteria for the TCD problem should be modified in order to seek a small probability of missed detection given an acceptable false alarm rate. In other words, we wish to have v ≤ T < v+m. Stopping within the prescribed interval constitutes a desirable event while stopping at T ≥ v + m is considered a missed detection. This is equivalent to the optimality criterion introduced in [16] and [36] , used through this paper, which involves the following minimization:
among all stopping times T ∈ C α satisfying
where m d denotes the maximum permitted detection delay and P md and P fa stand for the worst-case probabilities of missed detection and false alarm within any interval of length m α , respectively, with P fa defined as in (4). As we will see, this criterion is very convenient for GNSS integrity monitoring. This article belongs to the second class of TCD problem stated above (i.e. safety-critical applications); in this case a detection with a delay greater than m d is considered as missed, even if m > m d . On the other hand, if the duration of the change m is smaller than m d , then such a change is considered less dangerous because its impact on the system is limited or negligible. It is for this reason that the duration m is considered to be known henceforth and equal to m d (i.e. m = m d ). Indeed, for integrity algorithms, we can fix m as m = F s · t tta (similarly m α = F s · t α ), with F s the sampling rate of x n , and t tta the so-called time to alert (TTA), which is given by norms and standards [3] , as well as t α . Very recently, the optimal solution of this class of TCD problem, for m = 1, was shown to be the Shewhart test [16] 
Indeed, this is the only available result on optimality for the criterion in (7)- (8). Nevertheless, for the case of finite m > 1, which is the case of integrity monitoring, no optimal solution has been found yet, so the problem is still open.
C. Windowed solutions: WLC and FMA stopping times
Since there is no optimal solution available in the literature of TCD for a finite m > 1, we propose a windowed solution based on the following idea: We know that the optimal solution for QCD, that is for m = ∞, is the CUSUM test [13] , which uses information about all the past samples. On the other hand, the Shewhart test, which uses information of one sample, is established to be optimal for the non-Bayesian TCD problem with m = 1 [16] . Hence, it is intuitive to think that the optimal solution for 1 < m < ∞ would be some test statistic between these two techniques, and particularly, a test statistic using information about m samples (i.e. windowed).
In this context, a window-limited CUSUM (WLC) test is proposed in [36] by using at each moment the m last observations, only. The stopping time is given by
It is assumed that the WLC is not operational during the first m − 1 observations. It is also shown that the optimal WLC stopping time, with respect to the criterion in (7)- (8), for a Gaussian mean change leads to
whereh denotes the chosen threshold. Inspired by this result and the idea of windowed solution, in this paper we propose the use of an FMA stopping time for any general TCD problem, which becomes
It is worth noting that this stopping time is equivalent to an FMA test with the LLR of a Gaussian mean change. Furthermore, the use of the FMA stopping time is motivated by the fact, as we will show next, that we can obtain tight bounds for both the probabilities of missed detection and false alarm. On the contrary, the bounds available in the literature for these probabilities for the CUSUM and WLC are not that tight. This is a key factor for the integrity problem since it considerably improves the availability of the algorithm.
III. STATISTICAL PERFORMANCE OF THE FMA STOPPING TIME
The goal of this section is to theoretically investigate the statistical performance of the FMA stopping time T F (h); that is, to determine the worst-case probability of missed detection P md (T F (h), m) and the worst-case probability of false alarm for a given duration m α , P fa (T F (h), m α ). The exact calculation of these probabilities is very complicated, and it is here where the existence of tight-enough bounds is of practical interest. These bounds are stated in the next theorem. ; then the worst-case probability of false alarm for a given duration m α is bounded as
where
On the other hand, the worst-case probability of missed detection is bounded as
Proof: The proof is given in Appendix A. In practice, values α for P fa are imposed, so that we have to guarantee that P fa ≤α. Thus, the threshold h has to be selected in order to satisfy this constraint, and then P md turns out to be a function of the fixed α (i.e. P md (T F (h(α)), m)). In some sense, P md (T F (h(α)), m) plays the same role in the TCD theory as the Cramér-Rao lower bound in estimation theory, or as the receiver operating characteristic (ROC) in classical detection. Moreover, this kind of ROC allow us to compare the performance of different algorithms in terms of the optimality criterion in (7) . This relation between P md and P fa is given in the following corollary. Corollary 1. Let F i , with i = {0, 1}, be the cumulative distribution function (cdf) of S m under H i and let h be selected so that
withα a desirable constant value for the probability of false alarm. Hence
is the inverse of F 0 , and thus
Moreover,
withh the threshold such that P fa T F h , m α =α.
Proof: It is straightforward to see that P j (S m < h) = F i (h), with j = {∞, 1} and i = {0, 1}, is the cdf of S m under H i , respectively, evaluated at h. Hence, from (13) and (14) we can fix the threshold h as
guaranteeing that P fa (T F (h), m α ) ≤α, and (18) thus follows. The proof of (19) follows immediately by the definition of the cdf F 1 and by substituting (21) into (16) . In order to prove (20) it is worth noting that the thresholdh, such that P fa T F h , m α =α, is lower than h (i.e.h < h) and that
where the last inequality follows because β(h, m) in (16) is a monotonically increasing function on h, so that (20) follows.
The previous results are valid for the general FMA stopping time. That is, they are not restricted to the Gaussian mean change, as derived in [36] , but they are valid for any kind of change. Moreover, as we will see later, these bounds are tighter than bounds for other available methods in the literature. This is beneficial for the availability of integrity algorithms. Unfortunately, we cannot establish the optimality of the proposed FMA stopping time in the class C α . To do so we should analyze the speed of convergence of the term F
, which is beyond the scope of this paper. Nonetheless, in [36] the optimality of the FMA stopping time is shown for the particular case of a Gaussian mean change. In addition, we will show later how the proposed FMA stopping time outperforms other available methods in the literature. This makes it evident that the FMA stopping time is a good candidate for TCD problems, and thus for integrity monitoring.
IV. SIGNAL INTEGRITY METRICS
Integrity algorithms are based on the so-called integrity risk, which is defined as the probability that an integrity threat is present without raising an alarm within the TTA. This is equivalent to the probability of missed detection defined in (7) . On the other hand, constraints on the false alarms are given in the form of (8) . It is for this reason that the TCD framework perfectly fits with integrity algorithms. Specifically, valuesβ andα for the integrity risk and probability of false alarms are given by norms and standards. Then, the detection threshold is fixed so that P fa ≤α and if P md ≤β the algorithm is declared available, otherwise the algorithm is not available because it cannot guarantee integrity within the desired requirements. If the algorithm is available, an alarm will be raised based on some integrity metric able to detect integrity threats. For details on GNSS integrity algorithms see [2] .
We focus on signal integrity, henceforth termed sig-RAIM. One of the crucial factors in sig-RAIM is the computation of the signal integrity metric. Indeed, we will have different metrics providing information about different signal integrity threats. These threats come from the local effects we may encounter in terrestrial environments, mainly including multipath, radio-frequency interference and spoofing. Hence, different metrics should be available for detecting these kinds of local effects. Moreover, for the same threat (e.g. interference) we should use different metrics in order to be able to detect a wide range of situations covering different behaviors of the same threat (e.g. wide-band, narrow-band, . . . ) [30] , [31] . The key point of these metrics is that they are computed from signal features such as the statistical properties, time-frequency behavior, correlation function, etc., and so we do not need additional measurements coming from different satellites (as is the case of traditional RAIM [6] ). This is important because it allows computing these metrics in terrestrial environments, where redundant information is scarce.
A complete overview of interference and spoofing detection metrics can be found in [30] and [21] , respectively. In this work, we focus on multipath detection metrics, referred as to signal integrity metrics henceforth. In particular, the presented metrics in this work are introduced in [31] in a QCD framework, including the C/N 0 , the code discriminator output (DLLout) and the slope asymmetry metric (SAM), which are measurable metrics after the correlation process in a GNSS receiver. In order to fix the detection threshold h and to compute the integrity risk P md given by this threshold (rather β(h, m)), which are needed for the operation of sig-RAIM, we have to obtain first the cdf of S m = m i=1 LLR(i), which depends on the signal integrity metric used to feed the detection algorithm.
In general, the presented signal integrity metrics can be modeled as Gaussian random variables [31] , and then we model the problem as a change on a Gaussian distribution:
is the normal pdf with mean µ i and variance σ 2 i , given by the mean and variance of x n under H i . Hence, in general, we have
It is worth pointing out that the parameters under H 1 are unknown, and so we will use tuning parameters (λ) with the aim of avoiding nuisance parameters. These parameters should be fixed as the minimum change we want to detect, which will be given byλ .
with ǫ the maximum allowable positioning error without issuing an alert and q(·) mapping positioning errors to change parameters. The goal of this section is to statistically characterize the multipath detection metrics to use them for sig-RAIM. This is done by using the general expression of the LLR in (24) and particularizing it for the different metrics presented in this work. So, we obtain the LLR distribution for the different metrics and then we obtain the cdf of S m . We start with the simpler cases of having a change in either the mean or variance of a Gaussian distribution, which are the cases of the C/N 0 and DLLout metrics, respectively. Finally, we present the most general case of having both a change in the mean and variance of a Gaussian distribution, which is the case of the SAM metric.
A. C/N 0 metric (Gaussian mean change)
In this section, we analyze the statistical characterization of the LLR for the C/N 0 metric. First, let us introduce the statistical model, given in [31] 
with x n,c the C/N 0 samples, µ c,0 and σ 2 c the known mean and variance of x n,c under H 0 , and µ c,1 the unknown change parameter, denoting the mean of x n,c under H 1 . For the sake of notational simplicity, we have omitted the time conditions in each hypothesis (i.e. if n < v or n > v+m, . . . ) corresponding to the TCD model. Thereby, we model the appearance of multipath as a change in the mean of a Gaussian distribution, and then the following result is obtained.
Corollary 2. Letμ c,1 and µ c,1 be the tuned change parameter, as in (25) , and the actual change parameter, respectively, and let µ c,0 and σ c be known. Therefore the LLR for the C/N 0 is given by
with mean and variance equal to
, σ Now, let T F,C (h c ) be the FMA stopping time in (12) for the C/N 0 metric with LLR in (27) and threshold h c so that P fa (T F,C (h c ), m α ) ≤α, and let Φ(x) denote the cdf of the standard normal distribution. Hence
Proof: The change in the C/N 0 metric is modeled as a Gaussian mean change and thus, substituting µ 0 = µ c,0 , µ 1 =μ c,1 and σ 0 = σ 1 = σ c into (24), (27) follows after simple calculus. Thereby, it is trivial to see, from (27) and (26) , that the LLR for the C/N 0 is Gaussian distributed in both hypotheses, with mean and variance as in (28) . Hence, S 
B. DLLout metric (Gaussian variance change)
Now, we analyze the characterization of the LLR for the DLLout metric, which is modeled as [29] , [31] (25), and the actual change parameter, respectively, and let σ d,0 be known, then the LLR for the DLL is given by
with a =σ
Now, let T F,D (h d ) be the FMA stopping time for the DLLout metric with LLR in (33) and threshold h d so that P fa (T F,D (h d ), m α ) ≤α, and let Γ m (x) denote the cdf of the chi-squared distribution with m degrees of freedom, and
Proof: The change in the DLLout metric is modeled as a Gaussian variance change and thus, substituting σ 0 = σ d,0 , (24), (33) (38) with X n ∼ N (0, 1) a standard Gaussian random variable. A similar result is obtained under H 0 , and then we can write S (d) m |H i = k iX + mc, with i = {0, 1} andX a chi-squared random variable with m degrees of freedom. Hence,
where χ 2 m stands for the chi-squared pdf with m degrees of freedom, and (35)- (37) thus follow by direct application of Theorem 1 and Corollary 1.
C. SAM metric (General Gaussian Change)
Previously, we have analyzed the characterization of the LLR for the particular cases of having a change in either the mean or variance of a Gaussian distribution. In this section, we analyze the characterization of the LLR for the most general case of having a change in both mean and variance of a Gaussian distribution. This is the case of the SAM-based detection, which is presented in [28] and [31] as
with x n,s the SAM samples, {µ s,0 , σ 2 s,0 } the known mean and variance of x n,s under H 0 , respectively, and {µ s,1 , σ 2 s,1 } the unknown change parameters, denoting the mean and variance of x n,s under H 1 , respectively. Thereby, we model the appearance of multipath as a change in the mean and variance of the SAM samples, and then, from (24) and after some manipulations, we can write the LLR of the SAM metric as 
whereμ s,1 andσ s,1 are the tuned change parameters. In this case we cannot find the distribution of LLR s (n) in an straightforward way as for the previous cases. Here, in order to find the pdf of S (30)- (31) and (44)- (45), respectively, and those obtained with (5) for the bound of the probability of false alarms.
Corollary 4. Let µ s,i and σ 2 s,i , with i = {0, 1}, be the actual mean and variance of the SAM metric under hypothesis H i , and let a s , b s and c s be defined as in (42). Now, let T F,S (h s ) be the FMA stopping time for the SAM metric with LLR in (41) and threshold h s so that P fa (T F,S (h s ), m α ) ≤α, and let φ(x) . = N (0, 1) be the standard normal pdf. Hence, we have
and
where A = {3, 4, 6}, C k,Hi , with i = {0, 1}, are the coefficients C k (expressions can be found in Appendix B) under The aim of this section is to firstly compare the proposed FMA stopping time with other approaches in the literature of TCD. This is done in the setting of sig-RAIM by considering the case of multipath detection. Secondly, the availability of the sig-RAIM algorithm is analyzed for the different used integrity signal metrics and compared with the other approaches.
It is worth pointing out that in the previous section we have included the unknown change parameters in the theoretical analysis. Here, we will see the effect of the knowledge of these parameters in the integrity risk calculation.
A. Evaluation of the probability minimization criterion
Here, we compare the FMA stopping time with those stopping times currently available in the literature of TCD. This comparison is done with both simulated and available theoretical results. The simulated results include the calculation of the worst-case probability of missed detection (i.e. integrity risk) P md (T F (h), m) as a function of the simulated worst-case probability of false alarm P fa (T F (h), m α ) ≤α, henceforth referred to as the ROC. The theoretical results include those obtained in Section IV for the FMA stopping time of the different metrics used in this work, stated in Corollaries 2, 3 and 4. On the other hand, we use the bounds available in the literature for the CUSUM and WLC. For the probability of missed detection of these two methods we have an upper bound in the form of (16) (see [35] and [36] for the WLC and CUSUM, respectively). For the false alarm probability, we use the upper bound given by (4)-(5), which holds for both the CUSUM and WLC. Fig. 1 shows the simulated ROC for the FMA stopping time corresponding to the C/N 0 (left) and SAM (right) metrics. The simulations are obtained with 10 6 Monte-Carlo runs. The obtained theoretical results in Corollaries 2 and 4 are also shown, respectively. That is, the bound for P md in (30) and (44), respectively, as a function of the bound for P fa in (31) and (45), respectively. For the WLC and CUSUM the same expression for P md is used, but taking into account the fixed threshold (as function ofα) from (5). This is done by considering the following parameters for the C/N 0 metric, suggested in [31] . Moreover, we use m = 6, m α = 60 assuming a sampling rate of one second for the C/N 0 and t tta = 6 s and t α = 1 min. On the other hand, for the SAM metric we use the following parameters, similar to those in [28] and [31] :
In this case, we use m = 6, m α = 300 assuming a sampling rate of one second for the SAM and t tta = 6 s and t α = 5 min. It can be concluded from Fig. 1 that the FMA stopping time outperforms (for both the C/N 0 and SAM metrics), in the sense of the optimality criterion in (7)- (8) , all the other stopping times considered. Moreover, it is worth pointing out that the bounds will also impact the real performance of the methods because the threshold h is in practice fixed using the bounds, with the aim of fixing certain desirable performance. Therefore, the availability of tight bounds is important not only for a theoretical study but also for setting the threshold in practice and provide a level of performance that is close to the desired one. We see how the improvement of the FMA bounds with respect to those available in the literature for other stopping times is quite significant, providing between half-to two-orders-ofmagnitude improvement. This is something that, as we will see next, greatly contributes on improving the availability of the sig-RAIM. Fig. 2 shows similar results but for the case of the DLLout metric and using the following parameters suggested in [29] and [31] :
, with ∆ 0 = 0.01 chips and ∆ 1 = 0.07 chips, and m = 6, m α = 60 assuming a sampling rate of one second for the DLLout and t tta = 6 s and t α = 1 min. The simulations are obtained with 10 6 Monte-Carlo runs. The theoretical results in Corollary 3 are also shown; that is the bound for P md in (36) as a function of the bound for P fa in (37) . This is for the FMA stopping time, for the WLC and CUSUM we use (36) but with the threshold fixed from (5) . In this case we also see an improvement of the FMA stopping time with respect to the CUSUM and WLC. Moreover, the improvement in terms of fixed bounds for the FMA with respect to the CUSUM and WLC is also confirmed. Finally, it is worth remarking that the Shewhart stopping time is not giving the best results nether for the DLL nor for the C/N 0 and SAM, making evident the loss of its optimality properties for m > 1.
B. Numerical example: sig-RAIM availability
This section is intended to show the behavior of the presented metrics in terms of availability of the sig-RAIM.
CASE 1: C/N 0 metric Let us start with the C/N 0 metric assuming that we use m = 6, m α = 60, µ c,0 = 10 4.4 and σ 2 c = 2.5 · 10 4 , as previously. Also let us suppose we have a tolerable error equivalent to a mean change in the C/N 0 of 7dB; thus we fix the change parameter asμ c,1 = 10 3.7 , but the actual change parameter is µ c,1 = 10 3.4 . Therefore, for the case of using the FMA stopping time, fixing the detection threshold from (29) to h c = 2.92 so that P fa (T F,C (h c ), m α ) ≤α = 10 −1 , and substituting the previous values in (28) and (30), the integrity risk is bounded as P md (T F,C (h c ), m) ≤ β C (h c , m) = 6.97 · 10 −4 . For the CUSUM or WLC stopping time we fix the thresholdh c from (5), which forα = 10 −1 givesh c = 6.40, and thus from (30) we get P md (T WL (h c ), m) ≤ β C (h c , m) = 4.56 · 10 −3 . Now, suppose the maximum allowed integrity risk isβ = 10 −2 ; then since β C (h c ) < β C (h c ) <β the sig-RAIM will be available in the case of using any of the analyzed stopping times. On the other hand, we suppose we needα = 10 −2 so from (29) and (5) we get h c = 3.59 for the FMA and h c = 8.70 for the CUSUM and WLC. Thus, from (30) we have that β C (h c ) = 1.02 · 10 −3 and β C (h c ) = 1.33 · 10 −2 . Hence, in this case, the sig-RAIM will be available only if the FMA stopping time is used. Otherwise, it will not be available since β C (h c ) >β. This shows the improvements of the suggested FMA stopping time and the proposed theoretical bounds in terms of the sig-RAIM availability.
CASE 2: DLL metric For the DLL we use m = 6, m α = 60 and σ as in Section V-A. Now, we evaluate the effect of using the actual change parameter on the availability of the sig-RAIM when a threat is present and we use the tuning parameterσ , but the maximum tolerable error in the measured range within the GNSS receiver for each satellite is equal to 14.65 m. For a GPS signal, 14.65 m of error is equivalent to a variation of ±0.05 chips, which converted to DLL variance as in [31] gives a minimum detectable change parameter ofσ 
VI. CONCLUSIONS
This work has investigated the problem of transient change detection in the context of GNSS signal integrity. We have proposed the use of an FMA stopping time, inspired by the fact that the optimal windowed CUSUM for the case of a Gaussian mean change is the FMA stopping time. This optimality is based on the criterion of minimizing the probability of missed detection with a constraint in the false alarms, which perfectly fits in the GNSS integrity problem. The statistical performance of the FMA stopping time has been theoretically investigated and compared by numerical simulations to different methods available in the literature. This has been done in the setting of GNSS signal integrity by considering the case of multipath detection. These experiments have confirmed the goodness of the presented theoretical results in order to be used for signal integrity. Moreover, it has also been shown that the proposed solution outperforms other solutions available in the literature of transient change detection, benefiting not only the performance but the availability of the sig-RAIM algorithm.
APPENDIX A PROOF OF THEOREM 1
The proof of Theorem 1 is divided in three parts. Firstly, we prove the bound for the probability of false alarm given in (13)- (14) . Secondly, we show the proof of the bound for the probability of missed detection given by (15)- (16) . Finally, we conclude the proof of the theorem by proving (18)- (20) .
A. Probability of false alarm P fa (T F (h), m α )
We first introduce an important result, stated in the following lemma, that will be very useful for proving Theorem 1.
LLR(i), k ≥ m and N > k be integers, then
Proof: Let y i = LLR(i), then from (12) , for n ≥ m we can write S n = n i=n−m+1
with
so that S n is written as a monotonically increasing function of {y 1 , . . . , y n } (since c i ≥ 0). Therefore, since y 1 , y 2 , . . . are iid under P ∞ , from Theorem 5.1 of [40] , we have that
and the inequality (49) thus follows from the fact that the distribution of S i , under P ∞ , is the same for any i ≥ m. Now, we aim to prove first another useful result for obtaining (13)- (14) , that is
To do so, in a similar way as in [36] , from (8) we can write
Now denoting V l = P ∞ (l ≤ T F (h) < l + m α ) for l ≥ m and U k = P ∞ (T F (h) = k), we have that
It is easy to verify, from the definition of T F (h) in (12) , that
and U m+1 = P ∞ {S m < h} {S m+1 ≥ h}
where the second to last equality follows because S n has the same distribution, under P ∞ , for n ≥ m. Similarly, for k > m, we have
Thus, {U k } k≥m is a non-increasing sequence, and then
(59) so that {V l } l≥m is a non-increasing sequence as well. Hence, from (55) and the definition of V l , P fa (T F (h), m α ) = sup l≥m V l = P ∞ (m ≤ T F (h) < m + m α ) , (60) and thus (53) follows. Now, we can proceed with the calculation of P fa (T F (h), m α ). However, the exact calculation from (60) is complicated to obtain, and then the calculation of an upper bound is proposed instead. From (60) and since T F (h) ≥ m from the definition in (12), we can write
with P ∞ (T F (h) ≥ m + m α ) = P ∞ m+mα−1 n=m {S n < h} .
(62) So, the proof of (13) and (14) follows by direct application of (49) to (62).
B. Probability of missed detection P md (T F (h), m)
Applying the Bayes rule in (7) we have
{S n < h}
where the last equality follows from the definition of T F (h) in (12) . Due to the windowed behavior of T F (h) we have assumed that v > m. As for P fa (T F (h), m α ), the exact calculation of P md (T F (h), m) from (63) is quite difficult, and then we propose the derivation of an upper bound. Now, letting the event A n = {S n < h}, with n ≥ m, it is clear that A v−1 and A m+v−1 are independent because they do not share any samples, thus since in the left side we evaluate more events than in the right side. So, applying this result to (63) we have that
where the equality follows because S m+v−1 is identically distributed under P v , and (15)- (16) thus follow, completing the proof of Theorem 1.
APPENDIX B CALCULATION OF COEFFICIENTS C k
A complete proof of the results in Corollary 4 can be found in [39] . Here we only give the expression for C k so that the bounds in Corollary 4 can be calculated. The coefficients C k,Hi are obtained as C 3 = ξ zs,3 − 3µ zs,i ξ zs,2 + 2µ
