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Abstract. The paper is devoted to weighted Lp-Hardy inequalities with best constants on Finsler metric
measure manifolds. There are two major ingredients. The first, which is the main part of this paper, is the
Hardy inequalities concerned with distance functions in the Finsler setting. In this case, we find that besides
the flag curvature, the Ricci curvature together with two non-Riemannian quantities, i.e., reversibility and
S-curvature, also play an important role. And we establish the optimal Hardy inequalities not only on
noncompact manifolds, but also on closed manifolds. The second ingredient is the Hardy inequalities for
Finsler p-sub/superharmonic functions, in which we also investigate the existence of extremals and the
Brezis-Va´zquez improvement.
1. Introduction
The classical Hardy inequality states that for any p > 1,∫
Rn
|∇u|pdx ≥
( |n− p|
p
)p ∫
Rn
|u|p
|x|pdx, ∀u ∈ C
∞
0 (Rn\{0}), (1.1)
where
( |n−p|
p
)p
is sharp (see for instance Hardy et al. [16]). It is well-known that Hardy inequalities play
a prominent role in the theory of linear and nonlinear partial differential equations. For example, they are
useful to investigate the stability of solutions of semilinear elliptic and parabolic equations, the existence
and asymptotic behavior of the heat equations and the stability of eigenvalues in elliptic problems. See
e.g. [4, 7, 10,14,31,36,37] and references therein.
In recent years, a great deal of effort has been devoted to the study of Hardy inequalities in curved
spaces. As far as we know, Carron [8] was the first who studied weighted L2-Hardy inequalities on
complete, non-compact Riemannian manifolds. On one hand, inspired by [8], a systematic study of the
Hardy inequality is carried out by Berchio, Ganguly and Grillo [6], D’Ambrosio and Dipierro [13], Kombe
and O¨zaydin [23,24], Yang, Su and Kong [41] in the Riemannian setting (where the canonical Riemannian
measure is used). On the other hand, Krista´ly and Repovsˇ [19], Krista´ly and Szaka´l [21] and Yuan, Zhao
and Shen [43] studied quantitative Hardy inequalities on Finsler manifolds with vanishing S-curvature
while Mercaldo, Sano and Takahshi [25] investigated Lp-Hardy inequalities in reversible Minkowski spaces
(where the Busemann-Hausdorff measure is used).
In this paper, a Finsler metric measure manifold is a Finsler manifold equipped with a smooth measure.
Thus, all the aforementioned spaces are special cases of Finsler metric measure manifolds. However, up
to now, limited work has been done in the study of Hardy inequalities on general Finsler metric measure
manifolds. A key issue is that two non-Riemannian quantities have a great effect on Hardy inequalities
in such a setting, as
• reversibility;
• S-curvature induced by the given measure.
In order to emphasize the influence, we present a simple example.
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2 WEI ZHAO
Example 1 ( [18, 20]). Consider the Funk metric measure manifold (M,F, dmBH), where M := B0(1) is
the unit ball centered at 0 in Rn,
F (x, y) :=
√|y|2 − (|x|2|y|2 − 〈x, y〉2)
1− |x|2 +
〈x, y〉
1− |x|2 ,
and dmBH is the Busemann-Hausdorff measure.
In this case, the Euclidean quantities |∇u(x)|, |x| and dx from (1.1) are naturally replaced by the co-
Finslerian norm of the differential F ∗(du), the Finsler distance function dF (0, x), and the measure dmBH ,
respectively. In spite of the fact that (M,F ) is simply connected, forward complete and has constant flag
curvature −14 , the Hardy inequality fails:
inf
u∈C∞0 (M)\{0}
∫
M
F ∗2(du)dmBH∫
M
u2
d2F (0, x)
dmBH
= 0. (1.2)
We remark that (M,F, dmBH) has infinite reversibility and non-vanishing S-curvature.
The purpose of this paper is to investigate weighted Lp-Hardy inequalities with best constants on
general Finsler metric measure manifolds. In order to state our main results, we introduce and recall
some notations (for details, see Section 2). A triple (M,F, dm) always denotes a Finsler metric measure
manifold, i.e., (M,F ) is a Finsler manifold endowed with a smooth measure dm. Given a Finsler metric
measure manifold (M,F, dm), the reversibility, introduced by Rademacher [32], is defined as
λF := sup
x∈M
λF (x), where λF (x) = sup
y∈TxM\{0}
F (x,−y)
F (x, y)
.
Obviously, λF ≥ 1 with equality if and only if F is reversible (i.e., symmetric). Riemannian metrics
are always reversible, but there are infinitely many non-reversible Finsler metrics (e.g. see Example 1).
Furthermore, the distance function dF induced by F is usually asymmetric (i.e., dF (x1, x2) 6= dF (x2, x1))
unless λF = 1. Given a point o ∈M , we use the following notations throughout this paper:
r+(x) := dF (o, x), r−(x) := dF (x, o).
Since there is no canonical measure on a Finsler manifold, various measures can be introduced whose
behavior may be genuinely different. A measure dm induces two further geometric quantities τ and
S, see Shen [35], which are the so-called distortion and S-curvature, respectively. More precisely, if
dm := σ(x)dx1 ∧ ... ∧ dxn in some local coordinate (xi), for any y ∈ TxM\{0}, let
τ(y) := log
√
det gij(x, y)
σ(x)
, S(y) :=
d
dt
∣∣∣∣
t=0
[τ(γ˙y(t))],
where gy = (gij(x, y)) is the fundamental tensor induced by F and t 7→ γy(t) is the geodesic starting
at x ∈ M with γ˙y(0) = y ∈ TxM . Although both the distortion and the S-curvature vanish on every
Riemannian manifold endowed with the canonical Riemannian measure, these two quantities have already
appeared in Riemannian metric measure manifolds, just in different forms.
Example 2. Let (M, g, e−fd volg) denote a Riemannian metric measure manifold, i.e., (M, g) is a Rie-
mannian manifold, f ∈ C∞(M) and d volg is the canonical Riemannian measure. Note that (M, g, e−fd volg)
can be viewed as a Finsler metric measure space (M,
√
g, e−fd volg). Therefore, for any x ∈M , one has
τ(y) = f(x), S(y) = g(y,∇f), ∀ y ∈ TxM.
Thus, the S-curvature does not vanish unless f is a constant.
Let r(·) be the distance function from a fixed point o ∈ M induced by g. Then the assumption that
∂rf ≥ 0 along all the minimal geodesics from o is equivalent to that the S-curvature is nonnegative
along all minimal geodesics from o. Clearly, the Euclidean space equipped with the Gaussian measure(
Rn, (·, ·), 1√
2pi
n e−
1
2
‖x‖2dx
)
satisfies this assumption if o is the origin.
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The S-curvature must vanish if it is non-positive (or nonnegative) on a reversible Finsler metric measure
manifold. Hence, S ≥ 0 (or S ≤ 0) is a strong condition. Inspired by Example 2, we introduce a weaker
assumption: given a point o ∈M , we say S+o ≥ 0 (resp., S−o ≥ 0) if the S-curvature is nonnegative along
all minimal geodesics from (resp., to) o. And S±o ≤ 0 are defined similarly. We remark that S+o ≤ 0 is not
equivalent to S−o ≥ 0 in the irreversible case. For instance, the Funk metric measure manifold in Example
1 satisfies S+o = S
−
o =
n+1
2 for every point o ∈M .
In Finsler geometry the flag curvature is a geometric quantity analogous to the sectional curvature.
Let P := Span{y, v} ⊂ TxM be a plane. The flag curvature is defined by
K(y, v) :=
gy (Ry(v), v)
gy(y, y)gy(v, v)− g2y(y, v)
,
where Ry is the Riemannian curvature of F . A Finsler metric measure manifold (M,F, dm) is called a
Cartan-Hadamard measure manifold if (M,F ) is a simply connected forward complete Finsler manifold
with K ≤ 0.
Our first result reads as follows.
Theorem 1.1. Let (M,F, dm) be an n-dimensional Cartan-Hadamard measure manifold. Given o ∈M ,
set r−(x) := dF (x, o). If S−o ≥ 0, then for any p, β ∈ R with p ∈ (1, n) and β > −n, we have∫
M
rβ+p− max{F ∗p(±du)}dm ≥
(
n+ β
p
)p ∫
M
rβ−|u|pdm, ∀u ∈ C∞0 (M).
In particular, the constant
(
n+β
p
)p
is sharp if λF = 1.
If F is reversible, then F ∗(±du) = F (∇u), i.e., the norm of the gradient of u. Therefore, Theorem 1.1
implies the classical Hardy inequality (1.1) for p ∈ (1, n), the Hardy inequality on Riemannian manifolds
(cf. Yang et al. [41, Theorem 3.1] and D’Ambrosio et al. [13, Theorem 6.5]) and the quantitative Hardy
inequality on Finsler manifolds (cf. Krista´ly et al. [19]). In particular, for the Funk metric measure
manifold in Example 1, the inequality above yields (compare (1.2))
inf
u∈C∞0 (M)\{0}
∫
M
max{F ∗2(±du)}dmBH∫
M
u2
d2F (x,0)
dmBH
≥
(
n− 2
2
)2
.
Furthermore, Theorem 1.1 remains valid under the weaker assumptions. See Theorem 3.8 below. The
counterpart of Theorem 1.1 is as follows.
Theorem 1.2. Let (M,F, dm) be an n-dimensional Cartan-Hadamard measure manifold. Given o ∈M ,
set r+(x) := dF (o, x). If S
+
o ≤ 0, then for any p, β ∈ R with p > n > −β, we have∫
M
rβ+p+ max{F ∗p(±du)}dm ≥
(
n+ β
p
)p ∫
M
rβ+|u|pdm, ∀u ∈ C∞0 (M).
In particular, the constant
(
n+β
p
)p
is sharp if (M,F, dm) satisfies
λF = 1, K = 0, S
+
o = 0. (1.3)
We discuss the spaces with (1.3) briefly. Since a flat Riemannian Cartan-Hadamard manifold is always
isometric to a Euclidean space, we get nothing new in the Riemannain setting. However, it is another
story in the Finsler setting. There are plenty of Finsler metric measure manifolds satisfying (1.3) which
are not isometric to each other (see Example 4 below). Hence, Theorem 1.2 provides a number of new
models on which the inequality above is optimal. Moreover, this theorem can be extended to a more
general case. See Theorem 3.9 below.
We also have a logarithmic Hardy inequality.
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Theorem 1.3. Let (M,F, dm) be an n-dimensional reversible Cartan-Hadamard measure manifold. Given
o ∈ M , set r(x) := dF (x, o) and Bo(R) := {x ∈ M : r(x) < R}. If S+o ≤ 0, for any R, p, β ∈ R with
R > 0, p ∈ (1, n] and β < −1, we have∫
Bo(R)
[
log
(
R
r
)]p+β
F ∗p(du)dm ≥
( |β + 1|
p
)p ∫
Bo(R)
[
log
(
R
r
)]β |u|p
rp
dm,
for any u ∈ C∞0 (Bo(R)). In particular, the constant
( |β+1|
p
)p
is sharp.
From Theorem 1.3, one can easily derive the logarithmic Hardy inequalities on Euclidean spaces,
Riemannian Cartan-Hadamard manifolds and reversible Minksowski spaces, respectively (e.g. see [12,13,
25]). Moreover, Theorem 1.3 can be generalized to the irreversible case. See Theorem 3.10 below.
Now we turn to consider the Hardy inequalities concerned with the Ricci curvature. Although this
problem is also genuinely new in the Riemannian framework, we prefer to study it in the context of
Finsler geometry.
Given an n-dimensional Finsler metric measure manifold (M,F, dm), by means of the flag curvature,
one can define the Ricci curvature Ric in the usual way. The weighted Ricci curvature RicN , introduced
in Ohta and Sturm [27], is defined as follows: given N ∈ [n,∞], for any unit vector y ∈ TM ,
RicN (y) =

Ric(y) + ddt
∣∣
t=0
S(γy(t))− S
2(y)
N−n , for N ∈ (n,∞),
lim
L↓n
RicL(y), for N = n,
Ric(y) + ddt
∣∣
t=0
S(γy(t)), for N =∞.
The weighted Ricci curvature has an important influence on the geometry of Finsler manifolds. See
Ohta [28–30], etc. for surveys. Now we state the result as follows.
Theorem 1.4. Let (M,F, dm) be an n-dimensional forward complete Finsler metric measure manifold
with RicN ≥ 0, where N ∈ [n,∞). Given o ∈M , define r+(x) := dF (o, x) and r−(x) := dF (x, o).
(1) Given p, β ∈ R with p > N and β < −N , for any u ∈ C∞0 (M \ {o}), we have∫
M\{o}
rβ+p+ max{F ∗p(±du)}dm ≥
( |N + β|
p
)p ∫
M\{o}
rβ+|u|pdm. (1.4)
(2) Given p, β ∈ R with 1 < p < N and β < −N , for any u ∈ C∞0 (M \ {o}), we have∫
M\{o}
rβ+p− max{F ∗p(±du)}dm ≥
( |N + β|
p
)p ∫
M\{o}
rβ−|u|pdm. (1.5)
In particular, the constants are sharp in (1.4) and (1.5) if λF = 1, N = n and p+ β > −n.
Clearly, the inequality (1.4) implies the classical Hardy inequality (1.1) for p > n. We remark that the
manifold M in Theorem 1.4 is unnecessarily noncompact. In fact, M must be closed if RicN is bounded
below by a positive number (cf. Ohta [28]). On the other hand, RicN has a close relation with the
Bakry-E´mery Ricci tensor. More precisely, for a Riemannian metric measure manifold (M, g, e−fd volg),
Example 2 furnishes
RicN+n = Ric
BE´
N , ∀N ∈ (0,+∞],
where RicBE´N denotes the N -Bakry-E´mery Ricci tensor (cf. Wei and Wylie [38]). As a consequence,
Theorem 1.4 inspires the following result.
Theorem 1.5. Let (M, g, e−fd volg) be an n-dimensional closed Riemannian metric measure manifold
with RicBE´∞ ≥ 0. Given o ∈ M , let r denote the distance function from o. Suppose ∂rf ≥ 0 along all the
minimal geodesics from o. Thus, for any p ∈ (1, n) ∪ (n,∞) and β < −n with p+ β > −n, we have∫
M
rβ+p|∇u|pe−fd volg ≥
( |n+ β|
p
)p ∫
M
rβ|u|pe−fd volg, ∀u ∈ C∞(M,o), (1.6)
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where C∞(M,o) := {u ∈ C∞(M) : u(o) = 0}. In particular,
( |n+β|
p
)p
is sharp with respect to C∞(M,o).
On a closed manifold M , the Hardy inequality (1.1) fails for u ∈ C∞0 (M) because in this case the
constant functions belong to C∞0 (M). Theorem 1.5 then indicates what kind of function (1.1) remains
valid for. See Theorem 3.16 below for a Finsler version of the theorem above.
We note that Theorems 1.1-1.4 can be established on Riemannian metric measure manifolds and back-
ward complete Finsler metric measure manifolds; we leave the formulation of such statements to the
interested reader.
The paper is organized as follows. Section 2 is devoted to preliminaries on Finsler geometry. The proofs
of Theorem 1.1-1.5 are given in Section 3, while the Hardy inequalities for Finsler p-sub/superharmonic
functions are discussed in Section 4. We devote Appendix A and B to some necessary tools which are
useful to prove Theorems 1.3 and 1.5.
2. Preliminaries
2.1. Elements from Finsler geometry. In this section, we recall some definitions and properties from
Finsler geometry; for details see Bao, Chern and Shen [5], Ohta and Sturm [27] and Shen [34,35].
2.1.1. Finsler manifolds. Let M be a n-dimensional connected smooth manifold and TM =
⋃
x∈M TxM
be its tangent bundle. The pair (M,F ) is a Finsler manifold if the continuous function F : TM → [0,∞)
satisfies the conditions:
(a) F ∈ C∞(TM \ {0});
(b) F (x, λy) = λF (x, y) for all λ ≥ 0 and (x, y) ∈ TM ;
(c) gy := gij(x, y) = [
1
2F
2]yiyj (x, y) is positive definite for all (x, y) ∈ TM \ {0}, where F (x, y) :=
F (yi ∂
∂xi
|x).
The quantity gy := (gij(x, y)) is called the fundamental tensor. It can be defined at y = 0 if and only
if F is Riemannian, in which case g is independent of y, i.e., g = (gij(x)). The Euler theorem yields
F 2(x, y) = gy(y, y) = gij(x, y)y
iyj . Moreover, we have a Cauchy-Schwartz inequality
gy(y, w) ≤ F (x, y)F (x,w), ∀ y, w ∈ TxM, (2.1)
with equality if and only if w = ky for k ≥ 0.
Set SxM := {y ∈ TxM : F (x, y) = 1} and SM := ∪x∈MSxM . The reversibility λF (cf. Rademacher
[32]) and the uniformity constant ΛF (cf. Egloff [15]) of (M,F ) are defined as follows:
λF := sup
y∈SM
F (−y), ΛF := sup
X,Y,Z∈SM
gX(Y, Y )
gZ(Y, Y )
.
Clearly, ΛF ≥ λ2F ≥ 1. In particular, λF = 1 if and only if F is reversible (i.e., symmetric), while ΛF = 1
if and only if F is Riemannian. For convenience, we introduce the reversibility of a subset U ⊂M , i.e.,
λF (U) := sup
y∈SU
F (−y), where SU := ∪x∈USxM.
Thus, λF (M) = λF , and λF (U) is finite if U is compact.
The dual Finsler metric F ∗ of F on M is defined by
F ∗(x, ξ) := sup
y∈TxM\{0}
ξ(y)
F (x, y)
, ∀ξ ∈ T ∗xM, (2.2)
which is a Finsler metric on T ∗M . Let g∗ξ be the fundamental tensor of F
∗. Then Yuan et al. [43, Theorem
3.5] furnishes
F ∗2(ξ + η) ≥ F ∗2(ξ) + 2g∗ξ (ξ, η) +
1
ΛF
F ∗2(η), ∀ ξ, η ∈ T ∗xM, (2.3)
where g∗ξ (ξ, η) := 0 if ξ = 0.
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The Legendre transformation L : TM → T ∗M is defined by
L(X) :=
 gX(X, ·), if X 6= 0,
0, if X = 0.
In particular, L : TM\{0} → T ∗M\{0} is a diffeomorphism with F ∗(L(X)) = F (X), for any X ∈ TM .
Now let f : M → R be a C1-function on M ; the gradient of f is defined as ∇f = L−1(df). Thus, df(X) =
g∇f (∇f,X). For a non-Riemannian Finsler metric, ∇ is usually nonlinear, i.e., ∇(f + h) 6= ∇f +∇h.
Let ζ : [0, 1]→M be a Lipschitz continuous path. The length of ζ is defined by
LF (ζ) :=
∫ 1
0
F (ζ˙(t))dt.
Define the distance function dF : M × M → [0,+∞) by dF (x1, x2) := inf LF (σ), where the infimum
is taken over all Lipschitz continuous paths ζ : [a, b] → M with ζ(a) = x1 and ζ(b) = x2. Generally,
dF (x1, x2) 6= dF (x2, x1) unless F is reversible. The forward and backward metric balls B+o (R) and B−o (R)
are defined by
B+o (R) := {x ∈M : dF (o, x) < R}, B−o (R) := {x ∈M : dF (x, o) < R}.
If F is reversible, forward metric balls coincide with backward ones, which are denoted by Bo(R).
Given o ∈M , set r+(x) := dF (o, x) and r−(x) := dF (x, o). Shen [35, Lemma 3.2.3] yields
F (∇r+) = F ∗(dr+) = 1, F (∇(−r−)) = F ∗(−dr−) = 1,
a.e. on M . If F is reversible, both r±(x) are denoted by r(x).
A smooth curve t 7→ γ(t) in M is called a (constant speed) geodesic if it satisfies
d2γi
dt2
+ 2Gi
(
dγ
dt
)
= 0,
where
Gi(y) :=
1
4
gil(y)
{
2
∂gjl
∂xk
(y)− ∂gjk
∂xl
(y)
}
yjyk (2.4)
is the geodesic coefficient. And we always use γy(t) to denote the geodesic with γ˙y(0) = y.
The Finsler manifold (M,F ) is forward complete if every geodesic t 7→ γ(t), 0 ≤ t < 1, can be extended
to a geodesic defined on 0 ≤ t < ∞; similarly, (M,F ) is backward complete if every geodesic t 7→ γ(t),
0 < t ≤ 1, can be extended to a geodesic defined on −∞ < t ≤ 1. If (M,F ) is both forward complete and
backward complete, we say (M,F ) is complete for short.
The cut value iy of y ∈ SxM is defined by
iy := sup{t : the geodesic γy|[0,t] is globally minimizing}.
The injectivity radius at x is defined as ix := infy∈SxM iy. According to Bao et al. [5] and Yuan et
al. [43, Proposition 3.2], if (M,F ) is either forward or backward complete, then ix > 0 for any point
x ∈M . The cut locus of x is defined as
Cutx := {γy(iy) : y ∈ SxM with iy <∞} .
In particular, Cutx is closed and has null measure.
2.1.2. Measures and curvatures. A triple (M,F, dm) is called a FMMM, (i.e., Finsler metric measure
manifold) if (M,F ) is a Finsler manifold endowed with a smooth measure dm. In the sequel, the function
x 7→ σ(x) denotes the density function of dm in a local coordinate system (xi), i.e.,
dm =: σ(x)dx1 ∧ · · · ∧ dxn. (2.5)
The divergence of a vector filed X is defined as
div(X) dm := d (Xcdm) .
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If M is compact and oriented, we have the divergence theorem∫
M
div(X)dm =
∫
∂M
gn(n, X) dA, (2.6)
where dA = ncdm, and n is the unit outward normal vector field on ∂M , i.e., F (n) = 1 and gn(n, Y ) = 0
for any Y ∈ T (∂M).
Given a C2-function f , set U = {x ∈M : df |x 6= 0}. The Laplacian of f is defined on U by
∆f := div(∇f) = 1
σ(x)
∂
∂xi
(
σ(x)g∗ij(df |x) ∂f
∂xj
)
,
where σ(x) is defined by (2.5) and (g∗ij) is the fundamental tensor of F ∗. As in Ohta et al. [27], we define
the distributional Laplacian of u ∈W 1,2loc (M) in the weak sense by∫
M
v∆udm = −
∫
M
〈∇u, dv〉dm for all v ∈ C∞0 (M),
where 〈∇u, dv〉 := dv(∇u) at x ∈M denotes the canonical pairing between TxM and T ∗xM.
By (2.5), the distortion τ and the S-curvature S of (M,F, dm) are defined as
τ(y) := log
√
det gij(x, y)
σ(x)
, S(y) :=
d
dt
∣∣∣∣
t=0
[τ(γ˙y(t))], for y ∈ TxM\{0},
where σ(x) is defined by (2.5) and γy(t) is a geodesic with γ˙y(0) = y.
Given a point o ∈ M , we say S+o ≥ 0 (resp., S+o ≤ 0) if the S-curvature is nonnegative (resp., non-
positive) along every minimal geodesic from o. On the other hand, we say S−o ≥ 0 (resp., S−o ≤ 0) if the
S-curvature is nonnegative (resp., non-positive) along every minimal geodesic to o. In particular, if F is
reversible, then S+o ≥ 0 (resp., S+o ≤ 0) if and only if S−o ≤ 0 (resp., S−o ≥ 0).
The Riemannian curvature Ry of F is a family of linear transformations on tangent spaces. More
precisely, set Ry := R
i
k(y)
∂
∂xi
⊗ dxk, where
Rik(y) := 2
∂Gi
∂xk
− yj ∂
2Gi
∂xj∂yk
+ 2Gj
∂2Gi
∂yj∂yk
− ∂G
i
∂yj
∂Gj
∂yk
,
and Gi’s are the geodesic constants defined in (2.4).
Let P := Span{y, v} ⊂ TxM be a plane. The flag curvature is defined by
K(y, v) :=
gy (Ry(v), v)
gy(y, y)gy(v, v)− g2y(y, v)
.
The Ricci curvature at y 6= 0 is defined by Ric(y) := Rii(y)
F 2(y)
. According to Ohta et al. [27], given
y ∈ SM , the weighted Ricci curvature is defined by
RicN (y) =

Ric(y) + ddt
∣∣
t=0
S(γy(t))− S
2(y)
N−n , for N ∈ (n,∞),
lim
L↓n
RicL(y), for N = n,
Ric(y) + ddt
∣∣
t=0
S(γy(t)), for N =∞.
In particular, bounding Ricn from below makes sense only if S = 0.
If (M,F ) is either forward complete or backward complete, then there exists a polar coordinate system
around every point in M (cf. Yuan et al. [43, Proposition 3.2] and Zhao et al. [44, Section 3]). Fixing an
arbitrary point o ∈M , let (t, y) denote the polar coordinate system around o and write
dm =: σˆo(t, y)dt ∧ dνo(y), (2.7)
where t := r+ and dνo(y) is the Riemannian volume measure on SoM induced by F .
Since SoM is compact, the integral
∫
SoM
e−τ(y)dνo(y) is finite. Particularly, this integral is equal to
the volume of the standard (n− 1)-unit Euclidean sphere if dm is the Busemann-Hausdorff measure (cf.
Shen [33] or Zhao et al. [44]).
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For any fixed y ∈ SoM , we have
∆t =
∂
∂t
log(σˆo(t, y)), for 0 < t < iy.
In particular, Zhao et al. [44, Lemma 3.1] yields
lim
r→0+
σˆo(t, y)
tn−1
= e−τ(y). (2.8)
According to Zhao et al. [44, Theorem 4.3, Remark 5.3, Theorem 3.6], if Ric(∇t) ≥ −(n − 1)k2 and
S(∇t) ≥ −h2, then
σˆo(t, y) ≤ e−τ(y)+h2tsn−1−k2 (t), for any y ∈ SoM, 0 < t < iy. (2.9)
where s−k2(t) is the unique solution to the equation f ′′(t)− k2f(t) = 0 with f(0) = 0, f ′(0) = 1.
2.1.3. Reverse Finsler metric measure manifolds. Given a FMMM (M,F, dm), according to Ohta et al.
[27], the reverse of F is defined by
←−
F (x, y) := F (x,−y), which is also a Finsler metric. Clearly, (M,F ) is
forward (resp., backward) complete if and only if (M,
←−
F ) is backward (resp., forward) complete.
In this paper, (M,
←−
F , dm) is called the RFMMM (i.e., reverse Finsler metric measure manifold). Let
←−∗ denote the geometric quantity ∗ defined by ←−F . Then we have
←−r +(x) = r−(x), ←−r −(x) = r+(x), for any x ∈M ;
←−
K(y, v) = K(−y, v), ←−−Ric(y) = Ric(−y),←−S (y) = −S(−y), for any y, v ∈ TM\{0};
←−∇f = −∇(−f), ←−∆f = −∆(−f), for any f ∈ C2(M).
(2.10)
Remark 1. One can use the polar coordinates to describe of S±o . More precisely, let (t, y) be the polar
coordinate system around o in (M,F, dm). Thus, one has
S+o ≥ 0 (resp., ≤ 0)⇐⇒ S(∇t) ≥ 0 (resp., ≤ 0) for any y ∈ SoM, 0 < t < iy.
On the other hand, let (t, y) denote the polar coordinate system around o in (M,
←−
F , dm). Then
S−o ≥ 0 (resp., ≤ 0)⇐⇒
←−
S (
←−∇t) ≤ 0 (resp., ≥ 0) for any y ∈ ←−−−SoM, 0 < t <←−iy .
3. Hardy inequalities for distance functions
In this section, we study the Hardy inequalities concerned with distance functions and show Theo-
rem 1.2-Theorem 1.5. Our approach is mainly based on a generalization of the divergence theorem in
D’Ambrosio [12] together with the sharp volume comparison for arbitrary measures in Zhao et al. [44].
For simplicity of presentation, we introduce some notations, which are used throughout this paper.
Notations: (1) Let Ω be a domain (i.e., a connected open subset) in a forward complete Finsler manifold
(M,F ). We say that Ω is a natural domain if one of the following statements holds:
(i) Ω ⊂M is a proper domain with smooth non-empty boundary;
(ii) Ω = M if M is noncompact.
(2) Let Ω be a natural domain in a forward complete FMMM (M,F, dm). We say that a vector filed X
belongs to L1loc(TΩ) if
∫
K F (X)dm is finite for any compact set K ⊂ Ω. Given a vector filed X ∈ L1loc(TΩ)
and a nonnegative function fX ∈ L1loc(Ω), we say that fX ≤ divX in the weak sense if∫
Ω
ufXdm ≤ −
∫
Ω
〈X, du〉dm, ∀u ∈ C10 (Ω) with u ≥ 0,
where 〈X, du〉 := du(X).
(3) A quadruple (M,o, F, dm) is called a PFMMM (i.e., pointed Finsler metric measure manifold) if
(M,F, dm) is a Finsler metric measure manifold and o is a point in M . In such a space, r+ (resp., r−)
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is always defined as the distance from o (resp., to o), i.e., r+(x) = dF (o, x) (resp., r−(x) = dF (x, o)). In
particular, r± are denoted by r if F is reversible.
3.1. Main tools. In this subsection, we present the main tools. Inspired by D’Ambrosio [12], we first
establish a divergence theorem.
Theorem 3.1. Let Ω be a natural domain in a forward complete FMMM (M,F, dm). Let X ∈ L1loc(TΩ)
be a vector filed and let fX ∈ L1loc(Ω) be a nonnegative function. Given p > 1, suppose the following
conditions hold:
(i) fX ≤ divX in the weak sense; (ii) F p(X)/fp−1X ∈ L1loc(Ω).
Then we have
(1) pp
∫
Ω
F p(−X)
fp−1X
max{F ∗p(±du)}dm ≥
∫
Ω
|u|pfXdm, ∀u ∈ C∞0 (Ω),
(2) pp
∫
Ω
F p(X)
fp−1X
max{F ∗p(±du)}dm ≥
∫
Ω
|u|pfXdm, ∀u ∈ C∞0 (Ω).
Proof. Since the reversibility λF (K) is finite for any compact set K, Condition (ii) implies F
p(−X)/fp−1X ∈
L1loc(Ω). Now we show (1). It is easy to check F
∗(udu) ≤ |u|max{F ∗(±du)}, which together with the
assumption, (2.2) and the Ho¨lder inequality yields∫
Ω
|u|pfXdm≤−
∫
Ω
〈X, d(u2)p/2〉dm =
∫
Ω
p|u|p−2〈−X,udu〉dm
≤p
∫
Ω
|u|p−2F (−X)F ∗(udu)dm ≤ p
∫
Ω
|u|p−1F (−X) max{F ∗(±du)}dm
≤p
(∫
Ω
|u|pfXdm
) p−1
p
(∫
Ω
F (−X)p
fp−1X
max{F ∗p(±du)}dm
) 1
p
.
Hence, (1) follows. In order to prove (2), note 〈−X,udu〉 ≤ F (X)F ∗(−udu) ≤ |u|F (X) max{F ∗(±du)}.
Then the rest of the proof is the same as above. 
The following result also plays an important role in establishing the Hardy inequalities.
Lemma 3.2. Let (M,o, F, dm) be an n-dimensional forward or backward complete PFMMM. Let r denote
either r+ or r− and set Bo(s) := {x ∈M : r(x) < s}. Then
(1) For any k ∈ (−∞, n), we have
lim
→0+
∫
Bo()\{o}
r−kdm = 0.
(2) For any R > 0, we have
lim
→0+
∫
Bo(R)\Bo()
r−ndm = +∞.
Proof. (i) Suppose r = r+. Let (t, y) be the polar coordinate system around o. In view of (2.8), there
exists an 0 ∈ (0, io) such that for any t ∈ (0, 0),
1
2
e−τ(y)tn−1 ≤ σˆo(t, y) ≤ 2e−τ(y)tn−1, ∀ y ∈ SoM.
Therefore, if k ∈ (−∞, n), (2.7) together with the inequality above furnishes∫
B+o ()\{o}
r−k+ dm =
∫
SoM
dνo(y)
∫ 
0
t−kσˆo(t, y)dt ≤ 2
n−k
n− k
∫
SoM
e−τ(y)dνo(y)→ 0, as → 0+.
Similarly, we obtain∫
B+o (R)\B+o ()
r−n+ dm ≥
1
2
ln
(
min{R, io}

)∫
SoM
e−τ(y)dνo(y)→ +∞, as → 0+.
10 WEI ZHAO
(ii) Suppose r = r−. In this case, we consider the RFMMM (M,
←−
F , dm). Thus, the above results hold
for ←−r+(x) := d←−F (o, x). The assertions then follow from r−(x) =←−r+(x). 
Definition 3.3. Let Ω ⊂M be a natural domain in a FMMM (M,F, dm). Given p > 1, for an arbitrary
function f ∈ C∞(Ω), the p-Laplacian of f is defined as
∆pf := div
(
F p−2(∇f)∇f) on U := {x ∈M : df |x 6= 0}.
Given c ∈ R, we say that a function ρ(x) ∈W 1,ploc (Ω) satisfies −c∆pρ ≥ 0 in the weak sense if
c
∫
Ω
F p−2(∇ρ)〈∇ρ, du〉dm ≥ 0, ∀u ∈ C10 (Ω) with u ≥ 0.
Lemma 3.4. Let (M,o, F, dm) be a forward complete PFMMM and let Ω ⊂M be a natural domain.
(i) Suppose that α > 0 and β ∈ R satisfy the following conditions:
(1) r
(α−1)(p−1)
+ , r
β
+, r
β+p
+ ∈ L1loc(Ω);
(2) −c∆p(rα+) ≥ 0 in the weak sense, where c = α[(α− 1)(p− 1)− β − 1].
Then we have ∫
Ω
rβ+p+ max{F ∗p(±du)}dm ≥ (ϑα,β,p)p
∫
Ω
rβ+|u|pdm, ∀u ∈ C∞0 (Ω), (3.1)
where
ϑα,β,p :=
|(α− 1)(p− 1)− β − 1|
p
.
(ii) Suppose that α > 0 and β ∈ R satisfy the following conditions:
(1’) r
(−α−1)(p−1)
− , r
β
−, r
β+p
− ∈ L1loc(Ω);
(2’) −c∆p(r−α− ) ≥ 0 in the weak sense, where c = α[(α+ 1)(p− 1) + β + 1].
Then we have ∫
Ω
rβ+p− max{F ∗p(±du)}dm ≥ (ϑ−α,β,p)p
∫
Ω
rβ−|u|pdm, ∀u ∈ C∞0 (Ω), (3.2)
where
ϑ−α,β,p :=
|(α+ 1)(p− 1) + β + 1|
p
.
Proof. (i) Provided that −∆p(rα+) ≥ 0 and c > 0, we set
X := −αrβ+1+ ∇r+, fX := crβ+.
Clearly, fX ∈ L1loc(Ω). The Ho¨lder inequality together with Condition (1) implies rβ+1+ ∈ L1loc(Ω) and
hence, X ∈ L1loc(TΩ). Moreover, F p(X)/fp−1X ∈ L1loc(Ω) because rβ+p+ ∈ L1loc(Ω).
Given  > 0 and u ∈ C10 (Ω) with u ≥ 0, set r :=  + r+ and v := r
− c
a
 u. Since −∆p(rα+) ≥ 0 and
r
(α−1)(p−1)
+ ∈ L1loc(Ω), we have
∫
Ω〈F p−2(∇rα+)∇rα+, dv〉dm ≥ 0, that is,
cαp−2
∫
Ω
r
(α−1)(p−1)
+ ur
− c
a
−1
 dm ≤ αp−1
∫
Ω
r
(α−1)(p−1)
+ r
− c
a
 〈∇r+, du〉dm. (3.3)
Since r
(α−1)(p−1)
+ r
− c
a
−1
 ≤ rβ+ ∈ L1loc(Ω) and r(α−1)(p−1)+ r
− c
a
 ≤ rβ+1+ ∈ L1loc(Ω), the Lebesgue’s dominated
convergence theorem together with (3.3) yields∫
Ω
crβ+udm ≤
∫
Ω
αrβ+1+ 〈∇r+, du〉dm,
that is, fX ≤ divX in the weak sense. Now (3.1) follows from Theorem 3.1 (1).
In the case when −∆p(rα+) ≤ 0 and c < 0, set X := αrβ+1+ ∇r+, fX := −crβ+ and v := r−c/α+ u. Then
(3.1) follows from a similar argument and Theorem 3.1 (2).
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(ii) In order to show (3.2), one set
X := −αrβ+1∇(−r−), fX := crβ−, v := r
c
a−u, if c > 0 and −∆p(r−α− ) ≥ 0,
X := αrβ+1∇(−r−), fX := −crβ−, v := (r− + )
c
au, if c < 0 and −∆p(r−α− ) ≤ 0.
Then the proof follows in a similar manner and hence, we omit it. 
We introduce the following space to investigate the sharpness of constants of Hardy inequalities.
Definition 3.5. Let (M, o, F, dm) be an n-dimensional complete reversible PFMMM and let Ω ⊂ M be
a natural domain. Given p > 1 and β ∈ R, suppose o /∈ Ω if β ≤ −n. Denote by D1,p(Ω, rβ+p) the closure
of C∞0 (Ω) with respect to the norm
‖u‖D :=
(∫
Ω
rβ|u|pdm +
∫
Ω
rp+βF ∗p(du)dm
) 1
p
, (3.4)
where r(x) := dF (o, x).
Lemma 3.2 implies that both ‖ · ‖D and D1,p(Ω, rβ+p) are well-defined. The following lemma provides
the extremal functions for some Hardy inequalities.
Lemma 3.6. Let (M,o, F, dm) be a complete reversible PFMMM with S+o ≥ 0 and either Ric ≥ 0 or
Ric∞ ≥ 0. Suppose that p, β ∈ R and Ω satisfy one of the following conditions:
(1) β > −n, p > 1 and Ω := M is noncompact; (2) β < −n, p > max{1,−n− β} and Ω := M\{o}.
For any δ ∈ (0, 1) and any s ∈ (0,min{1, io/2}), set c(δ) := |n+ β|/p+ δ/p and
v(x) :=

(
r(x)
s
)c(δ)
, if x ∈ Bo(s),
(
r(x)
s
)−c(δ/2)
, if x ∈M \Bo(s).
Thus, v ∈ D1,p(Ω, rp+β). In particular,
cp(δ)
∫
Ω
rβ|v|pdm >
∫
Ω
rβ+pF ∗p(dv)dm. (3.5)
Proof. For any  ∈ (0, 1), set v := max{v − , 0}. Lemma A.1 in Appendix A implies v ∈ D1,p(Ω, rp+β).
Let (t, y) be the polar coordinate system around o. The curvature assumption together with (2.9) and
Lemma A.2 implies
σˆo(t, y) ≤ e−τ(y)tn−1, for any y ∈ SoM, 0 < t < iy. (3.6)
Firstly, we show that ‖v‖D is finite. In fact, since pc(δ) + β + n > 0 and pc(δ) − (β + n) > 0, (2.7)
together with (3.6) furnishes∫
M
rβ|v|pdm =
∫
Bo(s)
(r
s
)pc(δ)
rβdm +
∫
M\Bo(s)
(r
s
)−pc(δ/2)
rβdm
≤sβ+n
∫
SoM
e−τ(y)dνo(y)
[
1
pc(δ) + β + n
+
1
pc(δ/2)− (β + n)
]
< +∞. (3.7)
On the other hand, a direct calculation together with (3.7) yields∫
M
F ∗p(dv)rp+βdm =
∫
Bo(s)
F ∗p(dv)rp+βdm +
∫
M\Bo(s)
F ∗p(dv)rp+βdm
=cp(δ)
∫
Bo(s)
rβ|v|pdm + cp(δ/2)
∫
M\Bo(s)
rβ|v|pdm < +∞. (3.8)
Then the finiteness of ‖v‖D follows. Moreover, since cp(δ) > cp(δ/2) > 0, (3.5) follows from (3.8)
immediately.
12 WEI ZHAO
Secondly, we prove ‖v − v‖D → as  → 0+. Choose a small  ∈ (0, 1) such that io > s1/c(δ). Due to
the positivity of rβ+n−1, (3.6) yields∫
Bo(s−1/c(δ/2))\Bo(s1/c(δ))
prβdm ≤ p
∫
SoM
e−τ(y)dνo(y)
∫ min{iy ,s−1/c(δ/2)}
s1/c(δ)
rβ+n−1dr
≤ s
β+n
β + n
[

pc(δ/2)−(β+n)
c(δ/2) − 
pc(δ)+β+n
c(δ)
] ∫
SoM
e−τ(y)dνo(y)→ 0, as → 0+,
which together with ‖v‖D <∞ implies
‖v − v‖pD =
∫
Bo(s1/c(δ))
+
∫
M\Bo(s−1/c(δ/2))
|v|prβdm +
∫
Bo(s−1/c(δ/2))\Bo(s1/c(δ))
prβdm
+
∫
Bo(s1/c(δ))
+
∫
M\Bo(s−1/c(δ/2))
F ∗p(dv)rp+βdm→ 0, as → 0+.
Now v ∈ D1,p(Ω, rβ+p) follows from v ∈ D1,p(Ω, rp+β). 
3.2. Finsler manifolds with non-positive flag curvature. In this subsection, we study the Hardy
inequalities on FMMMs with non-positive flag curvature. To begin with, we review the Laplacian com-
parison theorems concerned with the flag curvature.
Lemma 3.7 (cf. [35,40]). Let (M,o, F, dm) be an n-dimensional forward complete PFMMM with K ≤ 0.
Then the following inequalities hold a.e. on M :
∆r+ ≥ n−1r+ , if S+o ≤ 0,
−∆(−r−) ≥ n−1r− , if S−o ≥ 0.
(3.9)
Sketch of the proof. A standard argument (see Shen [35] or Wu and Xin [40]) furnishes ∆r+ ≥ n−1r+ . In
order to show −∆(−r−) ≥ n−1r− , consider the RFMMM (M,
←−
F , dm). Thus, (2.10) together with Remark
1 yields
←−
K ≤ 0,←−S +o ≤ 0 and therefore, the same argument implies
←−
∆(←−r+) ≥ n−1←−r+ . We conclude the proof
by
←−
∆(←−r+) = −∆(−r−) and ←−r+ = r−. 
Theorem 3.8. Let (M, o, F, dm) be an n-dimensional forward complete PFMMM with K ≤ 0 and S−o ≥ 0.
Let Ω be a natural domain with o ∈ Ω. Given p, β ∈ R with p ∈ (1, n) and β > −n, we have∫
Ω
rβ+p− max{F ∗p(±du)}dm ≥
(
n+ β
p
)p ∫
Ω
rβ−|u|pdm, ∀u ∈ C∞0 (Ω), (3.10)
In particular, the constant
(
n+β
p
)p
is sharp if λF (Ω) = 1.
Proof. Let α = (n− p)/(p− 1) and c = α[(α+ 1)(p− 1) + β + 1] > 0. A direct calculation together with
(3.9) yields
−c∆p(r−α− ) = cαp−1r−(α+1)(p−1)−1− [−(α+ 1)(p− 1) + r−(−∆(−r−))] ≥ 0.
And Lemma 3.2 yields r
(−α−1)(p−1)
− , r
β
−, r
β+p
− ∈ L1loc(Ω). Thus, Lemma 3.4 (ii) furnishes (3.10) immediately.
In the sequel, we show that the constant ϑp := ((n+ β)/p)p is sharp if F |Ω is reversible. Set
Cβ,p(Ω) := inf
u∈C∞0 (Ω)\{0}
∫
Ω r
β+pF ∗p(du)dm∫
Ω r
β|u|pdm .
Thus, (3.10) furnishes Cβ,p(Ω) ≥ ϑp. On the other hand, choose R ∈ (0, io) such that Bo(R) ⊂⊂ Ω. For
any  ∈ (0, R/4), define u(x) := max{, r(x)}−ϑ and choose a cut-off function φ ∈ C∞0 (Ω) such that
φ =
 1, x ∈ Bo(R/2),
0, x /∈ Bo(R).
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Set v := φu. Lemma A.1 implies v ∈ D1,p(Ω, rβ+p). And a direct calculation yields∫
Ω
rβ+pF ∗p(dv)dm = ϑp
∫
Bo(R/2)\Bo()
r−ndm +
∫
Bo(R)\Bo(R/2)
rβ+pF ∗p(d(φr−ϑ))dm.
On the other hand, Lemma 3.2 implies∫
Ω
rβ|v|pdm ≥
∫
Bo(R/2)\Bo()
rβ|v|pdm =
∫
Bo(R/2)\Bo()
r−ndm→ +∞, as → 0+.
Therefore, the above inequalities furnish
Cβ,p(Ω) ≤
∫
Ω r
β+pF ∗p(dv)dm∫
Ω r
β|v|pdm → ϑ
p, as → 0+,
which concludes the proof. 
Remark 2. Let (M,F, dm) be an n-dimensional forward complete FMMM with K ≤ 0 and S ≥ 0 and
let Ω be a natural domain. The same argument as above shows that (3.10) remains valid even if o /∈ Ω.
Proof of Theorem 1.1. Theorem 1.1 is a direct consequence of Theorem 3.8. 
Recently, the Lp-Hardy inequalities on a reversible Minkowski space endowed with the Lebesgue mea-
sure have been investigated in Mercaldo, Sano and Takahshi [25] by different methods. The following
example follows from [25, Theorem 1.1, (2.2), Theorem 6.4], which can also be deduced from Theorem
3.8 and Remark 2.
Example 3. Let (Rn, F, dx) be an n-dimensional reversible Minkowski space endowed with the Lebesgue
measure. Let Ω be a domain in Rn and let r(x) := dF (0, x) = F (x). For 1 < p < n, one has(
n− p
p
)p ∫
Ω
|u(x)|p
rp(x)
dx ≤
∫
Ω
F p(∇u)dx, ∀u ∈ C∞0 (Ω).
Moreover, if 0 ∈ Ω, then
(
n−p
p
)p
is sharp (but not attained).
Theorem 3.9. Let (M,o, F, dm) be an n-dimensional forward complete PFMMM with K ≤ 0 and S+o ≤ 0.
Given any p, β ∈ R with p > n > −β, we have∫
M
rβ+p+ max{F ∗p(±du)}dm ≥
(
n+ β
p
)p ∫
M
rβ+|u|pdm, ∀u ∈ C∞0 (M). (3.11)
In particular, the constant
(
n+β
p
)p
is sharp if λF = 1, io = +∞, K = 0 and S+o = 0.
Proof. Let α := (p−n)/(p− 1) and c := α[(α− 1)(p− 1)− β− 1] < 0. A direct calculation together with
(3.9) yields
−c∆p(rα+) = −cαp−1r(α−1)(p−1)−1+ [(α− 1)(p− 1) + r+∆r+] ≥ 0.
And Lemma 3.2 implies r
(α−1)(p−1)
+ , r
β, rβ+p ∈ L1loc(M). Then (3.11) follows from Lemma 3.4 (i) directly.
It remains to show that ϑp := ((n+ β)/p)p is sharp if λF = 1, io = +∞, K = 0 and S+o = 0. Note that
M is noncompact in this case. Now set
Cβ,p(M) := inf
u∈C∞0 (M)\{0}
∫
M r
β+pF ∗p(du)dm∫
M r
β|u|pdm .
Thus, (3.11) implies Cβ,p(M) ≥ ϑp. On the other hand, due to Ric = 0, Lemma 3.6 furnishes
Cβ,p(M) ≤
∫
M r
β+pF ∗p(dv)dm∫
M r
β|v|pdm < c
p(δ)→ ϑp, as δ → 0+,
where v is defined as in Lemma 3.6. This concludes the proof. 
Proof of Theorem 1.2. Since the injectivity radius of every point in a Cartan-Hadamard manifold is infi-
nite (cf. Bao et al. [5]), Theorem 1.2 follows from Theorem 3.9 immediately. 
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A reversible Minkowski space is a linear space equipped with a reversible Minkowski norm. According
to Bao et al. [5] and Shen [34,35], every reversible Minkowski space endowed with the Lebesgue measure
is a Cartan-Hadamard measure manifold with λF = 1, K = 0 and S = 0. Hence, the inequality (3.11) is
optimal on such spaces. There are various reversible Minkowski norms on Rn. Now we recall two types
of them.
Example 4. 1. (α, β)-metrics on Rn. See Chern and Shen [9]. Let φ(s) be an arbitrary C∞ even function
on some symmetric open interval I = (−b0, b0) with
φ(s) > 0, (φ(s)− sφ′(s)) + (b2 − s2)φ′′(s) > 0,
where s and b are arbitrary numbers with |s| < b < b0. Then for any constant 1-form β(y) = biyi on Rn
with ‖β‖ < b0, the following metric
F (y) := ‖y‖φ
(
β(y)
‖y‖
)
, ∀ y ∈ TRn,
is a reversible Minkowski norm on Rn, where ‖ · ‖ denotes the Euclidean norm.
2. Fourth Root metrics on Rn. See Li and Shen [22]. Let A(y) := aijklyiyjykyl. Suppose (2AAij−AiAj)
is positive definite, where Ai :=
∂A
∂yi
and Aij :=
∂2A
∂yi∂yj
. Then F (y) := A
1
4 is a reversible Minkowski norm
on Rn.
Given a forward complete Finsler manifold (M,F ), the topology induced by backward balls is the
same as the original one (cf. Bao et al. [5, p.155]). Denote by
←−
io (resp., io ) the injectivity radius of o
with respect to (M,
←−
F ) (resp., (M,F )). A standard argument shows both
←−
io , io are positive (see Bao et
al. [5, Theorem 6.3.1] and Yuan et al. [43, Proposition 3.2] for example). However,
←−
io may not coincide
with io if λF 6= 1. For instance, for the Funk manifold in Example 1, i0 = +∞ while ←−i0 = log 2. Now we
have the following result.
Theorem 3.10. Let (M, o, F, dm) be an n-dimensional forward complete PFMMM with K ≤ 0 and
S−o ≥ 0. For any R, p, β ∈ R with R ∈ (0,
←−
io ), p ∈ (1, n] and β < −1, we have∫
B−o (R)
[
log
(
R
r−
)]p+β
max{F ∗p(±du)}dm ≥
( |β + 1|
p
)p ∫
B−o (R)
[
log
(
R
r−
)]β |u|p
rp−
dm, (3.12)
for any u ∈ C∞0 (B−o (R)). In particular, the constant
( |β+1|
p
)p
is sharp if λF (B
−
o (R)) = 1.
Proof. The proof is divided into three steps.
Step 1. Let ρ := log
(
R
r−
)
. Obviously, ρβ can be viewed as a continuous function on B−o (R) by setting
ρβ(o) = 0. Now we claim
F (p−1)(∇ρ), ρβF p(∇ρ), ρβ+p, ρβ+1F p−1(∇ρ) ∈ L1loc(B−o (R)). (3.13)
(1) Since p ≤ n, Lemma 3.2 implies F (p−1)(∇ρ) = 1/rp−1− ∈ L1loc(B−o (R)).
(2) Let (t, y) be the polar coordinate system around o in the RFMMM (M,
←−
F , dm). Thus, t = r−(x).
According to (2.8), there exists an  ∈ (0,min{1, R/2}) such that for any y ∈ ←−−−SoM ,
0 <
←−ˆ
σo(t, y) < 2e
−←−τ (y)tn−1, 0 < t < . (3.14)
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Here, we use ←−∗ to denote the corresponding geometric quantity ∗ in (M,←−F ). Since n− 1− p ≥ −1 and
β < −1, (2.7) together with (2.10) and (3.14) yields∫
B−o ()
ρβF p(∇ρ)dm =
∫
←−−−−
B+o ()
ρβF p(∇ρ)dm =
∫
←−−−
SoM
d←−νo(y)
∫ 
0
[
log
(
R
t
)]β 1
tp
←−ˆ
σo(t, y)d t
≤2
∫
←−−−
SoM
e−
←−τ (y)d←−νo(y)
∫ 
0
[
log
(
R
t
)]β
tn−1−pd t
≤ 2|1 + β|
[
log
(
R

)]β+1 ∫
←−−−
SoM
e−
←−τ (y)d←−νo(y) < +∞, (3.15)
which implies ρβF p(∇ρ) ∈ L1loc(B−o (R)).
(3) Since β + p < n− 1, we choose a small  ∈ (0,min{1, R/2}) such that
(log s)β+p
sn−1
≤ 1, for s ∈ (R/,+∞).
A calculation similar to (3.15) then yields∫
B−o ()
ρβ+pdm ≤2
∫
←−−−
SoM
e−
←−τ (y)d←−νo(y)
∫ 
0
[
log
(
R
t
)]β+p
tn−1d t
≤2Rn−1
∫
←−−−
SoM
e−
←−τ (y)d←−νo(y) < +∞,
which implies ρβ+p ∈ L1loc(B−o (R)).
(4) The Ho¨lder inequality together with (2) and (3) furnishes ρβ+1F p−1(∇ρ) ∈ L1loc(B−o (R)).
Therefore, (3.13) follows as claimed.
Step 2. In this step, we prove (3.12). In order to do this, set X := −ρβ+1F p−2(∇ρ)∇ρ and fX :=
cρβF p(∇ρ), where c := −β−1 = |β+1| > 0. Then (3.13) indicates X ∈ L1loc(TB−o (R)), fX ∈ L1loc(B−o (R))
and F p(X)/fp−1X ∈ L1loc(B−o (R)).
If fX ≤ divX in the weak sense, then (3.12) would follow from Theorem 3.1 (1) immediately. Therefore,
it suffices to show that fX ≤ divX in the weak sense, i.e.,∫
B−o (R)
ρβ+1F p−2(∇ρ)〈∇ρ, du〉dm ≥ c
∫
B−o (R)
ρβF p(∇ρ)udm, ∀u ∈ C∞0 (B−o (R)) with u ≥ 0. (3.16)
We proceed as follows. Set v := ρ−cu. Thus, (3.13) together with (2.2) yields
〈F p−2(∇ρ)∇ρ, uρ−c−1dρ〉 = F p(∇ρ)ρβu ∈ L1(B−o (R)),∣∣〈F p−2(∇ρ)∇ρ, ρ−cdu〉∣∣ ≤ λF (supp(u)) ρβ+1F p−1(∇ρ)F ∗(du) ∈ L1(B−o (R)),
which imply
〈F p−2(∇ρ)∇ρ, dv〉 = −c〈F p−2(∇ρ)∇ρ, uρ−c−1dρ〉+ 〈F p−2(∇ρ)∇ρ, ρ−cdu〉 ∈ L1(B−o (R)). (3.17)
Choose a small δ ∈ (0, ), where  is defined as in (3.14). Thus, (3.17) furnishes
lim
δ→0+
∫
B−o (δ)
〈F p−2(∇ρ)∇ρ, dv〉dm = 0. (3.18)
On the other hand, (3.9) yields −∆pρ = r−p− [(1− p) + r−(−∆(−r−))] ≥ (n−p)rp− ≥ 0, which together with
(2.6) yields
0 ≤−
∫
B−o (R)\B−o (δ)
v∆pρdm = −
∫
B−o (R)\B−o (δ)
[
div
(
vF p−2(∇ρ)∇ρ)− 〈F p−2(∇ρ)∇ρ, dv〉] dm
=−
∫
∂B−o (δ)
gn−(n−, F
p−2(∇ρ)∇ρ)vdA+
∫
B−o (R)\B−o (δ)
〈F p−2(∇ρ)∇ρ, dv〉dm, (3.19)
where n− is the unit inward normal vector field on ∂B−o (δ) and dA is the induced measure on ∂B−o (δ).
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Let (t, y) be the polar coordinates as in Step 1. Thus, dA =
←−ˆ
σo(δ, y)d
←−νo(y). Since δ ∈ (0, ), (2.1)
together with (3.14) yields∣∣∣∣∣
∫
∂B−o (δ)
gn−(n−, F
p−2(∇ρ)∇ρ)vdA
∣∣∣∣∣ ≤ λF (∂B−o (δ))
∫
∂B−o (δ)
F p−1(∇ρ)ρ−cudA
≤2λF (∂B−o (δ))δn−p
[
log
(
R
δ
)]−c
max
∂B−o (δ)
u
∫
←−−−
SoM
e−
←−τ (y)d←−νo(y)→ 0, as δ → 0+. (3.20)
Now it follows from (3.18)-(3.20) that
∫
B−o (R)〈F p−2(∇ρ)∇ρ, dv〉dm ≥ 0, which together with (3.17) fur-
nishes (3.16).
Step 3. Now we show the constant ϑp :=
( |β+1|
p
)p
is sharp if λF (B
−
o (R)) = 1. In this case, r+(x) =
r−(x) =: r(x) for all x ∈ B−o (R) and hence, B+o (R) = B−o (R) =: Bo(R) and io ≥ R. Set
Cβ,p(Bo(R)) := inf
u∈C∞0 (Bo(R))\{0}
∫
Bo(R)
ρp+βF ∗p(du)dm∫
Bo(R)
ρβ |u|
p
rp dm
.
Thus, (3.12) implies Cβ,p(Bo(R)) ≥ ϑp. For the reverse inequality, set c(δ) := |β+1|+δp for δ ∈ (0, 1) and
define a function v on Bo(R) by
v(x) :=

(
ρ(x)
s
)−c(δ/2)
, if x ∈ Bo(R/2),
(
ρ(x)
s
)c(δ)
, if x ∈ Bo(R)\Bo(R/2),
where s := log 2 > 0.
By (3.12), we define D1,p(Bo(R), ρ
β+p) as the completion of C∞0 (Bo(R)) with respect to the norm
|u|D :=
(∫
Bo(R)
ρp+βF ∗p(du)dm
) 1
p
. If v ∈ D1,p(Bo(R), ρβ+p), then an easy calculation similar to (3.8)
would furnish
Cβ,p(Bo(R)) ≤
∫
Bo(R)
ρp+βF ∗p(dv)dm∫
Bo(R)
ρβ |u|
p
rp dm
< cp(δ)→ ϑp, as δ → 0+,
which would conclude the proof. Hence, it suffices to show v ∈ D1,p(Bo(R), ρβ+p).
In order to do this, we first prove |v|D < ∞. Let (t, y) be the polar coordinate system around o in
(M,F ). Since K ≤ 0 and Bo(R) is compact (cf. Bao et al. [5, Theorem 6.6.1]), Remark 1 together with
(2.10) and λF (Bo(R)) = 1 yields two constants k, h ∈ R with
−k2 ≤ Ric(∇t) ≤ 0, −h2 ≤ S(∇t) ≤ 0, ∀ y ∈ SoM, 0 ≤ t ≤ R,
which together with (2.9) yields
σˆo(t, y) ≤ e−τ(y)+h2tsn−1−k2 (t), ∀ y ∈ SoM, 0 < t < R ≤ io. (3.21)
Now we study
∫
Bo(R)
ρp+βF ∗p(dv)dm. Let  be defined as in (3.14). Since β + 1 < 0 and n− 1− p ≥ −1,
(2.7) together with (3.14) then yields∫
Bo()
ρp+βF ∗p(dv)dm ≤ 2c
p(δ/2)
s−c(δ/2)p
∫
SoM
e−τ(y)dνo(y)
∫ 
0
[
log
(
R
t
)]β−c(δ/2)p 1
t
dt < +∞. (3.22)
On the other hand, (2.7) together with (3.21) implies∫
Bo(R)\Bo(R/2)
ρp+βF ∗p(dv)dm ≤
(
2c(δ)
Rsc(δ)
)p ∫
SoM
e−τ(y)dνo(y)
∫ R
R/2
[
log
(
R
t
)]−1+δ
sn−1−k2 (t)e
h2tdt
≤(2c(δ))
peh
2Rsn−1−k2 (R)
Rp−1sc(δp)
∫
SoM
e−τ(y)dνo(y)
∫ R
R/2
[
log
(
R
t
)]−1+δ dt
t
< +∞,
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which together with (3.22) indicates
∫
Bo(R)
ρp+βF ∗p(dv)dm <∞, i.e., |v|D <∞.
Now set v := max{v − , 0}. By the finiteness of |v|D, one can easily check |v − v|D → 0 as  → 0+.
On the other hand, a similar argument as in the proof of Lemma A.1 yields v ∈ D1,p(Bo(R), ρβ+p).
Therefore, v ∈ D1,p(Bo(R), ρβ+p). 
Proof of Theorem 1.3. For a reversible Cartan-Hadamard manifold,
←−
io = io = +∞. Thus, Theorem 1.3
follows from Theorem 3.10 directly. 
3.3. Finsler manifolds with nonnegative Ricci curvature. In this subsection, we consider the Hardy
inequalities on FMMMs with nonnegative (weighted) Ricci curvature. We begin by recalling the Laplacian
comparison theorems concerned with the (weighted) Ricci curvature.
Lemma 3.11 (cf. [27, 35,40,42]). Let (M,o, F, dm) be an n-dimensional forward complete PFMMM.
(i) If RicN ≥ 0, N ∈ [n,+∞), then ∆r+ ≤ N−1r+ and −∆(−r−) ≤ N−1r− hold a.e. on M .
(ii) Suppose either Ric∞ ≥ 0 or Ric ≥ 0. Then the following inequalities hold a.e. on M :
∆r+ ≤ n−1r+ , if S+o ≥ 0,
−∆(−r−) ≤ n−1r− , if S−o ≤ 0.
Sketch of the proof. First we consider the case of r+. Then (i) is Ohta and Sturm [27, Theorem 5.2]
while (ii) follows from the standard Laplacian comparison theorem (cf. Shen [35] or Wu and Xin [40])
and Lemma A.2 (also see Yin [42, Theorem A]). And an argument based on the RFMMM furnishes the
results in the case of r−. 
Now we show Theorem 1.4.
Proof of Theorem 1.4. (1) Clearly, Ω := M\{o} is an natural domain. Let α = (p − N)/(p − 1) and
c := α[(α− 1)(p− 1)− β − 1] ≥ 0. A direct calculation together with Lemma 3.11 (i) furnishes
−c∆p(rα+) = −cαp−1r(α−1)(p−1)−1+ [(α− 1)(p− 1) + r+∆r+] ≥ 0.
Thus, Lemma 3.4 (i) yields (1.4) immediately. In the sequel, we show ϑp :=
( |n+β|
p
)p
is sharp if λF = 1,
N = n and p+ β > −n. In this case, RicN ≥ 0 means Ric = Ricn ≥ 0 and S = 0. Then the sharpness
follows from the same argument as in the proof of Theorem 3.9.
(2) Let α = (N − p)/(p− 1) and c = α[(α+ 1)(p− 1) + β + 1] < 0. A direct calculation together with
Lemma 3.4 (ii) yields
−c∆p(r−α− ) = cαp−1r−(α+1)(p−1)−1− [−(α+ 1)(p− 1) + r−(−∆(−r−))] ≥ 0.
The rest proof is the same as (1) and hence, we omit it. 
A similar argument also furnishes the Ric∞/Ric version of Theorem 1.4. We omit the proof.
Theorem 3.12. Let (M,o, F, dm) be an n-dimensional forward complete PFMMM with either Ric∞ ≥ 0
or Ric ≥ 0.
(1) Suppose S+o ≥ 0. Given p, β ∈ R with p > n and β < −n, for any u ∈ C∞0 (M \ {o}), we have∫
M\{o}
rβ+p+ max{F ∗p(±du)}dm ≥
( |n+ β|
p
)p ∫
M\{o}
rβ+|u|pdm.
(2) Suppose S−o ≤ 0. Given p, β ∈ R with 1 < p < n and β < −n, for any u ∈ C∞0 (M \ {o}), we have∫
M\{o}
rβ+p− max{F ∗p(±du)}dm ≥
( |n+ β|
p
)p ∫
M\{o}
rβ−|u|pdm.
In particular, the constants in (1) and (2) are sharp if λF = 1 and p+ β > −n.
In the sequel, we present two applications of Theorem 3.12.
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Definition 3.13. Let (M,F, dm) be an n-dimensional closed reversible FMMM. Given o ∈M , set r(x) :=
dF (o, x). Let Ω be either M or M\{o}. Given p ∈ (1,+∞) and β < −n with p + β > −n, define
W 1,p(Ω, rβ+p) as the completion of C∞0 (Ω) under the norm
‖u‖p,β :=
(∫
Ω
|u|prp+βdm +
∫
Ω
F ∗p(du)rp+βdm
) 1
p
.
By the compactness of M , one can easily verify D1,p(M\{o}, rp+β) ⊂ W 1,p(M\{o}, rp+β), where
D1,p(M\{o}, rp+β) is defined in Definition 3.5. Moreover, Theorem 3.12 yields the following result.
Theorem 3.14. Let (M, o, F, dm) be an n-dimensional closed reversible PFMMM with S+o ≥ 0 and either
Ric∞ ≥ 0 or Ric ≥ 0. Then for any p ∈ (1, n) ∪ (n,+∞) and β < −n with p+ β > −n, we have
D1,p(M\{o}, rp+β) = W 1,p(M\{o}, rp+β).
Proof. It is enough to show W 1,p(M\{o}, rp+β) ⊂ D1,p(M\{o}, rp+β). For any u ∈ W 1,p(M\{o}, rp+β),
there exists a sequence uj ∈ C∞0 (M\{o}) converging to u under ‖ · ‖p,β. Thus, for any  > 0, there exists
N > 0 such that for any j > N , ‖uj − u‖p,β <
( |n+β|
p
)
. And Lemma B.1 in Appendix B implies that uj
also converges to u pointwise a.e.. Now for i > N , Fatou’s lemma together with Theorem 3.12 yields(∫
M\{o}
|ui − u|prβdm
) 1
p
=
(∫
M\{o}
lim inf
j→+∞
|ui − uj |prβdm
) 1
p
≤ lim inf
j→+∞
(∫
M\{o}
|ui − uj |prβdm
) 1
p
≤
( |n+ β|
p
)−1
lim inf
j→+∞
(∫
M
rβ+pF ∗p(dui − duj)dm
) 1
p
≤
( |n+ β|
p
)−1
lim inf
j→+∞
‖ui − uj‖p,β
≤
( |n+ β|
p
)−1
lim inf
j→+∞
(‖ui − u‖p,β + ‖uj − u‖p,β) ≤ ,
which together with ‖ui − u‖p,β → 0 implies ‖ui − u‖D → 0 and hence, u ∈ D1,p(M\{o}, rr+β). 
By the zero extension, W 1,p(M\{o}, rβ+p) can be viewed as a subset of W 1,p(M, rβ+p). On the other
hand, we have the following result, whose proof is postponed until Appendix B.
Proposition 3.15. Let (M,F, dm), r, p and β be as in Definition 3.13. If u ∈ W 1,p(M, rβ+p) ∩ C(M)
with u(o) = 0, then u|M\{o} ∈W 1,p(M\{o}, rβ+p).
The second application of Theorem 3.12 is as follows.
Theorem 3.16. Let (M,o, F, dm) be an n-dimensional closed reversible PFMMM with Ric∞ ≥ 0 and
S+o ≥ 0. Thus, for any p ∈ (1, n) ∪ (n,∞) and β < −n with p+ β > −n, we have∫
M
rβ+pF ∗(du)pdm ≥
( |n+ β|
p
)p ∫
M
rβ|u|pdm, ∀u ∈ C∞(M,o), (3.23)
where C∞(M,o) := {u ∈ C∞(M) : u(o) = 0}. In particular,
( |n+β|
p
)p
is sharp with respect to C∞(M,o).
Proof. Given u ∈ C∞(M,o), Proposition 3.15 together with Theorem 3.14 implies that u|M\{o} belongs
to D1,p(M\{o}, rp+β). Hence, there is a sequence uj ∈ C∞0 (M\{o}) with ‖uj − u|M\{o}‖D → 0, which
together with Theorem 3.12 furnishes (3.23).
For the sharpness of the constant, let v ∈ D1,p(M\{o}, rp+β) be defined as in Lemma 3.6. Thus, there
exist a sequence vj ⊂ C∞0 (M\{o}) with ‖vj − v‖D → 0. By the zero extension, vj can be viewed as a
function in C∞(M, o). Due to this fact, the rest proof is the same as the one of Theorem 3.9. 
Remark 3. Theorem 3.16 indicates what kind of function the Hardy inequality remains valid for on a
closed manifold. And Theorem 3.16 factually holds for any u ∈W 1,p(M, rp+β) ∩ C(M) with u(o) = 0.
Proof of Theorem 1.5. According to Example 2, the assumption implies Ric∞ ≥ 0 and S+o ≥ 0. Thus,
Theorem 1.5 follows from Theorem 3.16 directly. 
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4. Hardy inequality for p-sub/superharmonic functions
4.1. A weighted Hardy inequality. In the section, we study the Hardy inequalities for p-sub/superharmonic
functions in the Finsler setting. Inspired by D’Ambrosio and Dipierro [13], we have the following result.
Theorem 4.1. Let (M,F, dm) be a forward complete FMMM and let Ω be a natural domain in M . Given
p > 1 and α ∈ R, let ρ ∈W 1,ploc (Ω) be a nonnegative function satisfying the following conditions:
(1) −(p− 1− α)∆pρ ≥ 0 in the weak sense;
(2) Additionally suppose F
p(∇ρ)
ρp−α , ρ
α ∈ L1loc(Ω) if α > p.
Then we have the following weighted Hardy inequality∫
Ω
ρα max{F ∗p(±du)}dm ≥
( |p− 1− α|
p
)p ∫
Ω
F p(∇ρ)
ρp−α
|u|pdm, ∀u ∈ C∞0 (Ω). (4.1)
Proof. If p − α − 1 = 0, (4.1) is trivial. So we assume p − α − 1 6= 0 in the sequel. Given ε ∈ (0, 1), set
ρε := ρ+ ε and
X := −(p− 1− α)F
p−2(∇ρε)∇ρε
ρp−1−αε
, fX := (p− 1− α)2F
p(∇ρε)
ρp−αε
.
The proof is divided into two steps.
Step 1. In this step, we show that (4.1) holds if fX ≤ divX in the weak sense.
In fact, if p− 1− α > 0 (resp., p− 1− α < 0), Theorem 3.1 (1) (resp., (2)) yields( |p− 1− α|
p
)p ∫
Ω
F p(∇ρε)
ρp−αε
|u|pdm ≤
∫
Ω
ραε max{F ∗p(±du)}dm. (4.2)
We point out that (4.2) implies (4.1).
Case 1. Suppose α ≥ 0. Since F p(∇ρε)
ρp−αε
|u|p ∈ L1(Ω) and
ραε max{F ∗p(±du)} ≤ (ρ+ 1)α max{F ∗p(±du)} ∈ L1(Ω),
(4.2) together with Fatou’s lemma and Lebesgue’s dominated convergence theorem yields (4.1). That is,( |p− 1− α|
p
)p ∫
Ω
|u|pF
p(∇ρ)
ρp−α
dm =
( |p− 1− α|
p
)p ∫
Ω
lim inf
ε→0+
(
|u|pF
p(∇ρε)
ρp−αε
)
dm
≤lim inf
ε→0+
( |p− 1− α|
p
)p ∫
Ω
(
|u|pF
p(∇ρε)
ρp−αε
)
dm ≤ lim inf
ε→0+
∫
Ω
ραε max{F ∗(±du)}dm
=
∫
Ω
ρα max{F ∗p(±du)}dm.
Case 2. Suppose α < 0. In this case, ραε max{F ∗p(±du)} ∈ L1(Ω) and
ραε2 max{F ∗p(±du)} ≤ ραε1 max{F ∗p(±du)}, if ε1 ≤ ε2.
Now (4.2) together with Fatou’s lemma and Lebesgue’s monotone convergence Theorem yields (4.1).
Step 2. From Step 1, it remains to show that fX ≤ divX in the weak sense, that is, for any nonnegative
function u ∈ C∞0 (Ω), one has
(p− 1− α)2
∫
Ω
F p(∇ρε)
ρp−αε
udm ≤ (p− 1− α)
∫
Ω
F p−2(∇ρε)〈∇ρε, du〉
ρp−1−αε
dm. (4.3)
In order to prove this, choose an open set U with supp(u) ⊂ U ⊂⊂ Ω. Let W 1,p(U) be the completion
of C∞0 (U) with respect to the norm ‖u‖W 1,p(U) :=
(∫
U |u|pdm +
∫
U F
∗p(du)dm
)1/p
. Since U is compact,
W 1,p(U) is a Sobolev space in the sense of Hebey [17, Definition 2.1].
For any k > ε, define ρkε := inf{ρε|U , k} ∈ L1(U). It is easy to check ln ρkε ∈ W 1,p(U) and hence,
there is a sequence φn ∈ C∞(U) such that
‖φn − ln ρkε‖W 1,p(U) → 0, φn → ln ρkε pointwise a.e., ln ε ≤ φn ≤ ln k.
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Let ψn := exp(φn). Then ψn ∈ C∞(U) with ε ≤ ψn ≤ k,∫
U
| lnψn − ln ρkε|pdm→ 0,
∫
U
F ∗p
(
dψn
ψn
− dρkε
ρkε
)
dm→ 0. (4.4)
Now we choose vn := u/ψ
p−1−α
n ∈ C∞0 (Ω) as test functions. Since −(p − 1 − α)∆pρ ≥ 0 in the weak
sense, one has
(p− 1− α)2
∫
Ω
F p−2(∇ρ) 〈∇ρ, dψn〉
ψp−αn
u dm ≤ (p− 1− α)
∫
Ω
F p−2(∇ρ) 〈∇ρ, du〉
ψp−1−αn
dm. (4.5)
In the following, we derive (4.3) from (4.5).
Case 1. Suppose p− 1− α > 0. We study the right hand side of (4.5) first. By (2.2), one has∣∣∣∣F p−2(∇ρ)ψp−1−αn 〈∇ρ, du〉
∣∣∣∣ ≤ λF (U)F p−1(∇ρ)εp−1−α F ∗(du) ∈ L1(Ω). (4.6)
Since ψn → ρkε pointwise a.e., (4.6) together with Lebesgue’s dominated convergence theorem yields
lim
n→∞
∫
Ω
F p−2(∇ρ)
ψp−1−αn
〈∇ρ, du〉dm =
∫
Ω
F p−2(∇ρ)
ρp−1−αkε
〈∇ρ, du〉dm. (4.7)
Now we consider the left hand side of (4.5). Firstly, an argument similar to the one above furnishes
lim
n→∞
∥∥∥∥∥F p−2(∇ρ)
〈
∇ρ, dρkε
ρkε
〉(
1
ψp−α−1n
− 1
ρp−α−1kε
)
u
∥∥∥∥∥
L1(Ω)
= 0. (4.8)
Secondly, (2.2) together with the Ho¨lder inequality and (4.4) implies∥∥∥∥F p−2(∇ρ)ψp−1−αn
〈
∇ρ, dψn
ψn
− dρkε
ρkε
〉
u
∥∥∥∥
L1(Ω)
≤λF (U)maxU |u|
εp−1−α
‖F p−1(∇ρ)‖Lp/(p−1)(U)
∥∥∥∥F ∗(dψnψn − dρkερkε
)∥∥∥∥
Lp(U)
→ 0, n→ +∞,
which together with (4.8) yields
lim
n→∞
∫
Ω
F p−2(∇ρ)
ψp−αn
〈∇ρ, dψn〉udm =
∫
Ω
F p−2(∇ρ)
ρp−αkε
〈∇ρ, dρkε〉udm. (4.9)
Now (4.5) together with (4.7) and (4.9) yields
(p− 1− α)2
∫
Ω
F p−2(∇ρ) 〈∇ρ, dρkε〉
ρp−αkε
u dm ≤ (p− 1− α)
∫
Ω
F p−2(∇ρ) 〈∇ρ, du〉
ρp−1−αkε
dm. (4.10)
Due to p− α > 1, (2.2) implies∣∣∣∣∣F p−2(∇ρ) 〈∇ρ, dρkε〉ρp−αkε u
∣∣∣∣∣ ≤ F p(∇ρ)uεp−α ∈ L1(Ω),∣∣∣∣∣F p−2(∇ρ) 〈∇ρ, du〉ρp−1−αkε
∣∣∣∣∣ ≤ λF (U)F p−1(∇ρ)F ∗(du)εp−1−α ∈ L1(Ω),
which together with (4.10) and Lebesgue’s dominated convergence theorem yield (4.3).
Case 2. Suppose p− 1− α < 0. Since 1/ψp−1−α ≤ kα−p+1, by a suitable modification to the argument
in Case 1, one gets (4.10) again. Then (4.3) follows from a similar argument if p − α ≥ 0. Now assume
p− α < 0, in which case we study the left hand side of (4.10) first. Note that
F p−2(∇ρ) 〈∇ρ, dρkε〉
ρp−αkε
u =
F p−2(∇ρ) 〈∇ρ, dρε〉
ρp−αkε
χ{ρε≤k}u =
F p(∇ρ)
ρp−αkε
χ{ρε≤k}u,
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which implies that F
p−2(∇ρ) 〈∇ρ,dρkε〉
ρp−αkε
u is an increasing sequence of nonnegative functions converging point-
wise to F
p−2(∇ρ) 〈∇ρ,dρε〉
ρp−αε
u as k → +∞. Hence, Lebesgue’s monotone convergence theorem furnishes
lim
k→+∞
∫
Ω
F p−2(∇ρ) 〈∇ρ, dρkε〉
ρp−αkε
u dm =
∫
Ω
F p−2(∇ρ) 〈∇ρ, dρε〉
ρp−αε
u dm. (4.11)
Now we study the right hand side of (4.10). The Ho¨lder inequality together with Condition (2) (i.e.,
F p(∇ρ)/ρp−α, ρα ∈ L1loc(Ω)) yields∥∥∥∥∥∥
(
F p(∇ρ)
ρp−αkε
) 1
p′
(ραkε)
1
p
∥∥∥∥∥∥
L1(U)
≤
∥∥∥∥∥F p(∇ρ)ρp−αkε
∥∥∥∥∥
1
p′
L1(U)
‖ραkε‖
1
p
L1(U)
< +∞,
where p′ = p/(p− 1). Therefore, we have∣∣∣∣∣F p−2(∇ρ) 〈∇ρ, du〉ρp−1−αkε
∣∣∣∣∣ ≤ λF (U)F ∗(du) F p−1(∇ρ)
ρ
p−α
p′
kε
1
ρ
−α
p
kε
≤ C
(
F p(∇ρ)
ρp−αkε
) 1
p′
(ραkε)
1
p ∈ L1(U),
which together with Lebesgue’s dominated convergence theorem furnishes
lim
k→+∞
∫
Ω
F p−2(∇ρ) 〈∇ρ, du〉
ρp−1−αkε
dm =
∫
Ω
F p−2(∇ρ) 〈∇ρ, du〉
ρp−1−αε
dm. (4.12)
Now (4.3) follows from (4.10), (4.11) and (4.12). 
Remark 4. For p > α, the above theorem implies F
p(∇ρ)
ρp−α ∈ L1loc(Ω) naturally.
4.2. Best constant and Brezis-Va´zquez improvement. Suppose the assumption of Theorem 4.1
holds and additionally assume that p−1−α 6= 0, ρ > 0 a.e. and dρ 6= 0 a.e.. Then one can define a norm
on C∞0 (Ω) by
|u|D :=
(∫
Ω
ρα max{F ∗p(±du)}dm
) 1
p
.
Denote by D1,p(Ω, ρα) the closure of C∞0 (Ω) with respect to the norm | · |D.
Remark 5. In fact, D1,p(Ω, ρα) is the completion of C∞0 (Ω) with respect to the norm
‖u‖D :=
(∫
Ω
F p(∇ρ)
ρp−α
|u|pdm +
∫
Ω
ρα max{F ∗p(±du)}dm
) 1
p
.
In view of Theorem 4.1, | · |D is equivalent to ‖ · ‖D.
Proposition 4.2. Let (M,F, dm) be a forward complete FMMM and let Ω ⊂ M be a natural domain.
Given p > 1 with p− 1− α 6= 0, suppose ρ ∈W 1,ploc (Ω) satisfies the following properties:
(i) −(p− 1− α)∆pρ ≥ 0 in the weak sense;
(ii) F
p(∇ρ)
ρp−α , ρ
α ∈ L1loc(Ω) if α > p.
(iii) ρ > 0 a.e. and dρ 6= 0 a.e. with F ∗(dρ) ≥ F ∗(−dρ);
Set
Cp,α(Ω) := inf
u∈D1,p(Ω,ρα)\{0}
∫
Ω ρ
α max{F ∗p(±du)}dm∫
Ω
F p(∇ρ)
ρp−α |u|pdm
.
Thus, if ρ
p−1−α
p ∈ D1,p(Ω, ρα), then
Cp,α(Ω) =
( |p− 1− α|
p
)p
and Cρ
p−1−α
p is an extremal, where C ∈ R\{0}.
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Proof. Theorem 4.1 implies Cp,α(Ω) ≥
( |p−1−α|
p
)p
. Now set ϕ = Cρ
p−α−1
p . A direct calculation together
with the assumption yields
ρα max{F ∗p(±dϕ)} = |C|p
( |p− α− 1|
p
)p F ∗p(dρ)
ρ
∈ L1(Ω),
which furnishes ∫
Ω
ρα max{F ∗p(±dϕ)}dm =
( |p− α− 1|
p
)p ∫
Ω
F p(∇ρ)
ρp−α
|ϕ|pdm.
Hence, it follows that Cp,α(Ω) ≤
( |p−1−α|
p
)p
. 
We also have the following Brezis-Va´zquez improvement for p = 2 and α = 0.
Proposition 4.3. Let (M,F, dm) be a forward complete FMMM with finite uniformity constant ΛF and
let Ω ⊂M be a natural domain. Suppose that ρ ∈W 1,2loc (Ω) satisfies ρ > 0 a.e. and −∆ρ ≥ 0 in the weak
sense. Set Θ(Ω) as
Θ(Ω) := inf
u∈C10 (Ω)\{0}
∫
Ω ρmin{F ∗2(±du)}dm∫
Ω ρ u
2dm
.
Then we have ∫
Ω
max{F ∗2(±du)}dm ≥1
4
∫
Ω
u2
ρ2
F 2(∇ρ)dm + Θ(Ω)
ΛF
∫
Ω
u2dm, ∀u ∈ C∞0 (Ω). (4.13)
In particular, if ρ1/2 /∈ D1,2(Ω) but C2,0(Ω) = 1/4, then the best constant C2,0(Ω) is not achieved.
Proof. Given u ∈ C10 (Ω) and ε ∈ (0, 1), set ρε := ρ + ε and v := u/ρ
1
2
ε . Let Ω0 := {x ∈ Ω : v(x) = 0},
Ω+ := {x ∈ Ω : v(x) > 0}, Ω− := {x ∈ Ω : v(x) < 0}. Set ξ := 12vρ
− 1
2
ε dρε and η := ρ
1
2
ε dv. Thus,
du = ξ + η. Using (2.3), on Ω+ ∪ Ω0 we have
max{F ∗2(±du)} ≥ F ∗2(du) ≥ 1
4
v2ρε
−1F ∗2(dρε) + vg∗dρε(dρε, dv) +
ρε
ΛF
F ∗2(dv),
which yields ∫
Ω+∪Ω0
max{F ∗2(±du)}dm− 1
4
∫
Ω+∪Ω0
u2
ρε2
F ∗2(dρε)dm
≥1
2
∫
Ω+∪Ω0
〈∇ρ, dv2〉dm + 1
ΛF
∫
Ω+∪Ω0
ρεF
∗2 (dv) dm. (4.14)
A similar argument on Ω− furnishes∫
Ω−
max{F ∗2(±du)}dm− 1
4
∫
Ω−
u2
ρε2
F ∗2(dρε)dm
≥1
2
∫
Ω−
〈∇ρ, dv2〉dm + 1
ΛF
∫
Ω−
ρεF
∗2 (−dv) dm,
which together with (4.14) and −∆ρ ≥ 0 (in the weak sense) yields∫
Ω
max{F ∗2(±du)}dm− 1
4
∫
Ω
u2
ρε2
F ∗2(dρ)dm
≥ 1
ΛF
∫
Ω
ρεF
∗2 (d|v|) dm ≥ 1
ΛF
∫
Ω
ρmin{F ∗2 (±dv)}dm ≥ Θ(Ω)
ΛF
∫
Ω
ρ
ρε
u2dm. (4.15)
Note that Remark 4 implies F 2(∇ρ)/ρ2 ∈ L1loc(Ω) and hence,∣∣∣∣ u2ρε2F ∗2(dρ)
∣∣∣∣ ≤ u2ρ2F ∗2(dρ) ∈ L1(Ω),
which together with Lebesgue’s dominated convergence theorem and (4.15) yields (4.13).
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Now suppose ρ1/2 /∈ D1,2(Ω) but C2,0(Ω) = 1/4. Thus, from (4.15) and Lebesgue’s dominated conver-
gence theorem, we have∫
Ω
max{F ∗2(±du)}dm− 1
4
∫
Ω
u2
ρ2
F ∗2(dρ)dm ≥ 1
ΛF
∫
Ω
ρF ∗2(d|v|)dm > 0,
which implies the nonexistence of minimizers in D1,2(Ω). 
Appendix A. Two lemmas
Lemma A.1. Let (M, o, F, dm), Ω, p, β be as in Definition 3.5. If u is a globally Lipschitz function on
M with compact support in Ω, then u ∈ D1,p(Ω, rp+β).
Proof. Since supp(u) is compact, there exist a coordinate covering {(Uk, φk)}N<∞k=1 of supp(u) and a
constant C ≥ 1 such that for each k, Uk ⊂⊂ Ω, φk(Uk) = B0(1) and
C−1d vol ≤ dm|Uk ≤ Cd vol, C−1 ≤
F ∗(ω)
‖φ−1k∗ ω‖
≤ C, for any ω ∈ T ∗Uk\{0}, (A.1)
where d vol and ‖·‖ are the Lebesgue measure and the Euclidean norm on the unit ball B0(1), respectively.
Choose a number q > 1 such that βq/(q − 1) > −n if β > −n. By Lemma 3.2 and the construction
above, one can easily verify
∫
Uk
rβq/(q−1)dm <∞ for each k.
On the other hand, let {ηk} be a smooth partition of unity subordinate to {Uk}. Thus, (ηku) ◦φ−1k is a
globally Lipschitz function on B0(1) with respect to the Euclidean distance and hence, (ηku)◦φ−1k belongs
to the Sobolev space W 1,pq(B0(1)). Meyers-Serrin’s theorem then yields a sequence vkj ∈ C∞0 (B0(1)) with
limj→+∞ ‖vkj−(ηku)◦φ−1k ‖W 1,pq(B0(1)) = 0. Therefore, we have vkj ◦φk ∈ C∞0 (Ω) with supp(vkj ◦φk) ⊂ Uk,
which together with the Ho¨lder inequality and (A.1) implies∫
Ω
|vkj ◦ φk − (ηku)|prβdm ≤
(
C
∫
B0(1)
|vkj − (ηku) ◦ φ−1k |pqd vol
) 1
q (∫
Uk
r
βq
q−1dm
) q−1
q
≤ C 1q ‖vkj − (ηku) ◦ φ−1k ‖pW 1,pq(B0(1))
(∫
Uk
r
βq
q−1dm
) q−1
q
→ 0, as j → +∞.
Similarly, one can prove limj→+∞
∫
Ω F
∗p(d(vkj ◦φk)−d(ηku))rβ+pdm = 0. Therefore, ‖vkj ◦φk−(ηku)‖D →
0 and (ηku) ∈ D1,p(Ω, rp+β). We conclude the proof by u =
∑N
k=1(ηku). 
Lemma A.2. Let (M,o, F, dm) be an n-dimensional forward complete PFMMM with Ric∞ ≥ (n− 1)K
and S+o ≥ −a, where a ≥ 0. Set pi√K := +∞ if K ≤ 0. Let (t, y) denote the polar coordinate system
around o. Then we have
∆t ≤ (n− 1)s
′
K(t)
sK(t)
+ a, for any y ∈ SoM, 0 < t < min
{
iy,
pi
2
√
K
}
,
which implies
σˆo(t, y) ≤ e−τ(y)+atsn−1K (t), for any y ∈ SoM, 0 < t < min
{
iy,
pi
2
√
K
}
.
where σˆo(t, y) is defined as in (2.7) and sK(t) is the solution of f
′′+Kf = 0 with f(0) = 0 and f ′(0) = 1.
Hence,
m(B+o (r)) ≤
∫
SoM
e−τ(y)dνo(y)
∫ r
0
eatsn−1K (t)dt, for 0 < r < min
{
iy,
pi
2
√
K
}
.
Proof. The proof is similar to that of Wei and Wylie [38, Theorem 1.1]. First, fix y ∈ SoM and set
H(t) :=
∂
∂t
log
√
det g∇t, τ(t) := τ(∇t), S(t) := S(∇t) = d
dt
τ(t).
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A standard argument (cf. Wu [39, (4.5)]) yields ∆t = H(t)− S(t) and
d
dt
H ≤ −Ric(∇t)− H
2
n− 1 . (A.2)
Also set HK(t) := (n− 1) s
′
K(t)
sK(t)
. By (A.2), one has
d
dt
(
H(t)s2K(t)
) ≤ 2s′K(t)sK(t)H(t)− s2K(t)(Ric(∇t) + H2n− 1
)
=−
(
sK(t)H(t)√
n− 1 −
√
n− 1 s′K(t)
)2
+ (n− 1)(s′K(t))2 − s2K(t)Ric(∇t)
≤(n− 1)(s′K(t))2 − s2K(t)
(
Ric∞(∇t)− d
dt
S(t)
)
≤(n− 1)(s′K(t))2 − (n− 1)Ks2K(t) + s2K(t)
d
dt
S(t)
=
d
dt
(
HK(t)s
2
K(t)
)
+ s2K(t)
d
dt
S(t),
Since SO ≥ −a, integrating by parts on the above inequality, we get
s2K(t)∆t = s
2
K(t)(H(t)− S(t)) ≤ s2K(t)HK(t)−
∫ t
0
d
ds
(s2K(s)) S(s)ds (A.3)
≤s2K(t)HK(t) + a
∫ t
0
d
ds
(s2K(s))ds = s
2
K(t)HK(t) + as
2
K(t).
Hence, ∆t ≤ HK(t) + a, which implies
∂
∂t
log σˆo(t, y) = ∆t ≤ (n− 1)s
′
K(t)
sK(t)
+ a =
∂
∂t
log
[
eatsn−1K (t)
]
.
Then the estimates of σˆo(t, y) and m(B
+
o (r)) follow from a standard argument (cf. Zhao et al. [44]). 
Remark 6. By a different method, Yin [42] obtained the theorem above in the case when the PFMMM
is equipped by the Busemann-Hausdroff measure and satisfies Ric∞ ≥ (n− 1)K and S+o ≥ −a (a > 0).
Appendix B. Weighted Sobolev space
Let (M, o, F, dm) be an n-dimensional closed reversible RFMMM and set r(x) := dF (o, x). Given
p ∈ (1,+∞) and β < −n with p+ β > −n, by Lemma 3.2, we define a norm on C∞0 (M) = C∞(M) as
‖u‖p,β :=
(∫
M
|u|prp+βdm +
∫
M
F ∗p(du)rp+βdm
) 1
p
.
The weighted Sobolev space W 1,p(M, rp+β) is defined as
W 1,p(M, rp+β) := C∞0 (M)
‖·‖p,β
.
In particular, W 1,p(M, r0) =: W 1,p(M), i.e., the standard Sobolev space in the sense of Hebey [17,
Definition 2.1].
We also define the weighted Lp-space Lp(M, rp+β) (resp., Lp(TM, rp+β)) as the completion of C∞(M)
(resp., Γ∞(T ∗M), i.e., the space of the smooth sections of the cotangent bundle) under the norm
[u]p,β :=
(∫
M
|u|prp+βdm
) 1
p
(
resp., [ω]p,β :=
(∫
M
F ∗p(ω)rp+βdm
) 1
p
)
.
And set Lp(M) := Lp(M, r0) and Lp(TM) := Lp(TM, r0).
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Lemma B.1. If u ∈W 1,p(M, rp+β), then u ∈W 1,1(M). Moreover, the differential $ of u in W 1,p(M, rp+β)
is the distributional derivative of u, i.e., $ ∈ L1(TM) and∫
M
〈X,$〉dm = −
∫
M
udivXdm, for any smooth vector field X.
Proof. Since (β + p)/(1− p) > −n, Lemma 3.2 implies that r β+p1−p is integrable. Given f ∈ Lp(M, rβ+p),
the Ho¨lder inequality yields∫
M
|f |dm =
∫
M
|f |r β+pp r−β+pp dm ≤
(∫
M
|f |prp+βdm
) 1
p
(∫
M
r
p+β
1−p dm
) p−1
p
. (B.1)
Consequently, if u ∈ W 1,p(M, rp+β), (B.1) implies u ∈ L1(M) and its differential $ ∈ L1(TM). On the
other hand, there exist a sequence uj ∈ C∞0 (M) such that [uj − u]p,β → 0 and [duj −$]p,β → 0. Thus,
for any smooth vector field X, (B.1) together with the compactness of M yields∣∣∣∣∫
M
〈X,$〉 − (−u divX)dm
∣∣∣∣ = ∣∣∣∣∫
M
〈X,$〉 − 〈X, duj〉+ 〈X, duj〉 − (−u divX)dm
∣∣∣∣
≤
∫
M
|〈X,$ − duj〉| dm +
∫
M
|(uj − u) divX| dm
≤max
M
F (X)
∫
M
F ∗($ − duj)dm + max
M
| divX|
∫
M
|uj − u|dm
≤
(
max
M
F (X) + max
M
|divX|
)(∫
M
r
p+β
1−p dm
) p−1
p (
[$ − duj ]pp,β + [uj − u]pp,β
)
→ 0.
Furthermore, (B.1) also implies that uj → u in W 1,1(M) and hence, the lemma follows. 
Lemma B.2. If u ∈W 1,p(M, rβ+p), then u+ := max{u, 0}, u− := −min{u, 0} and |u| = u+−u− are all
in W 1,p(M, rβ+p).
Proof. Since u− = (−u)+, it suffices to prove u+ ∈ W 1,p(M, rβ+p). Choose a sufficiently large constant
q > 1 such that q(β+p)q−1 > −n. For any f ∈ Lpq(M), the Ho¨lder inequality together with Lemma 3.2 yields∫
M
|f |prβ+pdm ≤
(∫
M
|f |pqdm
) 1
q
(∫
M
r
q(β+p)
q−1 dm
) q−1
q
. (B.2)
First we consider the case when u ∈ C∞0 (M). The standard theory yields a subsequence uj ∈ C∞0 (M)
such that uj → u+ in W 1,pq(M) (cf. Hebey [17, Lemma 2.5]), which together with (B.2) implies uj → u+
in W 1,p(M, rp+β). Hence, u+ ∈W 1,p(M, rp+β).
For the general case (i.e., u ∈W 1,p(M, rβ+p)), choose a sequence uj ∈ C∞0 (M) such that ‖uj−u‖p,β → 0.
From above, we have uj+ = max{uj , 0} ∈W 1,p(M, rp+β). Since max{s, t} = 12(s+ t−|s− t|), the triangle
inequality yields ‖uj+ − u+‖p,β ≤ ‖uj − u‖p,β → 0. Hence, u+ ∈W 1,p(M, rβ+p). 
Since M is closed, the following result follows from Lemma B.2 directly.
Corollary B.3. Given u ∈W 1,p(M, rβ+p), then u := max{u− , 0} ∈W 1,p(M, rβ+p), for any  > 0.
Now set Mo := M\{o}. Define the weighted Sobolev space W 1,p(Mo, rβ+p) as the completion of C∞0 (Mo)
with respect to the norm
‖u‖Mo,p,β :=
(∫
Mo
|u|prp+βdm +
∫
Mo
F ∗p(du)prp+βdm
) 1
p
.
Lemma B.4. If u ∈W 1,p(M, rβ+p) with compact support in Mo, then u|Mo ∈W 1,p(Mo, rβ+p).
Proof. Since supp(u) ⊂Mo is compact, one can choose a cut-off function η ∈ C∞0 (M) such that supp(u) $
supp(η) ⊂Mo and η|supp(u) = 1.
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On the other hand, since u ∈W 1,p(M, rβ+p), there exist a sequence ui ∈ C∞0 (M) with ‖ui−u‖p,β → 0.
Note that if ‖ηui − ηu‖Mo,p,β → 0, then u|Mo = ηu ∈ W 1,p(Mo, rβ+p) and the lemma follows. Hence, it
suffices to show ‖ηui − ηu‖Mo,p,β → 0.
A direct calculation together with the triangle inequality (i.e., F ∗(ω1+ω2) ≤ F ∗(ω1)+F ∗(ω2)) furnishes
‖ηui − ηu‖pMo,p,β =
∫
suppη
|ηui − ηu|prβ+pdm +
∫
suppη
F ∗p (d(ηui − ηu)) rβ+pdm
≤
∫
M
|ui − u|prβ+pdm + 2p
[∫
suppη
F ∗p ((ui − u)dη) rβ+pdm +
∫
suppη
F ∗p (ηd(ui − u)) rβ+pdm
]
≤
∫
M
|ui − u|prβ+pdm + 2p
[
‖F ∗p(dη)‖∞
∫
M
|ui − u|prβ+pdm +
∫
M
F ∗p(dui − du)rβ+pdm
]
≤ [2p(‖F ∗p(dη)‖∞ + 1) + 1] ‖ui − u‖pp,β → 0.

Proof of Proposition 3.15. Without loss of generality, we may prove the proposition in the case when
u ≥ 0. Thus, Lemma B.2 implies u = u+ ∈W 1,p(M, rβ+p) ∩ C(M).
For each  ∈ (0, 1), set u(x) := max{u− , 0}. Since u is continuous with u(o) = 0, there exists a small
δ > 0 such that u = 0 in Bo(δ), which implies that supp(u) is a compact subset of Mo. Corollary B.3
then yields u|Mo ∈W 1,p(Mo, rβ+p). By a direct calculation, we have
‖u|Mo − u|Mo‖pMo,p,β = ‖u− u‖
p
p,β =
∫
M
|u− u|prp+βdm +
∫
M
F ∗p(d(u− u))rp+βdm
≤p
∫
M
rβ+pdm +
∫
M
χ{0≤u≤}|u|prβ+pdm +
∫
M
χ{0≤u≤}F ∗p(du)rp+βdm.
Now the assumption together with the dominated convergence theorem yields
lim
→0+
∫
M
χ{0≤u≤}|u|prβ+pdm =
∫
M
lim
→0+
χ{0≤u≤}|u|prβ+pdm = 0,
lim
→0+
∫
M
χ{0≤u≤}F ∗p(du)rp+βdm =
∫
M
lim
→0+
χ{0≤u≤}F ∗p(du)rp+βdm = 0,
which imply ‖u|Mo − u|Mo‖pMo,p,β → 0 as → 0+ and hence, u|Mo ∈W 1,p(Mo, rβ+p). 
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