High-order accurate finite difference schemes are derived for a nonlinear soliton model of nerve signal propagation in axons. Two types of well-posed boundary conditions are analysed. The boundary closures are based on the summation-by-parts (SBP) framework and the boundary conditions are imposed using a penalty (SAT) technique, to guarantee linear stability. The resulting SBP-SAT approximation is time-integrated with an explicit finite difference method. The accuracy and stability properties of the newly derived finite difference approximations are demonstrated for an analytic soliton solution.
Introduction
Understanding the propagation of nerve signals is of great concern in neuroscience. Specifically, the behaviour of the signal in the axon of the nerve cell has been of great interest. In 1952 Hodgkin and Huxley introduced a mathematical model for this phenomenon [21] , describing the nerve axon as an electrical circuit in which the proteins are resistors and the membrane is a capacitor. Ion currents flow through the membrane and along the nerve axon leading to a propagating pulse. Since it was introduced, the model has provided insight into how neurons behave. Mathematically, the HodgkinHuxley (HH) model consists of a scalar parabolic equation with a nonlinear source term, coupled with a set of ordinary differential equations (ODE). A high-fidelity finite difference approximation of the HH model is presented in [3] .
It has been suggested (see for example [25, 4] ) that the HH model does not accurately describe certain phenomena observed in experiments. While the HH model describes various aspects of the voltage pulse traveling along the nerve axon in a satisfactory manner (e.g., its velocity and the pulse amplitude), it fails to describe several other aspects of the nerve pulse that are of nonelectrical nature. It is known that nerves display thickness and length variations under the influence of the voltage pulse and the nerve pulse can be excited by a mechanical stimulus, indicating that the nerve pulse possesses a mechanical component [44] . Furthermore, heat signatures from experimental data [44] indicate that the nerve pulse is an adiabatic and reversible phenomenon such as the propagation of a mechanical wave. This later observation is in conflict with the HH model that is based on irreversible dissipative processes (currents through resistors) and should lead to dissipation of heat [18] . This, however, is not observed in nerves [18, 4] .
In a series of recent publications by Heimburg et al. [17, 18, 26, 40, 25 ] an alternative thermodynamic model is proposed in which nerve pulses are described as a reversible electro-mechanical density pulse (soliton) in the axon membrane. This model will be referred to as the nerve soliton (NS) model in the present study. A thorough comparison between the NS and HH models is found in [4] . The pulse velocity in the NS model is close to the velocity of sound in the membrane, and the experimentally observed reversible heat corresponds to the reversible heating of compressible media during the propagation of adiabatic waves. The governing equation of the NS model is a nonlinear dispersive wave equation that is second order in time and fourth order in space, with an additional nonlinear second derivative term. Hence, the NS model and the HH model are governed by very different types of partial differential equations (PDE).
The focus in the present study is not to validate the correctness and significance of the NS model concerning neural activity. Nor do we claim that this novel NS model is more correct than the well-matured HH model. The focus is rather on the mathematical and numerical aspects of the NS model. The results from the present study will hopefully be useful for practitioners of the NS model and similar models.
The NS model has strong similarities to the Boussinesq equation [6, 7] that was the first theoretical description of solitary waves (in hydrodynamics) first observed by Scott Russell in 1834. In addition to their intrinsic mathematical interest, solitons play an important role in hydrodynamics, quantum field theory [37] , antiferromagnetism [8] , Bose-Einstein condensates [12] , nonlinear optics [11] and biological systems (DNA) [47] . The vast soliton literature also includes many variants of Boussinesq's original equation.
One of the main objectives in the present study is to derive a high-fidelity numerical finite difference method to simulate the NS model. In the literature, numerical analysis of Boussinesq-type equations in time-domain is very scarce, in particular concerning higher-order methods and the boundary treatment. Most numerical methods (see for example [10] ) rewrite the model into a first order (in time) system and do not address the boundary treatment. This rewrite to first order form has the disadvantage of introducing auxiliary variables and is also less attractive from a computational point of view considering the efficiency and accuracy [22, 45] .
The first main goal in the present study is to derive a well-posed initial boundary value problem (IBVP) for the NS model, for two very different types of boundary conditions (BC). The second main goal is to derive highfidelity finite difference approximations of the well-posed IBVP. The third main goal is to numerically study soliton solutions of the NS model, and in particular investigate its stability behaviour.
It is well known that higher order methods capture wave dominated phenomena more efficiently since they allow a considerable reduction in the degrees of freedom (for a given error tolerence). (See the pioneering paper by Kreiss and Oliger [24] concerning hyperbolic problems.) The fourth derivative term in the NS model (and other Boussinesq-type equations) makes explicit time-integration computationally expensive due to a severe CFL condition, i.e., k h 2 , where k is the time-step and h the spatial grid-size. As compared to hyperbolic models, we therefore expect the efficiency gain in using higher order methods (as opposed to lower order methods) to approximate the NS model to be even more pronounced (due to the more restrictive CFL condition). This will be carefully investigated in the present study.
The major difficulty with higher-order finite difference methods is to obtain a stable boundary treatment, that has received considerable past attention concerning hyperbolic and parabolic problems. (For examples, see [27, 42, 39, 1, 5, 19] .) Roughly speaking, the numerical difficulties increase with the order of the spatial (and temporal) derivatives. The fourth derivative term in the NS model introduces additional difficulties of imposing boundary conditions, as compared to hyperbolic and parabolic problems.
The summation-by-parts-simultaneous approximation term (SBP-SAT) method is a robust and well-proven high-order finite difference methodology that ensures stability of time-dependent PDEs. The SBP-SAT method combines semi-discrete operators that satisfy a SBP formula [23] , with phys-ical BC implemented using the simultaneous approximation term (SAT) method [9] . Recent examples of the SBP-SAT approach can be found in [20, 28, 2, 38, 13] .
The SBP-SAT approach has so far been developed for problems involving first and second derivatives in space. However, there are many problems where higher order derivatives are present. Some examples include the Korteweg-de Vries and the Boussinesq equations (describing nonlinear water waves), soliton models in neuroscience [40] , the Euler-Lagrange equation for beams [46, 14] , and the Cahn-Hilliard equation which describes the process of phase separation. Recently, high-order accurate SBP operators for third and fourth derivatives were derived [36] . Stable SBP-SAT approximations of the NS model require second-and fourth-derivative SBP operators that fulfill something we refer to as 1D compatibility (see Definition 3.5). Second derivative SBP operators were derived in [35] . The fourth derivative SBP operators derived in [36] were however not 1D compatible with the second derivative SBP operators derived in [35] . In the present study we have therefore derived completely new 1D compatible high-order accurate SBP operators applicable to the NS model.
In Section 2 the NS model is introduced, including two different types of boundary conditions. In Section 3 the SBP-SAT method is introduced. Stability analysis of the SBP-SAT approximations is presented in Section 4. Time integration is analysed and discussed in Section 5. In Section 6 the accuracy and stability properties of the newly developed SBP-SAT approximations are verified by numerical simulations. Section 7 summarizes the work. The SBP operators are presented in the Appendix.
The NS model
The NS model was first presented in [17] . One of the main motivations with the present study is to establish well-posed BC for the NS model. For completeness we reproduce the derivation of the NS model in this section, which starts from the wave equation for area density changes,
where τ is time, z is position, c is the speed of sound and ∆ρ A is the density offset from the equilibrium. The sound velocity in the lipid membrane is considered a function of density, and is represented by a truncated power series,
where p and q are parameters determined by measurements (see [17, 18, 26] for more details). To account for dispersion observed in experiments (see [4, 26] ) an extra term −h ∂ 4 ∂z 4 ∆ρ A is added. Finally, the following mathematical model for the density of the lipid membrane was presented in [17] ,
where
• ρ A -Lateral density of the membrane
• ρ A 0 -Equilibrium density in the fluid phase
• c 0 -Velocity of small amplitude sound
• p, q -Experimentally determined parameters determining the density dependence of sound velocity
•h -Determines dispersion (see [26, 4] for a theoretical argument).
In [26] the following variable changes were introduced,
arriving at the following dimensionless version of (3),
Here we have adopted the notation u xxxx , u x and u tt for the fourth, first and second partial derivatives of u(x, t) in space and time respectively. The parameters γ 1 = −16.6 and γ 2 = 79.5 were determined experimentally in [17] .
Remark The particular choices γ 1 = −16.6 and γ 2 = 79.5 guarantee that b(u) > 0 for all u.
As previously mentioned, the NS model is a dispersive nonlinear wave equation, with the principal part given by u tt = −u xxxx . The dispersion relation ω = ω(κ) determines how the temporal oscillations are linked to the spatial oscillations. Plugging the plane wave solution e iκx e iω(κ)t into u tt = −u xxxx and solving for ω(κ) results in the dispersion relation,
where ω(κ) is the angular frequency and κ is the wave-number. Hence, the group velocity (given by 2κ) and the wave speed (given by κ) depend on the wave-number of the wave. In addition, (7) indicates that wave propagation will occur in two opposite directions. Here we have ignored the nonlinear lower order term (b(u)u x ) x , which also affects the wave speed, although a small correction. Assuming that b(u) = b is constant we obtain the dispersion relation ω(κ) = ±κ √ κ 2 + b. Roughly speaking, solitons exist as a consequence of a balance between nonlinear and dispersive effects. In [4] it is shown that (5), for the Cauchy problem, supports the following soliton,
The parameter β, the speed of the soliton, satisfies β 0 < |β| < 1 where β 0 = 0.649851. Further, β also indirectly determines the amplitude and shape of the pulse. This means that this kind of soliton can only exist for certain traveling speeds, and further, that they are restricted in amplitude.
In Figure 1 we present the soliton solution for β = 0.65, 0.80, 0.95, at two different times. The stability of this particular soliton solution will be verified numerically in Section 6. With initial data different from Eq. 8 the dispersive nature of the NS model is revealed, and the dispersion relation (7) is clearly visible. In Figure 7 we test the numerical method against an initial rectangular function. In Figure 8 a new type of square (non-analytic) soliton is found by numerical simulations.
Well-posedness
One of the main motivations with the present study is to derive two different types of BC that yield well-posed IBVP for the NS model (5) . We start by restricting the computational domain to 0 ≤ x ≤ L. The analysis of the IBVP will be performed using the energy method. Multiplying Eq. 5 by u t and using integration by parts twice leads to,
where the boundary terms (BT) are given by
This can be written:
xx ) dx represents a continuous energy, since by construction b(u) > 0 holds (see previous remark). To obtain a well-posed IBVP we now have to derive well-posed BC. The nonlinear term (b(u)u x ) x in Eq. 5 introduces a potential growth term in the RHS of (9), unless b t (u) ≤ 0. In the following analysis we will analyse well-posedness and stability for a linearised version of (5) by freezing the nonlinear coefficient b(u), and replacing it with the constant b > 0. The linearised problem is given by,
Here f 1, 2 (x) are initial data.
Remark For the linearised problem (10), b t = 0 and the Cauchy problem is thus energy conservative. The linear problem is expected to accurately represent the stability behaviour of the nonlinear problem as long as u is sufficiently smooth [41] . Smoothness is a valid assumption since we are interested in the stability behaviour of soliton solutions, that are by definition smooth. However, for a non-smooth solution there is no guarantee that the nonlinear problem is energy conservative, since the additional term
x dx in the RHS of (9) becomes large. The stability of the numerical method will be validated also for non-smooth initial data in Section 6.
Let the inner product for real
ua(x)v dx, (where a(x) > 0) and let the corresponding norm be u 2 a = (u, u) a . We will now employ the energy method to analyse wellposedness of two types of BC for the linearised problem (10) . Multiplying (10) by u t , integrating by parts twice and adding the transpose leads to,
where the energy is given by,
Definition 2.1 In the present study we will use the notation
The number of BC required to obtain a well-posed model is given by analysing the boundary terms (BT) in (11), rewritten as
The number of BC at x = L equals the number of positive eigenvalues to G, and the number of negative eigenvalues to G yields the correct number of BC at x = 0. We now diagonalise G, i.e., G = S T ΛS, where
holds the eigenvalues to G. We have two positive and two negative eigenvalues, and hence 2 BC are to be prescribed at each boundary. To simplify notation we introduce
The diagonalizer S holds the eigenvectors to G (the first column belongs to the first eigenvalue) and is given by,
Introducing the characteristic variablesw = S w the boundary terms can be rewritten
, where λ j is the jth eigenvalue and w j the corresponding characteristic variable. By specifying the characteristic variables corresponding to the two positive eigenvalues at x = L, i.e.,w 3, 4 and the two eigenvalues corresponding to the two negative eigenvalues at x = 0, i.e.,w 1, 5 we obtain the most dissipative set of well-posed BC given by,
Here g L (t) are boundary data. In the present study (14) will be referred to as Characteristic (Char) BC.
Remark The analysis of well-posedness is done for the homogeneous case, i.e. by setting the boundary data to zero. For certain BC a stronger energy estimate can be derived (such as strong well-posedness [16] ) but this will not be analysed in the present study. Well-posedness for the non-homogeneous version follows directly from the energy analysis of the homogeneous version [16] . We will similarly assume homogeneous data in the semi-discrete stability analysis.
Inserting the Char BC (14) with zero boundary data (g
Hence, the energy E (c) will be damped through the boundaries. Here σ is given by (13) .
A less rigorous treatment of the BC can be made by simply studying the right hand side of (11) and choosing a set of BC (2 at each side) that fulfills the condition
(c) ≤ 0 (here assuming homogeneous boundary data). One set of well posed BC is given by specifying u x and u xxx . The following set of BC,
will be referred to as Dirichlet-Neumann (DN) BC, and is expected to be utilised in many applications (just as Neumann and Dirichlet BC are important concerning hyperbolic wave equation problems). As shown in the coming section, DN BC is also particularly difficult to impose using the SBP-SAT method. To see why (16) leads to wellposedness we start by taking the time derivative (and assuming zero data), resulting in
Inserting (17) into (11) leads to
Hence, by imposing DN BC (with zero data) the energy E (c) is conserved.
The energy E (c) , given by Eq. 12 is a seminorm, as the solution u itself is not included. However, as
we can add u 2 to the energy E (c) in (15) (or (18)), and get the differential inequality
where η is a constant and
Integrating (19) in time yields
we obtain a bound on u 2 in terms of initial data f 1, 2 (and its derivatives). This energy estimate, although formally a valid stability proof (see [16] for more details regarding stability), is not very sharp since there is now an exponential growth in time. For simplicity we shall work with the seminorm in the following.
Remark A more detailed energy analysis (not shown in the present study) leads to a sharper energy estimate, where we can show u ≤ f 1 + ξ · t, for a constant ξ.
An interesting numerical test is when a soliton interacts with a boundary. In Figure 2 we present a direct comparison between homogeneous DN and Char BC, to elucidate the behaviour of the different boundary conditions. As initial data we use the soliton (8) for β = 0.80 centered at x = 70. The soliton moves to the right with speed 0.80 and reaches the right boundary at approximately t = 30. Numerical solutions, using sixth-order accurate SBP-SAT approximations (given by (35) and (39) 
The finite difference method
In this section we will introduce the SBP-SAT method, which combines SBP finite difference operators and the SAT technique of weakly imposing boundary conditions. To make the paper more clear we will here introduce the SBP-SAT technique for the wave equation on second order form. In Section 4 the SBP-SAT method will be extended to the NS model subjected to two types of BC.
We begin with some useful definitions, that are needed in the coming SBP-SAT analysis. The domain (0 ≤ x ≤ L) is discretized using the following m equidistant grid points:
The following vectors will be used frequently:
The following definition is important for the stability analysis, [34, 30] ) is central to the present study: Definition 3.2 An explicit 2pth-order accurate finite difference scheme with minimal stencil width for the Cauchy problem is denoted a 2pth-order accurate narrow-stencil.
The SBP-SAT method
The spatial dependency in the NS model consists of a fourth derivative term u xxxx and a nonlinear second derivative term (b(u)u x ) x . To approximate the NS model using the SBP-SAT method requires accurate SBP approximations of these two terms. SBP operators are essentially central finite difference stencils closed at the boundaries with a careful choice of one-sided difference stencils, to mimic the underlying integration-by-parts formula in a discrete norm (denoted H in the present study). In the present paper we address the SBP operators by the accuracy of the central scheme and the type of norm which they are based on. The definitions for first-and second-derivative SBP operators can be found in earlier papers (see for example [9, 32, 34, 30, 29, 33, 35] ). In a recent paper [36] third-and fourth-derivative SBP operators were derived. Finite difference SBP operators may be further categorized by the structure of their norm: a) diagonal, b) diagonal interior with block boundary closures, c) fully banded. In the present study we focus on diagonal-norm SBP operators.
Consider the 1D wave equation,
where b = b(x) > 0. Multiplying Eq. 22 by u t integrating by parts and adding the transpose leads to,
where the continuous energy is defined as
The following SBP definition (first introduced in [30] ) is central to the present study:
, where b(x) > 0, using a 2pth-order accurate narrow-stencil in the interior, is said to be a 2pth-order diagonal-norm second-derivative SBP operator if the diagonal matrix H defines a discrete norm,
L are finite difference approximations of the first derivative at the left and right boundary points.
The vectors e 1 and e m are defined in (21) . Diagonal-norm second-derivative SBP operators of orders 2, 4 and 6 were derived in [35] .
A semi-discretization of (22) using the above SBP definition is given by
H from the left and adding the transpose leads to,
where the semi-discrete energy is defined as
Estimate (25) is a discrete analog of Eq. 23.
To understand how to combine SBP operators and the SAT treatment for weakly imposing the BC in the NS model, it is instructive to first study the simplified wave equation model (22) subjected to the following BC:
where γ is a constant. Inserting the BC (27) into (23) leads to the following energy estimate:
An energy estimate is obtained if γ ≥ 0. The semi-discrete approximation of (27) can be written
The main idea with the SBP-SAT method is to impose the semi-discrete BC weakly, by adding them as penalty terms in the RHS of the SBP finite difference approximation. The SBP-SAT approximation of (22) subjected to the well-posed BC (27) is given by,
where e 1 and e m are defined in (21) , and τ is the penalty parameter chosen to obtain a semi-discrete energy estimate. Multiplying (30) by v T t H from the left and adding the transpose leads to,
Chosing τ = −1 leads to 
1D compatible SBP operators
To approximate the dispersive fourth derivative term u xxxx the following definition (first introduced in [36] ) is central to the present study:
For the reader interested in the construction of the SBP operators, we refer to [35, 36] .
For 1D problems there are two necessary compatibility conditions (for stability reasons) when combining SBP operators of various derivative orders: 1) They should be based on the same discrete norm H, and 2) they should have the same boundary derivative approximations. In [34] we introduced a third compatibility condition between the first-and second-derivative SBP operators, necessary for multi-D problems involving mixed second derivative terms. This condition drops since we are treating a 1D problem. The following new definition is necessary in the coming stability analysis of the semi-discrete NS model. SBP operators derived in [35] since they did not share the same norm. In the present study completely new fourth-derivative SBP operators are derived, 1D compatible with the second-derivative SBP operators derived in [35] . The new SBP operators (constructed to be second-, fourth-and sixth-order accurate) are presented in the Appendix.
The following two definitions (first presented in [36] ) are central to the present study: 
It is important to understand that the formal boundary accuracy alone does not dictate the expected convergence rate of the numerical approximation of the underlying IBVP. An inconsistent boundary closure can still imply convergence. The expected convergence rate can be shown by a careful error analysis (not presented in the present study). This is summarised in the following remark:
Remark In [43] it is shown that a pointwise stable approximation of an IBVP involving derivatives up to order s yields a convergence rate of order r+s, where r is the order of accuracy at the boundaries. Hence, if the highest spatial derivative order is 4 in the PDE the boundary stencils may be 4 orders less accurate than the inner stencil. Thus, it is enough to employ zeroth-order accurate boundary stencils in the case of fourth-order accurate SBP operators and still obtain fourth order convergence, assuming pointwise stability. The second-order accurate fourth-derivative SBP operator is inconsistent with r = −2, and still this is enough to obtain second order convergence. The fourth-order accurate SBP operator has r = 0 (and we expect fourth order convergence). The sixth-order accurate SBP operator has r = 1 and we expect fifth order convergence, assuming that we employ a time discretisation that is accurate enough. In the present study we do not prove pointwise stability, but the numerical convergence study presented in Figure 3 indicates that we obtain the convergence expected when assuming pointwise stability.
To prove semi-discrete stability for the NS model (using the energy method) subjected to DN BC, the following two (new) lemmas are necessary, Lemma 3.8 The dissipative part N of a diagonal-norm fourth-derivative SBP operator has the following property:
whereÑ 2 is symmetric and positive semi-definite, and α 2 a positive constant, independent of h.
Lemma 3.9 The dissipative part N of a diagonal-norm fourth-derivative SBP operator has the following property: Table 1 : α 2, 3 in Lemmas 3.8 and 3.9 for the second-, fourth-and sixth-order accurate diagonal-norm fourth-derivative SBP operators.
whereÑ 3 is symmetric and positive semi-definite, and α 3 a positive constant, independent of h.
We will refer to Lemmas 3.8 and 3.9 as the borrowing condition. (An analogue borrowing condition was introduced, for second-derivative SBP operators, in [30, 31] , utilised in the stability proof for the SBP-SAT approximation of the second order wave equation subjected to Dirichlet BC.) The values of α 2 and α 3 were computed numerically, for the second-, fourth-and sixth-order accurate finite difference SBP discretizations. The results are presented in Table 1 .
Stability analysis
In this section we present the SBP-SAT approximations of (10) combined with the two types of BC presented in Section 2.1. In the following we assume the same initial conditions v = f 1 and v t = f 2 as in the continuous case.
Characteristic boundary conditions
The semi-discrete approximation of the Char BC (14) can be written,
Here σ 1, m are defined as the local value of σ (13) at the left and right boundary, respectively.
The SBP-SAT approximation of (10) subjected to the Char BC (14) is given by,
Here τ 
(1)
and is the semi-discrete counterpart to E (c) , given by Eq. 20. The following lemma is one of the main results in the present study:
2 and D 4 are 1D compatible second-and fourth-derivative SBP operators, and τ
Proof By choosing τ
which exactly mimics the corresponding continuous energy estimate (15).
Dirichlet-Neumann boundary conditions
The semi-discrete approximation of the DN BC given by (16) can be written,
The SBP-SAT approximation of (10) subjected to the DN BC (16) is given by,
Here τ
are again the penalty parameters chosen to obtain a semi-discrete energy estimate.
Remark In (39) we have two penalty terms on each boundary. At the left boundary, for example, we can think of (
T and
T as penalty vectors. It is perhaps not obvious why we have made this particular Ansatz of the penalty vectors. The short answer is that this will lead to stability with a specific tuning of the penalty parameters τ 
Proof Multiplying the homogeneous version of (39) by v T t H, and adding the transpose leads to,
whereẼ H is given by,
and
Here we have assumed that D
2 and D 4 are 1D compatible and further used Lemmas 3.8 and 3.9 to obtain the following,
The values of α 2, 3 are presented in Table 1 . By choosing τ
, A 1, m are positive semi-definite and
Remark By studying the boundary matrices A 1, m in the above proof, the necessity of Lemmas 3.8 and 3.9 are understood. Without the coefficients involving α 2, 3 on the lower diagonal in A 1, m the matrices can not be positive semi-definite, regardless of the four penalty parameters τ (1, 2) l, r .
Time integration
The time-discretisation of the semi-discrete SBP-SAT models presented in Section 4 will be analysed. The SBP-SAT approximations (35) and (39) can be written as the following second order ODE system (with m unknowns),
where f 1 and f 2 are initial data and G(t) is a known time-dependent vector function. H, A and C are m × m matrices. The following definition and lemma are introduced to simplify the coming stability analysis:
is non-negative and E H = 0 implies that v t = 0. Hence, E H defines a seminorm.
Lemma 5.2 If
and H defines a discrete norm, the ODE system (40) is stable.
Proof Multiplying the homogeneous version of (40) by v T t H and adding the transpose leads to,
In the last step we use the fact that A = A T is positive semi-definite and H defines a discrete norm, so that E H = v t The semi-discrete SBP-SAT models (35) and (39) fulfill (40) such that the conditions in Lemma 5.2 hold.
Remark The second order ODE system (40) allows for linear time-growth if A is positive semi-definite (even with homogeneous data, i.e., G(t) = 0). This however requires two things: 1) The zero eigenvalue is a double root, and 2) f 2 = 0. This is consistent with the characteristics of the underlying IBVP, which also allows for linear time-growth, when there are double zero roots (see [36] ). If A is negative definite, there can be no time-growth. Nevertheless, the ODE system is stable if A is negative semi-definite. (See [16] for details regarding the various types of stability definitions.)
The first model (35) with Char BC has both a first and a second derivative in time while the problem (39) with DN BC has only a second derivative in time. For hyperbolic problems involving both first and second derivatives in time one often (see for example [15, 33] ) rewrites the system on first order form by introducing an auxiliary variable, and time-integrates using an explicit Runge-Kutta method. In this section we start by showing why this approach for the NS model leads to a very restrictive CFL condition, when temporal first derivative (i.e., damping) terms are present. An alternative time-integration technique based on central finite differences, with a much less restrictive CFL is introduced later in this section.
Explicit Runge-Kutta methods
When temporal first derivative (i.e., damping) terms are present in the NS model, an explicit Runge-Kutta method has severe CFL restrictions (see (42) ). This has been verified in numerical computations of (35) using the fourth order Runge-Kutta method, see Figure 5 and Table 3 . We will now analyse this behaviour in some detail, for a simplified scalar problem.
Starting from (40) and assuming periodic BC (here referred to as the Cauchy problem), we can simultaneously diagonalise H −1 C and H −1 A, and for each Fourier mode derive a scalar ODE of the form y tt = −ay − cy t + g(t) ,
where f 1 and f 2 are initial data, and g(t) known time-dependent data. The Cauchy problem shares much of the characteristics with the corresponding IBVP, when it comes to the expected CFL condition. This motivates the study of a scalar ODE system, concerning the expected CFL condition for a similar ODE system. The solution to the homogeneous version of (41) . To time-integrate (41) using the standard fourth order Runge-Kutta method, an auxiliary variable w = y t is introduced, to obtain an ODE-system with only first derivative terms. The CFL restriction is given by k · max |r 1, 2 | ≤ 2.8, where k denotes the time-step.
We now consider the case c =c · h −3 and a =ā · h −4 , in (41), wherē a andc are constants independent of h. This particular choice of h-scaling is motivated by the ODE system (35) . The h-scalings (where h is the spatial grid-size) of H −1 A and H −1 C are given by h −4 and h −3 respectively. Hence, for sufficiently small grid-spacing h, max |r 1, 2 | c · h −3 , and the CFL condition is given by,
To summarise, we expect a very severe time-step restriction employing an explicit Runge-Kutta method to solve (35) . In fact, this is exactly what we found by extensive numerical testing, see Figure 5 . For this reason we will use a central finite difference method to time-integrate (35) . This will be analysed in the coming section. For the other problem (39), the first derivative component H −1 Cv t is not present. This leads to the CFL condition given by,
which agrees with the physical requirement (see the remark below). In the present study we will therefore employ a central finite difference method that yields a CFL similar to (43) also when temporal first derivatives are present in the ODE model. This will be analysed in the coming section.
Remark The dispersion relation (7) shows that the wave speed scales as κ. Hence, the physics (in general) require k h 2 , to capture the high-frequency part of the solution. An efficient time-integrator should therefore allow a time-step similar to what is required from the physical consideration. This is why we refer to (42) as restrictive. Ideally we want a CFL similar to (43) . The soliton solution (8) on the other hand behaves like a non-dispersive solution, and for this particular solution we could expect that a high order accurate semi-implicit time-integrator could have been beneficial, choosing the time-step from an accuracy perspective, i.e., k h. This is something we hope to address in a coming study.
Finite difference in time
An alternative time-discretisation technique (compared to explicit RungeKutta methods) is to employ a central finite difference (Cdiff) method. For the case with both first and second derivative terms present in (40), higher than second-order accurate approximations are far from trivial and will not be investigated in the present study. However, we will see that the CFL condition with the central finite difference method will yield an estimate similar to (43) . Hence, a second-order accurate finite difference approximation will lead to fourth order convergence due to the CFL condition (assuming that the problem is stable).
Let t n = n k, n = 0, 1, . . . denote the discrete time-levels, where k is the time-step, and introduce the notation v n = v(t n ). We introduce the following second-order accurate finite difference approximations,
, of the first and second derivatives in (40) . The first derivative in the initial step can be approximated by
. By replacing the first derivative in the initial step by D + v 0 and inserting appropriate Taylor expansions we obtain the following second-order accurate approximation of (40),
Remark Notice that the Cdiff time-integrator (44) is truly explicit only if the inverse of H is a diagonal matrix (except perhaps at a small and constant number of boundary points). This is trivially true if the discrete norm H is diagonal. This is another motivation for using diagonal-norm SBP operators.
The following definition is necessary for the stability analysis of the fully discrete finite difference approximation:
T is positive semi definite and P = P T is positive definite,
is non-negative for all v n , v n+1 and E n = 0 implies v n+1 = v n = c, where c is a constant. Then E n defines a semi-norm. Here we define (
The following Lemma is central to the coming stability analysis:
A) is positive definite if the time-step is chosen as
, where h i and a i are the eigenvalues of H and A, respectively. , where a i and h i are the eigenvalues of A and H respectively (since this is a generalized symmetricdefinite eigenvalue problem). Hence, the eigenvalues to I −
Proof The eigenvalue problem (H −
. To guarantee that λ i is positive, it is enough to require that
we guarantee that λ i > 0.
We will make use of the following two relations,
The following Theorem is one of the main results of the study: The fully discrete energy estimate in Theorem 5.5 is completely analogous to the semi-discrete energy estimate in Lemma 5.2, assuming that we fulfill the CFL condition,
. For the semi-discrete SBP-SAT models presented in Section 4, h i is proportional to h and a i is proportional to h −3 , implying that the CFL conditions are given by (43) for some constantā > 0. (The value ofā depends on the type of BC and the specific SBP operator employed.) In Table 2 we present accurate numerical estimates of the CFL, i.e., Γ = k h 2 for the different types of BC and accuracy of the SBP operator. For completeness we also present the corresponding CFL values using the fourth order Runge-Kutta method in Table 3 . Here the CFL is given by Γ = k h 2 using DN BC and Γ = k h 3 using Char BC, in support of the analytical estimates presented in (42) and (43) .
Remark The present Cdiff method (44) has the attractive property of being time-symmetric, when only (temporal) second derivatives are present in the model. Explicit Runge-Kutta methods do not share this property. Timesymmetric integration implies discrete energy-conservation, which is an attractive property for energy-conservative models. The NS model describes an adiabatic and reversible phenomenon [44, 18] and should thus ideally be time-integrated with a time-symmetric ODE solver such as (44).
Computations
In this section the accuracy, stability and efficiency properties of the SBP-SAT approximations analysed in Section 4 will be verified. The SBP-SAT ap-proximations are time-integrated with both the second-order accurate Cdiff approximation, given by (44) , and the fourth order Runge-Kutta (RK4) timeintegrator (to validate the claim that (44) is a more efficient time-integrator than RK4 for the semi-discrete NS model). The time-steps are adopted to the CFL limits for each method and order of accuracy, as presented in Tables  2 and 3 . We also investigate the robustness of the numerical scheme and the robustness of the soliton behaviour.
Convergence and efficiency study
The convergence rate is calculated as
where u is the analytic solution, and v (m 1 ) the corresponding numerical solution with m 1 unknowns.
h is the discrete l 2 norm of the error.
The accuracy properties of the SBP-SAT approximations (35) and (39) are tested against the analytic soliton solution (8) with β = 0.80 (see Figure  1) . The analytic solution is used as initial and boundary data. The initial soliton is centered at x = 0. The spatial domain is given by x ∈ [−15, 15]. The numerical approximations are integrated to t = 18.75 when the soliton is centered at the right boundary at x = 15. We compare the results using the second order accurate Cdiff and the RK4 time-integrators.
In Figure 3 we present the convergence results using the second-fourthand sixth-order accurate SBP-SAT approximations of (39) and (35) . The Cdiff time-integrator is second-order accurate, but due to the CFL condition we expect at least fourth order convergence for the fourth-and sixth-order accurate SBP-SAT approximations. The conclusions from Figure 3 are the following: 1) the leading truncation error comes from the spatial discretisation, 2) we obtain the convergence rates expected when assuming pointwise stability (see the remark in Section 3), and 3) a completely grid-converged solution is reached for l 2 -errors of approximately e 10 −7 .
Remark A similar convergence study with the l ∞ (instead of the l 2 ) norm showed the same convergence behaviour as presented in Figure 3 . It is well known that higher order finite difference methods capture hyperbolic wave propagation more efficiently (see the pioneering paper by Kreiss and Oliger [24] ). We investigate if this holds also for the NS model (assuming smooth solutions). In Figure 4 we compare the efficiency for different orders of accuracy. We plot the l 2 − error as a function of runtime in seconds. The efficiency study is performed for both DN and Char BC. This can be compared to the convergence analysis found in Figure 3 . The results clearly support the claim that an efficient solution of the NS model requires a stable and higher-order accurate numerical method. Figure 4: The l 2 -error (e) as a function of runtime for the second-, fourthand sixth-order accurate SBP-SAT approximations, using the Cdiff timeintegrator. We present the results for both Char BC (left) and DN BC (right). Grid-convergence is reached at e 10 −7 .
In Figure 5 we present both a convergence and an efficiency comparison between the Cdiff and RK4 time-integrators. We present the results using the fourth-order accurate SBP-SAT approximations for both DN and Char BC. The Cdiff is clearly much more efficient than RK4 for the case with Char BC, in support of the numerical CFL estimates presented in Tables 2 and 3 . The convergence plot shows that the spatial discretisation dominates the l 2 errors. 
Long-time behaviour of soliton propagation
In the study of soliton problems it is very important to consider the long-time behaviour (i.e., stability and accuracy) of the numerical approximation, since the solitons are typically propagated over vast distances. This is especially true for the proposed NS model [17] , for the study of nerve pulses (solitons) in the axon membrane. (The nerve axon is typically very long compared to the width of the soliton pulse.)
In Figure 6 we compare the results using the second-and sixth-order accurate SBP-SAT approximations of (39) . Here the stability and accuracy properties of the numerical method for long-time integration of an analytic soliton (8) with β = 0.65 are verified. The analytic soliton, centered at x = 40, is used as initial data. The spatial domain is given by x ∈ [0, 500]. The numerical approximations are integrated (using Cdiff) to t = 600, when the analytic soliton is centered at x = 430. The results are compared for two different number of grid-points, m = 250 and m = 500. The dispersion error is clearly visible for the second-order approximation. The sixth-order accurate approximation have indistinguishable numerical errors in the eyeball norm, when m = 500 (and is not presented). Interestingly, the shape of the soliton is very robust, even when prone to large dispersion errors such as in the second-order case. For wave-dominated problems the gain in using a higher-order method typically grows with the propagation-time [24] . In a more realistic application the integration-time t = 600 is most likely to be considered small, and the necessity of using a higher order method would be even more pronounced.
Remark Since the time-integration is formally only second-order accurate, the sixth-order accurate SBP-SAT discretisation is most likely close to optimal (referring to numerical efficiency). To motivate higher than sixth-order (spatial) accuracy would require a higher order accurate time-integration (with time-step restriction proportional to h 2 or better), and that is far from trivial to achieve. Besides, second-and fourth-derivative SBP operators do not yet exist for higher than sixth-order accuracy. 
Stability properties with non-smooth initial data
The stability properties of the numerical scheme with non-smooth initial data is tested. Here we employ the rectangular function as initial data with its time-derivative set to zero initially, i.e., f 2 = 0. This function is discontinuous and contains a high-frequency spectrum and provides a challenging test case for the numerical method to investigate its robustness. A long-time simulation with the rectangular function as initial data using 401 grid-points is presented in Figure 7 . Here we employ a fourth-order accurate SBP-SAT approximation of (39) . For non-smooth data with a highfrequency part in the spectrum, a time-integration to t = 100 (here using Cdiff) corresponds to a relatively long time-integration. Square at t=100 Figure 7 : A fourth-order accurate simulation of (39) with m = 401 presented at t = 0, 0.0005, 0.001, 100. The initial data is the rectangular function. Notice the dispersive wave propagation with the fast high-frequency part.
Generation of non-analytic solitons
The motivation for the NS model, first presented in [17] , was to explain nerve pulses as a density soliton in the axon membrane. It is therefore natural to ask if the NS model can support other types of solitons, besides the analytic soliton given by (8) . To rephrase the question: how sensitive are the (soliton) nerve pulses to the initial data? We claim that a robust NS model should support solitons also when we start from smooth initial data other than the analytic soliton solution.
In Figure 8 the simulation is initiated with a Gaussian profile centered at x = 100 with an amplitude of 0.2, i.e., u(x, 0) = 0.2 exp − (100−x) 2 2×20 2
. The amplitud is roughly equivalent to the amplitude of an analytic soliton (8) with β = 0.65. The initial derivative is here set to u t (x, 0) = −u x (x, 0) to trigger a right-going pulse. The spatial domain is given by x ∈ [0, 400]. The sixth-order accurate SBP-SAT approximation of (35) is time-integrated with Cdiff. We employ m = 400 grid-points. The initial profile slowly develops into a new type of square soliton. By shifting the width and amplitude of the initial Gaussian profile similar (but different) solitons evolve (not reported here).
Conclusions and future work
The main focus has been to construct explicit, stable and high-order accurate SBP-SAT approximations of the NS model with two types of BC. To guarantee stability we employ newly constructed 1D compatible SBP operators to approximate the second-and fourth-derivative terms, combined with the SAT technique to impose the BC weakly. One of the main results in the present study is the proof that it is necessary to utilise the borrowing condition for the fourth-derivative SBP operator in order to derive a stable boundary treatment for the case with DN BC.
Numerical soliton simulations corroborate the stability-and accuracyproperties and show that the higher-order accurate approximations are superior to the corresponding second-order accurate SBP-SAT schemes. The present work shows that the SBP-SAT finite difference method is a viable and efficient way to obtain numerical solutions of the NS model.
Another main result concerns the CFL conditions for the NS model involving both first and second derivatives in time. It is shown that explicit Runge-Kutta methods have severe CFL restrictions and a better choice is to us a centered finite difference method.
In a coming study we will derive a stable, conservative and accurate interface treatment to model axon junctions, soma-and synapse-junctions. A similar study was presented in [3] for the Hodgkin-Huxley equations. We will also investigate the efficiency of semi-implicit time-integration of the semi-discrete SBP-SAT approximations.
The corresponding right boundary closure is given by replacing b i → b m+1−i for i = 1..4 followed by a permutation of both rows and columns.
The interior stencil of M (b) at row i is given by (i = 4 . . . m − 3):
The boundary closure of M (b) (given by a 9 × 9 matrix) is presented in [35] . (The coefficients fill almost a page.)
The upper part of N is given by, 
