Abstract-In this paper, an integrated ACO approach to solve joint production and preventive maintenance scheduling problem in permutation flowshops is considered. A newly developed antcolony algorithm is proposed and analyzed for solving this problem, based on a common representation of production and maintenance data, to obtain a joint schedule that is, subsequently, improved by a new local search procedure. The goal is to optimize a common objective function which takes into account both maintenance and production criteria. We compare the results obtained with our algorithm to those of an integrated genetic algorithm developed in previous works. The results and experiments carried out indicate that the proposed ant-colony algorithm provide very effective solutions for this problem.
I. INTRODUCTION
Production scheduling and preventive maintenance planning decisions are inter-dependent but most often made independently. Both activities conflict since preventive maintenance activities consume potential production time, but delaying preventive maintenance because of production demands may increase the probability of machine failure, this interdependency seems to be overlooked in the literature.
One finds in the literature two joint scheduling strategies which aim is to solve conflicts between production scheduling and preventive maintenance planning [1] . The sequential strategy consists of two steps: First the scheduling of the production jobs then the insertion of the maintenance tasks, taking the production schedule as a strong constraint. The integrated one consists of simultaneously scheduling both maintenance and production activities based on a common representation of these two activities.
As it has been mentioned, the interaction between production and preventive maintenance, particularly their joint scheduling, is relatively little studied and rather recently in the literature. Little work has been carried out in which preventive maintenance scheduling and flowshop scheduling are jointly considered [2, 3, 4, 5] .
Since the last decade, attempts are being made to solve combinatorial optimization problems using Ant Colony Optimization (ACO) algorithms. ACO is a metaheuristic allowing finding the best solution of hard-to-solve optimization problems [6, 7] . The aim of ACO algorithm is to find a path (a sequence) of minimal cost while respecting the constraints [8] .
ACO has been applied successfully to solve scheduling problems. The problem dealt with is flowshop scheduling problem with the objective of minimizing the makespan. Stüetzle [9] compared ACO algorithm to some basic heuristics for the Flow Shop Problem (FSP) showing that this approach is very promising for the FSP. Rajendran and Ziegler [10] propose two ant-colony optimization algorithms and compared them to heuristic solutions given by Taillard [11] . The comparison shows that the two proposed ant-colony algorithms perform better. Ying and Liao [12] applied the ACO algorithm to permutation FSP and compared its performance with other meta-heuristics such as genetic algorithm, simulated annealing, and neighbourhood search. Their computational results showed that ACO was a more effective metaheuristic for the n/m/P/C max permutation flowshop scheduling problem. Hu and al. [13] proposed an ACO algorithm to solve flowshop rescheduling problem. Mutation operations are employed to enhance the ACO performance avoiding the algorithm convergence to local optimum. Numerical experiments showed that the proposed algorithm has high computation efficiency.
The term "maintenance" is nonexistent in the previously cited literature. As in industry, production scheduling and preventive maintenance planning are typically treated independently in the production systems and also in operations research literature.
Purpose of this work is to present an integrated ACO approach to solve the joint production and preventive maintenance scheduling problem using ACO algorithm. The proposed integrated ant-colony algorithm, called INTACO, is based on a common representation of production and maintenance data. The aim is to optimize a common objective function which takes into account both maintenance and production criteria. The outline of this paper is as follows: section 2 presents the context of the study: production and maintenance data and the objective functions to optimize, section 3 introduces the proposed algorithm, discusses some details of the new local search procedure used and presents the most important parameter settings. Afterwards, in section 4, convergence properties of the algorithm are investigated so as to obtain a tuned set of parameters. Then we present the obtained simulation results with some benchmark problems which we compare to another metaheuristic developed in previous work. Finally, in section 5, some conclusions are made.
II. MODELS AND PROBLEM STATEMENT
In the following, we will first present the production and the maintenance data. Then the common objective function to optimize One of the most frequent production scheduling problems is the FSP. This problem can be stated as follows: each of n jobs 1,…, n has to be processed on m machines 1,…, m in that order. The processing time of job i on machine j is p ij . The processing times are fixed, nonnegative, and may be 0 if a job is not processed on some machine. Further assumptions are that each job can be processed on only one machine at a time, the operations are not preemptable, the jobs are available for processing at time zero and setup times are sequence independent. Here we consider the Permutation Flow Shop Problem (PFSP) i.e., the same job order is chosen on every machine. The objective then is to find a sequence, i.e., a permutation of the numbers 1,…,n that minimizes the completion time C max (makespan) of the last job. Following the Pinedo's notation [14] this problem can be denoted by F/prmu/C max . The PFSP is an NP-Hard problem [15] .
The preventive maintenance [16] can be stated as follows: each machine is maintained at fixed time intervals previously established. The preventive maintenance tasks are periodic interventions occurring every T periods and each occurrence depends on the one preceding it on the same machine. A maintenance task consists of elementary operations which processing time p' is evaluated with more or less certainty. Moreover, the periodicity T of these tasks can vary in a tolerance interval noted [T min , T max ]. This interval gives some flexibility to plan maintenance tasks while respecting the production constraint, disturbing the least possible the production schedule, and respecting the maintenance equipment periodicity.
A machine j can be subject to several different maintenance tasks which will be repeated periodically. Let be:
-M ij : the maintenance task i on the machine j.
-T ij: periodicity of the maintenance task M ij .
-Tmin ij : earliest time separating two consecutives occurrences of the maintenance task M ij ; -Tmax ij : latest time separating two consecutives occurrences of the maintenance task M ij ; -p' ij : processing time of the task M ij . It is supposed to be known and constant.
The earliness and the tardiness of the k th occurrence of the maintenance task M ij is computed as follows:
-t' ijk : execution time of the k th occurrence of the maintenance task M ij .
-E' ijk : Earliness of the k th occurrence of the maintenance task M ij . E' ijk = max (0, t' ijk +p' ij +T minij -t' ijk +1) -L' ijk : Tardiness of the k th occurrence of the maintenance task M ij . L' ijk = max (0, t' ijk+1 -t' ijk -p' ij -T maxij )
The objective of optimization must be a compromise between the target objective maintenance and production functions.
The production objective function is the completion time of the last job on the last machine (C max ). One will note f 1 this function:
The maintenance objective function respects the maintenance periods which influence the constraints of the production system. One will note f 2 this function:
To optimize the two criteria, we taken into account the following common objective function:
(α,β) are weights which will measure the respective contributions of production and maintenance in the common objective function. They can depend on the number of tasks, processing time or problem size. They are independent and non complementary.
III. DEVELOPPEMENT OF A NEW INTEGRATED ACO ALGORITHM (INTACO)
We now present the development of the new ant-colony algorithm, called INTACO, which extends the ideas of Ant System (AS) algorithm by Dorigo and al. [7] . INTACO incorporates simultaneously production jobs and maintenance tasks in the construction of a joint ant sequence, uses new mutation operators based on those proposed in [17, 18, 19] adapted to joint production and preventive maintenance sequence allowing the generation of the joint ant sequence neighbourhood, and a new local search technique in the AS algorithm.
In this section, we will first present the proposed representation of a joint schedule. Then we introduce the new integrated ACO algorithm (INTACO)
A. Representation of a joint schedule
We propose to code a joint schedule as a structure with two fields: the first one is a sequence S that represents the production jobs execution order. The second one is a matrix M that represents the maintenance tasks insertion sites. The element M[i,j] represents the insertion of the i th maintenance task of the j th machine in the sequence S.
Example:
The execution of the tasks on the three machines according of the preceding example is the following: Machine 1: M 01 ,P 1 ,M 1 1 ,P 9 ,P 3 ,P 8 ,M 21 ,P 5 ,P 6 ,M 31 ,P 7 ,P 4 ,P 2 Machine 2 : P 1 ,M 02 ,P 9 ,M 12 ,P 3 ,P 8 ,P 5 ,M 22 ,P 6 ,P 7 ,P 4 ,P 2 Machine 3 : M 0 3 ,P 1 ,P 9 ,P 3 ,P 8 ,M 13 ,P 5 ,P 6 ,P 7 ,M 23 ,P 4 ,M 33 ,P 2
B. Construction of a joint ant-sequence and its improvement by a
local search scheme We model the problem as a search for the best path in a particular graph G <N, V> where N is the set of nodes representing joint solutions, and V represents the difference between the common objective function referred to in formula 3 of two connected solutions (Si, Sj).
Thus, the integrated strategy consists of simultaneously scheduling both maintenance and production activities. The first cycle of the algorithm commences with joint sequence generated randomly and proceeds by construction, moving from a solution to another. A number of ants, which may be thought of as independent agents, are set in motion, each ant representing a joint sequence.
Each ant i starts from a joint initial solution S 0 i which is randomly generated. At each step, a set of new joint solutions S k i is generated by applying mutation to the current one, which represents its neighbourhood N(S 0 i ). During her move, each ant will leave trail of pheromone on her path.
Each ant starts the search with a random solution. For us a solution can be complete or partial. A complete solution represents a joint production and preventive maintenance schedule. In this case, a complete initial solution is obtained after the insertion of maintenance tasks, using one of the heuristics developed by Benbouzid and al. [4] , on a production schedule generated randomly.
The move from a solution to another in the neighbourhood can be done by mutation in the production sequence, the maintenance matrix, or on both at the same time. We define two types of mutation allowing generating neighbour solutions from the current one. The first one is relative to new mutation reported by Benbouzid and al. [20] and the second one is based on new ideas that are developed in the current work.
(a) Benbouzid and al. [20] developed a couple of new mutation: Random mutation and k-points vertical mutation. Random mutation consists in shifting randomly towards the left or the right one or more maintenance tasks. The principle of the k-points vertical mutation consists on generating randomly k positions in the production sequence S, thus defining k+1 groups. Then the sites of the production jobs which are in each group i are permuted with the group k+2-i. However the maintenance tasks sites inside each group are preserved. (b) We propose two new mutations called IIM (Integrated Insertion-Moves) and ISM (Integrated Swap-Moves). It consists in performing the classical insertion-moves and swap-moves [17, 18, 19] on the production sequence S while updating the maintenance matrix M under the changes operate on the sequence S.
Having thus generated a joint ant sequence of production jobs and maintenance tasks, some changes are applied in order to improve the solution. Local search for the FSP usually starts from some initial feasible sequence and then tries to improve it by small changes. In the case of the joint production and maintenance scheduling problem in permutation flowshop, it is to be noted that the 1-point vertical mutation suggested by Benbouzid and al. [20] , has emerged as the best improvement for all benchmark problems tested.
C. Updating of trail intensities
Starting from a joint initial sequence, INTACO makes use of trail intensities in order to determine the solution to be appended next step.
At each step, a set of new solutions is generated by applying mutations on the current one, as defined above. When the ant (k) is on one solution (S k i ), it must choose a solution S k j among the set of solutions of its neighbourhood N(S k i ). This choice is made on the basis of the heuristic information (η ij ), and the pheromone information (τ ij) , according to the following rule [21] :
The heuristic information is computed using SPT (Shorting Processing Time) algorithm as follows:
When an ant move to a new solution, chosen in the neighbourhood of the current one, a local update of the pheromone trail is made. When all ants finished a cycle, a global update of the pheromone trail is done on the path of the best joint solution found in the cycle. The best joint sequence so far found is retained, and a new cycle is started. The pheromone update rule is applied as follows:
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(6) Once all ants have built their solutions, extra pheromone is added on the path taken by the ant which found the best 
If j ∈ N(
solution. Pheromone is added only when the common objective function f obj of a solution is improved after mutations. Since the neighbourhood of the current solution is a set of complete joint solutions generated according to the operators detailed above, the construction of the pheromone and heuristic information matrix will be done dynamically, as describe below. 
Pheromone and heuristic information

IV. EXPERIMENTAL RESULTS
In this section, we present the results of a series of computational experiments conducted to test the effectiveness of the INTACO, for an integrated resolution of the joint production and preventive maintenance scheduling problem in permutation flowshops. The test problems for evaluating the proposed ant-colony algorithm are generated by following the procedure given by Taillard [11] for permutation flowshop scheduling problems.
To our knowledge, there is no instance for the preventive maintenance scheduling problem. Therefore, we developed a processor to generate benchmarks in preventive maintenance. The used parameters are: the number of machines and maintenance task parameter (T, T min and T max ). We generated only one maintenance type per machine for each problem. Moreover, the processing time of a maintenance task is identical for all its occurrences. The objective functions taken into consideration are ( § 2): the production objective function f 1 is the minimization of makespan; the maintenance objective function f 2 is the minimization of the sum of maintenance tasks advances and delays. The contribution of production and maintenance objective functions in the common objective function f obj are equal to 1 (α =1 and β =1). The proposed common weighted global objective function will allow tackling the problem in a simplified way.
For evaluating the performance of the INTACO with respect to the common objective function defined in section 2, the results of a research study by Benbouzid and al. [4] are referred to. Benbouzid and al. developed a couple of new heuristic and metaheuristic methods (NEH heuristic, Taboo search and GA) considering the sequential and integrated strategies. They considered the benchmark problems of Taillard [11] , and reported the best-heuristic solutions for these benchmark problems with respect to the common objective function. It is to be noted that the integrated GAs has emerged to be the best for all benchmark problems.
A. Parameters tuning
Usually, the first set of tests defines for which values of {α, β} the algorithm converges to the known optimum of a selected problem. In our case, no competitive results for the joint production and preventive maintenance scheduling problems exist, with state-of-art algorithms. For this reason, we use the Taillard PFSP 20x10 [11] . However, we consider the relative increases in the common objective function yielded by the proposed ant-colony algorithm, relative to the best makespan value reported by the Taillard PFSP 20x10 with upper bound stated at 1659, when comparing the solutions. The best one is the one which gave the least increase. Table 1 illustrates some of the simulations that have been carried out, using ant colonies, with different sets of {α, β} parameters. Pheromone was stored on nodes. We don't include the case α =0 and β=0 because every ant simply branches randomly from one node to the other, for which the algorithm is expected not to find the optimum. Table 1 shows that the set of values for which an optimum value for the common objective function is reached is α= 4 and β =1.
Once established the values of α and β, the influence of the parameters that define the pheromone update can be investigated. Figure 1 shows the performance of the algorithm for different values of the evaporation constant ρ. =1000, α=4, β=1, m=50) .
From the case of ρ>0.1, the algorithm does not always find the optimum. This is due to the fact that when the evaporation rate is too high, only the edges belonging to the path with the early encountered local minimum receive pheromone update every cycle. The rest of the edges have their pheromone rapidly decreasing to zero with increasing number of cycles, due to the evaporation. At each new cycle, this effect is amplified and the ants will be more and more attracted to the edges that receive pheromone update. The ants will be searching in the small neighbourhood of the local minimum.
We noticed that the simulations that gave us the best results were the ones where the number of ants equals the number of jobs. Therefore, all ants start the resolution with joint schedules where the first job is different from one solution to another. All ants are scattered on the solutions space. Figure 2 shows the performance of the algorithm for different values of the maximum number of cycles NC max . The figure 2 shows that as the number of cycle's increases, the objective function improves until the number of cycles reaches 600 cycles. Above this number, the common objective function increases. Thus, the maximum number of cycles can be state at 600.
B. Performance analysis of the INTACO
After optimization of the parameters in the previous section for the specific Taillard 20x10 flowshop problem, this section shows some simulation results of the INTACO to some more complex benchmark problems, with the values of parameters tuned above.
In ACO, as in many other metaheuristics, the performance critically depends on the appropriate combination of local search with the solution construction mechanism. Therefore, we performed a detailed analysis of the effectiveness of the INTACO without and with the improvement procedure proposed in section III.5 at two levels: on the solution given by each ant (L1) and on the best solution given by the algorithm (L2). The results of evaluation are presented in Table 2 . Overall, it is observed from the results that the improvement procedure at L1 performs better than this at L2. The main reasons for such a superior performance are due to the fact that the solution of each ant is improved, at each cycle.
We defined, in section III.3, two types of mutation allowing generating neighbour solutions from the current one. The evaluation of the performance of the proposed mutation is presented in table 3. Overall, it is observed from the results that the 1-point vertical mutation gives the best results. This higher performance is mainly due to the effectiveness of mutation on the production sequence while respecting the maintenance tasks initial position. This factor assumes greater significance in enhancing the performance of the obtained joint schedule in the case of mutation with 1-point than in the case of two points. Table 4 shows the comparison between the INTACO to another meta-heuristic: integrated GAs developed in [4] . GAs solutions are obtained after 100 executions of the method. The best result is saved, as well as the associated parameters. The following parameters are the same for all the executions of the genetic algorithms: crossover rate: 0.7; mutation rate: 0.01; renewal strategy: N_best, the replacement is done between the selected population and the crossed one. Population size: between 50 and 100. The crossover and mutation operators used are: k-point horizontal crossover and k-point vertical mutation.
However, since the GAs are known to prematurely converge, the only way to get the best solution was to use a strategy called "sharing" [21] . This strategy allows diversifying the population, avoiding the GAs to get trapped in a local optimum. We use sharing with the following parameters: α Sharing = 0.99 and β Sharing = 4. Instead the use of "sharing" the INTACO performs better than the integrated GAs for most of the studied benchmarks.
Conclusion
Compared to other metaheuristics such as genetic algorithms, simulated annealing and taboo search, relatively few attempt have been made to solve scheduling problems using ant-colony algorithms.
In this paper, we investigated the problem of the joint production and preventive maintenance scheduling in permutation flowshop using ant-colony algorithm. We proposed a new algorithm, called INTACO, which tries to solve this problem, based on a joint representation of production and maintenance data. The goal is to optimize a common objective function which takes into account both maintenance and production criteria.
For evaluating the performance of the proposed ant-colony algorithm, the results of a recent study by Benbouzid and al. [4] are referred to. The proposed algorithm is enhanced by a local search procedure to yield high quality solutions. The proposed ant-colony algorithm performs better than the integrated genetic algorithms referred to.
Future research will be to investigate a bi-criterion approach to solve this problem.
