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Let H b eac l a s so f𝑛×𝑛Hankel matrices H𝐴 whose entries, depending on a given matrix A,a r el i n e a rf o r m si n𝑛 variables with
coefficients in a finite field F𝑞.F o re v e rym a t r i xi nH, it is shown that the varieties specified by the leading minors of orders from 1
to 𝑛−1have the same number 𝑞
𝑛−1 of points in F
𝑛
𝑞. Further properties are derived, which show that sets of varieties, tied to a given
Hankel matrix, resemble a set of hyperplanes as regards the number of points of their intersections.
1. Introduction
The representation of hypersurfaces of small degree as deter-
minantsisaclassicalsubject.Forinstance,Hesse[1]discussed
therepresentationoftheplanequarticbysymmetricdetermi-
nants, and many different problems have been tackled over
t h ey e a r s ;s e e ,f o re x a m p l e ,[ 2, 3]. An important question,
when hypersurfaces are defined over finite fields, is the
computation of the number of points. In general this is very
difficult, for example, [4], and most frequently only bounds
are given. This paper considers hypersurfaces over finite
fields, which are defined by determinants of Hankel matrices
w h o s ee n t r i e sa r el i n e a rf o r m si nt h ev a r i a b l e s .Th e s eH a n k e l
matrices are encountered in the proof of certain properties
of finite state automata whose state change is governed by
tridiagonal matrices [5, 6] .Th e ya l s oo c c u ri nt h es t u d yo f
some decoding algorithms for error-correcting codes [7, 8].
Itisremarkablethat,forthesedeterminantalvarieties,the
exact number of points can in many instances be explicitly
found, in terms of the size of the field and the number of
variables.
Let 𝑝(𝑧) = 𝑧
𝑛 +𝑎 1𝑧
𝑛−1 +𝑎 2𝑧
𝑛−2 +⋅⋅⋅+𝑎 𝑛−1𝑧+𝑎 𝑛 be an
irreducible polynomial of degree 𝑛 over F𝑞 with root 𝗼∈F𝑞𝑛,
whichisthusaneigenvalueofthecompanionmatrixAwhich
i sa s s u m e dt oh a v et h ec o e ffi c i e n t so f𝑝(𝑧) in the last column,
all 1s in the first subdiagonal, and the remaining entries are
0s[ 9].
ThedefinitionofHankelmatricesthatwearedealingwith
u s e st h eK ry l o vm a t r i c e s
K(A,x) =( x,Ax,A
2x,...,A
𝑛−1x),
K(A
𝑇,y
𝑇)=( y
𝑇,A
𝑇y
𝑇,(A
𝑇)
2
y
𝑇,...,(A
𝑇)
𝑛−1
y
𝑇),
(1)
where y =( 𝑦 1,...,𝑦 𝑛) is a row vector of 𝑛 independent
variables and x
𝑇 =( 𝑥 1,...,𝑥 𝑛) is a column vector of 𝑛
independent variables. Every Krylov matrix is nonsingular
unless x and y a r ea l l - z e r ov e c t o r s ,a sw i l lb ep r o v e dl a t e r .
Definition 1. The class H consists of 𝑛×𝑛matrices defined as
H𝐴 = K(A
𝑇,y
𝑇)
𝑇
K(A,x). (2)
These are Hankel matrices, because the entries
(H𝐴)𝑖𝑗 = yA
𝑖A
𝑗x = yA
𝑖+𝑗x (3)
are clearly the same whenever the index sum 𝑖+𝑗 = ℎis
constant. When the vector y is a fixed element y𝑜 of F
𝑛
𝑞,t h e
corresponding subclass of H is denoted by H(y𝑜).
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Given a polynomial 𝑓 in the ring F𝑞[𝑥1,...,𝑥 𝑛],t h e
variety V(𝑓) is defined as the set of points in the affine space
F
𝑛
𝑞 that annihilate 𝑓;t h a ti s ,
V(𝑓) = {(𝑎1,𝑎 2,...,𝑎 𝑛) ∈ F
𝑛
𝑝 |𝑓(𝑎1,...,𝑎 𝑛) =0 } ⊆ F
𝑛
𝑝.
(4)
More generally, given 𝑠 polynomials 𝑓1,...,𝑓 𝑠 ∈
F𝑝[𝑥1,...,𝑥 𝑛] the variety V(𝑓1,...,𝑓 𝑠) is the set of solutions
of the system
𝑓1 =0,...,𝑓 𝑠 =0 . (5)
Note that V(𝑓1,...,𝑓 𝑠)=⋂
𝑠
𝑖=1 V(𝑓𝑖) is the intersection
andV(𝑓1𝑓2,...,𝑓 𝑠)=⋃
𝑠
𝑖=1 V(𝑓𝑖)istheunionofthevarieties
V(𝑓1),...,V(𝑓𝑠).
The entries in H𝐴 are bilinear forms of the entries in
y and x.L e t𝐷𝑗(𝑥1,...,𝑥 𝑛) denote the leading minor of
order 𝑗 of a given Hankel matrix H𝐴 obtained fixing y =
(𝑏1,...,𝑏 𝑛)∈F
𝑛
𝑞, and define the determinantal varieties as
V(𝐷𝑗(𝑥1,...,𝑥 𝑛)) := {(𝑎1,...,𝑎 𝑛)∈F
𝑛
𝑞 :𝐷 𝑗(𝑎1,...,𝑎 𝑛)=
0}. Then, we prove that every polynomial 𝐷𝑗(𝑥1,...,𝑥 𝑛) is
irreducibleoverF𝑞 (Proposition 10),andobtainthefollowing
general result.
Theorem 2. We have |V(𝐷𝑗(𝑥1,...,𝑥 𝑛))| = 𝑞
𝑛−1 if 𝑗=
1,...,𝑛−1and |V(𝐷𝑛(𝑥1,...𝑥 𝑛))| = 1.
While proving this theorem, the cardinality of certain
subsets 𝑆(𝑖,𝑗,𝑛) ⊂ F
𝑛
𝑞 is also computed. The sets 𝑆(𝑖,𝑗,𝑛)
are the zero-loci of all 𝐷ℎ(𝑥1,...,𝑥 𝑛)’s with 𝑖≤ℎ≤𝑗
(Theorem 18). That is, every 𝑆(𝑖,𝑗,𝑛) is specified by 𝑗+1−𝑖
equationsofdegreehigherthan1;neverthelessitscardinality
𝑞
𝑛+𝑖−1−𝑗 i st h es a m ea si nt h ec a s eo ft h ei n t e r s e c t i o n si nF
𝑛
𝑞 of
𝑗+1−𝑖distincthyperplanes. In thenext section,preliminary
notions, properties, and useful lemmas are collected, while
the main results are proved in Section 3.
2. Preliminaries
It is direct to check that k𝗼 = (1,𝗼,...,𝗼
𝑛−1) is a row
eigenvector of A,a s s o c i a t e dw i t ht h ee i g e n v a l u e𝗼;t h a ti s ,
k𝗼A =𝗼 k𝗼.
Let 𝜎:F𝑞 → F𝑞 denote the 𝑞-Frobenius; that is, set
𝜎(𝑥) := 𝑥
𝑞 for all 𝑥.Th ea c t i o no f𝜎 is extended to vectors
and matrices component-wise. Since 𝜎(A)=A,b e c a u s et h e
entries of this matrix are in F𝑞,w eh a v e
𝜎(k𝗼A)=𝜎( 𝗼 k𝗼)򳨐 ⇒𝜎( k𝗼)A =𝜎(𝗼)𝜎(k𝗼); (6)
that is, all eigenvectors of A are conjugate vectors under 𝜎.
Hence the matrix
B =
[ [ [ [ [ [
[
k𝗼
𝜎(k𝗼)
𝜎
2 (k𝗼)
. . .
𝜎
𝑛−1 (k𝗼)
] ] ] ] ] ]
]
(7)
reduces A to diagonal form over F𝑞𝑛;t h a ti s ,
D = BAB
−1 = diag(𝗼,...,𝜎
𝑛−1 (𝗼)), (8)
D being the diagonal matrix of the eigenvalues of A.
Observe that, writing (8)a sAB
−1 = B
−1D,t h ec o l u m n s
of B
−1 a r ec o l u m ne i g e n v e c t o r so fA.Th u st h e r ei sac o l u m n
vector u that allows us to write B
−1 in the form
B
−1 =( u𝗼,𝜎(u𝗼),...,𝜎
𝑛−1 (u𝗼)). (9)
The following lemma is useful to show that every matrix
similar to A gives the same class H. Let GL(𝑛,F𝑞) denote the
generallineargroupof𝑛×𝑛nonsingularmatriceswithentries
in F𝑞.
Lemma3. Matrices of 𝐺𝐿(𝑛,F𝑞)thathavethesamecharacter-
istic irreducible polynomial 𝑝(𝑧) are F𝑞-similar.
Proof. Let 𝗼 be a root of 𝑝(𝑧).T op r o v et h el e m m ai ti s
sufficient toshowthatanytwomatricesAand Eof GL(𝑛,F𝑞),
having the same characteristic polynomial 𝑝(𝑧),a r es i m i l a r .
The previous arguments indicate that there are two F𝑞𝑛-
matrices B and S of form (7)s u c ht h a t
BAB
−1 = D, SES
−1 = D. (10)
Multiplying the first equation by S
−1 on the left, and by S
on the right, we have (S
−1B)A(S
−1B)
−1 = E.Th u s ,t h el e m m a
is proved by showing that S
−1B is a F𝑞-matrix. Since we may
always assume that
S
−1 =( s𝗼,𝜎(s𝗼),...,𝜎
𝑛−1 (s𝗼)), (11)
where s𝗼 is a convenient column eigenvector of E and B is of
form (7), we have
S
−1B = s𝗼k𝗼 +𝜎( s𝗼)𝜎(k𝗼)+⋅⋅⋅+𝜎
𝑛−1 (s𝗼)𝜎
𝑛−1 (k𝗼)
= s𝗼k𝗼 +𝜎( s𝗼k𝗼)+⋅⋅⋅+𝜎
𝑛−1 (s𝗼k𝗼),
(12)
which is patently invariant under the action of the automor-
phism 𝜎;t h u sS
−1B is a F𝑞-matrix.
Corollary 4. A and A
𝑇 are F𝑞-similar.
2.1. 𝐵 and 𝑧. The equation w = yB
−1 defines an F𝑞-linear
mapping 𝜓 from F
𝑛
𝑞 into F
𝑛
𝑞𝑛.T a k i n gt h ev e c t o ry to be the
element of F𝑞𝑛
y𝑜 =( Tr (1),Tr (𝗼),Tr (𝗼
2),...,Tr (𝗼
𝑛−1)) ∈ F
𝑛
𝑞, (13)
we have w𝑜 = (1,1,...,1) = 𝜓(y𝑜).Th ei m a g eI m (𝜓) is the
F𝑞𝑛-linear span of (1,1...,1); hence it is a one-dimensional
F𝑞𝑛-linear subspace of F
𝑛
𝑞𝑛.
Equation(8)impliesthatBA = DB;then,introducingthe
vector
z
𝑇 = B(𝑥1,𝑥 2,...,𝑥 𝑛)
𝑇 =( 𝑧 1,𝑧 2,...,𝑧 𝑛), (14)Algebra 3
it is immediate to see that 𝑧𝑖 =𝜎
𝑖−1(𝑧1) for every 𝑖,w h e n e v e r
x
𝑇 ∈ F
𝑛
𝑞.Th el i n e a rf o r m sy𝑜A
𝑗x
𝑇 are transformed into linear
forms w𝑜D
𝑗z
𝑇,a n dm a t r i xH𝐴 can be written as
H𝐴 =
[ [ [ [ [ [ [ [ [
[
w
𝑇
𝑜zw
𝑇
𝑜Dz w
𝑇
𝑜D
2z ⋅⋅⋅ w
𝑇
𝑜D
𝑛−1z
w
𝑇
𝑜Dz w
𝑇
𝑜D
2zw
𝑇
𝑜D
3z ⋅⋅⋅ w
𝑇
𝑜D
𝑛z
w
𝑇
𝑜D
2zw
𝑇
𝑜D
3zw
𝑇
𝑜D
4z ⋅⋅⋅ w
𝑇
𝑜D
𝑛+1z
. . .
. . .
. . . ⋅⋅⋅
. . .
w
𝑇
𝑜D
𝑛−1zw
𝑇
𝑜D
𝑛z ⋅⋅⋅ w
𝑇
𝑜D
2𝑛−2z
] ] ] ] ] ] ] ] ]
]
. (15)
Definition 5. Let 𝐷𝑗(𝑥1,...,𝑥 𝑛) denote the leading minor of
order 𝑗 of a given Hankel matrix H𝐴 in H. When there is no
ambiguity surrounding the variables, this minor is in brief
denoted by 𝐷𝑗(1). The determinant of H𝐴 is 𝐷𝑛(𝑥1,...,𝑥 𝑛),
or 𝐷𝑛(1).
Lemma 6. Let x be a vector of 𝑛 variables, and let y be a
constant vector in F
𝑛
𝑞;t h e nw eh a v et h ef o l l o w i n g .
(1) The determinant 𝐷𝑛(𝑥1,...,𝑥 𝑛) of H𝐴 is zero if and
only if all variables are set equal to zero.
(2) ThematrixH𝐴 isalinearcombinationof𝑛nonsingular
matrices, the coefficients of the linear combination
being the entries of x.
(3) Any linear combination of the rows of H𝐴 is a set of 𝑛
linearly independent linear forms.
Proof. 𝐷𝑛(𝑥1,...,𝑥 𝑛) i sn o tz e r o ,b e c a u s ei ti st h ep r o d u c to f
two determinants that are different from zero
𝐷𝑛 (𝑥1,...,𝑥 𝑛)=det(K(A
𝑇,y
𝑇)
𝑇
K(A,x))
= det(K(A
𝑇,y
𝑇)
𝑇
)det(K(A,x)).
(16)
In particular, det(K(A,x)) = 0 if and only if x is the all-zero
vector; the same observation holds for y.Th i sp r o v e sp o i n t
(1).
Point (2) is proved by writing
K(A
𝑇,y
𝑇)
𝑇
K(A,x) =
𝑛
∑
𝑖=1
𝑥𝑖M𝑖, (17)
where the matrices M𝑖 have constant entries that depend on
y,a n dt a k i n g𝑥𝑗 =1and 𝑥𝑖 =0for every 𝑖 ̸ =𝑗,t h a ti s ,x = e𝑗.
When x = e𝑗,w eh a v e
𝐷𝑛 (0,...,1,...,0) = det(K(A
𝑇,y
𝑇)
𝑇
)det(K(A,e𝑗))
= det(M𝑗).
(18)
This implies that det(M𝑗) ̸ =0.
Point (3) is proved by noting that 𝐷𝑛(𝑥1,...,𝑥 𝑛)=0
has only one solution, namely, 𝑥1 =⋅ ⋅ ⋅=𝑥 𝑛 =0 ,a n d
𝐷𝑛(𝑥1,...,𝑥 𝑛)=0identifies linear combinations of the rows
of H𝐴. It follows that every linear combination of the rows
should have only the all-zero solution; therefore the 𝑛 entries
in every row must be linearly independent, by a theorem of
Rouch´ e-Capelli.
By correspondence (14), every 𝐷𝑗(𝑥1,𝑥 2,...,𝑥 𝑛) is trans-
formed into a polynomial 𝑄𝑗(𝑧1,...,𝑧 𝑛) in the variables 𝑧𝑖s
with the coefficients in F𝑞𝑛.
2.2. Auxiliary Results. Let 𝑉(𝑎1,𝑎 2,...,𝑎 𝑗) be a Vander-
monde determinant of order 𝑗 identified by the 𝑗-tuple
(𝑎1,𝑎 2,...,𝑎 𝑗).
Definition 7. For every triple of integers 𝑗, 𝑖,a n d𝑡 such that
𝑡≥2 𝑖−1≥2 𝑗−1>0 ,t h es u b s e t𝑆(𝑗,𝑖,𝑡) of F
𝑡
𝑞 is defined as
𝑆(𝑗,𝑖,𝑡) := {(𝑎1,...,𝑎 𝑡)∈F
𝑡
𝑞 :𝐷 ℎ (𝑎1,...,𝑎 𝑡)=0 }
∀ℎ∈{𝑗,...,𝑖}.
(19)
Definition 8. The set C
𝑛
𝑗 is defined to be the collection of
(
𝑛
𝑗) subsets, where each subset consists of the unordered
collection of 𝑗 distinct integers from the set {1,2,...,𝑛}.
Every subset h𝑖 ={ ℎ 1,...,ℎ 𝑗} defines a mapping 𝜏𝑖(ℓ) =
ℎℓ from the set {1,2,...,𝑗}into {1,2,...,𝑛}.
Lemma 9. Consider a Hankel matrix H𝐴,a sd e fi n e di n(2)
with y = y𝑜 ∈ F
𝑛
𝑞; the leading minors 𝐷𝑗(𝑥1,...,𝑥 𝑛), 𝑗=
1,...,𝑛are multivariate homogeneous polynomials of degree
𝑗, which may be written over F𝑞𝑛,i nt h ef o r m
𝐷𝑗 (𝑥1,...,𝑥 𝑛)
=𝑄 𝑗 (𝑧1,...,𝑧 𝑛)
= ∑
{ℎ1,ℎ2,...,ℎ𝑗}∈𝐶𝑛
𝑗
𝑉(𝜎
ℎ1−1(𝗼),...,𝜎
ℎ𝑗−1(𝗼))
2
𝑧ℎ2 ⋅⋅⋅𝑧 ℎ𝑗,
(20)
where the summation is extended to all combinations of the
𝑛 integers {1,2,...,𝑛},t a k i n g𝑗 at a time, and the coefficients
of the monomials 𝑧ℎ1 ⋅⋅⋅𝑧 ℎ𝑗 are squares of Vandermonde
determinants.
Proof. In matrix (15), the bilinear forms wD
𝑖+𝑗−2z have the
explicit expression
𝑛
∑
ℎ=1
𝑧ℎ𝜎
ℎ−1 (𝗼
𝑖+𝑗−2)=
𝑛
∑
ℎ=1
𝑧ℎ𝜎
ℎ−1 (𝗼
𝑖−1)𝜎
ℎ−1 (𝗼
𝑗−1), (21)
where 𝑖 is the row index and 𝑗 is the column index. Each
column is a linear combination of columns with coefficients
𝑧ℎ such that all columns with the same coefficient 𝑧ℎ are
proportional. Matrix (15)c a nb ew r i t t e na sas u mo ft h ef o r m
H𝐴 =
𝑛
∑
ℎ=1
𝑧ℎ𝜎
ℎ−1 (Γ), (22)4 Algebra
where Γ is the 𝑛×𝑛matrix
[ [ [ [
[
1𝗼 ⋅ ⋅ ⋅ 𝗼
𝑛−1
𝗼𝗼
2 ⋅⋅⋅ 𝗼
𝑛
. . .
. . .
. . .
. . .
𝗼
𝑛−1 𝗼
𝑛 ⋅⋅⋅ 𝗼
2𝑛−1
] ] ] ]
]
, (23)
which has rank 1, since every row is proportional to the first
row, and the same holds for the columns. The leading minor
𝐷𝑗(𝑥1,...,𝑥 𝑛) is computed by writing the determinant as a
sum of 𝑛
𝑗 determinants, which contain a single variable 𝑧𝑘
in every column, determinants with repeated variables are 0,
because of the previous observation that their corresponding
columnsareproportional,andintheremainingdeterminants
the corresponding variable is collected from each column.
The coefficient of the monomial 𝑧ℎ1𝑧ℎ2 ⋅⋅⋅𝑧 ℎ𝑗 is obtained
as follows. Let 𝑢𝑖 =𝜎
ℎ𝑖−1(𝗼).Th e nt h ec o e ffi c i e n to f
𝑧ℎ1,...,𝑧 ℎ𝑗 is equal to
∑
𝜏∈𝑆𝑗
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
1𝑢 𝜏(2) ⋅⋅⋅ 𝑢 𝜏(𝑗)
𝑢𝜏(1) 𝑢
2
𝜏(2) ⋅⋅⋅ 𝑢
𝑗
𝜏(𝑗)
. . .
. . .
. . .
. . .
𝑢
𝑗−1
𝜏(1) 𝑢
𝑗
𝜏(2) ⋅⋅⋅ 𝑢
2𝑗−1
𝜏(𝑗)
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
= ∑
𝜏∈𝑆𝑗
sgn(𝜏)
𝑗
∏
ℓ=1
𝑢
ℓ−1
𝜏(ℓ)
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
1 1 ⋅⋅⋅ 1
𝑢1 𝑢
2
2 ⋅⋅⋅ 𝑢
𝑗
𝑗
. . .
. . .
. . .
. . .
𝑢
𝑗−1
1 𝑢
𝑗
2 ⋅⋅⋅ 𝑢
2𝑗−1
𝑗
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
.
(24)
Collecting the common factor, the remaining summation is
exactly the same determinant; thus we have
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
1 1 ⋅⋅⋅ 1
𝑢1 𝑢
2
2 ⋅⋅⋅ 𝑢
𝑗
𝑗
. . .
. . .
. . .
. . .
𝑢
𝑗−1
1 𝑢
𝑗
2 ⋅⋅⋅ 𝑢
2𝑗−1
𝑗
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
2
=𝑉 (𝜎
ℎ1−1 (𝗼),...,𝜎
ℎ𝑗−1 (𝗼))
2
, (25)
which gives
𝑄𝑗 (𝑧1,...,𝑧 𝑛)
= ∑
h∈C𝑛
𝑗
𝑉(𝜎
ℎ1−1(𝗼),...,𝜎
ℎ𝑗−1(𝗼))
2
𝑧ℎ1𝑧ℎ2 ⋅⋅⋅𝑧 ℎ𝑗,
(26)
withthesummationextendedtoeverysubseth ={ ℎ 1,...,ℎ 𝑗}
of C
𝑛
𝑗, and this concludes the proof.
Proposition10. Theproduct∏
𝑛−1
𝑖=1 𝑄𝑖(𝑧1,...,𝑧 𝑛)isnotidenti-
c a l l yz e r oo v e rF𝑞𝑛.
Furthermore, the leading minors 𝐷𝑗(𝑥1,...,𝑥 𝑛), 𝑗=
1,...𝑛, are irreducible degree-𝑗 polynomials over F𝑞.
Proof. As a consequence of (26), every 𝑄𝑗(𝑧1,...,𝑧 𝑛) is
irreducible over F𝑞𝑛. Further, observing that each variable
𝑧𝑖 occurs at degree 1 in any 𝑄𝑗(𝑧1,...,𝑧 𝑛),i th a sm a x -
imum degree 𝑛−1in the product polynomial D =
∏
𝑛−1
𝑗=1𝑄𝑗(𝑧1,...,𝑧 𝑛).ThereforeDisnotidenticallyzeroinF
𝑛
𝑞𝑛,
because 𝑛−1is certainly less than 𝑞
𝑛 for any 𝑞.
Toprovethesecondstatement,fix𝑗∈{1,...,𝑛−1}.Inthis
step it is checked that 𝑔: =𝐷 𝑗(𝑥1,...,𝑥 𝑛)∈F𝑞[𝑥1,...,𝑥 𝑛] is
irreducible over F𝑞.I ti so n l yn e c e s s a r yt ou s et h ef a c tt h a t
𝑔∈F𝑞[𝑥1,...,𝑥 𝑛] is a homogeneous polynomial of degree
𝑗<𝑛whichisirreducibleoverF𝑞𝑛.Assumethat𝑔isreducible
over F𝑞 and call ℎ∈F𝑞 an irreducible factor of minimal
degree 𝑥<𝑗 .L e tF𝑞𝑒 be the minimal extension of F𝑞 in
which ℎ is defined. Since 𝑔 is irreducible, the polynomials
𝜎
𝑖(ℎ), 1≤𝑖<𝑒 , obtained by applying the Frobenius 𝜎
𝑖 to ℎ
are nonproportional irreducible factors of 𝑔. Hence deg(𝑔) ≥
(𝑒 − 1)𝑥 ≥ 𝑛𝑥 ≥ 𝑛, which is a contradiction.
Remark 11. The determinant 𝐷𝑛(𝑥1,...,𝑥 𝑛) is found to be
𝐷𝑛 (𝑥1,...,𝑥 𝑛)=Δ
2
𝑛
∏
𝑢=1
𝑧𝑢 =𝑝 (1)
2𝗿
2
𝑛
∏
𝑢=1
[𝜎
𝑢−1 (k𝗼)x],
(27)
where 𝗿 is the discriminant of 𝑝(𝑧),a n dt h ep r o d u c ti n v o l v -
ing x c a nb es e e na san o r mi nt h efi e l dF𝑞𝑛; therefore
𝐷𝑛(𝑥1,...,𝑥 𝑛) is irreducible over F𝑞.
Lemma 12. The variety V(𝐷1(1)) ∩ V(𝐷2(1)) ∩ ⋅⋅⋅ ∩
V(𝐷𝑛−1(1)) has cardinality 𝑞 over F𝑞.
Proof. Equation (17)s h o w st h a ta n y𝐷𝑗(1) is a polynomial of
degree 𝑗 with coefficients in F𝑞; furthermore, every entry is a
linear form with coefficients in F𝑞.H e n c e𝐷1(1) = 0 implies
𝑢1 =0 ;i nt u r n𝐷2(1) = 0 implies 𝑢2 =0 ,g i v e nt h a t𝑢1 =0
andarguingrecursively;finally,𝐷𝑛−1(1) = 0implies𝑢𝑛−1 =0 ,
while the variable 𝑢𝑛 is free and may assume 𝑞 values. The
conclusion follows.
Lemma 13. Let 𝑏𝑖 ̸ =0, 1≤𝑖≤𝑗 , and assume 𝑛≥2 𝑗−1 .Th e n
|V(𝐷1(1) − 𝑏1)∩⋅⋅⋅∩V(𝐷𝑗(1) − 𝑏𝑗)| = 𝑞
𝑛−𝑗.
Proof. We use induction on 𝑗,t h ec a s e𝑗=1being obvious.
TheinductiveassumptioninF
2𝑗−3
𝑞 gives|V(𝐷1(1)−𝑏1)∩⋅⋅⋅∩
V(𝐷𝑗−1(1) − 𝑏𝑗−1)| = 𝑞
𝑗−2.F i x(𝑎1,...,𝑎 2𝑗−3)∈F
2𝑗−3
𝑞 with
𝐷𝑖(1) = 𝑏𝑖 forall1≤𝑖≤𝑗 − 1 .Since𝐷𝑗−1(𝑎1,𝑎 2,...,𝑎 2𝑗−3) ̸ =0,
for all 𝑎2𝑗−2,𝑐 ∈ F𝑞 there is a unique 𝑎2𝑗−1 ∈ F𝑞 such that
𝐷𝑗(𝑎1,...,𝑎 2𝑗−1)=𝑐 .T a k e𝑐=𝑏 𝑗.Th i sc o m p l e t e st h ep r o o f .
3. Main Results
Proposition 14. The equality |𝑉(𝐷𝑗(1))| = |𝑉(𝐷𝑛−𝑗(1))|
holds for every 1≤𝑗≤𝑛−1 .
Proof. In the proof of Lemma 9,i tw a ss h o w nt h a t
𝐷𝑗 (1) =𝐷 𝑗 (𝑥1,...,𝑥 𝑛)=𝑄 𝑗 (𝑧1,...,𝑧 𝑛), (28)
with𝑧𝑖 =∑
𝑛
𝑗=1 𝜎
𝑗−1(𝗼)𝑥𝑗.F u rth e r ,i tw a sn o t edi nth a tl e m m a
that 𝑧𝑖 =𝜎
𝑖−1(𝑧1) for every 𝑖, whenever every 𝑥𝑗 ∈ F𝑞.Algebra 5
The relation z = B
−1x establishes a one-to-one corre-
spondence between F
𝑛
𝑞 and a subspace of dimension 1 of
F
𝑛
𝑞𝑛,a n df u r t h e rx = Bz. There thus exists a one-to-one
correspondence between the zeros of 𝐷𝑗(1) in F
𝑛
𝑞 and the
zeros of 𝑄𝑗(𝑧1,...,𝑧 𝑛) in the one-dimensional subspace of
F
𝑛
𝑞𝑛,w h i c hi st h ei m a g eo fF
𝑛
𝑞. Referring to (26), which yields
the representation 𝑄𝑗(𝑧1,...,𝑧 𝑛) of 𝐷𝑗(1), assuming 𝑧1 ̸ =0,
considering the change of variables
𝑧𝑖 =
1
𝑡𝑖∏
𝑛−1
ℓ ̸ =𝑖−1(𝜎𝑖−1 (𝗼) −𝜎 ℓ (𝗼))
2 =
1
d𝑖 𝑡𝑖
, (29)
and recalling that the coefficients of the monomials
are squares of Vandermonde determinants
𝑉(𝜎
ℎ1−1(𝗼),𝜎
ℎ2−1(𝗼),...,𝜎
ℎ𝑗−1(𝗼))
2
,w eo b t a i n
𝑄𝑗 (𝑧1,...,𝑧 𝑛)=
1
𝗿2∏
𝑛
𝑖=1𝑡𝑖
𝑄𝑛−𝑗 (𝑡1,...,𝑡 𝑛), (30)
where𝗿isthediscriminantofthepolynomialwithroot𝗼.The
variety V(𝐷𝑗(1)) is obtained by considering 𝑡1 = k(𝗼)x
𝑇 and
the other variables as 𝑡𝑖 =𝜎
𝑖−1(𝑡1), 𝑖=2,...,𝑛;t h u s∏𝑡 𝑖 =0
only when every 𝑡𝑖 =0 , ∀𝑖;f u r t h e r𝗿 ̸ =0.F i n a l l y ,w eh a v et h e
chain of bijections
x ←→ z
𝑇 = B
−1x
𝑇 ←→ 𝑧 1 ←→ 𝑡 1
=
{
{
{
1
d1 𝑧1
if 𝑧1 ̸ =0
0 if 𝑧1 =0
←→ y
𝑇 ←→ ̃ x
𝑇 = Bt
𝑇.
(31)
In conclusion, this equation shows an explicit one-to-one
mapping between the zeros (𝑎1,...,𝑎 𝑛) of 𝐷𝑗(1) and the
zeros (̃ 𝑎1,...,̃ 𝑎𝑛) of 𝐷𝑛−𝑗(1), which implies |V(𝐷𝑗(1))| =
|V(𝐷𝑛−𝑗(1))|.
In the following example, the procedure for obtaining a
point of V(𝐷𝑛−𝑗(1)) from a point of V(𝐷𝑗(1)) is explicitly
illustrated.
Example 15. Consider the irreducible polynomial 𝑝7(𝑧) =
𝑧
7+𝑧
4+𝑧
3+𝑧
2+1ofdegree𝑛=7over F3 withthetranspose
companion matrix
A7 =
[ [ [ [ [ [ [ [ [
[
0 1 000 0 0
0 0 100 0 0
0 0 010 0 0
0 0 001 0 0
0 0 000 1 0
0 0 000 0 1
− 10− 1− 1− 100
] ] ] ] ] ] ] ] ]
]
. (32)
Taking y = [1,0,0,0,0,0,0],a n dx
𝑇 =[ 𝑥 1,𝑥 2,𝑥 3,𝑥 4,
𝑥5,𝑥 6,𝑥 7],t h eH a n k e lm a t r i x( 17)b e c o m e s
H𝐴7 =
[ [ [ [ [ [ [ [ [
[
𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7
𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝜉8
𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝜉8 𝜉9
𝑥4 𝑥5 𝑥6 𝑥7 𝜉8 𝜉9 𝜉10
𝑥5 𝑥6 𝑥7 𝜉8 𝜉9 𝜉10 𝜉11
𝑥6 𝑥7 𝜉8 𝜉9 𝜉10 𝜉11 𝜉12
𝑥7 𝜉8 𝜉9 𝜉10 𝜉11 𝜉12 𝜉13
] ] ] ] ] ] ] ] ]
]
, (33)
where
𝜉8 =− 𝑥 1 −𝑥 3 −𝑥 4 −𝑥 5,
𝜉9 =− 𝑥 2 −𝑥 4 −𝑥 5 −𝑥 6,
𝜉10 =− 𝑥 3 −𝑥 5 −𝑥 6 −𝑥 7,
𝜉11 =𝑥 1 +𝑥 3 +𝑥 5 −𝑥 6 −𝑥 7,
𝜉12 =𝑥 1 +𝑥 2 +𝑥 3 −𝑥 4 +𝑥 5 +𝑥 6 −𝑥 7,
𝜉13 =𝑥 1 +𝑥 2 −𝑥 3 −𝑥 4 +𝑥 5 +𝑥 6 −𝑥 7.
(34)
The forms 𝐷3(1) and 𝐷4(1) of degrees 3 and 4,r e s p e c t i v e l y ,
are
𝐷3 (1) =𝑥 1𝑥3𝑥5 −𝑥 1𝑥
2
4 −𝑥
2
2𝑥5 −𝑥 2𝑥3𝑥4 −𝑥
3
3,
𝐷4 (1) =𝑥 1𝑥3𝑥5𝑥7 −𝑥 1𝑥3𝑥
2
6 −𝑥 1𝑥
2
4𝑥7 −𝑥 1𝑥4𝑥5𝑥6 −𝑥 1𝑥
3
5
−𝑥
2
2𝑥5𝑥7 +𝑥
2
2𝑥
2
6 −𝑥 2𝑥4𝑥3𝑥7 +𝑥 2𝑥
2
4𝑥6 +𝑥 2𝑥5𝑥3𝑥6
−𝑥 2𝑥4𝑥
2
5 −𝑥
3
3𝑥7 −𝑥
2
3𝑥4𝑥6 +𝑥
2
3𝑥
2
5 +𝑥
4
4.
(35)
Given a point x
𝑇 = [0,1,−1,−1,0,0,1] ∈ F
7
3 which is a zero
of 𝐷3(1),az e r oo f𝐷4(1) is obtained as follows.
Compute the vector z = B
−1
7 x
𝑇 whose first component is
𝑧1 =1+𝗼
2 +𝗼
3 +𝗼
6 ∈ F
7
37, and the remaining entries are
obtained as 𝜎
ℓ(𝑧1)=1+𝗼
3
ℓ−12 +𝗼
3
ℓ−13 +𝗼
3
ℓ−16, ℓ=1,...,6;
then compute
d
2 =
6
∏
𝑖=1
(𝗼 − 𝗼
3
𝑖
)
2
=𝗼+𝗼
3 +𝗼
4 −𝗼
5,
𝑡1 =
1
𝑧1d2 =− 1−𝗼+𝗼
2 +𝗼
4 −𝗼
5,
(36)
and construct the vector t =[ 𝑡 1,𝜎(𝑡 1),...,𝜎
6(𝑡1)] ∈ F
7
37.
Finally, a zero of 𝐷4(1) is obtained as
B7t
𝑇 = [1,−1,0,1,1,−1,−1]
𝑇 ∈ F
7
3, (37)6 Algebra
whereB7 isthematrixwhosecolumnsaretheeigenvectorsof
A7 in F
7
37
B7 =
[ [ [ [ [ [ [ [ [ [ [
[
1 111111
𝗼𝗼
3 𝗼
3
2
𝗼
3
3
𝗼
3
4
𝗼
3
5
𝗼
3
6
𝗼
2 𝗼
2⋅3 𝗼
2⋅3
2
𝗼
2⋅3
3
𝗼
2⋅3
4
𝗼
2⋅3
5
𝗼
2⋅3
6
𝗼
3 𝗼
3⋅3 𝗼
3⋅3
2
𝗼
3⋅3
3
𝗼
3⋅3
4
𝗼
3⋅3
5
𝗼
3⋅3
6
𝗼
4 𝗼
4⋅3 𝗼
4⋅3
2
𝗼
4⋅3
3
𝗼
4⋅3
4
𝗼
4⋅3
5
𝗼
4⋅3
6
𝗼
5 𝗼
5⋅3 𝗼
5⋅3
2
𝗼
5⋅3
3
𝗼
5⋅3
4
𝗼
5⋅3
5
𝗼
5⋅3
6
𝗼
6 𝗼
6⋅3 𝗼
6⋅3
2
𝗼
6⋅3
3
𝗼
6⋅3
4
𝗼
6⋅3
5
𝗼
6⋅3
6
] ] ] ] ] ] ] ] ] ] ]
]
. (38)
Remark 16. Since the 𝑛 forms in the first row of (17)a r e
linearlyindependent,byLemma 6,achangeofvariablesfrom
𝑥1,...,𝑥 𝑛 to 𝑢1,...,𝑢 𝑛 takes a matrix H𝐴 to the form
H𝐴 =
[ [ [ [ [ [
[
𝑢1 𝑢2 𝑢3 ⋅⋅⋅ 𝑢 𝑛
𝑢2 𝑢3 ⋅⋅⋅ 𝑢 𝑛 ℓ1
𝑢3 ⋅⋅⋅ 𝑢 𝑛 ℓ1 ℓ2
. . .
𝑢𝑛 ℓ1 ℓ2 ⋅⋅⋅ ℓ 𝑛−1
] ] ] ] ] ]
]
, (39)
wherethe𝑛variables𝑢𝑖sarefree,andeveryℓℎ isalinearform
in the 𝑢𝑖s.
Fix the integers 𝑘≥1and 𝑗≥1 ,a n dl e t𝐷𝑗(𝑘) denote the
𝑗×𝑗determinantofaHankelmatrixwithfreevariableentries
𝑢𝑖, 𝑖=𝑘,...,2𝑗−2+𝑘
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
𝑢𝑘 𝑢𝑘+1 ⋅⋅⋅ 𝑢 𝑘+𝑗−2 𝑢𝑘+𝑗−1
𝑢𝑘+1 𝑢𝑘+2 ⋅⋅⋅ 𝑢 𝑘+𝑗−1 𝑢𝑘+𝑗
. . .
. . .
. . .
𝑢𝑘+𝑗−1 𝑢𝑘+𝑗 ⋅⋅⋅ 𝑢 𝑘+2𝑗−3 𝑢𝑘+2𝑗−2
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
. (40)
And set 𝐷0(1) = 1 by definition.
Proposition 17. Let 𝑚,𝑘 be natural integers. Let H
(2𝑘+2𝑚−1)
be a (2𝑘 + 2𝑚 − 1) × (2𝑘 + 2𝑚 − 1) Hankel matrix with
first row (𝑢1,...,𝑢 2𝑘+2𝑚−1).L e t𝐸(𝑘,𝑚) be the set of points
(𝑏1,...,𝑏 2𝑘+2𝑚−1)∈F
2𝑘+2𝑚−1
𝑞 with the same first 2𝑘 − 1
coordinates 𝑏𝑖 =𝑎 𝑖, 𝑖 = 1,...,2𝑘−1such that the minor
𝐷𝑘(𝑏1,...,𝑏 2𝑘+2𝑚−1) ̸ =0,andtheminors𝐷𝑖(𝑏1,...,𝑏 2𝑘+2𝑚−1)=
0for all𝑖∈{𝑘+1,...,𝑘+𝑚}.Th en𝐸(𝑘,𝑚)has cardinality 𝑞
𝑚.
Proof. Observe that the first row (𝑢1,...,𝑢 2𝑘+2𝑚−1) of the
Hankel matrix H
(2𝑘+2𝑚−1) completely specifies the leading
(𝑘+𝑚)×(𝑘+𝑚)Hankel submatrix H
(𝑘+𝑚),a ndco n seq uen tl y
also every minor 𝐷𝑖(1) for 𝑖=1,...,𝑘+𝑚.
Let 𝑅𝑗(𝑢1,...,𝑢 2𝑘+2𝑚−1) denote the 𝑗th row of H
(𝑘+𝑚).
Let 𝐴(𝑘 + 1,𝑚) be the subset of F
2𝑚
𝑞 consisting of all
(𝑏2𝑘,...,𝑏 2𝑘+2𝑚−1)∈F
2𝑚
𝑞 such that 𝑅𝑘+1(𝑎1,...,𝑎 2𝑘−1,𝑏 2𝑘,
...,𝑏 2𝑘+2𝑚−1) is linearly dependent on 𝑅1(𝑏1,...,𝑎 2𝑘−1,
𝑏2𝑘,...,𝑏 2𝑘+2𝑚−1),..., 𝑅𝑘(𝑏1,...,𝑎 2𝑘−1,𝑏 2𝑘,...,𝑏 2𝑘+2𝑚−1).
The case 𝑚=1is easily settled. Consider the identity
𝐷𝑘+1 (𝑎1,...,𝑎 2𝑘−1,𝑢 2𝑘,𝑢 2𝑘+1,...,𝑢 2𝑘+2𝑚−1)
=𝑢 2𝑘+1𝐷𝑘 (𝑎1,...,𝑎 2𝑘−1,𝑢 2𝑘,𝑢 2𝑘+1,...,𝑢 2𝑘+2𝑚−1)
+𝐵( 𝑎 1,...,𝑎 2𝑘−1,𝑢 2𝑘),
(41)
for some 𝐵(𝑢1,...,𝑢 2𝑘)∈F𝑞[𝑢1,...,𝑢 2𝑘],a n dt a k e𝑢2𝑘 =
𝑎2𝑘 ∈ F𝑞;i tf o l l o w st h a t
𝐷𝑘+1 (𝑎1,...,𝑎 2𝑘−1,𝑎 2𝑘,𝑎 2𝑘+1,𝑢 2𝑘+2,...,𝑢 2𝑘+2𝑚−1) =0 ,
(42)
foraunique𝑎2𝑘+1 ∈ F𝑞 because𝐷𝑘(1) ̸ =0byhypothesis.Since
𝑢2𝑘 is any element 𝑎2𝑘 ∈ F𝑞 (i.e., it may assume 𝑞 values in F𝑞,
while 𝑢2𝑘+1 is uniquely specified), the assertion |𝐸(𝑘,1)| = 𝑞
is proved.
Now, assume 𝑚≥2 , and note that row 𝑘+1is uniquely
determineduptoposition𝑘+1asalinearcombinationofthe
above rows up to the same position 𝑘+1 . Extend this linear
combination to uniquely determine the remaining elements
of the H
(𝑘+𝑚) Hankel matrix.
The assertion |𝐸(𝑘,𝑚)| = 𝑞
𝑚 is a consequence of the
following claims.
Claim 1.O n eh a s|𝐴(𝑘 + 1,𝑚)| = 𝑞
𝑚.
Consider a vector (𝑏2𝑘,...,𝑏 2𝑘+2𝑚−1)∈F
2𝑚
𝑞 ,w h i c h
belongsto𝐴(𝑘+1,𝑚)ifandonlyifthereare𝑐𝑖 ∈ F𝑞,1≤𝑖≤𝑘 ,
such that
𝑅𝑘+1 (𝑎1,...,𝑎 2𝑘−1,𝑏 2𝑘,...,𝑏 2𝑘+2𝑚−1)
=
𝑘
∑
𝑖=1
𝑐𝑖𝑅𝑖 (𝑎1,...,𝑎 2𝑘−1,𝑏 2𝑘,...,𝑏 2𝑘+2𝑚−1),
(43)
since 𝐷𝑘(𝑎1,...,𝑎 2𝑘−1,𝑏 2𝑘,...,𝑏 2𝑘+2𝑚−1) ̸ =0,a n dt h i s
same condition implies that the coefficients 𝑐1,...,𝑐 𝑘
are uniquely determined by the entries of the vector
(𝑎1,...,𝑎 2𝑘−1) and by the entry 𝑏2𝑘 =𝑎 2𝑘 in row
𝑅𝑘+1(𝑎1,...,𝑎 2𝑘−1,𝑏 2𝑘,...,𝑏 2𝑘+2𝑚−1).
We know that for each 𝑎2𝑘 ∈ F𝑞 there is a unique 𝑎2𝑘+1
such that 𝐷𝑘+1(𝑎1,...,𝑎 2𝑘−1,𝑎 2𝑘,𝑎 2𝑘+1)=0 .
Fix 𝑢2𝑘 =𝑎 2𝑘 and hence fix 𝑐1,...,𝑐 𝑘,a n d𝑢2𝑘+1 =𝑎 2𝑘+1.
Thevaluesof𝑢2𝑘+𝑖 =𝑎 2𝑘+𝑖,𝑖=2,...,𝑚areuniquelyspecified
by the linear combination condition, jointly with the Hankel
matrixproperties.Sincetheremaining𝑢2𝑘+𝑚+𝑖,𝑖=1,...,𝑚−
1 a r ef r e e ,t h ec a r d i n a l i t yo f𝐴 ( 𝑘+1 ,𝑚 )is precisely 𝑞
𝑚.
Claim 2.S i n c et h efi r s t𝑘+1rows of the Hankel
matrix H
(𝑘+𝑚) are linearly dependent, it follows that
𝐷𝑗(𝑎1,...,𝑎 2𝑘+𝑚,𝑏 2𝑘+𝑚+1,...,𝑏 2𝑘+2𝑚−1)=0 for every
𝑗∈{𝑘+2,...,𝑘+𝑚}.
Toconcludetheproof,itremainstoshowthatthe(𝑘+1)th
row, constructed as above, is the only possible ( 𝑘+1 ) th row
that leads to a Hankel matrix satisfying the hypotheses of the
proposition. This property is the third claim.
Claim 3.I f𝑏2𝑘+𝑖 ̸ =𝑎 2𝑘+𝑖,f o re v e r y𝑖 = 2,...,𝑚,t h e n
𝐷𝑥+𝑘(𝑎1,...,𝑎 2𝑘−1,𝑎 2𝑘,𝑎 2𝑘+1,𝑏 2𝑘+2,...,𝑏 2𝑘+2𝑚−1) ̸ =0for every
𝑥∈{2,...,𝑚}.Algebra 7
Let 𝑥≥2be the smallest integer such that the (𝑘 + 𝑥) ×
(𝑘 + 𝑥) Hankel matrix H
(𝑘+𝑥),w i t hl e a d i n gm i n o r𝐷𝑘(1) ̸ =0,
has the whole (𝑘 + 1)th row that is not a linear combination
of the above rows: this means that the entry 𝑏𝑘+𝑥 is different
from 𝑎𝑘+𝑥.
Let 𝑐1,...,𝑐 𝑘 be the coefficients of the linear combination
ofthefirst𝑘rowsofH
(𝑘+1+𝑥) yieldingtherow(𝑎𝑘,...,𝑎 𝑘+1+𝑥).
From every ℎth row of the matrix H
(𝑘+𝑥),w i t hℎ≥𝑘+1 ,
the linear combination of the first 𝑘 rows may be subtracted
to get a row whose entries with index 𝑦 are zero for every
𝑦=1,...,ℎ+𝑘+1.Thecounter-diagonalentriesbetweenrow
𝑘+1and the bottom row are 𝑏2𝑘+𝑥 −𝑎 2𝑘+𝑥. The determinant
of H
(𝑘+𝑥) a n dt h a to ft h em o d i fi e dm a t r i xa r et h es a m e ;
using the generalized Laplace formula for the expansion of
a determinant with respect to the last 𝑥+1rows, we get
𝐷𝑘+1+𝑥(1) = 𝐷𝑘(1)(𝑎2𝑘+𝑥 −𝑏 2𝑘+𝑥)
𝑥 ̸ =0.
The contradiction forces 𝑏2𝑘+𝑥 =𝑎 2𝑘+𝑥, which concludes
the proof.
Theorem 18. For all integers 𝑛, 𝑗,a n d𝑖 such that 𝑛≥2 𝑗−1≥
2𝑖 − 1 > 0 we have
򵄨 򵄨 򵄨 򵄨𝑆(𝑗,𝑖,𝑛)򵄨 򵄨 򵄨 򵄨 =𝑞
𝑛−1−𝑗+𝑖. (44)
Proof. For all integers 𝑛≥𝑡≥2 𝑗−1we have |𝑆(𝑗,𝑖,𝑛)| =
|𝑆(𝑗,𝑖,𝑡)|⋅𝑞
𝑛−𝑡, because in each determinant 𝐷ℎ(1), ℎ≤𝑗 ,th e
variables 𝑥𝑒, 𝑒≥2 𝑗 ,d on o to c c u r ;h e n c eLemma 12 gives the
case 𝑖=1for all 𝑗.W em a yt h u sa s s u m e𝑖≥2 .I n d u c t i o nw i l l
be applied to 𝑗,t h ec a s e𝑗=2being obvious. The inductive
assumption gives
|𝑆(ℎ,ℎ,2ℎ − 1) \𝑆(ℎ,ℎ − 1,2ℎ − 1)| =( 𝑞−1 )𝑞
2ℎ−3, (45)
forallℎ<𝑗 .Noticethat𝑆(𝑗,𝑖,𝑛) = 𝑆(𝑗,1,𝑛)⊔{⊔
𝑖
ℎ=2(𝑆(𝑗,ℎ,𝑛)\
𝑆(𝑗,ℎ−1,𝑛))}. Lemma 9gives|𝑆(𝑗,ℎ,𝑛)\𝑆(𝑗,ℎ−1,𝑛)| = (𝑞−
1)𝑞
2ℎ−3𝑞
𝑛−2𝑗+1+𝑗−ℎ.H e n c e
򵄨 򵄨 򵄨 򵄨𝑆(𝑗,𝑖,𝑛)򵄨 򵄨 򵄨 򵄨 =𝑞
𝑛−𝑗 + (𝑞−1 )
𝑖
∑
ℎ=2
𝑞
𝑛−𝑗+ℎ−2 =𝑞
𝑛−𝑗−1+𝑖. (46)
Remark 19. Take integers 𝑛, 𝑗,a n d𝑖 such that 𝑛≥2 𝑗−1≥
2𝑖−1 ≥ 3. Applying Theorem 18,fi r s tf o r(𝑛,𝑗,𝑖)and then for
(𝑛,𝑗,𝑖−1),g i v e s|𝑆(𝑗,𝑖,𝑛) \ 𝑆(𝑗,𝑖 + 1,𝑛)| = 𝑞
𝑛−𝑗−2+𝑖(𝑞 − 1).
Proof of Theorem 2. We know by Lemma 6that|V(𝐷𝑗(1))| =
|V(𝐷𝑛−𝑗(1))|,f o re v e r y1≤𝑗≤𝑛−1 ;t h ep r o o fi sc o m p l e t e d
by showing that |V(𝐷𝑗(1))| = 𝑞
𝑛−1 for every 1 ≤𝑗 ≤⌊𝑛/2⌋ .
Th i si st r u eb yt h ec a s e𝑖=𝑗of Theorem 18. V(𝐷𝑛(1)) has
only one point, because 𝐷𝑛(1) is an irreducible polynomial
over F𝑞.
Corollary 20. Given 𝑗<𝑛 ,i f𝑔𝑐𝑑{𝑗,𝑞 − 1} = 1,t h ev a r i e t i e s
V(𝐷𝑗(1) − 𝑏), ∀𝑏 ∈ F𝑞 have cardinality 𝑞
𝑛−1.
Proof. Performing the substitution 𝑥𝑖 =𝑡 𝑥
򸀠
𝑖 gives the
equation𝑡
𝑗𝐷𝑗(𝑥
򸀠
1,...,𝑥
򸀠
𝑛)−𝑏 = 0.Byhypothesisgcd{𝑗,𝑞−1} =
1,t h ee q u a t i o n𝑡
𝑗 =𝑏always has a solution in F𝑞,s i n c ew e
have 𝑡=𝑏
𝜇 with 𝜇𝑗 = 1 mod 𝑞−1 .Th u sa l lv a r i e t i e sw i t h
𝑏 ̸ =0h a v et h es a m ec a r d i n a l i t y ,s a y𝑛𝑏 =| V(𝐷𝑗(1) − 1)|,a n d
the equation
𝑞
𝑛−1 +( 𝑞−1 )𝑛 𝑏 =𝑞
𝑛 (47)
implies 𝑛𝑏 =𝑞
𝑛−1.
Note that, when 𝑗 has some factor in common with 𝑞−1,
the cardinalities of V(𝐷𝑗(1)−𝑏) are close to 𝑞
𝑛−1 but depend
on𝑏.Itisaninterestingproblemtodeterminehowclosethese
cardinalities are to 𝑞
(𝑛−1).
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