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SPECTRAL ANALYSIS OF TRANSITION OPERATORS, AUTOMATA GROUPS
AND TRANSLATION IN BBS
TSUYOSHI KATO, SATOSHI TSUJIMOTO, AND ANDRZEJ ZUK
Abstract. We give the automata which describe time evolution rules of the box-ball system (BBS) with
a carrier. It can be shown by use of tropical geometry, such systems are ultradiscrete analogues of KdV
equation. We discuss their relation with the lamplighter group generated by an automaton. We present
spectral analysis of the stochastic matrices induced by these automata, and verify their spectral coincidence.
1. Introduction
From the view point of dynamical systems, automata constitute semi-group actions on trees which play
the essential roles in two different subjects, where one is theory of automata groups and the other is discrete
integrable systems.
Both subjects have been developed from the point of view of dynamical scale transform called tropical
geometry [10,11,18] or ultradiscretization [17] (they are essentially the same but the original sources have been
different, where the former arose in real algebraic geometry and the latter from discretization of integrable
systems). It provides with a correspondence between automata and real rational dynamics, which by taking
scaling limits of parameters, allows us to study two dynamical systems at the same time, whose dynamical
natures are very different from each other. Particularly it eliminates detailed activities in rational dynamics
and extracts framework of their structure in automata, which allows us to induce some uniform analytic
estimates [9].
From the computational interests, many of the integrable systems have been discretized. In particular
KdV equation
∂u
∂t
+ 6u
∂u
∂x
+
∂3u
∂x3
= 0(1)
is a fundamental equation in the integrable systems, and its discretized equation has been extensively studied
[3, 4], as a rational dynamical systems. In [15, 17], tropical transform has been applied to the discrete KdV
equation
1
u
(t+1)
n+1
−
1
u
(t)
n
=
δ
1 + δ
(
u
(t)
n+1 − u
(t+1)
n
)
,(2)
and the ultradiscrete KdV equation
B(t+1)n = min(1−B
(t)
n ,
n−1∑
j=−∞
(B
(t)
j −B
(t+1)
j ))(3)
is obtained, which is the so-called box-ball systems (BBS) [13]. We verify that BBS is described by automata
diagram:
q0 q1 q2 q3
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which is given by a direct limit of the Mealy type automata BBSk for k ≥ 1, that are the carrier capacity
extensions of BBS (see Section 3). Moreover each BBSk is described by automata diagram (Lemma 3.1).
Rational dynamics can be regarded as approximations of the corresponding evolutional systems in partial
differential equations [6]. From the view point of dynamical scaling limits, automata can be regarded as
frame-dynamics which play the roles of underlying mechanics for PDE [7]. From dynamical view point,
distribution of orbits can be measured by probability approach, which is a quite fundamental method. So
far there has been little done on study of BBS from probability aspect. On the other hand study of random
walk on automata group has been extensively developed. So our basic and general question is, whether the
frame dynamics of integrable systems share their structural similarity with geometric properties of automata
groups. It would give us much deeper understanding of dynamical structure of BBS.
In [5], we have verified that the automaton is recursive if and only if the associated rational dynamics is
quasi-recursive. Quasi-recursiveness represents ‘almost’ recursive which differs from periodic within uniform
estimates independent of the choice of initial values. As an extension of the above property, we have applied
tropical geometry to theory of automata groups to analyze global behaviour of real rational dynamical
systems. A discrete group is called an automata group, if it is realized by actions on the rooted trees, which
are represented by a Mealy automaton. The automata group is a quite important class in group theory, which
have given answers to many important questions. Of particular interests for us are, counter-example to the
Milnor’s conjecture, solution to the Burnside problem on the existence of finitely generated infinite torsion
groups, non-uniform exponential growth groups, etc. These applications are described in [20] and [21]. As an
application of tropical geometry to the construction of the Burnside group, we have verified that there exists
a rational dynamical systems of Mealy type which satisfy infinite quasi-recursiveness [8]. This property again
allows error from recursiveness which corresponds to infinite torsion, while rationality corresponds to finite
generation.
In case of finitely generated groups one can consider as the space l2 functions on groups and as the operator
the sum of translations by chosen generators and their inverses. The study of spectra of such operators was
initiated by Kesten and the normalized operators are called random walk or transition operators [19].
In general it is a very difficult problem to compute spectra of these operators. Some important progresses
have been achieved by studying different approximations of such operators using the representations of the
group, in particular their actions on finite sets. For instance in [1] the spectrum of the random walk operator
on the Heisenberg group was computed using approximations Harper operators via theory of rotational
algebras. In case of groups generated by automata one can study their actions on finite sequences. The
simplest case when one obtains an interesting spectral information is the automaton on two states which
generated the lamplighter group. All other two state automata lead to very elementary cases. In the case of
BBS we do not deal with invertible transformations which would define groups. However we can still define
the operators similar to random walk operators and consider their action on finite sequences. This enables
us to compute the limit spectral measures for such sequences as was done for automata in [2].
Even though both BBS and automata group are constructed from Mealy automata, their scopes are quite
different. As a result, one finds quite different characteristics from each other. It would be of particular
interest for us to combine such properties via dynamical study of Mealy automata. We want to investigate
BBS systems via spectra of some operators associated to them, as it is common in non-commutative geometry.
Recall that both the lamplighter group and BBS act on the rooted binary tree T . For convenience let
us describe its action in the case of the lamplighter group (see Section 2.1). Each state acts on the binary
tree, and in this case there are two actions Aq0 and Aq1 corresponding to the state set {q0, q1}. It is defined
inductively on each level set. The actions on the second level set are depicted as follows:
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00011011
11100001
00011011
01001011
Aq0 Aq1
In general transition operators of automata can be given by filtration of finite rank matrices with respect to
the restriction of the action on each level set. It was known that these matrices of the lamplighter automaton
all satisfy stochastic property. Such property is quite important for automata groups in relation to random
walk on automata groups. In comparison to BBS automata, we have verified that the same property holds
for all k ≥ 1.
Let {M
(n)
k }n≥1 be the filtration of the transition operators for BBSk. They are defined in Section 3.1 by
1
2k+2
∑k
i=0(a
(n)
i + a
(n)∗
i ), where a
(n)
i are the restrictions of the representation matrices on the level n set and
the superscript ∗ denotes the transpose of the matrix.
Proposition (Proposition 4.1). The matrix M
(n)
k is double stochastic for all k ≥ 1, n ≥ 0, i.e. the sum of
each row and each column is equal to 1.
It is known that there is an example of Mealy automata whose transition operators do not satisfy stochastic
property.
The simplest case BBS k = 1 (BBS translation) satisfies rather trivial behavior from dynamics view points,
since it is translation. However the above proposition would suggest that BBS translation is closely related
to the cases for k ≥ 2. Concerning BBS translation, we have discovered non trivial phenomena from spectral
analysis view point.
Theorem (Theorem 4.2). (i) The spectra of the transition operators coincide with each other between the
lamplighter group as an automata group and the BBS translation. It is totally discrete and dense in [−1, 1].
Because the eigenvalue distributions coincide, we may expect that both transition operators are mutually
conjugate by some orthogonal matrices. Actually we verify that it certainly holds. Moreover it would be
natural to ask whether the conjugation might be chosen from tree automorphisms.
We have the negative answer:
Proposition (Proposition 5.5). There are no automorphisms of T which conjugate between M
(n)
L and M
(n)
B .
On the other hand, one might still ask whether it comes from permutations, or from an automorphism of
the one sided shift. We have the affirmative answer, which gives the complete answer to the conjugations.
Let M
(n)
B ,M
(n)
L ∈ Mat(2
n × 2n;R). Let us denote the set of indices as In = {0, 1, . . . , 2
n − 1}.
Theorem (Theorem 6.1). There exists a permutation matrix σn, such that
σ∗nM
(n)
B σn = M
(n)
L
holds. We have the explicit recurrence formulas for σn which involves the Sierpinski gasket pattern.
In the cases for k ≥ 2, we present numerical computations of the spectral distributions and observe that
there exist structural similarities in the distributions of eigenvalues between the BBSk and the lamplighter
group. Based on the observations, we give conjectures (Conjecture 4.4 and 4.5).
If one reduces an integrable system to an automaton by extracting its dynamical framework, then it should
posses high symmetry, which will have some structural similarity with finitely generated groups. It would
be interesting to investigate further coincidence between spectra of automata associated to integrable system
and the one associated to automata groups.
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2. Automata groups
An automaton is defined by finite rules which can create quite complicated state dynamics over the
sequences of alphabets.
Let Q and S be finite sets, and consider the set of all infinite sequences:
SN = {(s0, s1, . . . ) : si ∈ S}.
A Mealy automaton A is given by a pair of functions:
ϕ : Q× S → Q, ψ : Q× S → S
which gives rise to the state dynamics on SN as follows. Let us choose any q ∈ Q and s¯ = (s0, s1, . . . ) ∈ S
N.
Then:
Aq : S
N → SN
Aq(s¯) = (s
′
0, s
′
1, . . . ) is determined inductively by:
s′i = ψ(qi, si), qi+1 = ϕ(qi, si) (q0 = q).
Besides the dynamics over SN, the change of the state sets play important roles in a hidden dynamics.
Any sequences q¯j = (q0, . . . , qj) ∈ Qj+1 give dynamics by compositions:
Aq¯j = Aqj ◦ · · · ◦Aq0 : S
N → SN.
It can happen that different automata give the same state dynamics. In such a case, the dynamics of Aq
are the same, but the systems of change of state sets can be very different. Such two automata are called
equivalent.
Suppose
ψ : (q, ) : S → S
are permutations for all q ∈ Q. If we identify SN with the rooted tree, then the Mealy dynamics give the
group actions on the tree, since the actions can be restricted level-setwisely. The group generated by these
states is called the automata group given by the automaton (ϕ, ψ).
Next we introduce the diagram expression of the automaton A defined via the quadruple (Q,S, ϕ, ψ). In
the diagram each vertex corresponds to a state q ∈ Q. When ϕ(q, i) = r and ψ(q, i) = j, the vertex q is
connected to the vertex r with the directional arrow equipped with the pair of input and output strings, i | j.
2.1. Lamplighter group. The lamplighter group:
(⊕ZZ2)⋊ Z
is generated by canonical generators, which are v, one copy of Z2, and u, the generator of Z.
The corresponding automaton can be represented by the following diagram:
q0 q1
which shows that the quadruple (Q,S, ϕ, ψ) of the lamplighter group as an automata group is given by
Q = {q0, q1}, S = {0, 1},
ϕ(q0, 0) = 0, ϕ(q0, 1) = 1, ϕ(q1, 0) = 0, ϕ(q1, 1) = 1,
ψ(q0, 0) = 1, ψ(q0, 1) = 0, ψ(q1, 0) = 0, ψ(q1, 1) = 1.
For example, we give actions of the lamplighter automata Aq0 and Aq1 as follows:
Aq0(0011101100000 · · ·) = 1101100101111 · · ·
Aq1(0011101100000 · · ·) = 0101100101111 · · ·
Let ai be the infinite matrix representations of Aqi for i = 0, 1. They decompose into 2 by 2 matrices with
operator valued entries, with respect to
SN = SN0 ⊔ S
N
1
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where SNi = {(i, s1, . . . ) : si ∈ S}.
In the lamplighter case, we have two operator recursions [2]
a0 =
(
0 a1
a0 0
)
, a1 =
(
a0 0
0 a1
)
,(4)
where a−11 a0 corresponds to v and a0 to u.
3. BBS with carrier capacity
The BBS is one of the ultradiscrete integrable systems. The BBS is composed of an array of infinitely
many boxes, finite number of balls in the boxes, and a carrier of balls. Each box can contain only one ball
and the carrier can hold arbitrary number of balls. The evolution rule from time j to time j+1 is defined as
follows. The carrier moves from left to right and passes each box. When the carrier passes a box containing
a ball, the carrier gets the ball; when the carrier passes an empty box, if the carrier holds balls, the carrier
puts one ball into the box.
❣✇✇✇❣❣❣❣❣❣✇❣❣❣❣❣❣❣❣❣❣❣❣❣
❣❣❣❣✇✇✇❣❣❣❣✇❣❣❣❣❣❣❣❣❣❣❣❣
❣❣❣❣❣❣❣✇✇✇❣❣✇❣❣❣❣❣❣❣❣❣❣❣
❣❣❣❣❣❣❣❣❣❣✇✇❣✇✇❣❣❣❣❣❣❣❣❣
❣❣❣❣❣❣❣❣❣❣❣❣✇❣❣✇✇✇❣❣❣❣❣❣
❣❣❣❣❣❣❣❣❣❣❣❣❣✇❣❣❣❣✇✇✇❣❣❣
❣❣❣❣❣❣❣❣❣❣❣❣❣❣✇❣❣❣❣❣❣✇✇✇
Figure 1. A two-soliton interaction of the BBS
Let us describe BBS with carrier capacity k [12]. In this case the carrier can hold at most k balls. The
only difference with the previous situation is that when the carrier holds k balls and passes a box containing
a ball, the carrier does nothing.
Similar to the case of KdV, the BBS with carrier capacity k can be obtained from the discrete modified
KdV equation [14]
v
(t+1)
n+1
(1 + α)v
(t+1)
n + δ
(1 + δ)v
(t+1)
n + α
= v(t)n
(1 + α)v
(t)
n+1 + δ
(1 + δ)v
(t)
n+1 + α
,(5)
where α, δ are constants, which reduces to the modified KdV equation
∂v
∂t
+ 6βv2
∂v
∂x
+
1
4β
∂3v
∂x3
= 0,
where β is a constant. The BBS with carrier capacity k is presented by
B˜(t+1)n = min
1− B˜(t)n , n−1∑
j=−∞
(B˜
(t)
j − B˜
(t+1)
j )
+max
0, n∑
j=−∞
(B˜
(t)
j − B˜
(t+1)
j−1 )− k
 .
Lemma 3.1. The diagram expression of the BBS with carrier capacity k is given by
q0 q1 q2 qk
The (simple) BBS is obtained as the limiting case of the above automaton with k →∞.
Proof. The state qi corresponds to the situation when the carrier holds i balls. Thus we start at the state
q0. If we have 1 as the input we go from the state qi to qi+1 if i < k and we change 1 to 0. This corresponds
to the fact the carrier picks up the ball if the number of balls it already holds is i < k. If we have 0 as the
input we go from the state qi to qi−1 if i > 0 and change 1 to 0. This corresponds to the fact the carrier puts
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the ball if the number of balls it already holds is at least 1. It remains to check the situation for q0 with the
input 0 and for qk with the input 1. The first one corresponds to the carrier with 0 balls passing an empty
box (it does nothing and still holds no balls) and the last one to the carrier with k balls passing a box with
a ball (it does nothing and still holds k balls). 
3.1. BBS translation (carrier capacity k = 1). The BBS translation can be represented by
q0 q1
For example, we give actions of the BBS translation Aq0 and Aq1 as follows:
Aq0(0011101100000 · · ·) = 0001110110000 · · ·
Aq1(0011101100000 · · ·) = 1001110110000 · · ·
Let ai be the infinite matrix representations of Aqi for i = 0, 1. Then we have two operator recursions
a0 =
(
a0 a1
0 0
)
, a1 =
(
0 0
a0 a1
)
.(6)
We can describe the action of a0 and a1 on the binary sequences of length n by the 2
n × 2n matrices a
(n)
0
and a
(n)
1 . From the definition of our automaton, they satisfy the following recurrence relations:
a
(0)
0 = a
(0)
1 = 1,
a
(n+1)
0 =
(
a
(n)
0 a
(n)
1
0 0
)
, a
(n+1)
1 =
(
0 0
a
(n)
0 a
(n)
1
)
.
In the case when Aqj for j = 0, 1 give automorphisms so that they constitute an automata group, the
transition operator is given by M = 14 (a0 + a
∗
0 + a1 + a
∗
1) which describes step 1 random walk. In the
general case when the actions are not invertible, one can still consider the same operators, since the adjoint
operators coincide with the inverse ones for the invertible case, since they are unitaries. The actions by Aqj
are always deterministic, while its adjoint Aqj are non-deterministic in non invertible case. A key observation
is that random walk on semi-groups is still possible to formulate and would be quite natural, if we allow
non deterministic actions and interpret them as probability processes. In this paper we shall introduce the
transition operator over the semi-groups by the same formula.
Let us consider the filtrations of the transition operators:
M
(n)
k=1 =
1
4
(
a
(n)
0 + a
(n)∗
0 + a
(n)
1 + a
(n)∗
1
)
.
3.2. BBS with carrier capacity k = 2. In analogy to k = 1 case, for k = 2, we can consider the following
operators.
q0 q1 q2
For example, we give actions of the BBSk=2 Aq0 ,Aq1 and Aq2 as follows:
Aq0(0011101100000 · · ·) = 0000110111000 · · ·
Aq1(0011101100000 · · ·) = 1000110111000 · · ·
Aq2(0011101100000 · · ·) = 1100110111000 · · ·
Notice that the state qj corresponds to the carrier with j-number of balls. The action Aqj represents the
time-evolution of BBSk dynamics with carrier with j-number of balls as an initial state.
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Let ai be the infinite matrix representations of Aqi for i = 0, 1, 2. Then we have three operator recursions
a0 =
(
a0 a1
0 0
)
, a1 =
(
0 a2
a0 0
)
, a2 =
(
0 0
a1 a2
)
.
The action of a0, a1 and a2 on the binary sequences of length n can be described by the 2
n × 2n matrices
a
(n)
0 , a
(n)
1 and a
(n)
2 which satisfy the following recurrence relations:
a
(0)
0 = a
(0)
1 = a
(0)
2 = 1,
a
(n+1)
0 =
(
a
(n)
0 a
(n)
1
0 0
)
, a
(n+1)
1 =
(
0 a
(n)
2
a
(n)
0 0
)
, a
(n+1)
2 =
(
0 0
a
(n)
1 a
(n)
2
)
.
The filtrations of the transition operators are given by
M
(n)
k=2 =
1
6
(
a
(n)
0 + a
(n)∗
0 + a
(n)
1 + a
(n)∗
1 + a
(n)
2 + a
(n)∗
2
)
.
In the next sections, we will verify that these transition operators are stochastic and analyze in detail the
spectral properties of the transition operator for k = 1 theoretically and k ≥ 2 numerically.
4. Stochastic matrices
Study of countably state ergodic Markov chain is an important subject in relation with statistic mechanics.
However because of countably many number of the states, construction of the probability measures on the
path space has not been so developed. It follows from Corollary 5.4 below that BBS transition operators
M
(n)
k give the ergodic Markov chains over the set of paths Ω(n) which are given by Ω(n) = {(w1, w2, . . . ) |
wi ∈ {1, . . . , 2
n}} with the unique ergodic distributions π(n) = (π
(n)
1 , . . . , π
(n)
2n ) [16]. Letmk be the probability
measure on Ω(n). One may expect that the family of ergodic Markov chains defined by {M
(n)
k }
∞
n=1 can give
a countably state Markov chains over the path space:
Ω(∞) = {(w1, w2, . . . ) | wi ∈ N }
which is expected ergodic at the limit.
Let us verify stochastic property of the transition operators for BBSk. We define a sequence of k + 1
matrices (a
(n)
0 , . . . , a
(n)
k ) of dimension 2
n, for n = 0, 1, . . . by the following matrix recursion (0 represents here
2n × 2n null matrix).
a
(n+1)
0 =
(
a
(n)
0 a
(n)
1
0 0
)
For i = 1, . . . , k − 1
a
(n+1)
i =
(
0 a
(n)
i+1
a
(n)
i−1 0
)
and
a
(n+1)
k =
(
0 0
a
(n)
k−1 a
(n)
k
)
with the initial data a
(0)
i = 1 for all i = 0, . . . , k.
We consider the following 2n × 2n matrix M
(n)
k
M
(n)
k =
1
2k + 2
(a
(n)
0 + a
(n)∗
0 + . . .+ a
(n)
k + a
(n)∗
k ).
Proposition 4.1. The matrix M
(n)
k is double stochastic for all k ≥ 1, n ≥ 0, i.e. the sum of each row and
each column is equal to 1.
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Proof. The matrix M
(n)
k is symmetric and therefore it suffices to prove that the sum of columns is constant.
Clearly the recursive relations for a
(n+1)
0 , . . . , a
(n+1)
k show that the matrix we obtain from each of them is
the matrix with constant sum of columns (equal to k).
Thus it is enough to show that a
(n)∗
0 + . . .+a
(n)∗
k has constant column sum. Let us prove this by induction.
It is clear for n = 0. Then using recursion formula
a
(n+1)∗
0 + · · ·+ a
(n+1)∗
k =
(
a
(n)∗
0 a
(n)∗
k−1 + · · ·+ a
(n)∗
0
a
(n)∗
1 + · · ·+ a
(n)∗
k a
(n)∗
k
)
and thus the sum of the left matrix blocks and right matrix blocks is equal to
a
(n)∗
0 + . . .+ a
(n)∗
k .
Therefore the statement follows by induction. 
4.1. Spectral computation for BBS translation (k = 1). Stochastic property closely related to random
walk on each level set of the binary tree. On the other hand structure of the random walk heavily depends on
their spectral distribution. First we compute the spectral distribution of the transition operator for k = 1:
M
(n)
k=1 =
1
4
(
a
(n)
0 + a
(n)∗
0 + a
(n)
1 + a
(n)∗
1
)
.
Define the counting spectral measures of M
(n)
k , i.e. σ
(n)
k : [0, 1]→ [0, 1] and for x ∈ [0, 1] by:
σ
(n)
k (x) =
♯
{
λ ∈ Sp(M
(n)
k ) | λ ≤ 2(k + 1) cos(πx)
}
♯
{
λ ∈ Sp(M
(n)
k )
} .
Let us denote the multiplicity of eigenvalue λ of M
(n)
k by
m(n;k)(λ) = ♯{λ ∈ Sp(M
(n)
k )}.
In particular we denote the multiplicity of eigenvalue cos
(
pq−1π
)
of M
(n)
k by m
(n;k)
p,q = m(n;k)
(
cos
(
pq−1π
))
.
We consider the case k = 1 and provide the computation of eigenvalues of M
(n)
k=1. Our computation on the
spectra verify the following:
Theorem 4.2.
Sp
(
M
(n)
k=1
)
= Sp
1
4
1∑
j=0
(
a
(n)
j + a
(n)∗
j
) = {1 ∪ cos(p
q
π
) ∣∣∣∣ p, q ∈ N, 1 ≤ p < q ≤ n+ 1}
If p and q are mutually prime, then the multiplicity of eigenvalue cos
(
pq−1π
)
, denoted by m
(n;1)
p,q , is given by
m(n;1)p,q =
[
2n
(
2−q − 2−q([
n
q ]+1)
1− 2−q
)]
In order to simplify the notation we define an = a
(n)
0 and bn = a
(n)
1 .
Lemma 4.3. For every n
ana
∗
n + bnb
∗
n = 2Id 2n .
Proof. We have
an+1a
∗
n+1 =
(
an bn
0 0
)(
a∗n 0
b∗n 0
)
=
(
ana
∗
n + bnb
∗
n 0
0 0
)
bn+1b
∗
n+1 =
(
0 0
an bn
)(
0 a∗n
0 b∗n
)
=
(
0 0
0 ana
∗
n + bnb
∗
n
)
and the statement follows by induction. 
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Figure 2. Distribution of the multi-
ple eigenvalues of M
(7)
k=1
Figure 3. Distribution of the multi-
ple eigenvalues of M
(14)
k=2
Proof of Theorem 6.1: Let us put:
Φn(λ, µ) = det(an + a
∗
n + bn + b
∗
n −
1
2
µ(anb
∗
n + bna
∗
n)− λId2n)
Then by use of Lemma 4.3, we have the equalities:
Φn+1(λ, µ) = det(an+1 + a
∗
n+1 + bn+1 + b
∗
n+1 −
1
2
µ(an+1b
∗
n+1 + bn+1a
∗
n+1)− λId2n+1)
= det
(
an + a
∗
n − λ bn + a
∗
n −
1
2µ(ana
∗
n + bnb
∗
n)
an + b
∗
n −
1
2µ(ana
∗
n + bnb
∗
n) bn + b
∗
n − λ
)
= det
(
an + a
∗
n − λ bn + a
∗
n − µ
an + b
∗
n − µ bn + b
∗
n − λ
)
= det
(
an − bn − λ+ µ bn + a
∗
n − µ
an − bn + λ− µ bn + b
∗
n − λ
)
= det
(
2µ− 2λ a∗n − b
∗
n − µ+ λ
an − bn + λ− µ bn + b
∗
n − λ
)
Using the fact that
det
(
A B
C D
)
= det(AD − CB)
provided that A commutes with C we get
Φn+1(λ, µ) = det((2µ− 2λ)(bn + b
∗
n − λ)− (an − bn + λ− µ)(a
∗
n − b
∗
n − µ+ λ))
= det((µ− λ)(an + a
∗
n + bn + b
∗
n)−
1
2
2(anb
∗
n + bna
∗
n) + (−2 + λ
2 − µ2)Id2n)
Therefore
Φn+1(λ, µ) = (µ− λ)
2nΦn
(
2− λ2 + µ2
µ− λ
,
−2
µ− λ
)
.
This is exactly the formula from [2] which leads to the explicit computation of all eigenvalues.
4.2. Numerical computation of spectra for BBS (k ≥ 2). In order to analyze spectral characteristics of
the transition operators for k ≥ 2, as a first step, we did numerical computation of the spectral distributions
for k = 2, 3, 4, 5. Let us compare the histogram of the spectral distributions for k = 1 and 2. Figures 2 and
3 present the histogram of the distributions of the multiple eigenvalues for k = 1, n = 7, and k = 2, n = 14
respectively. Roughly we can see their structural similarity.
Let us see more detailed distributions for k = 1, 2, . . . , 5 by Tables 1, . . . , 4 below. The tables present the
distribution of the non-negative eigenvalues with multiplicities larger than or equal to 2. We have listed only
non-negative eigenvalues, where negative ones appear symmetrically for k = 1. For k = 2, 3, 4, 5 cases also,
negative eigenvalues appear almost symmetrically on their multiplicities, except a few values. Actually their
monotonicity with respect to n hold. We also present the growth of the rates of r(n;k) for k = 2 in Figure 4.
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Observe the following structural similarity of k = 2, 3, 4, 5 cases to k = 1:
(1) The eigenvalues for k ≥ 2, which are monotone increasing with respect to large n coincide with the
ones for k = 1.
(2) One can find structural similarity of the distributions of the eigenvalues. Another multiple eigenvalues
appear on every k steps for large n as is the case for k = 1. The order of appearance of the another
multiple eigenvalues coincide. More concretely, for k = 1, another eigenvalue cos pn−1π appear at the
n-stage as multiple eigenvalues, and then they grow monotonically. For k = 2, there corresponds to
cos 2pn π with n = 2, 4, 6, . . . . For general k, the eigenvalues are of the form cos
ppi
⌊n−2
k
⌋+1
, where ⌊ ⌋ is
the largest integer not greater than itself (Gauss symbol).
(3) Below in the tables 4 and 5, some of the eigenvalues are the extra ones which do not appear for k = 1
case. They are included in the sets ±1k+1 ,
±2
k+1 , . . . .
(4) The rates of the multiple eigenvalues r(n;k) = 2−n{
∑
i,j m
(n;k)
i,j +
∑
j m
(n;k)( ±jk+1 ) } in Figure 4 seems
to grow to 1 with respect to n.
Based on these observations, we would like to propose the followings:
Conjecture 4.4. Let j be a non-negative integer and let Sˆp(M
(n)
k=j) ⊂ Sp(M
(n)
k=j) be the set of multiple
eigenvalues. Then:
Sp(M
(⌊(n−2)/j⌋)
k=1 ) = {1} ∪
(
Sˆp(M
(n)
k=j) ∩ Sˆp(M
(n+1)
k=j )
)
for n ≥ 3.
Conjecture 4.5. Let j be a non-negative integer. There are nλ,j ∈ N so that the following equalities hold:
lim
n→∞
Sp
(
M
(n)
k=1
)
= lim
n→∞
{
λ ∈ Sp
(
M
(n)
k=j
) ∣∣ 0 < m(nλ,j ;j)(λ) ≤ · · · ≤ m(n−1;j)(λ) ≤ m(n;j)(λ)} .
Table 1. Multiplicities of non-negative eigenvalues for k = 1
n m
(n;1)
1,2 m
(n;1)
1,3 m
(n;1)
1,4 m
(n;1)
1,5 m
(n;1)
2,5 m
(n;1)
1,6 m
(n;1)
1,7 m
(n;1)
2,7 m
(n;1)
3,7 m
(n;1)
1,8 · · · m
(n;1)
5,11
1 1 0 0 0 0 0 0 0 0 0 0
2 1 1 0 0 0 0 0 0 0 0 0
3 3 1 1 0 0 0 0 0 0 0 0
4 5 2 1 1 1 0 0 0 0 0 0
5 11 5 2 1 1 1 0 0 0 0 0
6 21 9 4 2 2 1 1 1 1 0 0
7 43 18 9 4 4 2 1 1 1 1 0
8 85 37 17 8 8 4 2 2 2 1 0
9 171 73 34 17 17 8 4 4 4 2 0
10 341 146 68 33 33 16 8 8 8 4 1
So far we have found some similarity of spectral distributions for various k ≥ 1. It is quite unexpected
for us to find any kind of structural similarity among BBSk and the lamplighter automaton, since BBSk=1
is dynamically translation invariant, while BBSk≥2 behave essentially nonlinear. It would be reasonable to
expect to see more concrete dynamical similarity for several k ≥ 1. On the other hand extra appearance of
new eigenvalues are observed for k ≥ 2, which might lead to see essential difference of dynamics among BBSk
(see (3) above). Combination with these opposite phenomena will lead us with much deeper understanding
of BBS.
5. Ergodicity of the transition operators for BBS translation
5.1. Ergodicity on the boundary of the binary tree. Let {M
(n)
1 }n=1,2,... be the family of transition
operators for lamplighter or BBSk=1 automata. We have verified that those are stochastic 2
n by 2n matrices
equipped with the canonical maps:
· · · →M
(n+1)
1 →M
(n)
1 → . . .
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Table 2. Multiplicities of non-negative multiple eigenvalues for k = 2
n m
(n;2)
1,2 m
(n;2)
1,3 m
(n;2)
1,4 m
(n;2)
1,5 m
(n;2)
2,5 m
(n;2)
1,6 m
(n;2)
1,7 m
(n;2)
2,7 m
(n;2)
3,7
1 0 0 0 0 0 0 0 0 0
2 1 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0
4 4 0 0 0 0 0 0 0 0
5 6 0 0 0 0 0 0 0 0
6 22 3 0 0 0 0 0 0 0
7 42 6 0 0 0 0 0 0 0
8 104 21 3 0 0 0 0 0 0
9 210 50 6 0 0 0 0 0 0
10 460 118 24 3 3 0 0 0 0
11 930 252 54 6 6 0 0 0 0
12 1940 551 144 25 25 3 0 0 0
13 3906 1134 306 60 60 6 0 0 0
14 7966 2359 692 165 165 28 3 3 3
15 16002 4788 1434 366 366 66 6 6 6
Table 3. Multiplicities of non-negative multiple eigenvalues for k = 3
n m(n;3)(14 ) m
(n;3)
1,2 m
(n;3)
1,3 m
(n;3)
1,4 m
(n;3)
1,5 m
(n;3)
2,5
1 0 0 0 0 0 0
2 0 0 1 0 0 0
3 0 1 0 0 0 0
4 2 0 0 0 0 0
5 0 4 0 0 0 0
6 0 7 0 0 0 0
7 0 26 0 0 0 0
8 0 56 2 0 0 0
9 0 151 7 0 0 0
10 0 332 26 0 0 0
11 0 776 68 2 0 0
12 0 1653 196 7 0 0
13 0 3640 464 30 0 0
14 0 7604 1152 80 2 2
15 0 16157 2570 256 7 7
Definition 5.1. Let M be a stochastic k by k matrix. M is ergodic, if there is s0 ≥ 1 and α > 0 so that
inequalities:
m
(s0)
i,j ≥ α
hold for all i, j, where M s = (m
(s)
i,j )1≤i,j≤k.
For stochastic matrix, if the above property is satisfied for some s0, then the same property holds for all
s ≥ s0.
Recall the fundamental result on ergodicity:
Theorem 5.1. Let M be a stochastic k by k matrix, and consider the associated transition chain on the
space X = {1, . . . , k}. If M is ergodic, then there is a unique probability distribution π on X which satisfies
two properties (1) πM = π, and (2) lims→∞m
(s)
i,j = πj.
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Table 4. Multiplicities of non-negative multiple eigenvalues for k = 4 and 5
k = 4
n m(n;4)(15 ) m
(n;4)
1,2 m
(n;4)
1,3 m
(n;4)
1,4
1 0 0 0 0
2 0 0 0 0
3 0 0 1 0
4 0 1 0 0
5 2 0 0 0
6 0 3 0 0
7 1 6 0 0
8 0 29 0 0
9 3 62 0 0
10 0 185 2 0
11 5 418 6 0
12 0 1061 31 0
13 9 2332 80 0
14 0 5427 265 2
15 15 11704 652 6
k = 5
n m(n;5)(16 ) m
(n;5)(26 ) m
(n;5)
1,2 m
(n;5)
1,3
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
4 0 0 0 1
5 0 1 1 0
6 1 0 0 0
7 0 1 4 0
8 0 0 6 0
9 0 3 33 0
10 0 0 69 0
11 0 5 220 0
12 0 0 500 2
13 0 9 1333 6
14 2 0 3002 34
15 0 15 7327 93
r(n;2)
11
th la int ge no re itsel ol).
tha th fo lowin itie hold:
,j · · 1;
Th figure an th th for 1, and 2, n
Figure 4. Rates of the multiple eigenvalues r(n;k) for k = 2
The unique probability distribution π = (π1, . . . , πk) is called the stationary distribution with respect to
M .
Lemma 5.2. M is ergodic, if and only if the spectrum of M satisfies
(1) the multiplicity of the eigenvalue 1 is just 1, and
(2) it does not contain −1.
Proof. SupposeM is ergodic. Let v1 and v2 be two orthogonal eigenvectors with eigenvalue 1. Then viM = vi
hold, and so:
〈v1M
2s, v2〉 = 〈v1M
s, v2M
s〉 = 〈v1, v2〉 = 0
must hold. Let ai be the sum of coordinates of vi. Then ai can not be zero, since vi = lims→∞ viM
s = aiπ
hold by Theorem 5.1. By letting s → ∞ in the above equalities, it follows π = 0 is zero vector, which is a
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contradiction, since πi ≥ α > 0. So the multiplicity of the eigenvalue 1 must be less than or equal to 1. It is
at least 1 because constant vectors have eigenvalue 1.
As we noticed that the limit exists:
wM s ≡ (x1, . . . , xn)M
s → (aπ1, . . . , aπn)
by Theorem 5.1, where a =
∑n
i=1 xi. But if w is an eigenvector with eigenvalue −1, then wM
s ∈ {w,−w}
oscillates, which is a contradiction.
Suppose the above two properties hold. Let {v1, . . . , vk} be the orthogonal eigenvectors such that v1
corresponds to the eigenvalue 1. Then for any v =
∑k
i=1 aivi,
lim
s→∞
vM s = a1v1 + lim
s→∞
k∑
i=2
λsiaivi = a1v1
hold, since −1 < λi < 1 hold for i ≥ 2.
SupposeM is not ergodic, i.e. for every s, there exist i, j such thatm
(s)
i,j = 0 hold. Let δi = (0, . . . , 0, 1, 0, . . . ).
Then 〈δiM
s, δj〉 = m
(s)
i,j = 0 holds. It follows that there exist i, j such that 〈δiM
l, δj〉 = 0 hold for infinitely
many l. So it also holds for l →∞. It follows that δi or δj is orthogonal to v1. Since M is stochastic, we can
put v1 = (1, . . . , 1), and so this is a contradiction. This completes the proof. 
Remark 5.3. For the stochastic matrix, the property (1) is equivalent to connectivity, and property (2) is to
non bi-partiteness of the associated graph.
Corollary 5.4. Let M
(n)
L and M
(n)
B be the transition operators for the lamplighter and BBSk=1 automata,
respectively. Then they are all ergodic.
Proof. The result follows from our computation of their spectra in Theorem 7.1 with Lemma 5.2. 
5.2. On automorphisms of the tree. Let T be the binary tree, and Tn be n-th level set. Then the
transition operators satisfy:
M (n+1)|Tn =M
(n).
Let us consider the canonical maps:
· · · →M (n+1) →M (n) → . . .
and take the projective limit:
M ≡ lim
←n
M (n).
M gives an ergodic transition chain on ∂T , if M (n) are ergodic.
Proposition 5.5. There are no automorphisms of T which conjugate between M
(n)
L and M
(n)
B .
Proof. If there were an automorphism of the tree which would conjugate two operators on some level n it
would also conjugate these operators on the previous levels. Thus it is enough to prove the statement for the
level n = 2. For this level the operator corresponding to the BBS system has (2, 0, 0, 2) on the diagonal and
the operator corresponding to the lamplighter has (0, 0, 2, 2) on the diagonal. The last one under the tree
automorphism can be transformed to itself or (2, 2, 0, 0) only. 
6. Conjugacy by permutation for BBS translation
Let M
(n)
B ,M
(n)
L ∈ Mat(2
n × 2n;Z). Let us denote the set of indices as In = {0, 1, . . . , 2
n − 1}. We denote
the concatenation of two vectors u ∈ Cn and v ∈ Cm by (u, v) ∈ Cn+m. For c ∈ In, consider the binary
expansion :
c =
n∑
j=1
cj 2
n−j ∈ In
where cj ∈ Z2, which we denote as:
c = (c1, c2 · · · , cn)2.
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In this section, we verify the following:
Theorem 6.1. There exists a family of the transformation matrices σn such that
σ∗nM
(n)
B σn = M
(n)
L
hold, where σn is determined by the permutation vector σ̂n =
(
µ
(n)
0 , µ
(n)
1 , · · · , µ
(n)
2n−1
)
by
σnej = eµ(n)
j
for any j ∈ In, where ej = (0, . . . , 0, 1, 0, . . . , 0)
∗.
The permutation vectors σ̂n = (µ
(n)
0 , µ
(n)
1 , . . . , µ
(n)
2n−1) are uniquely determined by
• σ̂1 = (µ
(1)
0 , µ
(1)
1 ) = (0, 1),
• there exists a binary sequence ν(n) = (ν
(n)
0 , ν
(n)
1 , . . . , ν
(n)
2n−1−1) ∈ {0, 1}
2n−1 such that
σ̂n = (σ̂n−1, σ̂n−1) + 2
n−1(1− ν
(n)
0 , ν
(n)
0 , . . . , 1− ν
(n)
2n−1−1, ν
(n)
2n−1−1),(7)
• the binary sequences ν(n) ∈ {0, 1}2
n−1 are determined by use of the binary pattern g of the Sierpinski
gasket as follows:
ν(n) = (T
g
(n)
1
◦ T
g
(n)
2
◦ · · · ◦ T
g
(n)
n−1
)(0)(8)
for n ≥ 2. The operator Tα is defined by
Tα(s1, s2, . . . , sm) =
{
(s1, s2, . . . , sm, s1, s2, . . . , sm) if α = 0
(s1, s2, . . . , sm, 1− s1, 1− s2, . . . , 1− sm) if α = 1
.
Here the binary pattern g of the Sierpinski gasket is given by g
(n)
1 = g
(n)
n = 1 and
g(n)m = g
(n−1)
m−1 + g
(n−1)
m mod 2
for m = 2, 3, . . . , n− 1 and n = 1, 2, . . . .
Remark 6.2. (1) Let us see the orbit of g:
g(1) = (g
(1)
1 ) = (1),
g(2) = (g
(2)
1 , g
(2)
2 ) = (1, 1),
g(3) = (g
(3)
1 , g
(3)
2 , g
(3)
3 ) = (1, 0, 1),
g(4) = (g
(4)
1 , g
(4)
2 , g
(4)
3 , g
(4)
4 ) = (1, 1, 1, 1),
g(5) = (g
(5)
1 , g
(5)
2 , g
(5)
3 , g
(5)
4 , g
(5)
5 ) = (1, 0, 0, 0, 1),
g(6) = (g
(6)
1 , g
(6)
2 , g
(6)
3 , g
(6)
4 , g
(6)
5 , g
(6)
6 ) = (1, 1, 0, 0, 1, 1),
g(7) = (g
(7)
1 , g
(7)
2 , g
(7)
3 , g
(7)
4 , g
(7)
5 , g
(7)
6 , g
(7)
7 ) = (1, 0, 1, 0, 1, 0, 1), . . . .
which gives the pattern of the Sierpinski gasket.
(2) Another formula of g is given by:
g(n)m =
(n− 1)!
(m− 1)!(n−m)!
mod 2
Corollary 6.3. The formulas hold for all k ∈ In−1:
µ
(n)
2k + µ
(n)
2k+1 = 2
n − 1, µ
(n)
2k ∈ 2In−1.
Proof. We proceed by induction. Suppose the conclusion holds up to n− 1. It follows from (7) that
µ
(n)
2k + µ
(n)
2k+1 = µ
(n−1)
2k + µ
(n−1)
2k+1 + 2
n−1
= 2n − 1.
The latter formula follows immediately. 
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Let us denote [n] ∈ Z2 by the image of n by Z→ Z2.
Lemma 6.4. (i) ν(n) is given by
ν
(n)
k = ν
(n)
(k1,k2,··· ,kn−1)2
=
[ n−1∑
j=1
kjg
(n)
j
]
.
(ii) σ̂n = (µ
(n)
0 , µ
(n)
1 , . . . , µ
(n)
2n−1) is a permutation vector of In, that is,
µ
(n)
j ∈ In, µ
(n)
j 6= µ
(n)
j′ for all distinct pairs j 6= j
′
Proof. (i) Let us rewrite Tα as:
Tα(s1, s2, . . . , sm) = ([s1], [s2], . . . , [sm], [s1 + α], [s2 + α], . . . , [sm + α]).
For example we see the case of ν(4),
ν(4) =(T
g
(4)
1
◦ T
g
(4)
2
◦ T
g
(4)
3
)(0)
=(0, [g
(4)
3 ], [g
(4)
2 ], [g
(4)
2 + g
(4)
3 ], [g
(4)
1 ], [g
(4)
1 + g
(4)
3 ], [g
(4)
1 + g
(4)
2 ], [g
(4)
1 + g
(4)
2 + g
(4)
3 ]),
and
ν
(4)
(0,0,0)2
= [0 + 0 + 0], ν
(4)
(0,0,1)2
= [0 + 0 + g
(4)
3 ], ν
(4)
(0,1,0)2
= [0 + g
(4)
2 + 0],
ν
(4)
(0,1,1)2
= [0 + g
(4)
2 + g
(4)
3 ],
ν
(4)
(1,0,0)2
= [g
(4)
1 + 0 + 0], ν
(4)
(1,0,1)2
= [g
(4)
1 + 0 + g
(4)
3 ], . . . .
Let us consider the general case. For any hj ∈ {0, 1}, let us define
v = (v0, · · · , v2n−1−1) = (Thn−1 ◦ Thn−2 ◦ · · · ◦ Th1)(0)
v˜ = (v˜0, · · · , v˜2n−1) = (Thn ◦ Thn−1 ◦ Thn−2 ◦ · · · ◦ Th1)(0)
= (v, v + hn) mod 2.
If vk = v(k1,··· ,kn−1)2 = [
∑n−1
j=1 kjhn−j], then
v˜k˜ = v˜(k˜1,...,k˜n)2 = [vk + k˜1hn] =
[ n∑
j=1
k˜jhn−j+1
]
for k˜ ∈ {0, · · · , 2n − 1}, since k1 = k˜2, · · · , kn−1 = k˜n hold.
If we insert g
(n)
i into hn−i in v, then we obtain ν
(n), that is
ν
(n)
k =
[ n−1∑
j=1
kjg
(n)
j
]
.
(ii) We proceed by induction. For n = 1, σ̂1 = (0, 1) corresponds to the identity over I1 = {0, 1}.
Suppose that the conclusion holds up to n − 1 so that σ̂n−1 be a permutation vector of In−1. It follows
from the expression (i) that for any k2, . . . , kn−1 ∈ {0, 1}, the equalities hold:
[ν
(n)
(0,k2,··· ,kn−1)2
+ ν
(n)
(1,k2,··· ,kn−1)2
] =
[
g
(n)
1 + 2
n−1∑
j=2
kjg
(n)
j
]
= g
(n)
1 = 1.
In particular ν
(n)
(0,k2,··· ,kn−1)2
6= ν
(n)
(1,k2,··· ,kn−1)2
, and hence
|µ
(n)
j − µ
(n)
j+2n−1 | = g
(n)
1 2
n−1 = 2n−1
hold for any j ∈ In−1.
16 T. KATO, S. TSUJIMOTO, AND A. ZUK
By the assumption, σ̂n−1 is a permutation vector on In−1 so that µ
(n)
j 6= µ
(n)
l hold for any distinct pair
0 ≤ j, l ≤ 2n−1 − 1. Since the value of µ
(n)
j does not exceed 2
n, it follows that µ
(n)
j 6= µ
(n)
l hold for any
distinct pair 0 ≤ j, l ≤ 2n − 1, and hence σ̂n must be a permutation vector of In. 
Proposition 6.5. σ̂2n = id hold on In = {0, 1, . . . , 2
n − 1}.
Proof. Let k ∈ In. For k = (k1, k2, . . . , kn)2, let us denote the corresponding binary expansions:
σ̂n(k) = σ̂n((k1, k2, . . . , kn)2) = (k
′
1, k
′
2, . . . , k
′
n)2,
σ̂2n(k) = σ̂n((k
′
1, k
′
2, . . . , k
′
n)2) = (k
′′
1 , k
′′
2 , . . . , k
′′
n)2,
respectively. Firstly let us verify the formulas:
σ̂n(k) =
(
ν̂
(n;kn)
(k1,k2,...,kn−1)2
, ν̂
(n−1;kn)
(k2,...,kn−1)2
, . . . , ν̂
(2;kn)
(kn−1)2
, kn
)
2
(9)
where ν̂
(n−κ+1;kn)
(kκ,...,kn−1)2
∈ {0, 1} is defined by
ν̂
(n−κ+1;kn)
(kκ,...,kn−1)2
≡ [1 + ν
(n−κ+1)
(kκ,...,kn−1)2
+ kn] =
[
1 +
n−κ+1∑
i=1
kκ+i−1g
(n−κ+1)
i
]
.
Since σˆ1 = (0, 1), one can see that σ̂1(0) = 0 and σ̂1(1) = 1.
Notice that ν(2) = T
g
(2)
1
(0) = T1(0) = (0, 1) and hence
σˆ2 = (σˆ1, σˆ1) + 2(1− ν
(2)
0 , ν
(2)
0 , 1− ν
(2)
1 , ν
(2)
1 )
= (0, 1, 0, 1) + 2(1− 0, 0, 1− 1, 1) = (2, 1, 0, 3).
It can be presented as
(ν̂
(2;k2)
k1
, k2)2 = (1 + k1g
(2)
1 + k2, k2)2 = 2[1 + k1 + k2] + k2,
for any k ∈ I2. In fact the equalities follow from direct computations:
σ̂2(0) = 2[1 + 0 + 0] + 0 = 2, σ̂2(1) = 2[1 + 0 + 1] + 1 = 1,
σ̂2(2) = 2[1 + 1 + 0] + 0 = 0, σ̂2(3) = 2[1 + 1 + 1] + 1 = 3.
Suppose the formula holds up to n− 1. Then we have the equalities:
σ̂n(k) = σ̂n((k1, k2, . . . , kn)2)(10)
= σ̂n−1((k2, k3, . . . , kn)2) +
{
2n−1ν
(n)
(k1,k2,...,kn−1)2
if kn = 1
2n−1(1 − ν
(n)
(k1,k2,...,kn−1)2
) if kn = 0
= (0, ν̂
(n−1;kn)
(k2,k3,...,kn−1)2
, · · · , ν̂
(2;kn)
(kn−1)2
, kn)2 + (1 + ν
(n)
(k1,k2,...,kn−1)2
+ kn, 0, . . . , 0)2
=
(
ν̂
(n;kn)
(k1,k2,...,kn−1)2
, ν̂
(n−1;kn)
(k2,...,kn−1)2
, . . . , ν̂
(2;kn)
(kn−1)2
, kn
)
2
.
So it holds for n.
Next by use of (9), we obtain the equalities:
k′κ =
[
1 +
n−κ+1∑
i=1
kκ+i−1g
(n−κ+1)
i
]
, k′n = kn,(11)
k′′κ =
[
1 +
n−κ+1∑
i=1
k′κ+i−1g
(n−κ+1)
i
]
, k′′n = kn,(12)
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where κ = 1, 2, . . . , n− 1. For n− κ ∈ {1, 2, . . . , n− 1},
k′′n−κ =
[
1 +
κ+1∑
j=1
k′n−κ+j−1g
(κ+1)
j
]
=
[
1 +
κ∑
j=1
(1 +
κ−j+2∑
l=1
kn−κ+j+l−2g
(κ−j+2)
l )g
(κ+1)
j + k
′
ng
(κ+1)
κ+1
]
=
[
1 +
κ∑
j=1
(1 +
κ−j+2∑
l=1
kn−κ+j+l−2g
(κ−j+2)
l )g
(κ+1)
j + kng
(1)
1 g
(κ+1)
κ+1 ]
=
[
1 +
κ∑
j=1
(
g
(κ+1)
j
)
+ kn−κg
(κ+1)
1 g
(κ+1)
1
+ (
κ∑
j=1
κ−j+2∑
l=1
kn−κ+j+l−2g
(κ−j+2)
l g
(κ+1)
j )− kn−κg
(κ+1)
1 g
(κ+1)
1 + kng
(1)
1 g
(κ+1)
κ+1
]
=
[
1 +
κ∑
j=1
(
g
(κ+1)
j
)
+ kn−κg
(κ+1)
1 g
(κ+1)
1 +
κ+1∑
j=2
kn−κ+j−1
(
j∑
l=1
g
(κ−l+2)
j−l+1 g
(κ+1)
l
)]
= kn−κ,
where we have used the equalities g
(1)
1 = g
(κ+1)
1 = g
(κ+1)
κ+1 = 1, [1 +
∑κ
j=1
(
g
(κ+1)
j
)
] = 0,
g
(κ−l+2)
j−l+1 g
(κ+1)
l =
[
κ!
(κ− j + 1)!(j − l)!(l − 1)!
]
= g
(κ−(j−l+1)+2)
j−(j−l+1)+1 g
(κ+1)
j−l+1,
g
(κ−m+1)
m+1 g
(κ+1)
m+1 = g
(κ−(m+1)+2)
2m+1−(m+1)+1g
(κ+1)
m+1 =
[
κ!
(κ− 2m)!m!m!
]
=
[
(2m)!
m!m!
κ!
(κ− 2m)! (2m)!
]
=
[
2
(
2m− 1
m
)(
κ
2m
)]
= 0,
and
[ j∑
l=1
g
(κ−l+2)
j−l+1 g
(κ+1)
l
]
=

[
2
∑m
l=1 g
(κ−l+2)
j−l+1 g
(κ+1)
l
]
(j = 2m)[
2
∑m
l=1 g
(κ−l+2)
j−l+1 g
(κ+1)
l + g
(κ−m+1)
m+1 g
(κ+1)
m+1
]
(j = 2m+ 1)
= 0.
Hence σ̂2n(k) = (k1, k2, . . . , kn)2 = k holds. 
Proof of Theorem 6.1. Let j, k ∈ In, and denote the binary expansions:
j = (j1, j2, . . . , jn)2, k = (k1, k2, . . . , kn)2,
σ̂n(j) = (j
′
1, j
′
2, . . . , j
′
n)2, σ̂n(k) = (k
′
1, k
′
2, . . . , k
′
n)2.
Let us denote the two generating elements a0, a1 of the dynamics for the lamplighter operators (4) and
the BBS (6) by:
a
(0)
L , a
(1)
L , a
(0)
B , a
(1)
B
respectively. These operators satisfy the following recursive relations for ε = 0, 1:
a
(ε)
L = ([j + k + ε]a
(k)
L )0≤j,k≤1, a
(ε)
B = ([j + 1 + ε]a
(k)
B )0≤j,k≤1.
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By applying these formulas repeatedly, we obtain four matrices of the size 2n by 2n given by
a
(ε;n)
B =
(
α
(ε)
j,k
)
0≤j,k<2n
=
(
[(j1 + 1 + ε)(j2 + 1 + k1) · · · (jn + 1 + kn−1)]
)
0≤j,k≤2n−1
,
a
(ε;n)
L =
(
β
(ε)
j,k
)
0≤j,k<2n
=
(
[(j1 + k1 + ε)(j2 + k2 + k1) · · · (jn + kn + kn−1)]
)
0≤j,k≤2n−1
.
We shall verify the stronger formulas:
a
(0;n)
B + a
(1;n)
B = σn
(
a
(0;n)
L + a
(1;n)
L
)
σ−1n .(13)
This is enough to conclude proposition:
M
(n)
B = a
(0;n)
B + a
(1;n)
B + a
(0;n)∗
B + a
(1;n)∗
B
= σn
(
a
(0;n)
L + a
(1;n)
L + a
(0;n)∗
L + a
(1;n)∗
L
)
σ−1n = σnM
(n)
L σ
−1
n .
Since σ̂n is a permutation vector (Proposition 6.4) and σ̂
−1
n = σ̂n (Proposition 6.5), equation (13) is
equivalent to the equalities:
α
(0)
j,k + α
(1)
j,k = β
(0)
σ̂n(j),σ̂n(k)
+ β
(1)
σ̂n(j),σ̂n(k)
(14)
for all j, k ∈ In.
Let us compute both sides, and divide into two cases on (j2+1+k1)(j3+1+k2) · · · (jn+1+kn−1), where:
(i) all the factors ji+1 + 1 + ki (i = 1, 2, . . . , n− 1) take odd integer values,
(ii) otherwise, that is, there exists an integer κ such that jκ+1 + 1 + kκ is even.
To treat both cases, we claim the following formula: suppose for some 1 ≤ κ ≤ n,
ji+1 + ki + 1
is odd for κ+ 1 ≤ i ≤ n− 1, then
[j′i + k
′
i + k
′
i−1] = [ji + ki−1 + 1](15)
for κ+ 1 ≤ i ≤ n.
In fact we have the equalities:
[j′i + k
′
i + k
′
i−1] =
[
3 +
n−i+1∑
l=1
(ji+l−1 + ki+l−1)g
(n−i+1)
l +
n−i+2∑
l=1
ki+l−2g
(n−i+2)
l
]
=
[
3 + ji + ki−1 +
n−i+1∑
l=2
(ji+l−1 + ki+l−2)g
(n−i+1)
l + 2
n−i+1∑
l=2
ki+l+2g
(n−i+1)
l−1 + 2kn
]
= [ji + ki−1 + 1]
where we used the defining relation g
(n)
m = g
(n−1)
m−1 + g
(n−1)
m . This verifies the claim.
Case (i): From the assumption, we obtain [ji+1 + ki + 1] = 1 for i ∈ {1, 2, . . . , n− 1}. Thus one can show
the equalities:
α
(0)
j,k + α
(1)
j,k = [α
(0)
j,k ] + [α
(1)
j,k ] = [j1 + 1] + [j1 + 2] = 1.
By use of (15), we obtain the equalities:
β
(0)
j′,k′ + β
(1)
j′,k′ = [β
(0)
j′,k′ ] + [β
(1)
j′,k′ ]
= ([j′1 + k
′
1] + [j
′
1 + k
′
1 + 1])[j2 + k1 + 1][j3 + k2 + 1] · · · [jn + kn−1 + 1]
= [j′1 + k
′
1] + [j
′
1 + k
′
1 + 1] = 1.
Thus (14) is proven in this case.
SPECTRAL ANALYSIS OF TRANSITION OPERATORS, AUTOMATA GROUPS AND TRANSLATION IN BBS 19
Case (ii): In this case there exists the largest κ such that jκ+1 + 1 + kκ is even, then α
(0)
j,k and α
(1)
j,k are
equal to 0. Hence
α
(0)
j,k + α
(1)
j,k = 0.
Thus we obtain the equalities:
β
(0)
j′,k′ + β
(1)
j′,k′ = [β
(0)
j′,k′ ] + [β
(1)
j′,k′ ]
= ([j′1 + k
′
1] + [j
′
1 + k
′
1 + 1])[j
′
2 + k
′
2 + k
′
1] · · · [j
′
κ + k
′
κ + k
′
κ−1]
× [jκ+1 + kκ + 1] · · · [jn+1 + kn + 1]
= 0
since [jκ+1 + kκ + 1] = 0. This completes the proof. 
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