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Abstract
This article is presented new method of description information systems in abstract
4-dimensional pseudo-Euclidean information space (4-DPIES) with using special
relativity (SR) methods. This purpose core postulates of existence 4-DPIES are
formulated. The theorem setting existence criteria of the invariant velocity of the
information transference is formulated and proved. One more theorem allowed re-
lating discrete parameters of information and continuous space-time treating and
also row of supplementary theorems is formulated and proved. For description of
dynamics and interaction of information, in article is introduced general parameter
of information - generalized information emotion (GIE), reminding simultaneously
on properties the mass and the charge. At performing calculation of information
observable parameters in the information space is introduced continual integration
methods of Feynman. The applying idea about existence of GIE as measures of
the information inertness and the interaction carrier, and using continual integra-
tion methods of Feynman can be calculated probability of information process in
4-DPIES. In this frame presented approach has allowed considering information
systems when interest is presented with information processes, their related with
concrete definition without necessity. The relation between 4-DPIES and real sys-
tems parameters is set at modelling of matching between observable processes and
real phenomena from information interpretation.
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1 Introduction
The consideration renderings of the information, the description of information
dynamics and coursing processes at participation of the information, despite
lacking a precise and unequivocal determination of the information are the
important problems [1,2,3,4,5,6,7]. Importance of the problems related with
a treating of the information is gathered in wide use of renderings about
information processes in systems. In many frames as such information pro-
cesses real physical and chemical processes act. However at a studying of
information interchanges between systems there is a problem of studying of
the most information process, instead of physical and chemical processes lay-
ing in its bottom is more often. The instances of such problems on studying
of information systems can acting problems of generation, transfer and per-
ception of information [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20], for
example; problems of relational databases modeling [21,22]; problems of a
microbiology and biogenetic informatics [23,24,25,26,27,28,29,30,31]; study-
ing of interaction of the information on logic and social systems develop-
ment [32,33,34,35,36,37,38,39,40,41,42,43,44,45,46], in particular in particular
closely related with objects cultural science [47,48,49,50,51,52] and linguistics
[53,54,55,56,57,58,59,60].
In present time the core used approach is the treating of the information as
measures entropy of source in which bottom the ideas tendered Sannon lay [8]
the got developments in follow-on articles [9,10,11,12,13,14,15,16,17,18]. The
bases of these approach attempts of information inclusion in treating physical
systems, viewed in articles are undertaken [4,5,6,14]. In B.B.Kadomtseva’s
article [19] is presented the approach based on the analysis of irreversibility of
the physical processes observed in system. Thus observed quantum-mechanical
effects are identified with information processes [19,20].
The consideration of the information based on studying of properties of phys-
ical systems, there is a row of essential difficulties. First, the account of time
characteristics of the information at not relativistic studying of physical, chem-
ical, biological and social systems with which the information and methods
of an information exchange is related provided that viewed systems are rela-
tivistic, so for example, the electromagnetic wave by means of which the infor-
mation extends [4,5,6,19,20]. Secondly, difficulties in studying the information
object and subject relation, as rule is attitudes object-subject allocation com-
plexities [1,2]. Thirdly, complexities of the account of logical interference of the
information which can be not always shown to properties of physical, chemical,
biological and social systems.
In particular, the third complexity has led to a development of the device
of discrete mathematics, boolean logic [32,33,34], and also L.A Zadeh’s arti-
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cles tendered in series ideas fuzzy sets, fuzzy logic [35,36,37] and linguistic
variables [38,39]. On the basis of application of the device of logic and fuzzy
logic attempts of thinking processes modelling in particular are undertaken
[35,36,37,38,39,40,41,42,43,44,45,46].
In present articles the method of the information and information systems
modelling is offered in some abstract information space, in this frame 4-
dimensional pseudo-Euclidean information space (4-DPIES).
Introducing 4-DPIES can be proved that at description of information relate
with real physical (chemical, biological, social, etc.) systems. Some processes
and phenomena in this system is possible compare with three-dimensional
coordinates, the time in real system identically to compare due course in in-
formation system.
The analogous situation takes place in case of physical systems relativistic
description on the basis of fundamental symmetry properties. For example
are mesons which relating two-body systems: quark and antiquark. In the
relativistic approach generators of Poincare transformations group contact
algebra physical observable [61,62]. The such articles are theoretical articles
about inclusion of interaction operator in algebra observable in relativistic
Hamiltonian dynamics (RHD) [62,63,64,65] and articles, devoted to studying
of electroweak mesons properties in instant form RHD [66,67,68,69,70].
The information existing on the one hand as some objective reality, as ex-
isting physical (chemical, biological) system to which is related, in particular
the electromagnetic wave by means of which transmission of the information
is carried out. On the other hand generation and perception of the informa-
tion depends on features of the subject of generation or perception of the
information, on what in the articles specified A.N. Kolmogorov [13].
The introduction of information space comparison of real properties and pro-
cesses of considered system to coordinate system, used is made at the descrip-
tion of behaviour of the information in information space. For relate of infor-
mation space with physical system equivalence of time in physical system in
due course in an information system is established, and for three-dimensional
coordinates in information space relate with the phenomena or processes in
real system which can be interpreted from the point of view of the description
of the information as changes of coordinates is established.
This article consists of eight parts (paragraphs), in introduction is given brief
field review where research methods on the basis of processes in information
interpretation are widely applied consideration.
In the second part, the question of criterion existence is considered for intro-
duction of invariant velocity of information transference in information space
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and the basic postulates for information space. Existence of such velocity al-
lows entering on 4-DPEIS of Poincare group transformation at transition from
one frame of reference into another where as velocity of light in vacuum is used
invariant velocity of information transference or the light information velocity
(LIV)
In the third scientific article, general provisions of the description of kinemat-
ics of the information in 4-DPEIS are considered, and the criterion allowing
are established to relate the discrete parameters of observable information
displacement and the entered continuous information space.
In the fourth part, the description of information processes on the basis of
representation about existence the generalized information emotion [19] is en-
tered by formal forms. Entered thus the generalized information emotion is
simultaneously inertial measure of information system (i.e. mass of system by
physical analogy) and a measure of interaction (charge of system by physical
analogy) on the basis of this introduction is possible to involve for the descrip-
tion of information processes in 4-dimensional space methods of Maxwell’s
electrodynamics [71,72,73,74]. The basic equations relating the general infor-
mation parameters and entered in article generalized information emotion are
postulated. All the processes related to generation and perception of the in-
formation, can be represented as interaction of one information on another
due to interaction against each other the generalized information emotions,
concerning to different information.
In the fifth part, the question on structure the generalized information emotion
is considered. For a basis division of the information into the text, implied sense
and a context is taken used in the theory of linguistics [53,54,55,56,57,58,59,60].
Thus for the description of the information in the form of the text is entered
tensor of text any rank, and for the description of the subject of informa-
tion perception is entered corresponding tensor of the information percep-
tion. The relating between the generalized information emotion and contri-
butions from the text, implied sense and context of the existing informa-
tion is established. For corresponding contributions relating between text
and context are resulted by the account heterogeneity of continuous space-
time and changes of corresponding contributions. From representation that
implied sense is functionally dependent on the text, context and point of
continuous space-time in which there is perception of the text, relate with
implied sense and corresponding contributions from the text, context and
point of continuous space-time is established. Introduction for the parame-
ters of the information tensors of text, text perception, and also the gener-
alized information emotion inherently is close to definition linguistic variable
by means of which now are modelled information interaction of biogenetic
[23,24,25,26,27,28,29,30,31] and processes responsible for system of logic and
consciousness [32,33,34,35,36,37,38,39,40,41,42,43,44,45,46], and also cultures
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science and linguistics [47,48,49,50,51,52,53,54,55,56,57,58,59,60].
In the sixth part, being based on continual integration methods, offered Feyn-
man [75] for calculation of probabilities of physical processes depending on
observable and parameters of studied system, the question on probability of
information processes course is considered [19] . At modelling information pro-
cesses besides their likelihood character ambiguity modelling tensors of text
and text perception, and also senselessness, within the limits of information
problems, consideration of the free text without taking into account perception
is considered. On the basis of the aforesaid the problem about free transference
of the information (i.e. when transference and perception of the information
are not interaction with other information), with calculation in general view
of process probability and probability density is considered. The classification
of possible problems is spent.
In the seventh part, using earlier considered for a frame of free information
transference technique, frame in point on transference and interference be-
tween two and more information. The general problems which can be solved
are considered, applying given methods.
In the eighth, final, parts generalization of the basic results are resulted and
drawn conclusions on application of the given approach for the decision of the
general-theoretical and practical problems related information processes.
2 The general postulates of the 4-DPEIS description
The information system in the article is understood as the information and
space in which this information extends. At the description of information
systems is necessary to set dimension of space, to enter frame of references
and to define group of transformations of one frame of reference in another.
The time appears in modern methods of the information systems description
as free parameter of system. It leads to that the account of system dynamics
is represented complex and up to the end not resolved problem containing
set of parameters, demanding a substantiation of introduction and criteria of
admissible values selection [1,2,4,5,6,8,9,10,11,12,13,14,15,16,17,18].
The article is offered to construct 4-DPEIS where time is considered not as
free parameter, and the coordinate of the given space directly compared in
due course in real physical system to which the entered information space
is related. Such space is 4-DPEIS on which and representation of Poincare
transformations group, for the description of transition from one frame of
reference the 4-dimensional coordinates grid (the coordinates grid is used time
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and three spatial coordinates) is entered into another.
The general problem of such space introduction is existence or absence of
the invariant velocity. By consideration of physical systems by such invariant
velocity is velocity of light in vacuum — c [71]. The article is considered
the information system in 4-DPEIS, for 4-DPEIS is obtained the criterion of
invariant velocity existence. But before giving the formulation of the theorem
proving existence of information transference invariant velocity is necessary
made following rather important statement:
The postulate 1 is asserting existence of the minimal mean mea-
sured the distance value in information space: The minimal mean mea-
sured the distance value in information space is following value: λc = 1 bit
[8,9,10,11,12,13].
The statement make in the postulate 1 was used at following theorem proof:
The theorem 1 is asserting necessary criteria of existence the in-
variant velocity of the information transference:
There is the invariant velocity of the information transference - the light infor-
mation velocity (LIV) νc (the unit of the measure of the information velocity
is bit per second) - which is related to the minimal mean measured of the dis-
tance value in information space λc (the value of the minimal mean distance in
information space is established in the postulate 1) and fundamental physical
constants [76,77]: the velocity of light in vacuum – c , Planck’s constant – ~,
the constant of gravitational interaction – GN :
νc =
√
λ2c c
5
~ GN
,
νc = 1.6637× 2
143 bit
c
(1)
The theorem 1 proof: For the theorem proof is considered the physical
system in which the electromagnetic wave extends with velocity of light in
vacuum – c and the wave length to equal λ = 2 ℓP , where ℓP – is the length
of Planck 1 . That frequency of the propagation wave is also invariant value νp,
this is obvious:
νp =
c
2 ℓP
, (2)
1 The consideration of smaller length of a wave, for example, the value of the wave
length equal to value of Planck’s length λ = ℓP , does not represent interest if
considered logic of the information bit perception. For perception of information bit
necessary to apprehend the physical signal (wave) equal to the semi-wave length,
minimally possible value of measured which is equal to length of Planck in physical
system [71,72,73,74].
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Let by means of the electromagnetic wave is transferred some information,
presented in the form of a binary code, for simplicity of reasoning and without
restriction of the generality. In this frame, what transferred the information
containing in one bit (according to statement made in postulate) is necessary
transferred and accepted one semi-wave, as for recognition of one the informa-
tion bit is enough accepted or transferred the semi-wave. In the given example
by virtue of smallness the chosen the wave length conditionally is considered
the point object — the material point is including in the quantity and the
sense of the information. On the basis of above considered is possible made
the following statement: physical transference of the information by means of
the electromagnetic wave answers displacement of the information some bits
number in information space; otherwise this statement is made so: for moving
one bit of the information is necessary and enough moving the semi-wave in
physical space. Hence the information velocity is proportional to frequency half
of Eq. (2):
νc =
c λc
ℓP
, (3)
If used formula for length Planck through fundamental physical constants: ve-
locity of light in vacuum – c, Planck’s constant – ~ the constant of gravitational
interaction – G:
ℓP =
√
~ GN
c3
, (4)
The having substitution the Eq. (4) in Eq. (3), gives the following Eq. (1) for
LIV value.
In the considered example all parameters of a transferred electromagnetic wave
were invariant, in any physical frame of reference. By virtue of it is approved:
the length of a semi-wave is related with the information transferring in in-
formation space, transfer with invariant velocity of Eq. (1). The theorem is
proved.
So, in conclusion of the paragraph, the general postulates are formulated in 4-
DPEIS for systems consideration and realization of Poincare transformations
group [71]:
The postulate 2 is asserting substantiation of the 4-DPEIS intro-
duction: For any physical system (and not only physical) is entered related
with this system 4-DPEIS: three-dimensional information space in which po-
sition of the information is set, and also time identically equal to time in
physical system, linked to a considered intelligence system. The abstract 4-
DPEIS entered in the article is continuous, as on time coordinates, so on space
coordinates. Measured values are characterized by chance quantities, i.e. it is
impossible approving the given value authentically true value.
The postulate 3 is asserting existence substantiations of inertial
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frame of references: On the basis of in the theorem 1 approve, that there is
the invariant velocity of the information transference in 4-DPEIS, certain by
the equality LIV — νc in Eq. (1). In 4-DPEIS are inertial frame of references,
in which LIV invariant value.
The postulate 4 is asserting substantiation of usage Poincare group
transformations: In 4-DPEIS is entered representation of Poincare group,
where as velocity of light in vacuum have used LIV.
3 Kinematics of the information in 4-DPEIS
There is no necessity detailed of consideration of the kinematics of information
description question in abstract 4-DPEIS. Let’s note only, that position of the
information should be described by means of covariant (or contravariant) the
4-vector 2 of position – xα and the corresponding 4-vector of velocity vα. The
4-vector should be transformed with usage of Poincare group realization in
which as invariant velocity is used LIV – νc, at transition from one frame of
reference to other frame of reference[71,72,73,74]:
x α =
(
x0, x1, x2, x3
)
. (5)
The relativistic invariance consists in scalar product preservation at Poincare
group transformations. At transition from one frame of reference in other
frame of reference of the position 4-vector should be transformed on Poincare
group representation, according in the postulate 4 has following obvious form
for a 4-vector displacement transformation:
x′ α = Λαβ x
β + b α , (6)
where Λαβ — is Lorentz’s transformation matrix, b
α — is 4-vector of time-space
displacement in 4-DPEIS.
In frame of if product of the 4-vector most on itself will turn out the following
equality for its component, following of requirements of relativistic invariance
is considered:
x2 = x β x β =
(
x0
)2
−
(
x1
)2
−
(
x2
)2
−
(
x3
)2
= ν2c τ
2 , (7)
2 The hereinafter the Greek letters, for example, the indexes is α, β, etc., designate
indexes with values 0, 1, 2, 3, and Latin letters, for example, by indexes is i, j, etc.,
designate indexes with values 1, 2, 3; besides for that after the repeated dummy
indexes occurring once superscript and once subscript is supposed summation, ex-
cept for the separate frames noted is meant in the text , thus takes in the account
pseudo-Euclidean metrics, for the Greek letters from indexes.
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where x0 = νc t — is lights bit; t — is time in the laboratory system of
reference, in conformity in the postulate 2 coincides in due course in physical
system; νc τ — is the 4-interval, invariant value; τ — is intrinsic time which,
according to in the postulate 2 identically coincides with intrinsic time in
considered physical system. From the received obvious kind of a square of the
4-interval in this frame have relation between infinitesimal time intervals in
intrinsic system of references and laboratory system of references [71,72,73,74]:
ν2c (d τ)
2 = ν2c (d t)
2 +
(
d x1
)2
+
(
d x2
)2
+
(
d x3
)2
. (8)
The considering, that the derivative of coordinate on time in a laboratory
system of reference is velocity of transference in the laboratory system of
reference:
d xi
d t
= vi , (9)
The definition using of Eq. (9) is received for infinitesimal time intervals fol-
lowing relation [71]:
d τ = d t
√
1 + (v1/νc)
2 + (v2/νc)
2 + (v3/νc)
2 . (10)
The value of 4-velocity define as the derivative of the information position
4-vector on intrinsic time [71]:
vα =
d xα
d τ
=
1√
1 − (v/νc)
2
(
v0, v1, v2, v3
)
,
v =
√
(v1)2 + (v2)2 + (v3)2 ,
(11)
where v0 ≡ νc — is the time component of the 4-velocity. The scalar product
of the 4-velocity is received following equation:
vα vα =
1
1− (v/νc)
2
[(
v0
)2
−
(
v1
)2
−
(
v2
)2
−
(
v3
)2]
≡ νc
2 , (12)
It is possible to enter the following dimensionless 4-vector which components
are the 4-velocity attitude of Eq. (11) to value νc obtain by Eq. (1):
β α =
v α
νc
=
1√
1 − β2
(
1, β1, β 2, β 3
)
,
β =
√
(β 1)2 + (β 2)2 + (β 3)2 ,
β i = v i/νc .
(13)
The considering kinematics of the information is necessary to pay attention
to some contradiction arising by comparison of some postulates, resulted in
the paragraph of 2. This question is necessary to consider more in detail. The
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contradiction is noticeably if to consider statements in the postulate 1 and
in the postulate 2. The invariant distance existence on the one hand affirms
in information space, but on the other hand is considered the continuous
information space-time. What to resolve this contradiction is necessary to pay
attention to process of measurement of physical values which is averaging
of the measured value [8,9,10,13]. If to take for a basis is received the given
contradiction, the arising contradiction permission consists the mean values of
the displacement 4-vector space components would be proportional to integers
setting comparatively the invariant mean measured value in the postulate 1
[8,9,10,13].
The theorem 2 is of mean displacement in 4-DPEIS: The invariant
minimal displacement in information space, in any inertial frame of reference
is the value λ0 = 1 bit (it had according to the in the postulate 1). Space
components of the 4-vector of mean displacement from the point x αa in the
point x αb should is expressed through an integer of bits,
〈∆xα〉 = (νc 〈 ∆ t 〉, N1 λ0, N2 λ0, N3 λ0), where N1, N2, N3 — are inte-
gers, 〈∆t〉 — is the mean time interval for which there is the displacement.
By virtue of the given statement is received the following equality for the 4-
vector of displacement (these is received equation for components of the given
4-vector) and 4-velocities:
〈∆xα〉 = νc 〈
x α
b∫
x αa
β α d τ〉 , (14)
N1 =
νc
λ0
〈
x1
b∫
x1a
β1√
1 − β 2
d τ〉 ,
N2 =
νc
λ0
〈
x2
b∫
x2a
β 2√
1 − β 2
d τ〉 ,
N3 =
νc
λ0
〈
x3
b∫
x3a
β 3√
1 − β 2
d τ〉 ,
〈∆t〉 =
λ20√
〈v2〉
√
N 21 + N
2
2 + N
2
3 ,
(15)
where the value 〈v2〉 is an mean from v2, certain according to the Eq. (11),
and τ – intrinsic time of system.
The theorem 2 proof: The proof of the given theorem has been lead to two
steps. The first have proved equalities for space components of the displacement
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4-vector. Without restriction of a generality have considered displacement of
the information along one axis, for example is axis of x1. The velocity of
displacement of the information along this axis, at the relativistic description
have designated for convenience u1:
u1 = νc
β 1√
1 − β 2
. (16)
The displacement from a point x1a in the point x
1
b should be expressed by fol-
lowing integral from velocity along the axis x1:
∆ x1 = x1b − x
1
a =
x1
b∫
x1a
u1 d τ = νc
x1
b∫
x1a
β 1√
1 − β 2
d τ . (17)
The considering 4-velocities scalar product obvious form of Eq. (11) and 4-
velocity vector component of Eq. (13) at statement of Eq. (17) is received
following integral:
∆ x1 =
x1
b∫
x1a
v1 d t , (18)
where t– is time in a laboratory frame of reference.
The continuous change of component of the displacement vector along the axis
x1 should be casual parameter (see in the postulate 2), therefore measured
displacement should be mean displacement calculated on rules of calculation
of a continuous random variable, not concretizing the form of the random
variable probability density (to the question of calculation of density should be
return later, considering dynamics of the information), should be calculate an
mean displacement:
〈∆ x1〉 = 〈
x1
b∫
x1a
v1 d t 〉 . (19)
By virtue of in the postulate 1 the measured invariant mean displacement value
is the value λ0 = 1 bit, therefore any mean displacement along any space axis
in considered 4-DPEIS should be proportional to the integer of bits. If to as-
sume is received contradiction, that λ0 is not invariant value that contradicts
in the postulate 1. Therefore is received, that any mean displacement is pro-
portional to the integers of bits:
〈∆x1〉 = N1 λ0 . (20)
From this equality in view of Eqs. (17)–(20) should be turned out demanded
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equality for component of x1 Eq. (15):
N1 =
νc
λ0
〈
x1
b∫
x1a
β1√
1 − β 2
d τ〉 . (21)
The analogously is possible to prove validity of the statement about proportion-
ality of components to the integer of bits for the remained space components
of the mean displacement vector in Eq. (15).
The second stage of the proof should be the proof of a equality for mean time,
thus consider, that equalities for all space coordinates are already proved by
us. So, should be calculate mean value from time component of a 4-vector of
displacement:
∆ x0 = x0b − x
0
a = νc
x0
b∫
x0a
1√
1 − β 2
d τ
∆ x0 = νc [tb − ta] = νc ∆t .
(22)
The mean time interval should be received as random value:
〈∆x0〉 = νc 〈∆t〉 . (23)
The 4-interval definition of Eq. (5) took advantage, and the 4-interval should
be calculated for the mean displacement 4-vector of Eq. (14):
[νc 〈∆τ〉]
2 = [νc 〈∆t〉 ]
2 − [N1 λ0]
2 − [N2 λ0]
2 − [N3 λ0]
2 . (24)
This of Eq. (24) is transformed and led to following form:
[
〈∆t〉2 − 〈∆τ〉2
]
=
(
λ0
νc
)2 [
N21 + N
2
2 + N
2
3
]
. (25)
For calculation of mean values in the left part of Eq. (25) uses relate between
time intervals in laboratory and intrinsic frame of references (this frames of
references is considering inertial frame of references) [71,73]:
∆τ = ∆t
√
1 − β 2 , (26)
where β the resultant equation for relate of the information is certain by mean
time of displacement Eq. (13), as the result of averaging the given equation
and substitution of result in Eq. (25):
〈∆t〉 =
λ0√
〈v2〉
√
N21 + N
2
2 + N
2
3 . (27)
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The Eq. (27) coincides with equation for time component set in Eq. (15). The
theorem is proved.
4 Dynamics and parameters of the information
For the description of dynamics of the information should be necessary made
the assumption that key parameter of dynamics and interaction is the GIE
— Q. The GIE parameter is simultaneously analogue mass a physical body,
i.e. acts as a measure of inertia, and analogue of an electric charge, i.e. acts
in a role of a source of the field of interaction. The using this assumption, for
the description of the field generated by interaction Q on other information
objects is possible to enter formally 4-vector potential, having defined through
a 4-interval and 4-velocity:
A α =
(
A0, A1, A2, A3
)
, (28)
where A0— is the time component, A1, A2, A3 — are space components of a
4-vector of potential which obvious kind should be certain from conditions of a
solved problem. The notice is necessary , that components of the given vector
depend on parameter of the information transference and parameter of the
information interference, including from entered in the formal form the GIE.
What to calculate an obvious kind of components of a 4-vector of interference
potential was apply a technique of the vector potential calculation used in
electrodynamics, being based on the made assumption. The considering this
technique was enter the differential operator whom was name 4-divergence,
written out accordingly in covariant and contravariant forms [71,72,73,74]:
∂ α =
(
∂
∂ x0
, −
∂
∂ x1
, −
∂
∂ x2
, −
∂
∂ x3
)
,
∂ α =
(
∂
∂ x0
,
∂
∂ x1
,
∂
∂ x2
,
∂
∂ x3
)
.
(29)
The vector potential Aα should be used allowed to construct antisymmetric
the second rank tensor [71,72,73,74]:
G α β =
(
∂ α A β − ∂ β A α
)
, (30)
The antisymmetric tensor of Eq. (30) has allowed to construct dual tensor, by
a following rule:
G˜ α β =
1
2
ε α β ̺ σ G ̺ σ , (31)
where ε — antisymmetric 4 ranks Levy-Chivita tensor [71,72,73,74]. By anal-
ogy to the description of the electromagnetic field is possible formally has been
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written out the set of equations describing generated by the GIE which in this
frame acted as the electric charge. The current density was enter formally
4-dimensional vector [71,72,73,74]:
j α =
(
j 0ρ , j
1
ρ , j
2
ρ , j
3
ρ
)
, (32)
Which components are in detail considered further. That considered Q by
virtue as the charge could formally have demanded from performance of the
the charge preservation law, in this frame received for a 4-dimensional vector
of current density following formal equation [71,72,73,74]:
∂ αj α = 0 . (33)
The formal set of equations is as a result written out, relating vector 4-
potential with the source of the field generated by this potential, presented
by formally entered 4-vector of current density [71,72,73,74]. By analogy to
electrodynamics have received set of Maxwell’s equations, including, that as
well as in electrodynamics of component of a 4-vector of potential consider
as the contributions caused by presence of sources (i.e. is the GIE), and the
contributions which are not having such sources, and describing movement of
the specified sources in information space:


1
2
∂ α G
α β = 4π j β ,
1
2
∂ α G˜
α β = 0 .
(34)
The first equation in the given system has allowed to specify in an obvious
kind of component of a 4-vector of the potential, linked with sources of the
generated field a source Q, the second equation has allowed to describe com-
ponents of a 4-vector of potential for which there is no source. The such formal
introduction and written out equations Maxwell by analogy to electrodynam-
ics system made properties of a 4-vector of potential and a 4-vector of current
density are in detail considered.
On the 4-vector of potential are adjusted following requirements: first, this
requirement of invariancy of potential of interference for any frame of refer-
ence; in the second, this requirement of decrease of potential eventually and
depending on remoteness from a source in space, in a basis of this requirement
is necessary supervision that interaction of the information weakens depend-
ing on increase in a time interval and its remoteness from a source of the
information. On the basis of these requirements the following statement, po-
tential inversely proportional to a 4-interval certain by Eq. (7), is made, and is
directly proportional Q as to a source of the field, in this frame the potential
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is presented by following equation:
Aα =
Q
x2
a α ,
Aα =
Q
x2
(
a0, a1, a2, a3
)
,
(35)
where a0, a1, a2, a3 — are dimensionless components which obvious forms
defines from the decision of the set of equations Eq. (34).
The having considered, the operator a 4-vector of current density of Eq. (32),
have received, that as the GIE — Q borrows 4-volume by virtue consider
density of the GIE follows as 4-density:
ρQ =
d Q
d 4 x
, (36)
where d 4 x — is a differential 4-volume of information space:
d 4 x = d x0 d x1 d x2 d x3 , (37)
On the basis of definition of 4-density of the GIE is redefined the 4-vector
of current density, having selected obviously dependence on 4-density of the
GIE:
j α =
d Q
d 4 x
(
j 0, j 1, j 2, j 3
)
, (38)
where j 0, j 1, j 2, j 3 — is dimensionless components of a 4-vector of cur-
rent density which obvious forms should be certain from the decision of the
equations set Eq. (34).
The now have considered information dynamic parameter have entered the
analogue of 4-vector of momentum for the information system. For this pur-
pose 4-velocity definition of Eq. (11) and the value of the GIE entered earlier
by us is used:
p α = Q v α . (39)
Through introduced by us value potential 4-vector of Eq. (35) and the 4-vector
of momentum Eq. (39), have written out Lagrangian systems. First appointed
Lagrangian for free information system in form [71,73]:
L 0 (x
α, vα) = −p α vα = − Q vα v
α = −Q ν 2c . (40)
The sort of Lagrangian is dictated by a requiring of minimality Lagrange
action integral determine as integral on intrinsic time from Lagrangian at the
displacement of the information from the point xαa in the point x
α
b information
space [71,73]:
S0 (x
α
a , x
α
b ) =
∫
L 0 (x
α, v α) d τ = −
∫
Q vα d x
α . (41)
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If movement of the information, described by the GIE— Q1 was implemented
under interaction of other information, described the GIE — Q2, then La-
grangian has accepted resulting form:
L int (x
α, v α) = − (Q1 +Q2) [ f v α + A α ] v
α , (42)
where the dimensionless multiplier f was introduced for convenience of a des-
ignation and equal:
f =
1
2
[
1 +
Q1 −Q2
Q1 + Q2
u α v α
ν2c
]
, (43)
and the 4-velocities v α and u α were defined in velocities of the first informa-
tion v α1 and the second information v
α
2 in a following form:

v α = (v α1 + v
α
2 ) ,
u α = (v α1 − v
α
2 ) ,
(44)
The 4-vector of potential A α interferences in this frame was defined by fol-
lowing equation:
A α =
Q12
x 2
(
a0, a1, a2, a3
)
, (45)
where the GIE used potentially Q12 was expressed through each information
emotions Q1 and Q2:
Q12 =
Q1 Q2
(Q1 +Q2)
, (46)
Using equations for Lagrangian interferences of information Q1 and Q2 of
Eq. (42), in view of Eqs. (43)–(46) for Lagrange action integral have got re-
sulting obvious form:
S int (x
α
a , x
α
b ) =
∫
L int (x
α, v α) d τ ,
S int (x
α
a , x
α
b ) = −
∫
(Q1 +Q2) [ f v α + A α ] d x
α .
(47)
The having written out, thus Lagrangian interferences of information, the
question on dimension of the GIE and a component of a 4-vector of potential
of interference is solved. Was plainly, that components of a 4-vector of poten-
tial of interference should index on dimension with the information 4-velocity
ofEq. (42) – [bit/c]. The obvious form of the interference potential 4-vector
of Eq. (35) indicates on that fact, that dimension a component of a 4-vector
of potential of interference inversely proportional the bit in a square – [bit2].
Hence, dimension of the GIE is got – [bit3/c], i.e. the three-dimensional volume
of the information in unit of time, thus indicates a meaning of the GIE on that
the given information is perceived, or not. The problem having considered on
dimension of the GIE, it is possible to consider the problem on existence of the
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invariant GIE and about its relation with any other GIE. The GIE admissible
meanings question treating was do on the basis of that the given value is the
characteristic of interaction. The GIE is similar to a charge, it can differ a
sign (thus it is supposed, that the same emotions are drawn, and heteronymic
make a start, has been more in detail view this question below). The measure
of the GIE invariant existence and mutual relation with any other meaning of
emotion is the following theorem:
The theorem 3 is asserting GIE – Qc dimension constant existence
and restriction criterions: There is constant measured value in 4-DPEIS
the minimal mean distance λc, hence, there is a constant measured minimal
mean volume λ3c, means it is possible to define a constant, on dimension index-
ing with the introduced GIE, and to express it through λc fundamental manual
constants [76,77]: velocity of light in vacuum – c, Planck’s constant – ~, the
constant of gravitational interaction – GN . The GIE dimension constant have
obvious form:
Qc =
√
λ6 c5
~ GN
,
Qc = 1.6637× 2
143 bit
3
c
.
(48)
Thus any GIE where following designations are entered for each information
parameters with the Q1 and Q2 – are the GIE and also them combinations
of these parameters corresponding: gathered in invariant unit volume λ3c =
1 bit3, apprehended for some time interval, it is related with a constant of
dimension of the GIE a following inequality:
|Q| 6 Qc . (49)
The theorem 3 proof: The proof of the theorem are conducted in two
stages the question on existence of an invariant value, on the dimension in-
dexing with emotion, first, is viewed. As there is an mean minimal distance
λc, accordingly if three space measurements along each of coordinates axes re-
ceived have been taken, that the considered volume λ3c will be too constant. If
the given volume has been apprehended for a time interval equal Planck’s to
time tP , the following value certain as result:
Qc =
λ3c
tP
, (50)
Was plainly, should be a constant in any system of readout, on dimension
will index with introduced before the GIE (see, for example, a determination
Lagrangian of free transference information of Eq. (40) and Lagrangian of
interference information of Eq. (40) in information space).
The considering fundamental physical constants: velocity of light in vacuum
c, Planck’s constant ~, gravitational constant G can be made equation for
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Planck’s time:
tP =
√
~ GN
c5
, (51)
The substituting Eq. (51) in Eq. (50) have received the demanded equation for
GIE of Eq. (48).
Secondly, the GIE concluded in invariant unit 3-volume, equal λ3c of Eq. (50)
has been considered, let could be apprehended for some any time interval ∆ t,
in this frame emotion could be equal, including on the module:
|Q| =
λ3c
∆ t
. (52)
If the following limit could be calculated:
lim
∆ t→tP
|Q| = lim
∆ t→tP
λ3c
∆ t
= Qc . (53)
The apparently in limit the value of size received at the first stage of the proof
has turned out. The GIE inversely proportional on a time interval received,
that with increase in a time interval value of GIE decreases. The Planck’s time
tP — is minimal measurable physical time interval, there Qc — is the greatest
possible value GIE concluded in unit 3-volume λ3c . Thus, received validity of
the statement Eq. (49). The theorem is proved.
The GIE dimension constant existence criterion established in in the theo-
rem 3, and also relate with the GIE concluded in unit 3-volume λ3c , has allowed
to make following transformations to considered potential. The potential was
sent dimensionless values. The GIE definition at a 4-vector of potential of
Eq. (35) have defined as follows, through constant of GIE of Eq. (35):
Q = Qc n (x
α) q (x α) , (54)
where n (x α) — is the number of elementary volumes λ3c which are borrowed
with the given information in information space; q (x α) - there is the dimen-
sionless function describing perception of the information on value. This func-
tion only one requirement, it should be invariant of concerning Poincare group
transformations. The square of a 4-interval was entered following definition:
x2 = λ2c [s (x
α)] 2 , (55)
where s (x α) - the dimensionless function numerically equal to value of a 4-
interval. On the basis of the given transformations of Eq. (54) and Eq. (55) is
received, the 4-vector of potential gets demanded dimension in obvious form:
Aα = νc n (x
α)
q (x α)
[s (x α)] 2
a α , (56)
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The 4-vector of momentum has similarly redefined, using Eq. (13) and Eq. (54):
pα = Qc νc n (x
α) q (x α) β α , (57)
The result, for Lagrangian of free transference information of Eq. (40) and
Lagrangian of interference information of Eq. (42) were received following
equations:
L 0 = − Qc ν
2
c [n (x
α) q (x α) β α βα] ,
L int = − Qc ν
2
c
(
n+ q+
[
f β α + +
q12
[s (x α)] 2
a α
]
β α+
)
,
(58)
where following designations are entered for each information parameters with
the Q1 and Q2 — are the GIE and also them combinations of these parameters
corresponding:
n+ = n1 (x
α) n2 (x
α) ,
q+ =
1
n2
q1 (x
α) +
1
n1
q2 (x
α) ,
q− =
1
n2
q1 (x
α) −
1
n1
q2 (x
α) ,
q12 =
q1 (x
α) q2 (x
α)
q+ (x α)
,
f =
1
2
[
1 + q± β
α
−
β α +
]
,
q± =
q−
q+
,
β α+ = β
α
1 + β
α
2 ,
β α
−
= β α1 − β
α
2 .
(59)
The theorem 4 is asserting existence of the information constant ~c:
The information constant ~c value is expressed through fundamental physical
constants [76,77], such as Planck’s constant - ~, velocity of light in vacuum - c,
with a constant of gravitational interaction - GN and constant of the minimal
average displacement in information space λc in the following form:
~c =
λ5c c
5
2 π ~ GN
,
~c = 1.7621× 2
284 bit
5
c2
.
(60)
The theorem 4 proof: For the proof of the given theorem has been con-
sidered the analogy to physical system. As is known from quantum physics,
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if in this frame was considered a particle in intrinsic frame of reference, for
rest elementary particle with nonzero rest mass was possible according to rep-
resentation about wave-corpuscular dualism [4], to write down the following
equation:
~ ω = m c2 , (61)
where ω – is a cyclic frequency, m – is rest mass of a particle. Thus, have re-
ceived, that on dimension Planck’s constant ~ is directly proportional to mass
of a particle, velocity of light in vacuum and time, since inversely propor-
tional to cyclic frequency. This analogy is used at calculation of information
constant. That was received by virtue the information constant should be ex-
pressed through a constant of emotion, the LIV and Planck’s time:
~c =
1
2 π
Qc ν
2
c tP . (62)
The fundamental physical constants have considered velocity of light in vacuum
c, constant Planck ~, gravitational constant GN of which the obvious form for
Planck’s time of Eq. (51). The substituting Eq. (51) for Planck’s time has
been made an obvious forms by the constant GIE of Eq. (48) and Eq. (1)
for LIV in the received of Eq. (62). The relate between information constant
and fundamental physical constants have received of Eq. (60). The theorem is
proved.
It will be in summary rebuked about that the considered way of the account
of interference not unique. The interaction inclusion will be possible to use
offered P.A.M. Dirac ways of direct interaction inclusion in algebra observ-
able. The P.A.M. Dirac article [61] has offered three most economical ways of
direct interaction inclusion in the observable algebra which have received the
name of dynamics forms: light front, instant and point. Forms of dynamics
differ observable including interaction and kinematics subgroups (observable
independent from interaction). The application of such approach on inclusion
of interaction can be useful by consideration of the general properties of sys-
tems, in particular at construction of theories of dynamics and interference
of the information, under conditions not preservations of a charge or the de-
scription of the related conditions [62,63,64,65]. In particular, the technique
developed within the limits of the instant form of dynamics [66,67,68,69,70]
can be adapted for the description of information interactions.
5 The GIE structure
The one of key model elements is formally entered GIE [53,54,55,56,57,58,59,60],
which simultaneously represents the measure of the information inertia (GIE
acts in a mass role if to result physical analogy, at definition of kinematics
20
values) and the measure of interaction (GIE acts in a charge role at definition
of interaction potential 4-vector analogue). Such formal introduction later is
validated, for this purpose are discussed contributions to GIE of the informa-
tion various components:the text — is µ, the contribution given text in context
— is ψ and implied sense — is γ, resulting interaction of the given text with a
context [53,54,55,56,57,58,59,60]. The later on the GIE dimensionless part —
q, accordingly is considered and all contributions to the GIE were considered
as dimensionless value:
q = µ + γ + ψ , (63)
The basis of definition, for the generalized information emotion (54) through
a dimensionless part q which is presented in the paragraph 4, the statement
is possible make, according to output in the theorem 3, that is defined by
following restriction |q| ≤ 1. The notice is necessary , that in this frame it is
possible to attribute conditional values q in which have been reflected logic
character of values q: q = 1 - value true is attributed, q = −1 - value is
attributed false, q = 0 - is attributed value uncertain, i.e. not true and not
false.
For what to enter function of emotion, it was necessary consider the informa-
tion representation. There are two basic ways of the information representa-
tion: or in the form of entropy source [8,9,10,11,12,13,14,15,16,17,18]; or in the
logic functions form and the operations certain above them [32,33,34,35,36,37,38,39,40,41,42,43,44,45,46].
The complexity of such definitions usage consists: first, this was difficult con-
sidered subjects properties of the information generation or perception (the
subjects properties was depended correctness information generation or per-
ception), secondly, in approach of Shannon [8,9,10] was difficultly considered
the information logic component, thirdly, in structurally-logic approaches, in
particular, in fuzzy logics [35,36,37,38,39,40,41,42,43,44,45,46], was compli-
cated consideration of questions on generation and the information dynamics.
In the given article is offered set the information in the any rank tensor form,
which components are responsible for the information representation in the
initial characters form (in simple frame is the letter), the text symbolical de-
signs (symbolical designs is the words having certain value in the given text),
the basic ways of construction of the information structure (grammatical and
semantic rules on which are under construction the basic offers), rules of con-
struction and perception of separate phrases, etc. notice at once is necessary,
that given way of the information job is not unequivocal, but allows to con-
sider not only features of the given the information representation, but also
subjective features as information and perception of this information.
By consideration of the text contribution is necessary for us to consider three
objective circumstances. First, the text generally will present in any rank ten-
sor form [12,21,22]: components of data tensor contain signs on the text (for
example letters), features of its punctuation, author’s style, etc. If without the
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generality restriction was considering not the verbal level then tensor compo-
nents contain certain characters perceived entirely (for example inarticulate
sounds or emotional gestures). At transition from one frame of reference in
other frame of reference the tensor of text will be transformed under the fol-
lowing law, that is had 4m component:
Tˆ α1, α2, ... , αm−1, αm = Λ α1β1 Λ
α2
β2
. . . Λ
αm−1
βm−1
Λ αmβm Tˆ
β1, β2, ... , βm−1, βm . (64)
Secondly, for the text perception is necessary to possess the tool on perception
[47,48,49,50,51,52]. As such tool can act tensor the text perception which
components comprise signs which probably to apprehend, rules of perception
of the text, etc. (i.e. characterizes features of the subject of the information
perception [47,48,49,50,51,52]). The dimension of tensor of text perception
should be not less than the perceived text, i.e. 4m-component. At transition
from one frame of reference in other frame of reference of transformation occur
by rules of tensor transformation:
Dˆ α1, α2, ... , αm−1, αm = Λ α1β1 Λ
α2
β2
. . . Λ
αm−1
βm−1
Λ αmβm Dˆ
β1, β2, ... , βm−1, βm . (65)
Thirdly, interaction between two various texts was carried out as interaction
between scalars in the chosen point in 4-DPEIS, on the basis can defined
scalar value the text emotion, such value can be carried out by convolution
initial tensor of text with tensor of text perception and averaging on number
of tensor of text components:
µ =
2−(2m+1)
n (x α) Qc
[
Dˆ α1, ... , αm Tˆ α1, ... , αm + Tˆ α1, ... , αm Dˆ
α1, ... , αm
]
, (66)
where µ — is the text emotion; Qc - is the generalized information emotion
dimension constant, which value of Eq. (49) is certain according to in the the-
orem 3; n (x α) - is elementary volumes number borrowed by the information
in information space. The two tensors general property should be such that
at transition from one frame of reference in 4-DPEIS in other system the text
emotion remained invariant value for the given concrete point in 4-DPEIS.
The text and text perception is characterized not only tensors of Eq. (64)
and Eq. (65), but also change and heterogeneity component in 4-DPEIS. For
that what to consider the text changes and heterogeneity, could be entered
following text deformations tensor which is defined by the operator - tensor
heterogeneity of the text on components with an index ν:
Tˆ α1, ... , αm; ν =
1
2
(
λc ∂ ν Tˆ
α1, ... , ν, ... , αm
)
. (67)
The dimension received tensor of Eq. (67) differs from tensor of text Eq. (64),
tensor of Eq. (67) contains 4n−1 component. These perceived changes is pos-
sible only having processed changes of the text by the device means the text
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perception as which is used the tensor of text perception, as tensors of Eq. (65)
and Eq. (67) convolution result is received some 4-vector value which influ-
ences the given text perception:
Iν =
2−(2m+1)
n (x α) Qc
αm∑
ν = α1
(
Tˆ α1, ... , αm; ν Dˆ α1, ... , ν, ... , αm
)
+
2−(2m+1)
n (x α) Qc
αm∑
ν = α1
(
Dˆ α1, ... , ν, ... , αm Tˆ
α1, ... , αm
; ν
)
.
(68)
The index ν in Eq. (68) runs all possible values from α1 up to αn inclusively.
The Eq. (68) is averaging on all possible changes and heterogeneity component
in 4-DPEIS. The besides changes and heterogeneity text might be inherited
changes and heterogeneity components of tensor of text perception, acting
on analogy with tensor of texts, could enter tensor of the text heterogeneity
perception on index ν:
Dˆ α1, ... , αm; ν =
1
2
(
λc ∂ ν Dˆ
α1, ... , ν, ... , αm
)
. (69)
The entered tensor of Eq. (69) by means, at convolution with tensor of Eq. (64)
and the subsequent averaging on all possible values of components with every
possible values of an index ν, the perceived text distortions 4-vector, caused
by the text perception changes related with changes and heterogeneity tensor
of text perception has turned out as a result. It is supposed, that all changes
and heterogeneity of the tensor of text perception are related to influence on
context, the received vector - will refer to as a vector of context stream:
Bν =
2−(2m+1)
n (x α) Qc
αm∑
ν = α1
(
Dˆ α1, ... , αm; ν Tˆ α1, ... , ν, ... , αm
)
+
2−(2m+1)
n (x α) Qc
αm∑
ν = α1
(
Tˆ α1, ... , ν, ... , αm Dˆ
α1, ... , αm
; ν
)
.
(70)
The tensors of Eq. (67) and Eq. (69) also by facility is defined one more scalar
value which is referred to as the basic the text to context contribution:
ψ 0 =
2−(2 m + 1)
n (x α) Qc
αm∑
ν = α1
Tˆ α1, ... , αm; ν Dˆ α1, ... , αm; ν +
2−(2m+1)
n (x α) Qc
αm∑
ν = α1
Dˆ α1, ... , αm; ν Tˆ α1, ... , αm; ν .
(71)
The implied sense on the one hand and the text at interaction with context
cannot exist the friend without the friend, in other words the text at interac-
tion with context generates implied sense or on the contrary appeared implied
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sense generates some new text at context invariance, or changes the initial text
changing the contribution to context. The account of mutual the text and im-
plied sense influence, allows revealing heterogeneity of the text in view of text
and context streams. The define 4- divergence is possible as 4-vector of the
text stream of Eq. (29) and also to calculate antisymmetric tensor and dual to
it tensor. These generally values are not equal to zero. Thus, for preservation
without dimension of entered values, up to multiply the differential operator
4- divergence on constant mean value of distance λc:
λc ∂
α Iα 6= 0 ,
J α β =
[
λc ∂
α Iβ − λc ∂
β Iα
]
6= 0 .
J˜ α β =
1
2
ε α β σ ̺ J σ ̺ 6= 0 ,
(72)
The analogy to a 4-vector of the text stream is possible to enter characteristics
a 4-vector of context stream B α:
λc ∂
α B α 6= 0 ,
H α β =
[
λc ∂
α B β − λc ∂
β B α
]
6= 0 ,
H˜ α β =
1
2
ε α β ̺ σ H ̺ σ 6= 0 .
(73)
Through the values certain thus can be expressed a context emotion, as the
sum various composed, describing interaction between the text, implied sense
and 4-vectors of text and implied sense streams:
ψ = ψ0 + ψI + ψB + ψJ + ψH + ψIB + ψIJ +
ψBJ + ψIH + ψBH + ψJH ,
(74)
where ψ0 – is certain by Eq. (71). The obvious forms of other composed are
resulted below. The composed ψI characterizes the contribution in context
emotion from a vector of the text stream in context, considering not only self-
action of the given vector, but also possible changes and heterogeneity up to
the second order inclusively:
ψI = I
νIν + λc ∂
βIβ + (λc ∂
νIν)
(
λc ∂
βIβ
)
+
(
λ2c ∂
2Iσ
) (
λ2c ∂
2Iσ
)
.
(75)
The following composed ψB characterizes the contribution in context emotion
from a vector of a context stream in a context, considering not only self-action
of the given vector, but also its possible changes and heterogeneity up to the
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second order inclusively:
ψB = B
νBν + λc ∂
βBβ + (λc ∂
νBν)
(
λc ∂
βBβ
)
+
(
λ2c ∂
2Bσ
) (
λ2c ∂
2Bσ
)
̺ ,
(76)
The composed ψJ characterizes the contribution in context emotion from an-
tisymmetric tensor of the text stream in a context, at possible change and
heterogeneity up to the second order inclusively:
ψJ = J
ν, βJ ν, β + J˜
ν, βJ˜ ν, β +
1
2
[
J ν, βJ˜ ν, β + J˜
ν, βJ ν, β
]
+
(λc ∂
σJ σ, ̺) (λc ∂
σJ ̺σ) +
(
λc ∂
σJ˜ σ, ̺
) (
λc ∂
σJ˜ ̺σ
)
+
1
2
(
λc ∂
σJ˜ σ, ̺
)
(λc ∂
σJ̺σ) +
1
2
(λc ∂
σJ σ, ̺)
(
λc ∂
σJ˜̺σ
)
.
(77)
The composed ψH characterizes the contribution in context emotion from an-
tisymmetric tensor of context stream in a context, at possible change and
heterogeneity up to the second order inclusively:
ψH = H
ν, βH ν, β + H˜
ν, βH˜ ν, β +
1
2
[
H ν, βH˜ ν, β + H˜
ν, βH ν, β
]
+
(λc ∂
σH σ, ̺) (λc ∂
σH ̺σ) +
(
λc ∂
σH˜ σ, ̺
) (
λc ∂
σH˜ ̺σ
)
+
1
2
(
λc ∂
σH˜ σ, ̺
)
(λc ∂
σH̺σ) +
1
2
(λc ∂
σH σ, ̺)
(
λc ∂
σH˜̺σ
)
.
(78)
The composed ψIB considers possible contributions from interaction of vectors
of text stream and context stream:
ψIB =
1
2
[Iν B ν + B
νI ν ] +
1
2
[(
λc ∂
βI β
)
(λc ∂
̺B ̺) + (λc ∂
̺B ̺)
(
λc ∂
βI β
)]
+
1
2
[(
λ2c ∂
2I ̺
) (
λ2c ∂
2B ̺
)
+
(
λ2c ∂
2B̺
) (
λ2c ∂
2I ̺
)]
.
(79)
The composed ψIJ considers possible contributions from interaction of text
stream vectors and antisymmetric tensor of text stream, including contribu-
tions from change of interaction character between text stream vector, due to
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antisymmetric tensor of text stream:
ψIJ = k1
[
I ν J
ν, β I β + I ν J˜
ν, β I β
]
+
k1
2
[(
λc ∂
βJ β, σ
)
I σ + I σ
(
λc ∂
βJ β, σ
)]
+
k1
2
[(
λc ∂
βJ σ, β
)
I σ + I σ
(
λc ∂
βJ σ, β
)]
+
k1
2
[(
λc ∂
βJ˜ β, σ
)
I σ + I σ
(
λc ∂
βJ˜ β, σ
)]
+
k1
2
[(
λc ∂
βJ˜ σ, β
)
I σ + I σ
(
λc ∂
βJ˜ σ, β
)]
+
k1
(
λ2c ∂
2I ν
)
J ν, β
(
λ2c ∂
2I β
)
+
k1
(
λ2c ∂
2I ν
)
J˜ ν, β
(
λ2c ∂
2I β
)
+
k1
2
(
λc ∂
βJ˜ β, ν
) (
λc ∂
βJ νβ
)
+
k1
2
(
λc ∂
βJ˜ ν, β
) (
λc ∂
βJ νβ
)
.
(80)
The composed ψBJ considers possible contributions from interaction of context
stream vector and antisymmetric tensor of text stream, including contributions
from change of interaction character between context stream vector, due to
antisymmetric tensor of text stream:
ψBJ = k2
[
B ν J
ν, β B β + B ν J˜
ν, β B β
]
+
k2
2
[(
λc ∂
βJ β, σ
)
B σ + B σ
(
λc ∂
βJ β, σ
)]
+
k2
2
[(
λc ∂
βJ σ, β
)
B σ + B σ
(
λc ∂
βJ σ, β
)]
+
k2
2
[(
λc ∂
βJ˜ β, σ
)
B σ + B σ
(
λc ∂
βJ˜ β, σ
)]
+
k2
2
[(
λc ∂
βJ˜ σ, β
)
B σ + B σ
(
λc ∂
βJ˜ σ, β
)]
+
k2
(
λ2c ∂
2B ν
)
J ν, β
(
λ2c ∂
2B β
)
+
k2
(
λ2c ∂
2B ν
)
J˜ ν, β
(
λ2c ∂
2B β
)
+
k2
2
(
λc ∂
βJ˜ β, ν
) (
λc ∂
βJ νβ
)
+
k2
2
(
λc ∂
βJ˜ ν, β
) (
λc ∂
βJ νβ
)
,
(81)
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The composed ψIH considers possible contributions from interaction of text
stream vector and antisymmetric tensor of context stream, including contri-
butions from change of interaction character between text stream vector, due
to antisymmetric tensor of context stream:
ψIH = k1
[
I ν H
ν, β I β + I ν H˜
ν, β I β
]
+
k1
2
[(
λc ∂
βH β, σ
)
I σ + I σ
(
λc ∂
βH β, σ
)]
+
k1
2
[(
λc ∂
βH σ, β
)
I σ + I σ
(
λc ∂
βH σ, β
)]
+
k1
(
λ2c ∂
2I ν
)
H ν, β
(
λ2c ∂
2I β
)
+
k1
(
λ2c ∂
2I ν
)
H˜ ν, β
(
λ2c ∂
2I β
)
+
k1
2
(
λc ∂
βH˜ β, ν
) (
λc ∂
βH νβ
)
+
k1
2
(
λc ∂
βH˜ ν, β
) (
λc ∂
βH νβ
)
.
(82)
The composed ψBH considers possible contributions from interaction of con-
text stream vector and antisymmetric tensor of context stream, including con-
tributions from change of interaction character between context stream vector,
due to antisymmetric tensor of context stream:
ψBH = k2
[
B ν H
ν, β B β + B ν H˜
ν, β B β
]
+
k2
2
[(
λc ∂
βH β, σ
)
B σ + B σ
(
λc ∂
βH β, σ
)]
+
k2
2
[(
λc ∂
βH σ, β
)
B σ + B σ
(
λc ∂
βH σ, β
)]
+
k2
(
λ2c ∂
2B ν
)
H ν, β
(
λ2c ∂
2B β
)
+
k2
(
λ2c ∂
2B ν
)
H˜ ν, β
(
λ2c ∂
2B β
)
+
k2
2
(
λc ∂
βH˜ β, ν
) (
λc ∂
βH νβ
)
+
k2
2
(
λc ∂
βH˜ ν, β
) (
λc ∂
βH νβ
)
.
(83)
In the Eqs. (80)–(83) are entered following multipliers k1 and k2 facing com-
posed. Their obvious form has been presented through vectors of text stream
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and context stream:
k1 = 1 + I νI
ν + [λc ∂
αI α] +[(
λ2c ∂
2I α
) (
λ2c ∂
2I α
)]
+
[
λc ∂
βI β
]2 , (84)
k2 = 1 + B νB
ν + [λc ∂
αB α] +[(
λ2c ∂
2B α
) (
λ2c ∂
2B α
)]
+
[
λc ∂
βB β
]2
.
(85)
The composed ψJH considers possible contributions from interaction antisym-
metric tensor of text stream and antisymmetric tensor of context stream:
ψJH =
1
2
[
J α, βH α, β + H
α, βJ α, β
]
+
1
2
[
J˜ σ, ̺H˜ σ, ̺ + H˜
σ, ̺J˜ σ, ̺
]
+
1
2
[
J˜ α, βH α, β + H
α, βJ˜ α, β
]
+
1
2
[
J δ, νH˜ δ, ν + H˜
δ, νJ δ, ν
]
.
(86)
Through the values certain thus has been possible to express implied sense,
as the sum of various contributions from the text interaction with 4-vector of
stream::
γ = γµ + γψ + γµ ψ + γx . (87)
The composed γµ characterizes the contribution from changes and heterogene-
ity text emotions on which contributions to implied sense of the perceived text
depend:
γµ =
(
λ2c ∂
2 µ
)
+ (λc ∂ α µ) (λc ∂
α µ) +
(
λ2c ∂
2 µ
) (
λ2c ∂
2 µ
)
. (88)
The composed γψ characterizes the contribution from changes and heterogene-
ity context emotions on which contributions to implied sense of perceived text
to given context depend:
γψ =
(
λ2c ∂
2 ψ
)
+ (λc ∂ α ψ) (λc ∂
α ψ) +
(
λ2c ∂
2 ψ
) (
λ2c ∂
2 ψ
)
. (89)
The composed γµ ψ characterizes the contribution from interaction of changes
and heterogeneity text and context emotions on which contributions to implied
sense of the perceived text to the given context depend:
γµ ψ =
1
2
[(λc ∂ α µ) (λc ∂
α ψ) + (λc ∂ α ψ) (λc ∂
α µ)] +
1
2
[(
λ2c ∂
2 µ
) (
λ2c ∂
2 ψ
)
+
(
λ2c ∂
2 ψ
) (
λ2c ∂
2 µ
)]
.
(90)
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The composed γx characterizes the contribution from interaction of changes
and heterogeneity text and a context emotions, and also vectors of a stream
of the text and a context, at the account of possible contributions from an-
tisymmetric tensors of text streams and a context on which contributions to
implied sense of the perceived text to the given context expressed through the
moments calculated in the given point of space depend:
γx =
1
2
(
xα
λc
)
[(λc ∂
α µ) + (λc ∂
α ψ) + Iα + Bα] +
1
2
[(λc ∂ α µ) + (λc ∂ α ψ) + Iα +Bα]
(
xα
λc
)
+
(
xα
λc
) [
J α, β + J˜ α, β +H α, β + H˜ α, β
] (xβ
λc
)
.
(91)
The apparently from the resulted parities for contributions to the GIE the
account of self-action leads, complex and heterogeneity under contributions,
structure of the GIE. However, at the decision of specific targets, the part
from this composed can not be considered, proceeding from conditions of a
problem. So, for example at uniformity text perception components of tensors,
disappear both contributions to context and implied sense of text and the GIE
depends only on emotion of text.
6 The description of free information transference
The before to consider free information transference model have necessary
to consider that fact, that absolutely free information transference does not
represent interest as the information cannot be characterized by the GIE,
by virtue of absence of information perception subject. The free information
transference has understood information perception for the other information
lack. The further has considered a method of processes description at the free
information transference.
The 4-DPEIS general postulates considered earlier and formal structure GIE
description, probably to consider the question on free information transference
in 4-DPEIS. The information transference to 4-DPEIS has chance quantity,
i.e. the information position in the given 4-DPEIS point xαb can be found with
some probability of initial point xαa transition:
Ω (x αb , x
α
a ) = |K (x
α
b , x
α
a )|
2 = K (x αb , x
α
a )K
∗ (x αb , x
α
a ) , (92)
where K (b, a) – is generally complex amplitude of transition from a point x αa
to a point x αb , K
∗ (b, a) – is complexly interfaced amplitude. For transition
amplitude calculation has used method continual integrals of Feynman from
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action function [75]. Thus, action for free transference information is defined
through a 4-vector of momentum:
S0 (x
α
b , x
α
a ) =
x αb∫
x αa
L 0 dτ = −
x αb∫
xαa
p α dxα . (93)
The transition amplitude between points x αa and x
α
b was possible to calculate
as integral on all possible paths from action function, where as a constant has
been used the certain value of information constant ~c Eq. (60):
K (x αb , x
α
a ) =
1
N∞
∫
Γ
exp
[
−
i
~c
S0 (x
α
b , x
α
a )
] ∏
x αi
d 4p (x αi ) d
4x (x αi )
8 π4
, (94)
where Γ – is a of phase space volume in which there is the information trans-
ference on all possible paths; x αi – is carried out i-partition number of infor-
mation position 4-vector in 4-DPEIS, partition trajectory which moving the
information from initial point x αa in finite point x
α
b , it essentially depends on
partition paths; d 4p (x αi ) d
4x (x αi ) – is corresponding i-partition number to
that splitting of phase 4-volume paths elements in momentum and coordinate
spaces; N∞ – is normalizing constant which can be defined from normalizing
condition on unit of probability in all 4-DPEIS:
K (Γ∞) =
∫
Γ∞
exp
[
−
i
~c
S0 (x
α
b , x
α
a )
] ∏
x αi
d 4p (x αi ) d
4x (x αi )
8 π4
,
∣∣∣∣ 1N∞ K (Γ∞)
∣∣∣∣
2
=
1
N∞N∗∞
K (Γ∞)K
∗ (Γ∞) = 1 ,
(95)
where Γ∞ – is all 4-volume in 4-DPEIS of the given information extends on
all possible paths. The obvious form of paths integral have calculated between
two points x αa and x
α
b of Eq. (94) which defines amplitude of information tran-
sition, and then obvious form of normalizing constant have calculate for free
information transference frame of Eq. (95). The calculation of paths integral
is spent by partition each path into such sites, where p α (x αi ) – is constant
everyone i-partition number, x α (x αi ) – is varies linearly, the M parts number
for each of paths will depend on away partition, nevertheless, in a limit at
M → ∞ the following obvious forms is received for continual integral:
K (b, a) =
1
N∞
∫
Γ
exp
[
−
i
~c
p α (x
α
b − x
α
a )
]
d 4p
8 π4
. (96)
The integral of Eq. (96) will be possible calculate, knowing an obvious form of
4-vector of momentum p α. For calculation of mean value is necessary know in
obvious form 4-density of the information transition probability from initial
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trajectory in final point. For this purpose have considered probability of such
transition Eq. (92) and have find density of probability in coordinate space:
ρ (x αb , x
α
a ) =
d Ω (x αb , x
α
a )
d 4x
=
d K (x αb , x
α
a )
d 4x
K∗ (x αb , x
α
a ) +K (x
α
b , x
α
a )
d K∗ (x αb , x
α
a )
d 4x
.
(97)
The received definition of probability density can be used at calculation of
mean from observable values: 4-vectors of information displacement, a 4-vector
of momentum, etc. Also the given expression Eq. (97) can be used for updating
model parameters in requirements view in the theorem 2, i.e. at calculation of
mean displacement in 4-DPEIS:
〈(x αb − x
α
a )〉 =
∫
Γ
(x αb − x
α
a ) ρ (x
α
b , x
α
a ) d
4x . (98)
The method offered in the given paragraph can be used for characteristics
renewal of free information apprehended by the subject of information per-
ception: knowledge of obvious two information characteristics forms, such as
the GIE of Eq. (63), tensor of text of Eq. (64) and tensor of text perception of
Eq. (65) allows to calculate all three characteristics and to calculate depending
from them observable.
In the given section the basic moments of the free information transference
description in 4-DPEIS and calculations are considered the characteristics re-
lated, and also the normalizing constant which can be used in the further is
calculated. In the further shall consider the problem on information transfer-
ence at interference on it of other information.
7 The description of information interaction and transference
The considering 4-DPEIS calculating information interaction characteristics is
necessary to consider, that interference of information occurs concerning one
subject of perception of the information, in frame of if there are some sub-
jects of perception of the information that interference of information occurs
due to information interchange between these subjects. The consideration of
information interference leads to that concerning one subject, at information
difference perception could be considered of information concerning of one in-
formation perception tensor of Eq. (65). The observable values for information
interaction have chance quantity, therefore for calculations is necessary for us
to know processes probability and probability density.
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For calculation of system transition probability from some initial point xαa in
final point xαb in 4-DPEIS space is come return to consideration Lagrangian
of two interaction information system of Eq. (58). The Lagrangian of two in-
teraction information system was entered the effective 4-vector of momentum,
taking into account of Eq. (59):
P α = Qc νc
(
n+ q+
[
f β α + +
q12
[s (x α)] 2
a α
])
. (99)
For total 4-velocity of system is entered designation still in addition of Eq. (59):
v α = νc β α + . (100)
The result was accepted following form for Lagrangian of two interaction in-
formation system:
L int = P
α v α . (101)
The system transition probability of two information interaction, as well as in
frame of free transference, is defined through complex amplitude:
Ω int (x
α
b , x
α
a ) = K int (x
α
b , x
α
a )K
∗
int (x
α
b , x
α
a ) , (102)
where Kint (b, a) – is a complex amplitude of two information system transi-
tion from point x αa in point x
α
b , K
∗ (b, a) – is complex conjugate amplitude.
For calculation of transition amplitude is used continual integrals method
from action function, offered Feynman [75]. Thus action for free transference
information is defined through 4-vector of momentum:
S int (x
α
b , x
α
a ) =
x αb∫
x αa
L int dτ = −
x αb∫
xαa
P α dxα . (103)
The two information transition amplitude between points x αa and x
α
b is pos-
sible to calculate as path integral from action function, where as a constant is
used earlier the information constant certain value ~c of Eq. (60):
K (x αb , x
α
a ) =
1
N∞
∫
Γ
exp
[
−
i
~c
Sint (x
α
b , x
α
a )
] ∏
x αi
d 4P (x αi ) d
4x (x αi )
8 π4
, (104)
where Γ – is phase space volume is information transference on all possible
paths; x αi – is i-partition number of information position 4-vector in the 4-
DPEIS, describing path on which moving information is carried out from initial
point x αa to finite point x
α
b , essentially is depends approach of partition paths,
d 4P (x αi ) and d
4x (x αi ) – corresponding i-partition number of phase 4-volume
parting elements in momentum and coordinate spaces; N∞ – in frame of a free
information system, i.e. systems without interference, normalizing constant of
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Eq. (95) which have defined from normality condition on probability unit in
all 4-DPEIS.
Let’s obvious form of path integral calculate which defines two information
transition amplitude between two points x αa and x
α
b of Eq. (104), and nor-
malizing constant of Eq. (95) for free information transference frame have
calculate obvious form. The calculation of paths integral is spent by parting
each path into such part, i.e. also as well as in frame of free information trans-
ference, where P α (x αi ) – is constant everyone i-partition number into such
part, x α (x αi ) – varies linearly, the M parts number for each of paths will
depend on away partition, for each of paths will depend on away partition,
nevertheless, in a limit at M → ∞ the following obvious forms is received
for continual integral:
K (b, a) =
1
N∞
∫
Γ
exp
[
−
i
~c
Pα (x
α
b − x
α
a )
]
d 4P
8 π4
. (105)
The integral of Eq. (105) calculating is necessary solve for obvious form of
4-vector of effective momentum P α. However is possible pass from 4-volume
integration element of effective momentums in phase space, get 4-vector of
momentum and 4-vector of interference potential obvious forms.
For calculation of mean values are necessary us known probability 4-density
in obvious form of information transition from initial path in finite point. For
this purpose has considered probability of Eq. (92) such transition and found
probability 4-density in coordinate space:
ρ (x αb , x
α
a ) =
d Ω int (x
α
b , x
α
a )
d 4x
=
d K (x αb , x
α
a )
d 4x
K∗ (x αb , x
α
a ) +K (x
α
b , x
α
a )
d K∗ (x αb , x
α
a )
d 4x
.
(106)
The received definition of probability 4-density can be used at calculation
of averages from observable values: 4-vectors of information displacement, 4-
vector of momentum, etc. Also the given of Eq. (106) can be used for updating
parameters of model in requirements view in the theorem 2.
The paragraph conclusions will lead classification of arising problems by infor-
mation interference, under processing condition of these information (it is cor-
responding texts tensors of Eq. (64)) by means of one information perception
tensor of Eq. (65), i.e. the perception of the information is made by one subject
[4,5,6,8,9,10,11,12,13,14,15,16,17,18,23,24,25,26,27,28,29,30,31,47,48,49,50,51,52,53,54,55,56,57,58,59,60]:
(1) The problem of information transference under other information inter-
action is primary goal about information interference, when by known
obvious form of tensor of text perception and tensor of texts participat-
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ing in interference, the GIE obvious form of Eq. (63). The offered method
will be calculating probability of information transference and probability
4-density and also will be possible to calculate all observable parameters,
when knowing velocity of information transference in 4-DPEIS.
(2) The return problem of information transference under other information
interaction: knowing GIE obvious form observable parameters of infor-
mation interference, and also obvious form of tensor of text perception
and one of tensor of text and one only of two tensor of texts participating
in interference will be possible to restore accordingly initial tensor of text
or tensor of text perception. The same problem will be carried problem
of generation new tensor of text under interaction of apprehended text.
(3) The problem of formation information perception tensor (the problem of
the subject training): unlike a problem of renewal information perception
tensor could be used tensor of texts with in advance known GIE and
on them correct value GIE for each of giving separately texts will be
calculated the tensor of text perception.
(4) The problem of information dispersion will be problem existence of in-
formation barrier to information perception.
8 Results and conclusions
So, in this article the direction of construction of information space is consid-
ered as 4-DPEIS where time is the value equivalent to time in physical system
with which the information is related. Thus we can make following statements:
(1) criteria of existence LIV of Eq. (1) are found and value determined is
presented in the theorem 1
(2) On the basis of existence LIV can enter 4-DPEIS, on which the Poincares
group of transformations determined for LIV of (1) is realized
(3) criteria of the information displacement in information space in the theo-
rem 2 which establish communication between mean time, are determined
by mean velocity and the information displacement .
(4) For the description of information dynamics and interaction is entered
the generalizing parameter — GIE, the basic components, giving the
contribution to this parameter, and the equations relating this parameter
with parameters of model are considered.
(5) the description of free information transference and interference of two
and more information in information space is considered. The basic clas-
sification of problems is resulted.
The considered direction of modelling of information space can be applied
without the generality limitations to the description of any real systems for
which studying information making system is important and thus the account
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of processes of the various nature, for example, physical and sociological pro-
cesses is required. The given direction of of information space modelling allows
to consider, on the one hand, objective parameters of the information, on the
other hand, allows to consider within the limits of the approach subjective fea-
tures of perception of the information. The important question at modelling
information space, and also the text and the tensor of text perceptions is a
correct comparison of the phenomena and processes proceeding in physical
(chemical, biological, social, etc.) system with three-dimensional coordinates
of information space and components the tensor of text and tensor of text per-
ception. As a whole, apparently to the author, the given relativistic direction
of the modelling description of information space and information systems
has greater prospects from the point of view of the description of information
processes in one language and without dependence from type of considered
system or especially their combinations.
Acknowledgements
The author grateful to A.V.Gorokhov., A.F.Krutov and A.A. Mironov for
attention to the given this article and for numerous and fruitful discussions.
References
[1] M. Negrotti, Cultural dynamics in the diffusion of informatics, Futures,
16 (1984) 38–46.
[2] Z˘. Turk, Construction informatics: Definition and ontology, Advanced
Engineering Informatics 20 (2006) 187–199.
[3] E.F. Codd, A relational model of data for large shared data banks,
Communications of the ACM 13 (1970) 377–387.
[4] G. Auletta, Quantum information as a general paradigm, 35 (2005) 787–815.
[5] K. Horodecki, M. Horodecki, P. Horodecki and J. Oppenheim, Information
theories with adversaries, intrinsic information, and entanglement, Foundations
of Physics, 35 (2005) 2027–2040.
[6] M. Horodecki, R. Horodecki, A. Sen(De) and U. Sen, Common origin of
nocloning and nodeleting principles – conservation of information, Foundations
of Physics, 35 (2005) 2041–2049.
[7] C. Shannon, Bandwagon, Transactions on Information Theory IT-2 (1956) 50–
53.
35
[8] C. Shannon, A mathematical theory of communication, Bell System Techn. J.
27 (1948) 379–423; Bell System Techn. J. 27 (1948) 623–656.
[9] C. Shannon, A mathematical theory of secrecy systems, Bell System Techn. J.
28 (1949) 656–715.
[10] C. Shannon, Some topics in information theory, Proceeding of the International
Congress of Mathematicians II (1950) 262–263.
[11] C. Shannon, Predication and entropy of printed English, Bell System Techn. J.
31 (1951) 50.
[12] C. Shannon, A theorem of colouring the lines of network, J. Math and Phys.
28 (1949) 148.
[13] Selected works of A.N. Kolmogorov, 1903-1987, In: V.M. Tikhomirov
(Eds.), V.M. Volosov (Translated from the Russian), Dordrecht, Kluwer
Academic, 1991-1993.
[14] A.M. Khazen, Introduction of the information measure to the axiomatic basis of
mechanics (in only Russian), Peoples Friendship University of Russia – PAIMS,
Moscow, Russia, 1998.
[15] M. Asadi and Y. Zohrevand, On the dynamic cumulative residual entropy,
Journal of Statistical Planning and Inference 137 (2007) 1931–1941.
[16] O. Johnson, C. Vignat, Some results concerning maximum Renyi entropy
distributions, Annales de l’Institut Henri Poincare (B) Probability and
Statistics 43 (2007) 339–351.
[17] J.-B. Hiriart-Urruty and J.-E. Martinez-Legaz, Convex solutions of a functional
equation arising in information theory, Journal of Mathematical Analysis and
Applications 328 (2007) 1309–1320.
[18] M. Masi, On the extended KolmogorovNagumo information-entropy theory,
the q > 1/q duality and its possible implications for a non-extensive two-
dimensional Ising model, Physica A: Statistical Mechanics and its Applications,
377 (2007) 68–78.
[19] B.B. Kadomtsev, Dynamics and information, Physics-Uspekhi 37 (1994) 425–
500.
[20] B.B. Kadomtsev, Irreversibility in quantum mechanics, Physics-Uspekhi
46 (2003) 1183–1201.
[21] G. Chen, M. Ren, P. Yan and X. Guo, Enriching the ER model based on
discovered association rules, Information Sciences 177 (2007) 1558–1566.
[22] D. Leinders, J. Van den Bussche, On the complexity of division and set joins in
the relational algebra, Journal of Computer and System Sciences 73 (2007) 538–
549.
36
[23] O. Arancio, V. Lev-Ram, R.Y. Tsien, E.R. Kandel and R.D. Hawkins, Nitric
oxide acts as a retrograde messenger during long-term potentiation in cultured
hippocampal neurons, Journal of Physiology-Paris, 90 (1996) 321–322.
[24] K.C. Martin, A. Casadio, H. Zhu, E. Yaping, J.C. Rose, M. Chen, C.H. Bailey
and E.R. Kandel, Synapse-specific, long-term facilitation of aplysia sensory to
motor synapses: a function for local protein synthesis in memory storage, Cell
91 (1997) 927–938.
[25] R.D. Hawkins, T.E. Cohen, W. Greene and E.R. Kandel, Relationships between
dishabituation, sensitization, and inhibition of the gill- and siphon-withdrawal
reflex in aplysia californica: effects of response measure, test time and training
stimulus, Behavioral Neuroscience 112 (1998) 24–38.
[26] E.R. Kandel, Molecular biology of memory and its disorders, European
Psychiatry 17 (2002) 62.
[27] F. Balusˇka, D. Volkmann, P.W. Barlow, Eukaryotic cells and their Cell Bodies:
Cell Theory revisited, Ann Bot 94 (2004) 9–32.
[28] E.R. Kandel, J.H. Schwartz, and T.M. Jessell, Principles of Neural Science, 4th
ed. McGraw-Hill, New York, NY, US,, 2006.
[29] C. Koch, The quest for consciousness: An neurobiological approach, Roberts
and Company Publishers, Greenwood Village, Colorado, US,, 2004.
[30] V. Mironov, T. Boland, T. Trusk, G. Forgacs and R.R. Markwald,
Organ printing: computer-aided jet-based 3D tissue engineering, Trends in
Biotechnology 21 (2003) 157–161.
[31] M. Gimona, Protein linguistics a grammar for modular protein assembly?,
Nature Reviews Molecular Cell Biology. 7 (2006) 68–73.
[32] B. Courcelle, B. Weil, The recognizability of sets of graphs is a robust property,
Theoretical Computer Science 342 (2005) 173–228.
[33] J. Ben-Naim, Pivotal and Pivotal-discriminative Consequence Relations,
Journal of Logic and Computation 15 (2005) 679–700.
[34] A. Kurz, Logic column 15: coalgebras and their logics, SIGACT News
37 (2006) 57–77.
[35] L.A. Zadeh, Fuzzy sets, Information and Control 8 (1965) 338–353.
[36] L.A. Zadeh, Fuzzy algorithms, Information and Control 12 (1968) 94–102.
[37] E.T. Lee, L.A. Zadeh, Note on fuzzy languages, Information Sciences
1 (1969) 421–432.
[38] L.A. Zadeh, The concept of a linguistic variable and its application to
approximate reasoning-I, Information Sciences 8 (1975) 199–249.
[39] L.A. Zadeh, The concept of a linguistic variable and its application to
approximate reasoning-II, Information Sciences 8 (1975) 301–357.
37
[40] L.A. Zadeh, Toward a generalized theory of uncertainty (GTU)an outline,
Information Sciences 172 (2005) 1–40.
[41] L.M. Galantucci, G. Percoco, R. Spina, Assembly and disassembly planning
by using fuzzy logic and genetic algorithms, International Journal of Advanced
Robotic Systems 1 (2004) 67–74.
[42] D. Qiu, Supervisory control of fuzzy discrete event systems: a formal approach,
IEEE Trans. SMC-Part B 35 (2005) 72–88.
[43] Z. Pei, G. Resconi, A. J. Van Der Wal, K. Qin and Y. Xu, Interpreting
and extracting fuzzy decision rules from fuzzy information systems and their
inference, Information Sciences 176 (2006) 1869–1897.
[44] R. Sepulveda, O. Castillo, P. Melin, A. Rodriguez-Diaz and O. Montiel,
Experimental study of intelligent controllers under uncertainty using type-1
and type-2 fuzzy logic, Information Sciences 177 (2007) 2023–2048.
[45] S.-M. Huang, T.-H. Chou and J.-L. Seng, Data warehouse enhancement: A
semantic cube model approach, Information Sciences 177 (2007) 2238–2254.
[46] T. Deng, Y. Chen, W. Xu and Q. Dai, A novel approach to fuzzy rough sets
based on a fuzzy covering, Information Sciences 177 (2007) 2308–2326.
[47] R. Boyd, P.J. Richerson, Why Culture is Common but Cultural Evolution is
Rare, Proceedings of the British Academy 88 (1996) 73–93.
[48] J. Henrich, R. Boyd, S. Bowles, C. Camerer, E. Fehr, H. Gintis, and
R. McElreath, Cooperation, reciprocity and punishment in fifteen small-scale
societies, American Economic Review 91 (2001) 73–78.
[49] P.J. Richerson, R. Boyd, and R. L. Bettinger, Was agriculture iimpossible
during the pleistocene but mandatory during the holocene? a climate change
hypothesis, American Antiquity 66 (2001) 387–411.
[50] J. Henrich and R. Boyd, Why people punish defectors: Weak conformist
transmission can stabilize costly enforcement of norms in cooperative dilemmas.
Joural of Theoretical Biology 208 (2001) 79–89.
[51] R. Boyd, P.J. Richerson, The origin and evolution of cultures (evolution and
cognition), Oxford University Press, 2005.
[52] O. Montiel, O. Castillo, P. Melin, A.R. Diaz and R. Sepulveda, Human
evolutionary model: A new approach to optimization, Information Sciences
177 (2007) 2075–2098.
[53] G. Tatar, The gates of hades: World history and European classical philology,
History of European Ideas 10 (1989) 161–173.
[54] A. Kozulin, Life as authoring: The humanistic tradition in Russian psychology,
New Ideas in Psychology 9 (1991) 335–351.
[55] D.L. Long, K. Baynes and C.S. Prat, The propositional structure of discourse
in the two cerebral hemispheres, Brain and Language 95 (2005) 383–394.
38
[56] M. Faust, O. Barak and C. Chiarello, The effects of multiple script priming on
word recognition by the two cerebral hemispheres: Implications for discourse
processing, Brain and Language 99 (2006) 247–257.
[57] P. Burkhardt, Inferential bridging relations reveal distinct
neural mechanisms: Evidence from event-related brain potentials, Brain and
Language 98 (2006) 159–168.
[58] L.I. Perlovsky, Cognitive high level information fusion, Information Sciences
177 (2007) 2099–2118.
[59] D. Ziegeler, A word of caution on coercion, Journal of Pragmatics
39 (2007) 990–1028.
[60] J. Mikhail, Universal moral grammar: theory, evidence and the future, Trends
in Cognitive Sciences 11 (2007) 143–152.
[61] P.A.M. Dirac, Forms of relativistic dynamics, Rev. Mod. Phys. 21 (1949) 392–
402.
[62] W.N. Polyzou, Relativistic two-body model, Ann. Phys. 193 (1989) 367–418.
[63] B.D. Keister, W.N. Polyzou, Relativistic Hamiltonian dynamics in nuclear and
partical physics, Advances in Nucl. Phys. 20 (1991) 225–479.
[64] F.M. Lev, Relativistic effects in systems of three constituent quarks, Rev. Nuovo
Cim. 16 (1993) 1–16.
[65] F.M. Lev, Exact constraction of the electromagnatic current operator for
relativistic composite system, Ann. Phys. 237 (1995) 355–407.
[66] A.F. Krutov, V.E. Troitsky, Relativistic effects in the pion charge radius, J.
Phys. G: Nucl. Part. Phys. 19 (1993) L127–L131.
[67] E.V. Balandina,A.F. Krutov, V.E. Troitsky, Elastic charge form-factors of π
and K mesons, J.Phys.G: Nucl.Phys. 22 (1996) 1585–1592.
[68] A.F. Krutov, Phys. At. Nuc. 60 (1997) 1305–1313.
[69] E.V. Balandina, A.F. Krutov, V.E. Troitsky and O.I. Shro, The semileptonic
decay of pseudo-scalar meson in Relativistic Hamiltonian dynamics, Phys. At.
Nuc. 63 (2000) 244–253.
[70] A.F. Krutov, O.I. Shro, V.E. Troitsky, Isgur–Wise function in the relativistic
model of constituent quarks, Phys. Lett. B 502 (2001) 140–146.
[71] G. Hon and B.R. Goldstein, Symmetry and asymmetry in electrodynamics from
Rowland to Einstein, Studies In History and Philosophy of Science Part B:
Studies In History and Philosophy of Modern Physics 37 (2006) 635–660.
[72] J.F. Plebanski, A class of solutions of Einstein-Maxwell equations, Ann. Phys.
90 (1975) 196–255.
[73] B.F. Schutz and R. Sorkin, Variational aspects of relativistic field theories, with
application to perfect fluids, Ann. Phys. 107 (1977) 1–43.
39
[74] F. Assous, Jr.P. Ciarlet, E. Garcia and J. Segre, Time-dependent Maxwells
equations with charges in singular geometries, Computer Methods in Applied
Mechanics and Engineering 196 (2006) 665–681.
[75] R.P. Feynman and F.L. Vernon, The theory of a general quantum system
interacting with a linear dissipative system, Ann. Phys. 281 (2000) 547–607.
[76] P.J. Mohr, B.N. Taylor, CODATA recommended values of the fundamental
physical constants: 2002, Rev. Mod. Phys. 77 (2005) 1–106.
[77] W.-M. Yao e.t. al, Review of particle physics, J. Phys. G: Nucl. Part. Phys.
33 (2006) 1–1232.
40
