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Abstract
To meet the fast-growing and highly diversified traffic demand, it is envisioned that
unmanned aerial vehicles (UAVs), also known as drones, will become an indis-
pensable part in the future communication system. Since UAVs are flexible, cost-
effective, fast to deploy and have a better communication condition compared to
terrestrial communication system, the use of drones is promising in a wide range
of wireless networking applications. By moving closer to the targets, UAVs can act
as data collectors to prolong the lifetime of wireless sensor networks (WSNs) or
be used as energy transmitters to transfer more energy in wireless power transfer
(WPT) scenarios. In particular, UAV based aerial base stations (BSs) have the abil-
ity to provide rapid and reliable wireless services wherever and whenever there is an
excessive data demand and has become increasingly appealing to network service
providers.
In this thesis, we focus on UAVs serving as BSs to provide wireless services to
ground users from the sky. Firstly, we consider the power-efficient deployment of
multiple static aerial BSs, with the aim of covering a maximum number of ground
users while avoiding inter-cell interference (ICI). The proposed techniques achieve
an up to 30% higher coverage probability then the benchmark circle packing theory
(CPT) when users are not distributed uniformly. In addition, the proposed itera-
tive algorithm also greatly improves the power-efficiency by up to 15%. Secondly,
by fully exploiting the mobility of UAVs, we study the trajectory and UAV-user
scheduling and association of moving aerial BSs. The bottom line aim of UAV ap-
plication, where an aerial BS is dispatched to satisfy the data demand of a maximum
number of ground users with a given energy budget is considered. It is found that
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the moving aerial BS tends to move close to the targeted ground users to reduce
path loss and enjoy a good communication condition. Simulation results show both
energy and coverage performance gains for the proposed schemes compared to the
benchmark techniques
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The research in this thesis has contributed to the energy-efficient deployment and
trajectory design of UAV based aerial BS, which is an indispensable part in future
communication systems. From the perspective of academia, this research has stud-
ied the bottom line aim of aerial BSs, trying to cover a maximum number of ground
users with minimum energy. This research relates to the aims of the MSCA-ITN-
ETN project PAINLESS that UCL is coordinating. In fact, this research topic has
also attracted the attention of many world-leading companies. Facebook, Nokia-bell
labs, China Mobile and Google have successively launched pilot projects to provide
wireless services with aerial BSs. In addition, both Qualcomm and AT&T have
optimized LTE networks, targeted for possible wide-scale UAV-communications,
especially for mission-critical use cases.
Notably, the research in this thesis is relevant in public safety scenarios. Terres-
trial communication infrastructures can be damaged or completely destroyed during
natural disasters and other unexpected events. The recent aftermath of Hurricanes
Sandy is a strong evidence. In such scenarios, aerial BSs which are flexible and able
to provide fast service recovery play a vital role in public safety communication be-
tween victims and first responders for search and rescue. Therefore, the work in
this thesis not only contribute to improving wireless connectivity, but also to saving
lives in public safety scenarios.
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Chapter 1
Introduction
1.1 Background and Literature Review
1.1.1 Potential Use Cases of UAV-enabled wireless networks
To satisfy the incessantly increasing and highly diversified data demand for the
upcoming fifth-generation (5G) mobile communication system, researchers have
devoted significant efforts to exploring new wireless technologies, such as mas-
sive multiple-input multiple-output (M-MIMO), millimeter wave (mmWave) and
device-to-device (D2D) communication [1–4]. Despite the significant benefits, all
these technologies were mainly designed for terrestrial communication systems
with fixed ground base stations (BSs) and have their own drawbacks and limita-
tions.
Recently, there have been increased interests in providing wireless communi-
cation services from the sky. One solution is using high-altitude platforms (HAPs),
such as airships and balloons [5, 6]. Since HAPs are usually operate at a high alti-
tude which is tens of kilometers above the ground, such platforms can offer wide
coverage area and usually have long endurance [7]. On the other hand, unmanned
aerial vehicle (UAV) based low-altitude platforms (LAPs) have several advantages
compared to the terrestrial communication and HAP based communication. For
instance, UAVs are more swift, flexible and cost-effective [8]. In addition, drones
are usually deployed at an altitude of several hundred meters, so there is a large
probability of short-range line-of-sight (LoS) air-to-ground (AtG) communication
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channel. Undoubtedly, thanks to the advantages mentioned above, UAVs are re-
garded as an inevitable complement in future communication systems, which will
bring unique benefits of its own and enable to address some problems of existing
technologies.
It is known that D2D networks enable direct communication between mobile
devices without going through BSs, and thus improve the performance regarding
spectral efficiency and access delay [9,10]. However, reliable and efficient commu-
nication performance can only be achieved within short communication range and
direct communication among various access points may cause severe interference
issues. Use of UAV is a potential way to overcome the challenges in D2D net-
works [11–13]. The main advantage of UAV-assisted D2D networks is that the use
of UAVs greatly reduces the number of required transmission links among ground
devices, thus mitigates the interference in the D2D networks. Besides, due to the
flexibility and maneuverability, UAVs can disseminate emergency information to a
large number of devices, which is relevant in public safety situations [11].
Catering for reliable communication and high data rate, the 5G cellular
paradigm tries to exploit the underutilized millimeter-wave (mmWave) spec-
trum [2, 14, 15]. However, the mmWave links also lead to high path loss and
are susceptible to obstacles along the communication path. UAVs which fly in the
air and enjoy LoS AtG communication condition is an ideal enabler for mmWave
communication [15–18]. On one hand, with UAVs as enablers, the communication
link can be hardly blocked and the path loss is greatly reduced. On the other hand,
equipped with multiple small size antennas, UAVs can realize the more advanced
massive MIMO techniques from the sky.
In addition, use of UAVs is promising in the Internet of Things (IoT) networks
which have a strict requirement on energy efficiency and reliability. In general, IoT
devices are highly battery-limited and have a short communication range [19–22].
In addition, since IoT devices have various applications, they might be deployed in
places where there is a poor coverage or even no coverage of terrestrial cellular net-
works [13, 22]. The above challenges can be efficiently solved with UAVs serving
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as aerial base stations (BSs). First, due to the flexibility of UAV, aerial BSs can be
deployed based on the location of IoT devices and the devices are only associated
with UAV when there is a good enough communication condition. In this way, the
IoT devices can transmit information with a clearly reduced transmit power and the
life time of the IoT network is greatly increased correspondingly [19, 20, 22–24].
Second, aerial BSs can be deployed in areas with no ground communication infras-
tructures such as mountains to enable the function of IoT devices.
In fact, UAV based aerial BSs can provide fast and reliable wireless services
wherever and whenever there is an excessive data requirement and is another main
application of UAV. While ultra dense small cell networks are envisioned as an
important part in 5G communication system to further improve the throughput,
deploying such networks is challenging in geographically constrained areas [25].
Meanwhile, terrestrial communication infrastructures can be severely damaged or
even completely destroyed during natural disasters such as hurricane and earth-
quake. Aerial BSs, on the other hand, can fly to any places and are able to provide
fast service recovery in emergency or disaster scenarios [11, 26, 27]. Moreover,
aerial BSs can also ease the burden of terrestrial base stations in extremely crowded
areas by offloading a part of users from ground cells [28]. This is especially useful
in the cases of temporary events such as Olympic games where it is not cost effec-
tive to deploy multiple small ground cells.
Another promising use of UAV is relaying [29, 30]. Currently, most relays
are deployed in fixed locations due to constraints like wired backhaul and limited
mobility. This limits the use of relay in more specific scenarios such as battlefield.
When UAV is used for mobile relaying, it extends the coverage and increases the
throughput from the source node to the destination node by dynamically flying
closer to the node which has a communication demand [23, 31–34].
Besides all the use cases mentioned above, wireless power transfer (WPT) is
also an application which benefits from the mobility of the UAV. In conventional
WPT systems, energy transmitters are deployed at fixed locations to charge the
energy receivers. Therefore, for addressing the low power transmission efficiency
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Table 1.1: Potential UAV-enabled communication applications
Use Cases Drawback of Existing
Technology
Main Advantage of us-
ing UAV
Key
References
D2D net-
works
• Interference among
mobile devices
• short communication
range
• Mitigate interference
issue
• Improve connectivity
• Broadcast emergency
information
[11–13,35]
Enabler
for
mmWave
• Bad performance in
multi-path fading envi-
ronment
• High path loss
• Bring LoS communi-
cation condition
[15–18,36]
IoT net-
works
• Battery-limited IoT
devices
• Short communication
distance
• Bad performance in
geographically con-
strained areas
• Improve endurance of
IoT networks
• improve communica-
tion condition
• Enable IoT devices
in geographically con-
strained areas
[19,20,22–
24]
Aerial
BSs
• Expensive terrestrial
infrastructures
• Susceptible to natural
disasters
• Cost effective
• Service recovery in
emergency or disaster
scenarios
• Ease the burden of
ground cells
[11, 26–28,
37, 38]
Relaying • Fixed locations and
limited performance
• Improve communica-
tion performance
• Wide application sce-
nario
[23,31–34]
WPT • Low power transmis-
sion efficiency
• Expensive infrastruc-
tures
• Increase transmission
efficiency with lower
cost
[39, 40]
due to the long communication distance, the energy transmitters need to be placed
in an extremely dense manner which increases the cost [39]. UAV-enabled WPT
can greatly increase the energy transferred to all energy receivers by flying close to
the targets and reduce the energy loss [40].
For brevity, we summarize all the potential use cases of UAV in Table 1.1.
Note that, in this paper, we restrict our attention to UAV-aided aerial BSs, which
might be the most imminent application. In the following section, we review the
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state-of-the-art and show the main research directions as well as the challenges
regarding deploying aerial BSs.
1.1.2 Research Direction and Challenges of aerial BSs
With the rising interest in deploying aerial BSs to achieve better communication
performance, the challenges in the practical use of aerial BSs are becoming perti-
nent.
1.1.2.1 AtG Channel Modeling
The first research topic that plays an important role in the real application of aerial
BSs is the accurate modelling of AtG communication channel. Although AtG
communication links are dominated by LoS links in general, they can be occasion-
ally blocked by obstacles such as buildings and terrains [11]. The probability of
NLoS links becomes non-negligible in highrise urban environments [26]. While
ray-tracing technique is widely utilized for approximating the AtG channels, it still
lacks accuracy [41].
Recently, the AtG modelling problem has been extensively studied in the
literature. For example, authors in [42] gave an model of AtG channel while con-
sidering the possible effects of small-scale fadings. The work [43] verified that AtG
links experience less shadowing and path loss than the channels in terrestrial com-
munication systems. An elevation dependent shadowing model is then presented
in [44]. It is worth highlighting that [26] gives a simplified model of AtG channel
by considering the probability of both LoS and NLoS links.
1.1.2.2 Deployment of Static Aerial BSs
Since aerial BSs can hold stationary in the air, providing coverage to ground users,
the priority of static aerial BSs is finding the optimal locations of UAVs so that a
maximum number of ground users can be covered. This is relevant in emergency
scenarios such as search-and-rescue after natural disasters and rural area scenarios
where there is no ground infrastructures. The optimal three dimensional placement
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of UAVs is challenging as it is affected by a large number of factors such as UAV’s
altitude, AtG channel characteristics, locations of ground users and specific deploy-
ment environment. When more than one aerial BS is deployed, the effect of ICI
should also be considered, which further challenges the successful deployment of
UAVs [45, 46].
The aerial BS coverage problem was first studied in [26], which gave an AtG
channel model used to find the optimal altitude of UAVs that can lead to maximum
coverage area on the ground. Moreover, recent research focus has shifted from
maximizing the coverage area towards covering a maximum number of ground
users [27, 28, 37, 47]. Specifically, [47] formulated a 3-D circle placement problem
as a MINLP and solved the problem with convex optimization techniques. In [28],
the authors did an exhaustive search in girds to obtain the optimal location of an
aerial BS. However, all the works mentioned above considered only the case of a
single static aerial BS which limits their use. Unlike HAPs such as balloon and
airships, UAV which is a typical LAP has a limited coverage area of around several
square kilometers. In practice, it is usually a necessity to deploy multiple UAVs
simultaneously so a majority of ground users in a specific target region can be
covered. Mozaffariet al. [45] first extended the number of used aerial BSs to two
with a careful consideration of ICI. Then the same group [48] proposed a circle
packing theory (CPT) so that the total coverage area of multiple aerial BSs is maxi-
mized. However, the work did not consider the effect of different user distributions.
In [49], a 100% user coverage probability is achieved through a spiral algorithm,
however, the study ignores the effect of ICI which needs to be tackled with overlaid
techniques.
1.1.2.3 Trajectory Design of Moving Aerial BSs
The potential of aerial BSs can be fully exploited by leveraging the mobility of
UAVs. Correspondingly, trajectory design of UAVs might be the main challenge
involved in UAV-based aerial BSs. In general, the trajectory design of UAV requires
jointly considering the constraints with regard to flying status, flight time, collision
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avoidance, scheduling and user demand [11]. Moreover, for solving a continuous
UAV trajectory optimization problem, one needs to tackle with an infinite number
of optimization variables. All these factors make the trajectory design of aerial BSs
challenging.
Significant efforts have been devoted to solving the trajectory optimization
problem [20,50–53]. By assuming the users are distributed along a one-dimensional
line, a novel cyclical multiple access (CMA) method was proposed for moving
aerial BSs in [51]. Authors in [20] jointly optimize the UAV trajectory and user
scheduling variables to increase the maximum throughput gain. In addition, the
works in [54] studied the path planning for localization purposes. [53] offloads the
data traffic of cell edge users by letting a moving aerial BS fly cyclically around a
ground BS. In [55], the optimal trajectory of a UAV deployed with multiple anten-
nas was investigated for the aim of sum-rate maximization.
1.1.2.4 Energy Efficiency
Last but not the least, since UAVs use built-in batteries for supplying power in most
cases, limited on-board energy is a key factor that constrains the performance and
endurance of aerial BSs [11, 56–58]. Both communication functions and moving
properties consume the built-in energy. In general, the expression of the propulsion
power which is a function of the flying status of UAV is hard to be derived and is
normally non-convex.
For static aerial BSs where the UAVs remain stationary in the sky, it has been
proven that prolonged operation time can be achieved by reducing the transmit
power as long as the quality-of-service (QoS) requirements are satisfied [47, 59].
For moving aerial BSs, however, the consumed propulsion energy is much larger
than the communication-related energy. Therefore, trajectory design takes an im-
portant part in energy efficient communication when mobility of the UAV is ex-
ploited. Without considering the propulsion energy for supporting the movement
of UAVs, efficient usage of energy for communication related functions have been
studied in [60–62]. Authors in [24] took the propulsion power consumption into
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Table 1.2: Research directions and challenges
Research
Directions
Challenges Representative
Techniques
Key
References
AtG
channel
modeling
• Various environment
• Path loss
• Small-scale fadings
• Extensive measure-
ments
• Ray Tracing technqi-
ues
[26, 42–
44]
Deployment
of static
aerial BSs
• 3-D deployment
• ICI
• Energy efficient de-
ployment
• Circle packing Theory
(CPT)
• Machine Learning
algorithms
• Spiral Algorithm
[26–28,
37, 47–49]
Trajectory
design of
moving
aerial BSs
• Massive coupled
constraints
• Energy-aware
trajectory
• Infinite number of op-
timization variables
• Convex optimization
• Machine learning
algorithms
• Discretization
methods
[20, 50–
53, 55]
Energy
efficiency
• Power consumption
model
• Energy-performance
Tradeoff
• Convex optimization
• Machine learning
algorithms
[24, 47,
59–63]
consideration and gave a model of consumed propulsion power of fixed wing UAVs.
Moreover, authors in [63] minimize the total power consumption of a UAV with a
guaranteed transmission rate.
For simplicity, we summarise the main research directions as well as the
challenges in these areas in Table 1.2. In this thesis, we focus on the coverage per-
formance and endurance of aerial BSs. Both the optimal deployment of static aerial
BSs and the optimal trajectory of moving aerial BSs are studied. To be specific,
when multiple static aerial BSs are deployed, we try to maximize the number of
covered ground users while avoiding the effect of inter-cell interference (ICI). In
addition, when moving aerial BS is considered, we try to satisfy the data demand
of a maximum number of ground users by optimizing the trajectory and UAV-user
scheduling with a given energy budget, which is the bottom line aim of UAV appli-
cation. The detailed contributions can be found in the following section.
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1.2 Contributions
In this thesis, we study the coverage performance of both static aerial BS and mov-
ing aerial BS. Regarding static aerial BS, we consider a scenario that multiple aerial
BSs are deployed simultaneously to cover a maximum number of ground users
while avoiding ICI. Therefore, it is of great interest to study the optimal location
of aerial BSs. Since the endurance of aerial BSs is limited by the on-board energy,
we minimize the transmission power to prolong the battery life of UAVs. Regarding
moving aerial BS, we consider a scenario that an aerial BS is dispatched to meet the
data demand of a maximum number of ground users before exhausting its limited
on-board energy and flying back to the base for charging. It is mentionable that per-
fect user location information (ULI) may not available in practice, so we propose
various robust techniques for compensating the performance loss in the existence of
inaccurate ULI. The main contributions of this thesis are summarized as follows:
• UAV Positioning Optimization (Chapter 3): With regard to the static aerial BS
scenario, we first propose a successive deployment scheme, in which the next
aerial BS is always deployed in a position such that a maximum number of
remaining users in the target area can be covered. The resulting optimization
problem involves a increased number of non-convex constraints which are
tackled with a simple geometrical relaxation method. After that, a more effi-
cient technique which deploys all the aerial BSs simultaneously is proposed
with the help of K-means clustering. In the simultaneous deployment method,
the whole target area is divided into multiple polygon regions where convex
optimization problems can be solved. Furthermore, an iterative algorithm is
further proposed to improve the coverage performance while reducing the re-
quired transmit power consumption. Finally, a robust technique is proposed
to maximize the number of covered users in the existence of imperfect ULI
and the computational complexity of all the proposed techniques are derived
analytically.
• UAV Trajectory Optimization (Chapter 4): By fully exploiting the mobil-
ity of UAV, we try to satisfy the data requirement of a maximum number
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of ground users while considering constraints on energy resources. The for-
mulated mixed integer non-linear problem (MINLP) is solved by an efficient
iterative algorithm where successive convex optimization and block coordi-
nate descent techniques are applied. Next, since the convergence speed and
achievable performance of such iterative algorithm depends on the adopted
initial trajectory, we design an initial trajectory which gives all users a rela-
tively fair chance to be scheduled and associated. In addition, the existence
of inaccurate ULI is also considered, and we propose two different robust
techniques to compensate the loss in coverage performance. Specifically, the
first robust technique optimizes the worst case coverage performance and the
second robust technique maximizes the minimum excess data for the covered
ground users.
Based on the above contributions, we have produced academic papers for publica-
tion which are listed below.
1.3 List of Publications
1.3.1 Accepted Papers
1. J. Sun and C. Masouros, ”Deployment Strategies of Multiple Aerial BSs for User
Coverage and Power Efficiency Maximization,” IEEE Transactions on Communi-
cations, Early Access, URL: https://ieeexplore.ieee.org/document/8587183
2. J. Sun and C. Masouros, ”Drone Positioning for User Coverage Maximization,”
2018 IEEE 29th Annual International Symposium on Personal, Indoor and Mobile
Radio Communications (PIMRC), Bologna, 2018, pp. 318-322.
1.3.2 Papers Under Review
1. J. Sun and C. Masouros, ”Energy Aware Trajectory Optimization for Aerial
Base Stations,” IEEE Transactions on Communications, under review, submitted
21/01/2019.
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1.4 Thesis Organization
The rest of the thesis is organized as follows. In Chapter 2, we introduce the AtG
channel model and the fundamental knowledge of multiple access techniques, fol-
lowed by the description of spatial point process methods which are used to model
the user distribution. In Chapter 3, we study the coverage performance of mul-
tiple static aerial BSs. After introducing the system model, we first propose one
successive deployment technique and two simultaneous deployment techniques to
optimize the location of aerial BSs to cover a maximum number of ground users
while avoiding the effect of ICI. A robust technique designed for inaccurate ULI
and the computational complexity analysis are shown afterwards. In Chapter 4, we
first propose an iterative algorithm which optimizes both the trajectory and UAV-
user scheduling to meet the data demand of a maximum number of ground users
before exhausting the UAV’s on-board energy. Next, we show a designed initial tra-
jectory which speeds up the convergence and improves the coverage performance.
Two different robust techniques which compensate the performance loss in the ex-
istence of imperfect ULI are then studied in this chapter. Finally, in Chapter 5, we
conclude the whole thesis.
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Chapter 2
Air to Ground (AtG) communication
system
2.1 Introduction
In this chapter, we introduce fundamental concepts which are highly related to the
AtG communication. We begin with an overview of communication path loss model
and indicate the main channel characteristics of AtG communication system. The
commonly used performance metrics are also introduced. Next, the main types of
multiple access techniques are described followed with the introduction of a new
multiple access technique called cyclical time-division multiple access (CTDMA)
which is tailored for moving aerial BSs. Since we aim at covering a maximum num-
ber of ground users and user distribution exerts a significant effect on the coverage
performance, we finally introduce the techniques that are used for modeling the user
distribution.
2.2 Path Loss Model
The wireless channel places fundamental limitations on the performance of AtG
communication system. Same as terrestrial communication system, the perfor-
mance of AtG communication is limited by the variations in signal strength due
to fading effects. Generally, the fading effects can be classified into two main types,
which are large-scale fading effect and small-scale fading effect [64]. The large-
scale fading characterizes the mean received signal strength and tells us how much
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Figure 2.1: An example of reflection, diffraction and scattering components
a signal is going to attenuate over the channel. Small-scale fading effect, on the
other hand, characterizes the rapid fluctuations in received signal strength and is a
result of multi-path fading.
As depicted in Fig. 2.1, reflection, diffraction and scattering are the main con-
tributors of multi-path fading effect. The received signal through multi-path chan-
nel is thus an addition of multi-path components of the transmitted signal and these
components can be either constructive or destructive [65]. When different copies
of the transmitted signal add destructively, the signal level declines which increases
the detection difficulty. Since there are obstacles between the transmitter and the re-
ceiver, and the signal is not propagated along a straight line, the paths shown in Fig.
2.1 are all non-line of sight (NLoS) paths. In AtG communication system, how-
ever, there is a large probability that there is no obstruction between the transmitter
and the receiver, and the communication channel is dominated by short-length LoS
path [66]. In the case of LoS link, we have negligible small-scale fadings and the
channel quality depends only on the distance between the transmitter and receiver,
which follows free-space path loss (FSPL) model given by
PL = 20log
(
4pi fcd
c
)
(2.1)
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Figure 2.2: An example of AtG channel
where fc denotes the carrier frequency and d denotes the distance between trans-
mitter and receiver. Although LoS links are expected for AtG communication chan-
nels, the channel can be occasionally blocked by obstacles such as buildings in
practice [11]. Therefore, following [26], we can describe the probability of LoS
link as
Pr(LoS) =
1
1+aexp(−b[θ −a]) (2.2)
where a and b are parameters related to the specific environment and θ denotes the
elevation angle as shown in Fig. 2.2. In dense urban where there is a high density
of buildings with high altitude, we have large a and b parameters and thus a small
probability of LoS links. In suburban areas, however, buildings are placed sparsely
and the communication link can hardly be blocked. In addition, the probability of
LoS can be increased by deploying UAVs in a higher altitude. Since θ = arctan(HR ),
with H denotes the altitude of the UAV and R denotes the coverage radius, the
elevation angle hence the probability of LoS link can be increased by increasing the
altitude of UAV with a fixed radius. This is also verified in Fig. 2.2.
When the AtG channel is blocked by obstacles, the communication suffers
additional excessive path loss which is a result of multi-path fading effects. The
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NLoS communication channel is thus expressed as
PLNLoS = 20log
(
4pi fcd
c
)
+ηNLoS (2.3)
where ηNLoS denotes the excessive path loss. For simplicity, we assume that the
AtG communication channel is dominated by the LoS links in this thesis.
2.3 Performance Metrics
In this section, performance metrics that are commonly used to evaluate the perfor-
mance of aerial BS is introduced. We start with the concept of received power and
signal-to-noise ratio (SNR) which are two metrics used for determining the cover-
age area of static aerial BS. Then definition of achievable data bits and coverage
probability is given.
2.3.1 Static Aerial BS
When a static aerial BS is deployed, we usually want to maximize the coverage area
which is defined as the expected percentage of locations where the received power at
these locations is above a certain threshold [65]. All covered ground users require
some minimum SNR for maintaining an acceptable communication performance,
where SNR is defined as the ratio of received power to the noise power as follows.
SNR =
Pr
σ2
(2.4)
where σ2 denotes the noise power. Assuming we have a fixed level of noise, the
SNR requirement translates to the received power requirement. In other word, all
covered users should have a received power larger than a given minimum Pmin. If
we denote the transmit power of aerial BS as Pt and denote the antenna gain as G,
the received power in dB is given by
Pr = Pt +G−PL (2.5)
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Since AtG communication channel is dominated by LoS links as mentioned in the
above section, we ignore small-scale fluctuations and the received power threshold
Pmin indicates a circular coverage area of the aerial BS.
In some specific areas, the signals are frequently blocked and we must consider
the shadowing effects. In this case, some locations within the coverage area have
received power below Pmin and it is impossible for all users located at the coverage
boundary to receive same power level [65]. We assume the excessive path loss
follows ηNLoS ∼ N(µNLoS,σ2NLoS), where µNLoS and σ2NLoS denote the mean and
variance of shadow fading respectively. Therefore, for a ground user which located
at a distance r ≤ Htanθ from the position of UAV in the horizontal dimension, its
coverage probability is given by [48]
Pcov = Q
(
Pmin+PL−Pt−G+µNLoS
σNLoS
)
(2.6)
where Q(.) is Q-function described as
Q(z) =
∫ ∞
z
1√
2pi
e−
x2
2 dx (2.7)
Correspondingly, the outage probability is defined as Pout = 1−Pcov.
In this thesis, the most important performance metric is coverage probability.
When static aerial BS is deployed, coverage probability is defined as the ratio of
number of covered ground users to the total number of ground users in a specific
target area.
2.3.2 Moving Aerial BS
When the mobility of UAV is exploited, the aerial BS usually associates the ground
users in a cyclical time-division manner and an important performance metric is
the achievable data of the ground users. We assume the aerial BS uses a total of N
time slots to communicate with the ground users, and we define a binary variable
α[n] indicating the scheduling and association status of a ground user in time slot n,
where n = 1,2, ...,N. To be specific, α[n] = 1 indicates that the user is allocated for
communicating with the aerial BS at time slot n, α[n] = 0 otherwise. If we denote
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the SNR in time slot n as γ[n], the total achievable data is
R =
N
∑
n=1
α[n]Blog2(1+ γ[n]) (2.8)
where B is the total available bandwidth. Sometimes we focus on the achievable
average data rate, which can be obtained by averaging the total achievable data over
the whole time period and is thus R = 1N R.
When moving aerial BS is deployed, we have a different definition for the covered
users and thus a different concept of coverage probability. In this case, a user is
covered only when his data demand is fully satisfied. Correspondingly, the coverage
probability is defined as the ratio of number of satisfied users to the total number of
ground users.
2.4 Multiple Access Techniques
In this section, we introduce the multiple access techniques which are commonly
used for UAV-enabled communication systems. We start from frequency division
multiple access (FDMA) and time division multiple access (TDMA) which are con-
ceptually easy to understand. Then we introduce a new TDMA technique called
cyclical time division multiple access (CTDMA) that is designed specifically for
moving aerial BSs. In addition, more advanced multiple access techniques such as
code division multiple access (CDMA) and space division multiple access (SDMA)
are also introduced.
2.4.1 FDMA
Although FDMA might be the oldest multiple access technique which has been used
since advanced mobile phone system (AMPS), it still has its usage today and may
take an important part in UAV-enabled communication systems. When static aerial
BS is deployed, FDMA is the most commonly used multiple access technique in the
literature. The core idea of FDMA is that each user is allocated a separate frequency
band for transmission during the whole time period. It requires little digital signal
processing and has simple temporal synchronization [67]. Unfortunately, FDMA
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wastes spectrum and frequency resources
2.4.2 TDMA
In TDMA, a time unit is divided into multiple time slots of fixed length, and each
user is assigned one of such time slots [67]. Unlike FDMA, during each time slot,
the whole bandwidth is reserved for exclusive use so the user can transmit with
higher data rate. Note that TDMA is widely used for moving aerial BSs where the
aerial BS only allocates time slots to a ground user when it flies sufficiently close
to the user and enjoys the good communication condition. In some scenarios, the
UAV is dispatched periodically to serve the ground users, and within each period
the ground users are scheduled and associated with TDMA. Such multiple access
technique which periodically serves the ground user is also known as CTDMA as
proposed in [51].
2.4.3 CDMA
Compared to FDMA and TDMA, CDMA is a more advanced multiple access tech-
nique and could be used by aerial BSs. CDMA uses the technology of spread spec-
trum (SS), where the transmitted spectrum is spread by multiplying the signal with
chip sequence [67]. Since the generated chip sequence appears as random noise,
the sequence is also known as pseudo-noise (PN) sequence. In CDMA, a unique
PN sequence is assigned to each user and the cross-correlation of any two codes are
zero, so there is no interference between users [67]. In this case, all active users
transmit information simultaneously over the same bandwidth without interfering
with each other. At the receiver, correct information can be extracted only when the
same PN sequence as used in the transmitter is applied.
2.4.4 SDMA
Due to limited payload and size of UAV, the aerial BSs are usually deployed with
single antenna. It is envisioned that multiple antennas may be deployed in aerial
BSs to increase the throughput. SDMA is a multiple access technique for systems
with multiple antennas. In this method, multiple users can be served simultaneously
with the same frequency, because the BS distinguishes different users by means of
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Figure 2.3: An example of user points following HPP with λs = 200
various spatial characteristics. [67].
2.5 User Distribution
In this paper, aerial BSs are deployed to cover a maximum number of ground users.
In order to capture a random pattern of ground users in the target area, we use
a statistical model called spatial point process (SPP). We assume three types of
SPPs, namely homogeneous Poisson process (HPP), inhomogeneous Poisson pro-
cess (IPP) and Poisson cluster process (PCP) [68, 69]. A majority of user distribu-
tions in real scenarios can be described accurately with the help of these three SPP
models. Let D denote a bounded set, X(D) denote a counting measure of D which
calculates the random number of points in D, and µ(D) is a mean measure of D,
giving the expected number of points.
2.5.1 Homogeneous Poisson process (HPP)
When HPP is applied, all user points are uniformly and independently distributed
within the target area W . We denote the point density which describes the average
number of user points in a unit area as λs. Therefore, we have constant λs in HPP
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Figure 2.4: An example of user points following IPP with λ (x,y) = 300(x2+ y2)
and any user (xi,yi) generated with HPP follows
P((xi,yi) ∈ S) = SW (2.9)
for any subarea S of the target area W . Note that the number of generated user
points follows Poisson distribution, which is X(D)∼ Poisson(λs ·W ). The expected
number of points is given by µ(D) = λs ·W . An example of user points distributed
following HPP is shown in Fig. 2.3.
2.5.2 Inhomogeneous Poisson process (IPP)
In some cases, grounds users are distributed unevenly, with users in some areas lo-
cated more densely than other areas. Correspondingly, we need a more general SPP
model which introduces inhomogeneity. When IPP is applied, the constant point
density λs is replaced by an intensity function λ (x,y), which varies with locations
in the target area. Correspondingly, we have
µ(D) = E {X(D)}=
∫
D
λ (x,y)dxdy (2.10)
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Figure 2.5: An example of user points following PCP with λp = 10
where E {.} is the expectation operator. The corresponding number of generated
user points is thus X(D) ∼ Poisson(µ(D)), with µ(D) obtained from (2.10). Note
that various intensity function leads to various patterns of ground users. Fig. 2.4
shows an example of ground users generated with
λ (x,y) = 300(x2+ y2) (2.11)
It can be seen that, with such a density function, less users are located in the
left bottom corner.
2.5.3 Poisson cluster process (PCP)
In practice, ground users often gather around points of interest such as concert and
stadium, in which case their distributions involves clustering. In order to describe
this kind of user distribution, PCP is utilized [69]. For applying PCP, a set of parent
points Sp is first generated following HPP with constant point density λp. Then for
each c ∈ Sp, children points which are also known as offspring points are indepen-
dently generated following Poisson process with intensity function λc(x,y). In this
case, children points are distributed in circles around corresponding parent points
to form clusters. Fig. 2.5 shows an example of generated user points with λp = 10
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users/km2 and the children points generated with
λc(x,y) =
α
2piσ2
e−
1
2σ2
(x2+y2) (2.12)
where α = 0.9 and σ = 0.02. Note that for all the SPPs, Simplicity property is
satisfied, which means the generated points never coincide [69].
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Chapter 3
UAVs Serving as Static Aerial BSs
3.1 Introduction
As mentioned in Chapter 1, the priority of static aerial BSs is finding the opti-
mal locations of UAVs so that the aerial BSs can cover a maximum number of
ground users. This is relevant in emergency scenarios such as search-and-rescue
after natural disasters and rural area scenarios where there is no ground infrastruc-
tures. Meanwhile, since UAVs usually use built-in batteries for supplying power,
limited on-board energy is another key factor that limits the lifetime of aerial
BSs [11, 56–58].
In this chapter, we study the efficient deployment of multiple UAVs so the
maximum user coverage probability is achieved while avoiding the effect of ICI.
Following [48, 49], we assume that the UAVs have the knowledge of ULI with
the help of high-accuracy GPS systems and each aerial BS has enough capacity to
supply all the users within its coverage area. We further assume that the ground
users have low mobility. We consider a practical scenario where multiple aerial BSs
are deployed in a target area without the service of ground BSs. Note that this is
relevant in rural area coverage in cases where terrestrial BSs are absent, and in nat-
ural disaster scenarios where terrestrial infrastructures are damaged. Rotary-wing
UAVs are chosen as the carrier for static aerial BSs since they have the ability to
hold still in the air as well as move in arbitrary directions [11]. The UAV place-
ment problem is modelled as a circle placement problem and the ICI is avoided
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Figure 3.1: System model
by allowing no coverage overlap. Three different deployment methods are pro-
posed successively, and our simulation results demonstrate that the proposed circle
placement methods achieve better user coverage performance than the benchmark
technique. Furthermore, when the simultaneous deployment methods are applied,
the increased coverage probability is achieved with significantly reduced transmit
power in certain scenarios. We finally consider the existence of inaccurate ULI and
propose a robust technique to compensate the performance loss.
3.2 System Model
We consider a square geographical target area with side length Ls containing a set
of low-mobility users denoted byM as shown in Fig. 3.1. We assume a total of K
aerial BSs are deployed within the region in order to provide wireless coverage to
as many ground users as possible. Note that, due to the mobility of UAVs, such de-
ployment of aerial BSs can be done regularly in order to accommodate any changes
in the user positions. Since static aerial BSs are considered, we will only focus on
each snapshot of users within the area instead of studying the trajectory of UAVs.
We assume that each aerial BS is equipped with a single directional antenna, and the
half-power beamwidth of the antenna is denoted as θB. Following the work [29,48],
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the antenna gain can be approximated by
G =
{
G0,− θB2 ≤φ≤
θB
2 ,
g(φ),otherwise, (3.1)
where G0 ≈ 29000θB2 is the main lobe gain of the directional antenna. For sim-
plicity, we assume the power gain outside of the main lobe is negligible, that is
g(φ) ≈ 0. We denote the location of user i in the set M as (xi,yi), the hori-
zontal location and the altitude of the k-th UAV as (xck,yck) and hk, k = 1,2, ...K
respectively. Therefore, the ground distance between the i-th user and the k-th
UAV is lik =
√
(xi− xck)2+(yi− yck)2. In addition, the coverage area of the k-th
aerial BS can be approximated as a circle region centered at (xck,yck), with radius
Rk = hk tan
(
θB
2
)
, and the i-th user is covered by the k-th aerial BS when lik ≤ Rk.
For ease of exposition, and following [24, 49, 53], we assume that the AtG
communication channels are dominated by LoS links. In fact, recent field exper-
iments carried out by Qualcomm have verified that the AtG channels are indeed
dominated by the LoS links [70] and the high probability of LoS links is one of the
main reasons that motivates us to deploy aerial BSs. Under the LoS models, we
have negligible small-scale fadings, and the channel quality depends only on the
distance between UAVs and users, which follows FSPL model given by
PLik = 20log
(
4pi fcdik
c
)
(3.2)
where c denotes the light speed and fc denotes the carrier frequency of the system.
Additionally, dik represents the Euclidean distance between user i and the k-th aerial
BS, which is given by
dik=
√
lik2+hk2 (3.3)
As mentioned in the previous chapter, the service threshold of a BS is defined in
terms of the received power. We denote the received power of user i as Pir . If the
transmit power of the k-th aerial BS is denoted by Pkt , P
i
r in dB is given by
Pir = P
k
t +G−PLik (3.4)
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It can be seen from (3.4) that the users located on the border of the circle coverage
area will suffer more severe path loss than other covered users. More importantly,
the received power of any user who is covered by the aerial BS should be larger
than or equal to the threshold value Pmin. Therefore, aerial BSs which are deployed
at a higher altitude require an increased transmit power. Note that when multiple
aerial BSs are deployed, the effect of ICI needs to be addressed. With the use of
directional antennas and following the LoS channel model, it can be found that the
interference effect can be intrinsically avoided when there is no overlap between
coverage areas of aerial BSs.
3.3 Proposed Deployment Methods
In this section, we introduce the proposed deployment methods for achieving the
best coverage performance based on the system model introduced above. The first
proposed technique deploys the UAVs in a successive way while the other two tech-
niques simultaneously deploy all the aerial BSs with the help of K-means clustering.
Note that, the third technique can be regarded as a advanced method of the second
technique, which further improves the coverage probability while increasing the
endurance of aerial BSs.
3.3.1 Successive Deployment Method with Geometrical Relax-
ation (SD-GR)
We first propose a method based on successive circle placement to find the optimal
locations of aerial BSs such that a maximum number of ground users can be cov-
ered. Following [48], and as shown in Fig. 3.1, we assume that all UAVs have the
same antenna beamwidth θB and are flying at a fixed altitude H. Correspondingly,
all the aerial BSs have the same coverage radius R, that is
hk = H,k = 1,2, ...,K (3.5)
Rk = R,k = 1,2, ...,K
R = H tan(
θB
2
)
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Therefore, deploying multiple aerial BSs is equivalent to placing multiple circles
in the horizontal plane such that the number of enclosed user points is maximized.
UAVs are placed in a successive method, where at each step the placement of the
aerial BS aims to cover the maximum number of remaining users in the target area
while ensuring that there is no overlap in coverage areas with all previously de-
ployed BSs. The first aerial BS can be placed with the method proposed in [47].
We denote the coverage area of the first UAV as C1 and define an integer variable
ui ∈ {0,1}, i ∈M denoting the coverage status of user i. To be specific, the i-th
user is enclosed by C1 when ui = 1 and is out of the coverage area of the first UAV
when ui = 0. Then the circle placement problem is formulated as
maximize
xc1,yc1,ui
∑
i∈M
ui (3.6)
subject to
(xi− xc1)2+(yi− yc1)2 ≤ R2+M(1−ui),∀i ∈M
ui ∈ {0,1},∀i ∈M
where (xc1,yc1) is the horizontal location of the first UAV, i.e. the center of the
coverage region, and M is a constant that can be any value larger than the square of
the largest distance between any two points in the target area. It can be observed
that the first constraint of (3.6) reduces to
(xi− xc1)2+(yi− yc1)2 ≤ R2,∀i ∈M (3.7)
when ui = 1 which is equivalent to saying that the i-th user is covered by the first
UAV, and the objective function of (3.6) is increased by 1 correspondingly. In ad-
dition, when ui = 0, the very large constant M ensures that any choice of (xc1,yc1)
within the target area will satisfy the first constraint of (3.6) [47]. This time we have
ui = 0, and the i-th user is not covered by the aerial BS and the value of the objective
function keeps the same.
When we want to deploy the second UAV, we need an additional constraint
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(a) non-convex region (b) four convex regions
Figure 3.2: Converting the non-convex region into convex regions with geometrical relax-
ation
ensuring no overlap between coverage areas, and thus no ICI. To satisfy this con-
straint, the distance between the two UAVs in the horizontal dimension should be
no smaller than 2R. Therefore, the placement of the second UAV is formulated as
maximize
xc2,yc2,ui
∑
i∈M
ui (3.8)
subject to
(xi− xc2)2+(yi− yc2)2 ≤ R2+M(1−ui),∀i ∈M
(xc2− xc1)2+(yc2− yc1)2 ≥ 4R2
ui ∈ {0,1},∀i ∈M
where (xc2,yc2) is the horizontal location of the second UAV. Unfortunately, the
additional constraint is non-convex which makes (3.8) extremely difficult to solve.
Although the boolean variables can be tackled with advanced mixed integer pro-
gramming techniques, using solvers such as MOSEK and Gurobi [47], the opti-
mization problem (3.8) which is a MINLP with non-convex constraint is hardly to
be straightforwardly solved. Even if we apply semidefinite relaxation (SDR) tech-
niques to convert the quadratic programs into the form of semidefinite matrix which
makes the non-convex constraint of (3.8) convex, a problem with both integer vari-
ables and positive semidefinite matrix is still unsolvable with existing tools [71].
In Fig. 3.2(a), the coverage area of the first aerial BS is represented by the
circle in white with radius R, and the green circle with radius 2R represents the
area where there cannot be any placement of additional UAVs without inflicting
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ICI. Accordingly, the whole region outside the green circle is the geometrical rep-
resentation of the second constraint in (3.8). One main observation is that such a
non-convex region which specifies all the feasible locations of the second UAV in
the horizontal dimension can be divided into four linear regions which are convex.
This is done by approximating the green circular area by a square area as illustrated
in Fig. 3.2(b). With this approximation, the effective area for placing the second
UAV is slightly decreased by (16−4pi)R2. Therefore, instead of solving (3.8), we
can solve four MINLP problems with different linear constraints. Each of the four
problems has the following form
maximize
xc2,yc2,ui
∑
i∈M
ui (3.9)
subject to
(xi− xc2)2+(yi− yc2)2 ≤ R2+M(1−ui),∀i ∈M
yc2 ≥ yc1+2R, if(xc2,yc2) ∈A1
xc2 ≤ xc1−2R, if(xc2,yc2) ∈A2
yc2 ≤ yc1−2R, if(xc2,yc2) ∈A3
xc2 ≥ xc1+2R, if(xc2,yc2) ∈A4
ui ∈ {0,1},∀i ∈M
where A1, A2, A3 and A4 are the four convex regions shown in Fig. 3.2(b). The
maximum number of covered users as well as the location of the second UAV is then
found among the results of four MINLP problems. Note that the overlap between
the four convex regions will not affect the final result and is thus allowed. If the
optimal location of the second UAV is inside the overlapping area, it is expected that
two of the four optimization problems will give the same solution which contains a
maximum number of covered users.
More generally, the optimization problem of placing the k-th UAV (k > 1) can
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Figure 3.3: An example of feasible region definition, with two deployed aerial BSs, for the
positioning of the third BS
be formulated as
maximize
xck,yck,ui
∑
i∈M
ui (3.10)
subject to
(xi− xck)2+(yi− yck)2 ≤ R2+M(1−ui),∀i ∈M
(xck− xc j)2+(yck− yc j)2 ≥ 4R2, j = 1,2, ...,k−1
ui ∈ {0,1},∀i ∈M
where (xck,yck) and (xc j,yc j) denote the horizontal location of the k-th UAV and
the j-th UAV respectively. For each of the k− 1 non-convex constraints, we use
geometrical relaxation to convert it into four linear constraints as illustrated above.
Note that the four convex regions with regard to the j-th aerial BS only specify the
areas avoiding ICI between the k-th and j-th aerial BSs. In order to find the feasible
regions which guarantee no ICI between the k-th aerial BS and all the previously de-
ployed aerial BSs, we need to find all possible intersections of (k−1) convex areas.
To be specific, for each of the previously deployed k−1 UAVs, one of the four gen-
erated feasible regions is selected and we apply logic function to find the intersec-
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tion of these k−1 selected regions to make sure the coverage area of the next aerial
BS does not interfere with any previously deployed aerial BSs. A total of 4k−1 inter-
sections should be generated and we denote each intersection as Cz,z= 1,2, ...,4k−1.
The total number of feasible convex regions depends on specific deployment but can
be found through an elimination method. Specifically, after obtaining all the 4k−1
intersections, we eliminate all sets which are null sets, i.e. Cz = /0 or sets which turn
out to be subsets of other generated sets, i.e. Cz ⊆Cq,q = 1,2, ...,4k−1,q 6= z, and
the remaining intersections are the feasible regions we should search for. An exam-
ple of obtaining feasible regions for placing the third aerial BS is shown in Fig. 3.3,
where the horizontal center of the third UAV is denoted by (xc3,yc3). The region C1
is formed by taking the intersection of {xc3,yc3|xc1+2R≤ xc3 ≤ Ls,0≤ yc3 ≤ Ls}
which is one of the convex regions with regard to the first aerial BS, and
{xc3,yc3|0≤ xc3 ≤ Ls,yc2+2R≤ yc3 ≤ Ls} which is one of the convex regions as-
sociated with the second UAV. Therefore, region C1 is one of the feasible regions
we should search for. Another region C2, however, turns out to be a subset of
another generated region {xc3,yc3|0≤ xc3 ≤ Ls,0≤ yc3 ≤ yc2−2R}, and is thereby
eliminated. We denote the total number of feasible regions for deploying the k-th
UAV as NkM. Therefore, solving problem (3.10) is equivalent to solve N
k
M MINLP
problems, each has the following form
maximize
xmck,y
m
ck,ui
∑
i∈M
ui (3.11)
subject to
(xi− xmck)2+(yi− ymck)2 ≤ R2+M(1−ui),∀i ∈M
(xmck,y
m
ck) ∈Cmk
ui ∈ {0,1},∀i ∈M
where Cmk denotes the m-th feasible region of the k-th aerial BS and (x
m
ck,y
m
ck) is
the optimal location of the k-th UAV in region Cmk , m = 1,2, ...,N
k
M. If we denote
the number of covered users by solving the m-th optimization problem as Nm, and
denote the maximum Nm for all m as Nmax, we have (xck,yck) = (xmck,y
m
ck)|Nm=Nmax .
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Algorithm 1 Algorithm for placing the k-th UAV with geometrical relaxation
Inputs: user locations, (xi,yi) ∈M ; radius of coverage area, R; locations of all
deployed UAVs (xc j,yc j), j = 1,2, ...,k−1
Output: number of users covered by the k-th UAV, Uk; the location of the k-th
UAV, (xck,yck)
Initialization: j=1; z=1; m=0.
1: while j < k do
2: converting the constraint (xck− xc j)2 + (yck− yc j)2 ≥ 4R2 into four linear
constraints which are xck ≥ xc j + 2R, xck ≤ xc j − 2R, yck ≥ yc j + 2R, and
yck ≤ yc j−2R respectively.
3: j = j+1.
4: end while
5: For each of the k− 1 UAVs, one of the four linear constraints is selected to
form the intersection of these k− 1 regions. A total of 4k−1 intersections are
generated and denoted as Cz,z = 1,2, ...,4k−1.
6: while z < 4k−1 do
7: if Cz = /0 then
8: eliminate Cz
9: else if Cz ⊆Cq,q = 1,2, ...,4k−1,q 6= z then
10: eliminate Cz
11: else
12: m = m+1, Cmk =Cz.
13: obtain (xmck,y
m
ck), and Nm by solving (3.11)
14: end if
15: z = z+1.
16: end while
17: Nmax = max(Nm),Uk=Nmax,m = 1,2,...,NkM.
18: (xck,yck) = (xmck,y
m
ck)|Nm=Nmax .
In addition, Uk = Nmax, where Uk denotes the number of covered users by the k-th
aerial BS. For clarity, the proposed geometrical relaxation method is summarized
in Algorithm 1.
3.3.2 Simultaneous Deployment Method with K-means Cluster-
ing (SD-KM)
The drawback of the SD-GR technique is that it introduces exponentially increasing
computational complexity which requires to solve 4k−1 logic combination opera-
tions for the optimal deployment of the k-th UAV. When it is required to deploy a
large number of aerial BSs, the use of SD-GR becomes prohibitively complex. As a
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result, there is a strong motivation for seeking a method which significantly reduces
the computational complexity. In this section, we propose a method which deploys
multiple aerial BSs at the same time with the help of clustering technique.
K-means clustering might be the most famous partitional clustering method
and has been widely used in a variety of disciplines [72]. In our particular scenario,
we observe that the whole target area can be divided into K subareas with bound-
aries forming the Voronoi diagram, by applying K-means clustering. The intelligent
division of the target area brings great benefit to the deployment of multiple aerial
BSs in several senses. First, each subarea which is bounded by few line segments or
straight lines is a polygon region and hence a convex region. Within each convex re-
gion, we can efficiently solve an optimization problem similarly to (3.6) to find the
best location of a UAV so a maximum number of ground users within that subarea is
covered. In addition, the boundary lines ensure that the circle coverage areas placed
in each subarea will not overlap with each other, so the ICI is intrinsically avoided.
Furthermore, the optimal location of the k aerial BSs can be simultaneously found
within their corresponding subareas, so the latency and dependence on previously
deployed aerial BSs with SD-GR method is solved. Last but not the least, applying
K-means clustering is able to find potential clustering properties among user points.
The clustering properties give us a hint about how many aerial BSs we should de-
ploy in the target area, so we can cover a maximum number of ground users without
deploying inadequate or excessive UAVs. The details of the proposed SD-KM tech-
nique are introduced in the following two subsections.
3.3.2.1 Applying K-means clustering and partitioning the target
area
We assume the user setM contains a total of Utot users and we denote arrays storing
the location of user points by wi, where wi = [xi,yi], i = 1,2, ...,Utot. By applying
K-means clustering, Utot user points are assigned into K clusters Ck, k ∈ [1,K], with
the k-th cluster, k= 1,2, ...,K, containing Nk user points, out of which Uk ≤Nk users
are covered by the corresponding aerial BS. The partition of user points is based on
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the sum-of-squared-error criterion [72] which is defined as
e =
K
∑
k=1
Utot
∑
i=1
uki‖wi−mk‖2 (3.12)
where uki is an integer variable, indicating whether i-th user is assigned into the k-th
cluster. To be specific, we have uki = 1 when wi ∈ Ck and uki = 0 otherwise. mk
here denotes an array storing the center location of the k-th cluster. Note that the
center location of a certain cluster is calculated as the mean value of all user points
classified into that cluster, which can be written as
mk = [mkx,mky] =
{
1
Nk
Utot
∑
i=1
ukixi,
1
Nk
Utot
∑
i=1
ukiyi
}
(3.13)
where k = 1,2, ...,K. Then the procedure of applying the K-means clustering is
concluded in the following steps.
1. Randomly choose K points in the target area as the center locations of the K
clusters and store the locations in mk
2. Allocate each user point in M to the cluster with the closest center C j, i.e.,
(xi,yi) ∈ C j when the Euclidean distance between wi and the center of cluster
j is smaller than the Euclidean distance between wi and any other cluster
centers.
∥∥wi−m j∥∥< ‖wi−mk‖ , (3.14)
i = 1,2, ...,Utot, k = 1,2, ...,K, j 6= k
3. Recalculate the mean position of all user points in each cluster and the center
location of the corresponding cluster is updated with the mean position value.
4. Repeat step 2 and step 3 until the change in mk is below a certain threshold
value.
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Note that K-means clustering can only be applied when we have knowledge
about how many clusters we want to form, which is not true for our case. Either
excessive or inadequate number of generated subareas may deteriorate the coverage
performance. Note that the number of required clusters highly depends on user
distributions, so it is expected to utilize variable K value in different scenarios. For
all cases, we first start with a maximum K value, denoted as Kmax, making sure
adequate number of subareas are generated even for the case showing the least
clustering property, i.e., user points following uniform distribution. Then we apply
an iterative algorithm to determine the most suitable K value. As excessive partition
can split a single cluster into several parts, which severely deteriorate the perfor-
mance of the proposed method, we set a threshold dth indicating the minimum al-
lowed distance between two cluster centers. To be specific, min(
∥∥m j−mk∥∥)< dth
, j 6= k signifies that some of the generated clusters are too small as a result of
using too large K value. Correspondingly, we reduce the value of K by one and
reapply the K-means clustering. The above procedure continues until we have
min(
∥∥m j−mk∥∥)≥ dth and the iteration ends.
3.3.2.2 Solving optimization problem within each region
After partitioning the user points into K clusters and, subsequently, dividing the
whole target area into K subareas, we first need to find the largest allowed cover-
age area within each subarea to avoid interference. Due to the uncertainty of user
distribution and the polygon shape of each subarea, it is likely that certain subareas
can only accommodate circles with radii smaller than R. Assume the k-th subarea
is formed with Sk line segments or straight lines, each line is expressed in the form
of y = aklx+bkl , l = 1,2, ...,Sk, where akl and bkl denote the slope and offset of the
l-th boundary line of the k-th subarea respectively. It is known that for any point
(xd,yd), if yd−aklxd−bkl < 0, the point locates in the halfspace below the line. On
the contrary, if yd−aklxd−bkl > 0, the point locates in the other halfspace above the
line [73]. Note that the distance between the circle center and each boundary line
should be no smaller than the length of radius of the circle coverage area. Therefore,
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the region for placing the circle can be obtained by shifting the boundary lines of
each subarea. If the cluster center mk is in the region below a certain boundary line
of the k-th subarea, the corresponding new line specifying the region for placing the
circle center can be found by shifting the line downward along the y-axis by Lkl .
Similarly, shifting the original boundary line upward along the y-axis by Lkl leads
to the corresponding new line when mk is in the region above the original boundary
line. Here, Lkl denotes the length to be shifted along the y-axis of the l-th boundary
line of the k-th subarea, and is calculated through
Lkl =
Rkmax
cos(|akl|) , k = 1,2, ...,K, l = 1,2, ...,Sk (3.15)
where Rkmax denotes the maximum allowed radius of the circle placed in the k-th
subarea. Therefore, Rkmax can be found by solving the following optimization prob-
lem.
maximize
xck,yck,Rkmax
Rkmax (3.16)
subject to
yck−aklxck−bkl +Lkl ≤ 0,
if mky−aklmkx−bkl ≤ 0
yck−aklxck−bkl−Lkl ≥ 0,
if mky−aklmkx−bkl ≥ 0
k = 1,2, ...,K, l = 1,2, ...,Sk
After obtaining Rkmax, the radius of the k-th circle is calculated as Rk =min(R,R
k
max).
With given radii, we can then find the optimal placement of aerial BSs within their
corresponding subareas. With the help of K-means clustering, we can simultane-
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(a) (b)
Figure 3.4: The case for optimizing the radius in K-means circle placement algorithm: (a)
flexibility in reaching additional users, (b) reducing power for a given user
coverage area.
ously solve K optimization problems of the following type
maximize
xck,yck,ui
∑
i∈M
ui (3.17)
subject to
(xi− xck)2+(yi− yck)2 ≤ Rk2+M(1−ui),∀i ∈M
yck−aklxck−bkl + Rkcos(|akl|) ≤ 0,
if mky−aklmkx−bkl ≤ 0
yck−aklxck−bkl− Rkcos(|akl|) ≥ 0,
if mky−aklmkx−bkl ≥ 0
ui ∈ {0,1},∀i ∈M
k = 1,2, ...,K, l = 1,2, ...,Sk
The above optimization problem is a MINLP problem without non-convex con-
straints and is nearly as easy to solve as (3.6). Note that K < Kmax is obtained in
most cases as illustrated in the previous subsection.
3.3.3 Energy Efficient Simultaneous Deployment Method with
Variable Radius (SD-KMVR)
In the preceding section, we propose a simultaneous deployment method which di-
vides the whole target area into K convex subareas, so we can solve multiple convex
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optimization problems at the same time. However, the proposed SD-KM technique
can be further improved in terms of both the coverage performance and power con-
sumption. A key observation is that maximum allowed circle coverage area does
not always lead to maximum number of covered ground users within an irregular
polygon region. As can be seen in Fig. 3.4(a), user points may gather in a relative
narrow region where circles with large radii can not reach, and more users can thus
be enclosed when we shrink the coverage area. In other words, further improved
coverage performance can be achieved with variable size of coverage area. More-
over, since there might be no user points located right on the border of the coverage
areas, the radii of circle areas and hence the transmit power of aerial BSs can be
further reduced. It can be seen in Fig. 3.4(b) that, the original coverage area in
red obtained by the SD-KM technique can be shrunk into the green coverage area
which covers the same set of user points with a reduced transmit power.
In order to address the above mentioned problems, we further propose an iter-
ative algorithm in this section. We assume each aerial BS has a minimum allowed
coverage area with radius Rmin, then the radius of the k-th coverage area rk has a
range of Rmin ≤ rk ≤ Rk. First, we find the circle center (xck,yck) as well as the set
containing the covered user points, denoted asM kcov with size Uk by solving (3.17)
with radius Rk. Then, with fixed center location (xck,yck), we find the minimum rk
which is able to enclose the same set of user pointsM kcov by solving the following
problem,
minimize rk (3.18)
subject to
rk2 ≥ (xi− xck)2+(yi− yck)2,∀i ∈M kcov
Rmin ≤ rk ≤ Rk
After obtaining rk, we replace Rk with rk and solve (3.17) again to find the updated
user points covered by the new circle area. The above procedure repeats until the
radius rk does not change anymore. For brevity, we summarize the iterative algo-
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Algorithm 2 Iterative algorithm for placing the k-th UAV
Inputs: Initial radius Rk; an intermediate value storing the change of radius, rit .
Output: Set containing all covered user points,M kcov; the location of the k-th UAV,
(xck,yck); the optimal radius rk.
Initialization: rit = 0, rk = Rk
1: while rit 6= rk do
2: rit = rk
3: obtain (xck,yck) andM kcov by solving (3.17) and replacing Rk with rit .
4: obtain rk by solving (3.18).
5: end while
rithm in Algorithm 2. Moreover, as the size of coverage areas are shrunk and all the
aerial BSs have the same antenna beamwidth θB, the altitude of the k-th UAV can
be found by
hk =
rk
tan
(
θB
2
) (3.19)
We hence mark the 3-D location of the k-th aerial BS as (xck,yck,hk). Furthermore,
the reduced radii also reduce the communication path loss according to (3.4) and
thus reduce the required transmit power of aerial BSs since we have
Pkt = Pmin+PL(rk)−G (3.20)
where Pkt is the required transmit power of the k-th aerial BS. Note that Pmin is the
threshold valve of received transmit power as defined in the second section of this
chapter, below which the communication link is failed. The total required power of
the system can thus be found by summarizing the transmit power of all aerial BSs
as follows
Ptotal =
K
∑
k=1
Pkt = K(Pmin−G)+
K
∑
k=1
PL(rk) (3.21)
It is clear that the total required power is a function of both rk and K.
3.4 Imperfect ULI and Robust Deployment
In practice, it is difficult to obtain perfect ULI. As a result, the coverage performance
of the proposed techniques may decrease drastically. In this section, we propose a
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Figure 3.5: An example deployment of SD-KMVR in the existence of imperfect ULI, with
dots representing estimated user locations and small circles in red representing
real user locations.
robust technique which is applicable to both SD-KM and SD-KMVR to preserve
the best coverage performance in the existence of imperfect ULI. We denote the
estimated location of the i-th user by (
∼
xi,
∼
yi) = (xi + exi,yi + eyi), where exi and eyi
are estimation errors following Gaussian distribution with zero mean and standard
deviation σ in meters. For ease of illustration, we show an example deployment of
SD-KMVR in the existence of imperfect ULI with σ = 50 m and Ls = 3.5 Km in
Fig. 3.5. The SD-KMVR technique is applied based on estimated ULI represented
by dots, while real user locations are represented by small circles in red. It can be
seen that, user points which are closer to the horizontal centers of aerial BSs have
better immunity to estimation errors. The coverage probability declines when the
user points which are considered to be enclosed are actually out of the coverage
range of the corresponding aerial BSs.
Intuitively, increased robustness against inaccurate ULI can be achieved with
a larger size of coverage area. We assume the maximum deviation between real
location and estimated location for any ground user is dth, where dth ≈ 3σ . There-
fore, the performance loss of coverage probability for the k-th aerial BS can be
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Algorithm 3 Robust deployment of aerial BSs
Inputs: Placement details obtained from SD-KM or SD-KMVR technique: radius
of coverage areas, Rk; horizontal location of aerial BSs, (xck,yck); location of
covered user points, (xi,yi),∀i ∈M kcov
Output: New horizontal location of aerial BSs, (x∗ck,y
∗
ck); new radius of coverage
areas, R∗k .
1: Find the minimum distance between (xck,yck) and the boundary lines of the
corresponding subarea.
2: Obtain (x∗ck,y
∗
ck) by solving (3.24).
3: Calculate the minimum distance between (x∗ck,y
∗
ck) and the boundary lines of
the corresponding subarea.
4: Obtain R∗k from (3.25).
completely compensated when
Lkmin = |Rk− rik| ≥ dth,∀i ∈M kcov (3.22)
where Lkmin denotes the minimum difference between rik and Rk of the k-th subarea.
As can be seen in the preceding section, increasing the radii of coverage areas also
increases the required transmit power and thus decreases the endurance of aerial
BSs. Correspondingly, there is a trade-off between robustness against imperfect
ULI and required transmit power with regard to the radius. Therefore, the aim
of the robust design, which is maximizing the number of covered user points in
the existence of imperfect ULI, is equivalent to maximizing Lkmin with minimum
transmit power. In addition, we observe that the user points are usually distributed
unevenly within the corresponding coverage area for both SD-KM and SD-KMVR
techniques. In this case, some ground users have a much larger ground distance to
the aerial BS than the rest of ground users within the subarea. Therefore, relocating
the center of aerial BS to minimize the maximum ground distance between the
center location and the user points covered by the aerial BS can reduce the resulting
radius and thus reduce the required transmit power. We denote the distance between
(xck,yck) and the boundary lines of the corresponding subarea as dkl, l = 1,2, ...,Sk.
Then the minimum value among all the Sk distances is dkmin = min(dkl). In order to
avoid ICI, we should only relocate the horizontal center of the k-th aerial BS within
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a circular area with radius dkmin. Therefore, the corresponding optimization problem
is formulated as
minimize
x∗ck,y
∗
ck
max
i∈Mkcov
(
√
(x∗ck− xi)2+(y∗ck− yi)2) (3.23)
subject to√
(x∗ck− xck)2+(y∗ck− yck)2 ≤ dkmin
k = 1,2, ...,K
where (x∗ck,y
∗
ck) denotes the new center of the k-th aerial BS in the horizontal di-
mension, and is the variable to optimize. (xck,yck) is the horizontal center location
obtained by either SD-KM or SD-KMVR. Note that the objective function of (3.23)
implicitly includes the constraint that all the originally covered ground users are still
covered. The above optimization problem is equivalent to minimizing an auxiliary
variable dk representing the maximum ground distance between k-th aerial BS and
the user points it covered as follows
minimize
x∗ck,y
∗
ck
dk (3.24)
subject to√
(x∗ck− xi)2+(y∗ck− yi)2 ≤ dk, i ∈Mkcov√
(x∗ck− xck)2+(y∗ck− yck)2 ≤ dkmin
k = 1,2, ...,K
After obtaining the new horizontal center location (x∗ck,y
∗
ck), we recalculate the min-
imum ground distance between the k-th aerial BS and the corresponding boundary
lines and denote it as dk
∗
min. Then the maximum allowed radius within the k-th sub-
area is calculated as Rk
∗
max =min(R,Rk+d
k∗
min). The radius of the k-th coverage area
R∗k can be obtained by
R∗k =
 dk +dth, if dk +dth ≤ Rk
∗
max
Rk
∗
max, if dk +dth > R
k∗
max
(3.25)
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Figure 3.6: Computational complexity: (a) average execution time of solving a single
MINLP problem by MOSEK solver, K = 1; (b) CDF of number of iterations
required for K-means clustering and SD-KMVR, K = 9, λs = 10 users/km2
Note that the radius R∗k is not necessarily larger than Rk, especially when the robust
technique is applied to SD-KM. In other words, we can sometimes obtain a further
reduced transmit power with the proposed robust technique. For clarity, we sum-
marize the procedure of applying the robust technique in Algorithm 3.
3.5 Computational Complexity
In this section, we study the computational complexity of the proposed techniques
in terms of the number of floating-point operations. Following [73,74], the compu-
tational costs are calculated based on real-valued additions, subtractions, multipli-
cations, divisions and comparisons.
3.5.1 Complexity of SD-GR
For deploying the k-th aerial BS (k > 2), we first need to find a total of 4k−1 can-
didate sets. Each of the 4k−1 sets is an intersection of k−1 sets, and forming each
intersection needs 4(k− 2) comparisons in the worst case for both x and y dimen-
sions. Therefore, the complexity of finding the candidate regions for deploying a
total of K aerial BSs needs
K
∑
k=3
2(k−2)4k floating-point operations, which can be
simplified as
C1GR = O{
16K−14
9
·4K+1} (3.26)
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In the elimination process, the complexity comes from checking the feasibility of
all candidate sets. Since there are
K
∑
k=2
4K−1 candidate sets in total, the resulting
computational complexity is
C2GR = O{
1
3
·4K+1} (3.27)
It is in general difficult to determine the average complexity of solving (3.11), since
it does not have a closed form solution. Note that the complexity of solving (3.11)
is involved in all the deployment schemes, so we denote it as CMINLP and represent
the complexity of all techniques as a function of CMINLP. As a result, the total
computational complexity for SD-GR technique is
CGR = C1GR+C
2
GR+KCMINLP (3.28)
= O{6K−11
9
·4K+1}+KCMINLP
To characterize the complexity of solving a single MINLP, we employ the average
execution time against various user density as shown in Fig. 3.6(a).
3.5.2 Complexity of SD-KM
The complexity of K-means clustering takes an important part in the overall com-
plexity of SD-KM. Here, the average number of iterations of K-means clustering
is denoted by nit and cumulative distribution function (CDF) describing the conver-
gence for K-means clustering is shown as the dashed line in Fig. 3.6(b). Three steps
are involved within each iteration of K-means clustering. In first step, the Euclidean
distance between each user point and cluster centers is calculated, which involves
two multiplications, two subtractions, one addition and one square root. Therefore,
for a scenario with Utot ground users and K aerial BSs, calculating all Euclidean
distances requires O{6KUtot} floating-point operations. The second step allocates
each user point to the closest cluster. This step needs O{Utot(K−1)} comparisons
in total. Finally, we need to recalculate the cluster centers following (3.13), which
includes Utot multiplications, Utot− 1 additions and one division for both x and y
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dimensions. Then the costs for the third stage is O{4KUtot}. Therefore, the overall
computational complexity of k-means clustering is
O{nit(6KUtot+Utot(K−1)+4KUtot)} ≈ O{KUtotnit} (3.29)
For applying SD-KM we also need to find a reasonable K value, and the proposed
iterative algorithm repeats all the calculations shown above for NKM times until
min(
∥∥m j−mk∥∥)≥ dth. Correspondingly, we have
C1KM = O{NKMKUtotnit} (3.30)
Furthermore, we need to find the maximum allowed radius within each subarea
according to (3.16). Following [75], (3.16) is a convex problem solved by interior-
point methods and has the following computational complexity
CIP = O{(E +F)1.5E2} (3.31)
where E is the number of variables, and F is the number of constraints involved
in the optimization problem. In our specific scheme, we have Sk constraints and 3
variables for solving the k-th optimization problem, so the costs of finding all the
maximum allowed radius is given by
C2KM ≈ O{
K
∑
k=1
(3+Sk)
1.5} (3.32)
The computational complexity of solving (3.17) is again approximated by CMINLP.
Accordingly, the total computational complexity of SD-KM technique is
CKM = C1KM+C
2
KM+KCMINLP (3.33)
= O{NKMKUtotnit+
K
∑
k=1
(3+Sk)
1.5}
+KCMINLP
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3.5.3 Complexity of SD-KMVR
The SD-KMVR technique can be regraded as an advanced version of SD-KM tech-
nique and involves all operations of SD-KM. Besides, SD-KMVR includes addi-
tional computational costs for finding the appropriate coverage radius. We first
note that SD-KMVR is an iterative algorithm, and we denote the average number
of required iterations as nvrit . In addition, CDF of the number of required itera-
tions for SD-KMVR technique is shown as the blue straight lines in Fig. 3.6(b).
Within each iteration, we need to solve (3.17) with a complexity of CMINLP and
(3.18). Since the number of constraints of (3.18) is Uk, the costs of solving (3.18) is
O{
K
∑
k=1
(Uk +1)
1.5}. Therefore, the overall computational complexity of SD-KMVR
technique is
CKMVR = CKM+O{nvrit
K
∑
k=1
(Uk +1)
1.5} (3.34)
+nvrit KCMINLP
= O{NKMKUtotnit+
K
∑
k=1
(1+Sk)
1.5+
nvrit
K
∑
k=1
(Uk +1)
1.5}+(nvrit +1)KCMINLP
3.5.4 Complexity of Robust Technique
Compared to SD-KM and SD-KMVR, the additional computational complexity of
applying the robust technique arises from (3.23), which is again solved by interior-
point method. With regard to (3.23), we have E = 2 and F = Uk +K− 1, so the
computational cost is
Crobust ≈ O{
K
∑
k=1
Uk +K2} (3.35)
For clarity, the computational complexity of all the proposed techniques is
summarized in Table 3.1. Note that the benchmark CPT is originally designed for
maximizing the coverage area instead of maximizing the number of covered users.
Therefore, by applying CPT, the location of aerial BSs is fixed for a specific target
area, and the technique has negligible complexity.
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Table 3.1: Computational Complexity of the Proposed Techniques
Method Computational costs
SD-GR O{6K−119 ·4K+1}+KCMINLP
SD-KM O{NKMKUtotnit+
K
∑
k=1
(3+Sk)
1.5}+KCMINLP
SD-KMVR O{NKMKUtotnit+
K
∑
k=1
(3+Sk)
1.5
+nvrit
K
∑
k=1
(Uk +1)
1.5}+(nvrit +1)KCMINLP
Robust O{NKMKUtotnit+
K
∑
k=1
(3+Sk)
1.5}
SD-KM +KCMINLP+O{
K
∑
k=1
Uk +K2}
Robust O{NKMKUtotnit+
K
∑
k=1
(3+Sk)
1.5
SD-KMVR +nvrit
K
∑
k=1
(Uk +1)
1.5}+(nvrit +1)KCMINLP
+O{
K
∑
k=1
Uk +K2}
3.6 Simulation Results
In this section, we assume multiple aerial BSs are vertically deployed with the same
antenna beamwidth. Therefore, with the parameters shown in Table 3.2, the ra-
dius R corresponds to a received power threshold Pmin =−67 dBm is calculated as
R= 707 m. We assume the minimum allowed radius of coverage area and the mini-
mum allowed distance between two clusters are Rmin = R2 and dth =
R
2 respectively.
The value of Kmax is set as the same value as the number of circles resulting from
CPT. Without loss of generality, we utilize three different SPPs to modele the user
distribution, which are HPP with λs= 5 users/km2, IPP with λ (x,y) = 5(x2 + y2)
users/km2 and PCP respectively. The parent points of PCP are generated following
HPP with λp = 1 users/km2 and the children points are generated with
λc(x,y) =
α
2piσ2
e−
1
2σ2
(x2+y2) (3.36)
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Table 3.2: Simulation parameters1
parameter fc c θB Pt
value 2.5 Ghz 3 ·108 m/s 95◦ 30 dBm
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Figure 3.7: Aerial BS placement with proposed techniques
where α = 0.9 and σ = 0.02. The details of the above SPPs have been introduced
in Chapter 2. To evaluate the benefit of the proposed techniques, numerical results
based on Monte Carlo simulations of the proposed SD-GR, SD-KM, SD-KMVR
and the robust techniques are compared with the performance of CPT which serves
as the benchmark. Note that the exponentially increasing computational complex-
ity of SD-GR forbids its use when we have a large number of aerial BSs to deploy.
With this reason, the SD-GR technique is only used for simulation when the value
of K is no larger than four. The horizontal center of all deployed UAVs must fall
inside the target area, and we assume the coverage areas outside the target area will
not cause further interference to users outside the targeted area.
To illustrate the proposed techniques, example UAV placement distributions
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Figure 3.8: User-coverage probability for different types of user distribution: (a) with per-
fect ULI, (b) with imperfect ULI, (c) with robust technique, K=4
are shown based on simulation for SD-GR, SD-KM, SD-KMVR, and the bench-
mark CPT in Fig. 7, assuming a PCP distribution of users and Ls = 3 km. Note
that the CPT simply places circles with same size in a way that maximum coverage
area is achieved and none of these circles overlap. For CPT, the number of circles
Ncp to be placed in a square target area depends on the size of target area, which is
represented by Ncp =
⌈ Ls
2R
⌉2
.
3.6.1 Coverage Probability
Intuitively, coverage performance of CPT highly depends on the user distribution.
SD-GR method, on the other hand, always aims to cover the most number of user
points in the remaining region and is less affected by the specific user distributions.
However, the placement of the k-th aerial BS is restricted by the location of pre-
viously deployed k− 1 BSs when SD-GR is applied, which limits the achievable
coverage probability.The SD-KM method is able to find the clustering properties
among ground users and is thus more robust to the change of user distributions. The
coverage performance of SD-KM is limited by the shape of subareas, which may
lead to users gathering in a relative narrow region of the subarea uncovered. This
drawback is solved by SD-KMVR, which also significantly reduces the required
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transmit power and thus increases the endurance of aerial BSs.
The above effects, are captured in Fig. 3.8(a), which illustrates the achieved
coverage probability for different types of user distributions. For a fair comparison,
a target area with Ls = 4R is assumed, within which all the methods can horizon-
tally deploy a maximum of four circles. It can be clearly seen that the coverage
probability of all techniques depends on specific user distributions. Note that the
achieved coverage probability of CPT decreases while the performance of all the
other techniques increases when the user points tend to have an uneven distribution,
especially when clusters are formed. Specifically, the proposed SD-KMVR tech-
nique achieves an up to 30% higher coverage performance than CPT when users
are following PCP. This result is as expected, since CPT places circles in fixed lo-
cations for a given target area no matter how the users are distributed, which highly
deteriorate the coverage performance when clusters are formed outside the cover-
age areas. On the contrary, with the proposed methods, aerial BSs are not deployed
at fixed locations, but instead can be flexibly placed according to the change of user
distributions.When heterogeneity of user distribution is introduced, ground users are
located closer to each other and there is correspondingly a better chance to cover
more users within each applied circle coverage area. As can be observed, more than
90% of users are covered with the proposed techniques when users are distributed
following PCP.
The coverage performance of the proposed techniques with inaccurate ULI is
shown in Fig. 3.8(b). It can be observed that the performance of all the proposed
techniques decreases while the performance of CPT remains unchanged in the ex-
istence of imperfect ULI. CPT is immune to ULI errors because placement rule
of CPT is irrelevant to ULI. Note that SD-KM method shows much better immu-
nity to inaccurate ULI compared to SD-KMVR. This is as expected, since the aerial
BSs deployed with SD-KM technique have larger coverage areas causing larger dis-
tances between user points and the border of circles. The performance loss in the
existence of inaccurate ULI is greatly compensated with the application of proposed
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Figure 3.9: User-coverage probability versus number of UAVs deployed, K=16, 15 and 10
for HPP, IPP and PCP correspondingly
robust techniques as shown in Fig. 3.8 (c). The increased coverage performance is
achieved thanks to enlarged coverage area as well as relocated coverage centers.
In practice, we may have a limited number of available UAVs for deployment.
Therefore, it is of great importance to examine the coverage performance of the
proposed methods versus the number of available UAVs. We assume Ls = 5 km, the
K value used for HPP, IPP and PCP are 16, 15 and 10 respectively, which are the
average K values we need for target areas of this size, and the corresponding results
are shown in Fig. 3.9. As expected, SD-GR technique significantly outperforms
other techniques in all types of user distributions, since the aerial BSs are always
deployed to cover the maximum number of users in the remaining areas. It can also
be observed that SD-KMVR achieves an up to 10% performance gain compared to
SD-KM. SD-KM, SD-KMVR and CPT have comparable performance when users
are distributed uniformly, since the K-means clustering method will divide the tar-
get area in a similar way as we apply CPT when HPP is followed. When users are
distributed following a non-uniform distribution, CPT slightly outperforms the pro-
posed SD-KM and SD-KMVR techniques when we use a small number of aerial
BSs. In this case, a similar number of UAVs are deployed in a more tight way than
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Figure 3.10: Coverage probability with additional constraint specifying the maximum
number of served user. Ls = 4R.
CPT, causing reduced coverage areas of certain aerial BSs and hence a smaller num-
ber of covered users when SD-KM and SD-KMVR are applied. On the contrary,
circles placed at positions where the user points are densely located can cover more
user points due to the larger coverage area when circle packing technique is used.
However, the proposed SD-KM and SD-KMVR techniques regain the superiority
when clusters are formed. In this case, aerial BSs are deployed at positions where
clustering properties are found.
For real deployment, we have a limited number of users that can be served
at the same time due to limited capacity and specific multiplexing methods. In this
case, we need to impose an additional constraint specifying the maximum number
of served users, i.e., ∑
i∈M
ui≤Umax, where Umax denotes the limitation on the number
of users. For comparing the coverage performance of the proposed techniques with
and without the additional constraint, we assume the users are distributed following
PCP, and Umax = 30. As can be seen from Fig. 3.10 , SD-GR suffers the severest
performance degradation compared to the other techniques. This is because SD-GR
always tries to cover the greatest number of remaining users in the target area, and
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Figure 3.11: Required number of aerial BSs and total transmit power versus size of target
area
the deployment of the first few aerial BSs covers a large number of users, which
may exceed the threshold.
3.6.2 Energy Efficiency
In Fig. 3.11, we compare the number of required aerial BSs and the required total
transmit power for SD-KM, SD-KMVR, Robust SD-KM, Robust SD-KMVR and
CPT. It can be seen that, SD-KM and SD-KMVR as well as their robust techniques
require a smaller number of aerial BSs compared to CPT when users are distributed
unevenly. Furthermore, the gap between the proposed techniques and CPT becomes
larger as the size of the target area increases. When Ls = 5 km, the number of UAVs
required by SD-KM and SD-KMVR is around 60% of that for CPT. In addition,
though SD-KM and SD-KMVR require the same number of aerial BSs to be de-
ployed, the SD-KMVR technique is clearly more power-conserving, which saves up
to 10% power. Robust SD-KMVR consumes approximately 1% more power than
SD-KMVR as a result of increasing the coverage area, but still consumes much less
power than SD-KM technique. It is worth highlighting that, Robust SD-KM is even
more power efficient than SD-KM. This indicates that, after relocating the circle
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Figure 3.12: Average execution time for the proposed techniques: (a) versus various user
density, K = 9 (b) versus various number of aerial BSs, λs = 5 users/km2
center, the minimum distance between covered user points and the border of the
corresponding coverage areas is larger than dth in most cases. Note that the reduced
number of UAVs saves operation costs and the reduced transmit power can prolong
the lifetime of aerial BSs.
3.6.3 Computational Complexity
In Fig. 3.12, we characterize the complexity of SD-KM, SD-KMVR and their robust
techniques in terms of the average execution time. The user points are distributed
following HPP and an Intel Core i7-6700 2.6GHz CPU computer is used for running
the simulation. Fig. 3.12(a) shows the average execution time versus various user
densities with K=9, while the average execution time versus various number of
UAVs is presented in Fig. 3.12(b) with λs = 5 users/km2. From both subfigures of
Fig. 3.12, it can be seen that, executing SD-KMVR takes more time than SD-KM,
and the computational complexity of SD-KMVR increases more faster. Specifically,
the execution time of SD-KMVR increases approximately 40% and 105% faster
than SD-KM, as the user density and the number of UAVs increase correspondingly.
Similar trends is found for Robust SD-KMVR and Robust SD-KM. The results
also verify that, the increased robustness is achieved with increased computational
complexity, which is consistent with the analytic results shown in section 3.5.4
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3.7 Summary
In this chapter, we have investigated the efficient deployment of multiple static
aerial BSs in order to maximize the number of covered users while avoiding ICI.
Firstly, we propose a successive deployment method which converts each non-
convex constraint into four linear constraints with geometrical relaxation. Since
the use of SD-GR is prohibitively complex when a large number of aerial BSs are
required, we further propose a simultaneous deployment method called SD-KM,
which converts the target area into K convex subareas with the help of K-means
clustering. Then a simple convex problem can be solved within each subarea. More-
over, an iterative technique is proposed to further improve the coverage performance
while increase the endurance of aerial BSs. Finally, for compensating the perfor-
mance loss in the existence of imperfect ULI, a robust technique which relocates the
aerial BSs and adjusts the radii of coverage areas is proposed. Simulation results
show that the coverage performance is improved by up to 30% with the proposed
methods. Additionally, SD-GR method is the best choice when a small number
of UAVs are available, and SD-KMVR saves up to 15% transmit power than SD-
KM at a cost of increased computational complexity. Simulation results also verify
that the performance loss can be completely compensated with the robust technique
when users are distributed unevenly.
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Chapter 4
UAVs Serving as Moving Aerial BSs
4.1 Introduction
The focus of this chapter is on flight trajectory and UAV-user scheduling optimiza-
tion for a moving aerial BS, with the goal of satisfying the data requirement of a
maximum number of ground users before exhausting its limited on-board energy.
Maximizing the coverage with a given energy budget is the bottom line aim of
UAV based aerial BS but is not considered yet. On one hand, moving aerial BS is
able to move close to the users to enjoy better communication condition, and thus
cover more users within a given time period compared to static aerial BSs. On the
other hand, limited on-board energy is a fundamental barrier which constrains the
trajectory of the UAV and limits the coverage performance. We assume a user is
covered only when the entire data request of the user is satisfied. Same as the pre-
vious chapter, we assume that ULI is known with the assistance of high-accuracy
GPS systems. Fixed-wing UAVs which have higher speed than roatry-wing UAVs
are chosen as the carrier for aerial BSs [11]. The formulated optimization problem
is a MINLP with variables closely coupled. To solve the non-convex optimization
problem, an iterative algorithm based on alternating optimization method and suc-
cessive convex optimization is proposed. In addition, to speed up the convergence
and improve coverage performance, a new initial trajectory is devised for the itera-
tive algorithm. Finally, as we usually have inaccurate ULI in practice, two different
robust techniques are further proposed to compensate for the performance loss.
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Figure 4.1: Aerial BS serving delay-tolerant users
Simulation results show that a much better coverage performance is achieved with
the use of the proposed algorithm.
4.2 System Model
Consistent with Chapter 3, we consider the same square geographical target area
of dimension Ls by Ls containing a set of delay-tolerant ground users denoted by
M , where |M | = M. We assume the users have low-mobility and are uniformly
distributed within the target area. We further assume there exist a perfect backhaul
link. Instead of deploying multiple static aerial BSs, we deploy a single moving
aerial BS which is able to charge its battery at base, and is represented by the red dot
as shown in Fig. 4.1. Within a given time period T > 0, the aerial BS is dispatched
from base, tring to satisfy the data demand of as many ground users as possible
before exhausting its on-board energy and flying back to the base. During any time
period, the associated ground users are served via time-division multiple access
(TDMA). In practice, we may have multiple backup aerial BSs. We assume the
charging time of UAV is Tc, and the number of backup UAVs is Nb. For continuously
satisfying the data demand of ground users, we should have NbT ≥ Tc. Nevertheless,
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in this thesis, we will focus on the coverage performance of a single moving aerial
BS within a given mission period T .
We consider a 3-D Cartesian coordinate system where the horizontal location
of user i in the set M is wi = [xi,yi]T ∈ R2×1. We assume UAV is flying with a
fixed altitude H, where H could correspond to the minimum altitude required for
safe operation according to certain policies. For ease of exposition and following
[20, 24], we divide the total time period T into N equal time slots, where the time
slots are indexed by n = 1,2, ...,N. Furthermore, since TDMA scheme is applied,
we assume that the ground users can only be associated at these N time slots. It
is required that the time slot length δt is efficiently small so the location of the
aerial BS changes only slightly within each time slot. Consequently, the trajectory,
velocity and acceleration of the UAV are approximated by the following N two-
dimensional sequences
s [n] ∆= s(nδt) = [sx[n],sy[n]]T , (4.1)
v [n] ∆= v(nδt) = [vx[n],vy[n]]T , (4.2)
a [n] ∆= a(nδt) = [ax[n],ay[n]]T , (4.3)
n = 1,2, ...,N
Moreover, the relationship among s [n], v [n] and a [n] can be described by two equa-
tions as follows [24]
v[n+1] = v[n]+a[n]δt , (4.4)
s[n+1] = s[n]+v[n]δt +
1
2
a[n]δt2, (4.5)
n = 1,2, ...,N−1
For simplicity, we again assume the AtG links are dominated by LoS channels [49,
76]. Therefore, we have negligible small-scale effects and the channel quality is
dominated by the communication distance. The distance from the aerial BS to the
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i-th user at time slot n is given by
di[n] =
√
H2+‖s[n]−wi‖2 (4.6)
Correspondingly, the time-varying channel for user i at time slot n is expressed as
hi[n] =
β0
di[n]
2 =
β0
H2+‖s[n]−wi‖2
(4.7)
where we denote the channel power at the reference distance d0 = 1 m as β0. We
define a binary variable αi[n] indicating the scheduling and association status of
user i in time slot n. To be specific, the i-th user is served by the aerial BS at time
slot n if αi[n] = 1, and otherwise αi[n] = 0. At any time slot, at most one of the M
users is associated with the aerial BS, so we have
M
∑
i=1
αi[n]≤ 1,∀n (4.8)
Therefore, if user i is associated with the aerial BS at time slot n, the signal-to-noise
ratio (SNR) at user i can be expressed as
γi[n] =
Pt ·hi[n]
σ2
=
Ptζ0
H2+‖s[n]−wi‖2
(4.9)
where Pt , σ2 and ζ0 = β0σ2 denote the transmit power of the aerial BS, noise power
and the referenced received SNR respectively. The achievable throughput for user i
in the unit of bits is thus given by
Ui =
N
∑
n=1
αi[n]Blog2(1+ γi[n]) (4.10)
where B denotes the available bandwidth. In general, the total power consump-
tion of the aerial BS consists of two parts, i.e., the power consumed for commu-
nication related functions and the power consumed for supporting the movement
of UAV. In practice, the propulsion power consumption is much higher than the
communication-related power, and we thus consider only the propulsion power
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consumption for simplicity [24, 57]. Propulsion power consumption depends on
the flying status of UAV, and a theoretical model was derived in [24]. For tractable
analysis, we adopt the upper bound of the model, and the total consumed propulsion
power is expressed as
Pc =
N
∑
n=1
(c1‖v[n]‖3+ c2‖v[n]‖(1+
‖a[n]‖2
g2
)) (4.11)
where c1 and c2 are constant parameters related to the UAV’s design, air density,
etc., and g = 9.8m/s2 represents the gravitational acceleration. Correspondingly,
the total consumed energy can be expressed as
Ec =
N
∑
n=1
(c1‖v[n]‖3+ c2‖v[n]‖(1+
‖a[n]‖2
g2
)) ·δt (4.12)
4.3 Joint Trajectory and UAV-user Scheduling De-
sign
Based on the system model shown above, in this section, we first formulate the op-
timization problem as a MINLP. The resulting problem involves multiple coupled
variables and is challenging to solve. Correspondingly, we propose an iterative algo-
rithm based on successive convex optimization and iterating optimization problem
to tackle the non-convex problem. After that, we further devise an initial trajectory
in the second subsection to speed up the convergence and improve the coverage
performance.
4.3.1 Proposed Iterative Algorithm
Our goal is to satisfy the data demand of a maximum number of ground users with
a limited on-board energy by jointly optimizing the UAV trajectory and the UAV-
user scheduling variables. To this end, we define a binary variable ρi indicating
whether the data request of the i-th user is satisfied or not. Specifically, if the data
demand of user i is denoted by Qi, ρi = 1 when Ui ≥ Qi, and otherwise ρi = 0.
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Correspondingly, the optimization problem is formulated as
(P1) : Maximize
{αi[n],s[n],v[n],a[n],ρi}∑i∈M
ρi (4.13a)
subject to
N
∑
n=1
αi[n]Blog2(1+ γi[n])≥ ρiQi,∀i (4.13b)
ρi ∈ {0,1} ,∀i (4.13c)
αi[n] ∈ {0,1} ,∀n,∀i (4.13d)
M
∑
i=1
αi[n]≤ 1,∀n (4.13e)
N
∑
n=1
(c1‖v[n]‖3+ c2‖v[n]‖(1+
‖a[n]‖2
g2
)) ·δt ≤ Etot
(4.13f)
s[n+1] = s[n]+v[n]δt +
1
2
a[n]δt2,
n = 1,2, ...,N−1 (4.13g)
v[n+1] = v[n]+a[n]δt ,
n = 1,2, ...,N−1 (4.13h)
s[0] = s[N] = s0 (4.13i)
v[0] = v0 (4.13j)
‖v[n]‖ ≤ vmax,∀n (4.13k)
‖v[n]‖ ≥ vmin,∀n (4.13l)
‖a[n]‖ ≤ amax,∀n (4.13m)
where Etot denotes the total on-board energy of the aerial BS, s0 denotes the lo-
cation of the base and v0 denotes the initial velocity. vmax, vmin and amax further
denote the maximum allowed speed, minimum required speed and maximum al-
lowed acceleration of UAV respectively. Constraint (4.13b) judges whether the data
demand of user i is satisfied. when the achievable total data for user i is equal or
larger than the required data Qi, ρi = 1 and the objective function is increased by
one correspondingly. However, when the request of user i is not fully met, ρi = 0
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and the objective function remains the same. As can be seen in constraint (4.13f),
the total consumed energy should be no larger than the on-board energy of the UAV.
According to (4.13i), the aerial BS is dispatched from the base, and should fly back
to the base for charging at the end of the mission period. Moreover, the mobility
of the aerial BS is governed by constraints (4.13k)-(4.13m). Notably, a minimum
speed constraint is set since fixed-wing UAVs can not stay stationary in the sky.
Problem P1 is a non-convex MINLP with multiple variables coupled and
is challenging to solve. Although the binary variables can be tackled with ad-
vanced mixed integer programming techniques, using solvers such as Gurobi and
MOSEK [38, 47], constraints (4.13b), (4.13f) and (4.13l) are non-convex and can
not be straightforwardly solved. To this end, we propose an efficient iterative
algorithm based on alternating optimization method and successive convex opti-
mization to obtain the sub-optimal solution of P1. Define A = {αi[n],∀i,∀n} and
Q= {s[n],v[n],a[n],∀n} as the set associated with user scheduling and the set asso-
ciated with UAV mobility respectively. For solving P1, we decompose the problem
into two sub-problems and alternately optimize the variables in two sets within each
iteration. To be specific, with a given UAV trajectory set Q, first sub-problem of P1,
which is denoted by P1.1 can be reformulated as
(P1.1) : Maximize
{A,ρi} ∑i∈M
ρi (4.14a)
subject to
N
∑
n=1
αi[n]Blog2(1+ γi[n])≥ ρiQi,∀i (4.14b)
ρi ∈ {0,1} ,∀i (4.14c)
αi[n] ∈ {0,1} ,∀n,∀i (4.14d)
M
∑
i=1
αi[n]≤ 1,∀n (4.14e)
Note that except the constraints defining the boolean variables, i.e., (4.14c) and
(4.14d), P1.1 is a mixed-integer linear problem (MILP) with a linear objective func-
tion (4.14a), and linear constraints (4.14b) and (4.14e). Therefore, P1.1 can be effi-
ciently solved with optimization solvers such as Gurobi and MOSEK.
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Similarly, by fixing the user scheduling variables A, the UAV trajectory related
variables Q can be optimized by solving the following sub-problem P1.2.
(P1.2) : Maximize
{Q,ρi} ∑i∈M
ρi (4.15a)
subject to
N
∑
n=1
αi[n]Blog2(1+ γi[n])≥ ρiQi,∀i (4.15b)
N
∑
n=1
(c1‖v[n]‖3+ c2‖v[n]‖(1+
‖a[n]‖2
g2
)) ·δt ≤ Etot
(4.15c)
s[n+1] = s[n]+v[n]δt +
1
2
a[n]δt2,
n = 1,2, ...,N−1 (4.15d)
v[n+1] = v[n]+a[n]δt ,
n = 1,2, ...,N−1 (4.15e)
s[0] = s[N] = s0 (4.15f)
v[0] = v0 (4.15g)
‖v[n]‖ ≤ vmax,∀n (4.15h)
‖v[n]‖ ≥ vmin,∀n (4.15i)
‖a[n]‖ ≤ amax,∀n (4.15j)
ρi ∈ {0,1} ,∀i (4.15k)
As can be seen in the above problem, constraints (4.15d)-(4.15g) are linear and
constraints (4.15h) and (4.15j) are convex. In addition (4.15k) specifies that ρi is
an integer variable, and can be tackled with advanced mixed integer programming
techniques. Therefore, the difficulty of solving P1.2 lies in constraints (4.15b),
(4.15c) and (4.15i), which are all non-convex. The key observation is that, although
the left-hand-side (LHS) of constraint (4.15b), which is Ui, is not concave with
respect to s[n], it is convex with respect to ‖s[n]−wi‖2. Since any convex function
is globally lower-bounded by its first order Taylor expansion at any point [73], we
apply successive convex optimization technique to address (4.15b). Specifically,
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with a given local UAV location {sl[n],∀n}, we yield the following lower bound
U lbi for Ui
Ui =
N
∑
n=1
αi[n]Blog2(1+
Ptζ0
H2+‖s[n]−wi‖2
)
≥−
N
∑
n=1
αi[n]B·Ali[n]
(
‖s[n]−wi‖2−‖sl[n]−wi‖2
)
+
N
∑
n=1
αi[n]B·Bli[n] ∆=U lbi (4.16)
where Ali[n] and B
l
i[n] are constants which are given by
Ali[n] =
(log2e)Ptζ0
(H2+‖sl[n]−wi‖2)(H2+‖sl[n]−wi‖2+Ptζ0)
(4.17)
Bli[n] = log2(1+
Ptζ0
H2+‖sl[n]−wi‖2
),∀n,∀i (4.18)
The equality of (4.16) holds at the point s[n] = sl[n],∀n. By applying the lower
bound U lbi , we reformulate the non-convex constraint (4.15b) as
U lbi ≥ ρiQi,∀i (4.19)
Since U lbi is a concave function with respect to s[n], (4.19) is convex now. Further-
more, for addressing the non-convexity of (4.15c) and (4.15i), we introduce slack
variables {τn} as in [24, 63], and the corresponding new constraints are
N
∑
n=1
(c1‖v[n]‖3+ c2τn (1+
‖a[n]‖2
g2
)) ·δt ≤ Etot
(4.20)
τn ≥ vmin,∀n (4.21)
‖v[n]‖2 ≥ τn2,∀n (4.22)
With the introduced slack variables {τn}, variable v [n] and a [n] are no more
coupled, and the LHS of constraint (4.20) is now jointly convex with respect to
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{v [n] ,a [n] ,τn}. Note that a new non-convex constraint (4.22) is introduced with
such a relaxation. Fortunately, a local optimal solution can be obtained by applying
successive convex optimization. To be specific, since the LHS of (4.22) is convex
and differentiable with respect to v [n], a lower-bound of ‖v[n]‖2 can be obtained
with any given local point {vl[n],∀n} by using the first-order Taylor expansion of
‖v[n]‖2 as follows
‖v[n]‖2 ≥ ‖vl[n]‖2+2vTl [n] (v[n]−vl[n])
∆
= ψlb(v[n]) (4.23)
where the equality holds at the point v[n] = vl[n],∀n. Therefore, constraint (4.22)
can be replaced with the following new convex constraint
ψlb(v[n])≥ τn2,∀n (4.24)
The sub-problem P1.2 can thus be reformulated as
(P1.2′) : Maximize
{Q,ρi,τn} ∑i∈M
ρi (4.25a)
subject to (4.15d−4.15h),(4.15j),(4.15k)
U lbi ≥ ρiQi,∀i (4.25b)
N
∑
n=1
(c1‖v[n]‖3+ c2τn (1+
‖a[n]‖2
g2
)) ·δt ≤ Etot
(4.25c)
τn ≥ vmin,∀n (4.25d)
ψlb(v[n])≥ τn2,∀n (4.25e)
As all constraints of P1.2′ are convex and the objective function is a MILP, the opti-
mization problem can again be efficiently solved by standard optimization solvers.
Based on the solution of the two sub-problems P1.1 and P1.2′, we propose
an iterative algorithm by applying alternating optimization method for solving P1.
Specifically, the optimization variables of the original problem are partitioned into
4.3. Joint Trajectory and UAV-user Scheduling Design 83
Algorithm 4 Block coordinate descent technique for solving P1
Initialization: Initial the trajectory set Q0; Let l = 0;
1: repeat
2: solve problem P1.1 with given {Ql}, and denote the optimal solution as
{Al+1}
3: solve problem P1.2′ with given {Al+1}, and denote the optimal solution as
{Ql+1}
4: update l = l+1.
5: until the objective value keeps the same as the value obtained in the previous
iteration
two blocks A and Q as defined in the beginning of this part. The user scheduling
variables A and the UAV trajectory variables Q are then alternately optimized by
solving P1.1 and P1.2′ correspondingly, while keeping the other block of variables
fixed. In addition, the optimized variables in each iteration are served as inputs of
the next iteration until there is no increase in objective value any more. For brevity,
we summarize the iterative algorithm in Algorithm 4.
In the following, we prove the convergence of Algorithm 1. Define η(Al,Ql)
and η lbtrj(Al,Ql) as the objective value of P1 and P1.2
′ respectively. It then follows
that
η(Al,Ql)
a≤ η(Al+1,Ql)
b
= η lbtrj(Al+1,Ql)
c≤ η lbtrj(Al+1,Ql+1)
d≤ η(Al+1,Ql+1) (4.26)
where (a) holds since in step 2 of Algorithm 1, the optimal solution of P1.1 , which
is Al+1, is obtained based on given Ql; (b) holds due to the fact that the first order
Taylor expansions in (4.16) and (4.23) are tight at the given local location and the
given local velocity respectively, so P1.2 and P1.2′ has the identical objective value;
(c) holds since with the given Al+1 and Ql , P1.2′ is optimally solved in step 3 of
Algorithm 1 with solution Ql+1; (d) holds as the objective value obtained by solv-
ing P1.2′ serves as the lower-bound of that of the original problem P1.2 at Ql+1.
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Therefore, (4.26) suggests that the proposed algorithm is non-decreasing. More-
over, the objective value of P1 is clearly upper-bounded by a finite integer value,
which corresponds to the total number of ground users. Therefore, the algorithm is
guaranteed to converge.
4.3.2 Initial Trajectory Design
For successfully applying Algorithm 4, we need to feed an initial trajectory set
Q into the system. It is known that both the convergence speed and performance
of such iterative algorithm depend on the initialization schemes [77, 78]. In this
subsection, we devise a simple initial trajectory for Algorithm 4 to achieve faster
convergence and better user coverage performance.
In our specific scenario, the aerial BS has to return to the base for recharging
at the end of the mission period, and a typical initial trajectory is circular trajec-
tory [20, 53] which serves as the benchmark. Specifically, for the square geograph-
ical target area with side length Ls, we assume the center of the circular initial
trajectory (CIT) is ct = [Ls2 ,
Ls
2 ]
T ∈ R2×1. In addition, the radius of the circle is set
as rt = Ls4 so the number of users inside and outside the trajectory is balanced. We
further assume that the base is located at sb = ct+[rt,0]T = [Ls2 + rt,
Ls
2 ]
T .
Distinct from most of the UAV trajectory design problems, where the aerial
BS associates with all the ground users, e.g. [20], only part of the ground users can
be scheduled and associated in our specific problem. In this case, if CIT is fed to Al-
gorithm 4, users which are closer to the initial trajectory has a higher opportunity to
be considered for association due to the lower path loss. Additionally, users which
are not scheduled in the first iteration will only be considered for association when
the data request of all the scheduled users are met after optimizing the trajectory.
In other words, CIT does not consider fair scheduling and association and may lead
to a performance loss. This motivates us to devise a new initial trajectory which
ensures all the ground users can get close to the UAV in certain time slots, so the
users have a relatively fair opportunity to be scheduled. To this end, we design an
initial trajectory where the UAV flies straightly from one ground user to the other
with constant speed ‖v[n]‖=V in the horizontal dimension, and finally backs to the
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Figure 4.2: An example of CIT, DIT and the generated trajectory after one iteration of
Algorithm 4 with DIT, T = 100s, Etot = 1.5×104J
base. The detailed procedure of the designed initial trajectory (DIT) is summarized
as follows
1. Convert the location of ground users into polar coordinate system with ct
serves as the coordinate origin, that is wpi = [ri,θi]
T , where ri = ‖ct−wi‖ and
θi = arctan(
yi− Ls2
xi− Ls2
) ∈ (0,2pi).
2. Starting from the base location, the designed path connects each of the ground
users with a straight line based on a counterclockwise order. If two users have
the same θi, the user which has a smaller ri is prioritized.
3. Resort all the M users according to the access order in step 2, such that the
first ground user is the one which has the smallest θi .
4. Calculate the total distance of DIT, which is
dsum =
M−1
∑
i=1
‖wi+1−wi‖+‖sb−w1‖+‖sb−wM‖ (4.27)
5. The distance interval is then calculated as δd = dsumN , and the initial trajectory
can be obtained accordingly.
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Intuitively, the third step of Algorithm 4 forces the UAV to fly closer to the sched-
uled ground users in the corresponding time slots, so more data can be transmitted
thanks to the decreased path loss. By applying DIT, the UAV-user distance is clearly
reduced, and the proposed initial trajectory is also expected to speed up the conver-
gence. However, note that the designed trajectory does not necessarily satisfy the
UAV energy constraint (4.13f) and the mobility constraints (4.13k-4.13m). For-
tunately, the third step of Algorithm 4 guarantees to generate a trajectory which
satisfies all the above constraints, and the generated trajectory is based on a much
fairer scheduling and association scheme compared to CIT. Therefore, the perfor-
mance of Algorithm 4 is still non-decreasing and thus converges from the second
iteration. For better illustration of the proposed initial trajectory, Fig. 4.2 compares
CIT, DIT and the generated trajectory after one iteration of Algorithm 1 by applying
DIT. Note that, the users which are located far away from CIT ,e.g., the one in the
top right corner may never be scheduled and associated by applying CIT due to the
large path loss. On the contrary, the data demand of these users might be satisfied
by applying DIT thanks to the significantly reduced transmission distance.
4.4 Imperfect ULI and Robust Techniques
In real scenarios, the accuracy of GPS systems is affected by lots of factors such
as weather and terrain [79]. Consequently, it is difficult to obtain accurate ULI in
practice, and the number of served users may decrease drastically. In this section,
we propose two robust techniques for compensating the performance loss in the
existence of inaccurate ULI.
4.4.1 Worst Case (WC) ULI optimization
Firstly, we model the estimated user location as w˜i = [xi+ exi,yi+ eyi]T , where exi
and eyi denote the estimation error in the x-axis and y-axis respectively. Both exi
and eyi follow Gaussian distribution with zero mean and standard deviation σ in
meters. We assume that the maximum deviation between real user location and the
estimated user location is dth, where dth≈ 3σ . It is clear that the real position of user
i is bounded by a circle region with radius dth and circle center w˜i. For the aim of
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Figure 4.3: Optimizing the trajectory with respect to the worst case ULI
increasing the robustness against imperfect ULI, we first propose a simple technique
which guarantees the coverage performance in the worst case. Instead of solving
P1 with w˜i, we employ the worst case ULI into Algorithm 4. The worst case user
location at a specific time slot is the farthest intersection between the circle which
specifies the region of actual user location and a straight line which starts from the
UAV position s [n] and passes through w˜i. As shown in Fig. 4.3, the estimated
user location is represented by red dots. The worst case user location, on the other
hand, is the farthest intersection point between the line and the red circle, and is
represented by the black dot. Therefore, instead of solving P1, the proposed robust
technique tries to find the optimal trajectory and optimal scheduling and association
by solving the following problem
(P2) : Maximize
{αi[n],s[n],v[n],a[n],ρi}∑i∈M
ρi (4.28a)
subject to (4.13c)− (4.13m)
N
∑
n=1
αi[n]Blog2(1+ γ˜i[n])≥ ρiQi,∀i (4.28b)
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where we have
γ˜i[n]=
Pt ·ζ0
H2+(‖s[n]− w˜i‖+dth)2
(4.29)
As the LHS of (4.28b) is convex with respect to (‖s[n]− w˜i‖+dth)2 with given
association variables, P2 can be solved by the same iterative algorithm as we used
for solving P1. By solving P2, all the users that are covered in P2 are guaranteed
to be covered in P1 with inaccurate ULI since the former considers the worst case
performance.
4.4.2 Minimum Excess Data Maximization (MEDM)
In the preceding subsection, we increase the robustness by guaranteeing the worst
case conditions. In this subsection, the robustness against inaccurate ULI is in-
creased from another perspective. We first note that once the proposed iterative
algorithm gives an optimal solution such that Ms users are covered, where Ms ≤M,
Ns out of N time slots are allocated for satisfying the requirement of the Ms users. In
other words, instead of providing more bits to the covered users, the aerial BS tries
to allocate redundant time slots to meet the data demand of unsatisfied users. We
assumeS is a set which contains all the covered users. Therefore, for the m-th user
in the set S , we have Um ≥ Qm. It is obvious that increased immunity to inaccu-
rate ULI for the m-th covered user can be achieved by increasing the excessive data
εm = Um−Qm, we thus propose a new robust technique by maximizing the min-
imum excessive data among covered users. The optimization problem associated
with the robust technique is formulated as
(P3) : Maxmin
{αm[n],s[n],v[n],a[n]}
(Um−Qm) (4.30a)
subject to (4.13f)− (4.13m)
αm[n] ∈ {0,1} ,∀n,∀m (4.30b)
Ms
∑
m=1
αm[n]≤ 1,∀n (4.30c)
where
Um =
N
∑
n=1
αm[n]Blog2(1+ γm[n]) (4.31)
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γm[n] =
Pt ·ζ0
H2+‖s[n]−wm‖2
,m ∈S (4.32)
In P3, all the time slots are allocated to the covered users, and the trajectory and
association variables are optimized for increasing the minimum εm. The above
optimization problem is equivalent to maximizing an auxiliary variable η , which
represents the minimum excessive data as follows
(P3.1) : max
{αm[n],s[n],v[n],a[n],η}
η (4.33a)
subject to (4.13f)− (4.13m)
Um−Qm ≥ η ,∀m (4.33b)
αm[n] ∈ {0,1} ,∀n,∀m (4.33c)
Ms
∑
m=1
αm[n]≤ 1,∀n (4.33d)
The non-convex constraint (4.33b) in (P3.1) can be tackled with the same method
as shown in (4.16)-(4.18), which yields
U lbm −Qm ≥ η ,∀m (4.34)
Here, U lbm denotes the lower bound of Um and is obtained by first order Taylor ap-
proximation.
U lbm
∆
=
N
∑
n=1
αm[n]B·Blm[n]
−
N
∑
n=1
αm[n]B·Alm[n]
(
‖s[n]−wm‖2−‖sl[n]−wm‖2
)
(4.35)
where Alm[n] and B
l
m[n] are constants which are given by
Alm[n] =
(log2e)Ptζ0
(H2+‖sl[n]−wm‖2)(H2+‖sl[n]−wm‖2+Ptζ0)
(4.36)
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Table 4.1: Simulation parameters2
parameter value parameter value
B 106 Hz H 100 m
Pt 0.01 W g 9.8 m/s2
β0 -50 dB δt 0.5 s
σ2 -110 dBm vmax 80 m/s
c1 9.26×10−4 vmin 3 m/s
c2 2250 amax 6 m/s2
Blm[n] = log2(1+
Ptζ0
H2+‖sl[n]−wm‖2
),∀n,∀m (4.37)
Except the objective function and constraint (4.33b), the only difference between
problem P3.1 and P1 is that the time slots in P3.1 can only be allocated to the
covered users. The other two non-convex constraints in P3.1, which are (4.13f) and
(4.13l) have already been addressed in (4.20)-(4.24). Therefore, P3.1 can be solved
with the same iterative algorithm as shown in Algorithm 4. The difference is that,
now the iterative algorithm is required to repeat until the fractional increase of the
objective value is below a certain threshold ε > 0. With this robust method, all the
covered users receive more bits than required. Therefore, even less bits are provided
by the aerial BS due to the effect of inaccurate ULI, the corresponding users are still
covered as long as U˜m ≥Qm,∀m, where U˜m represents the actual total provided data
to the m-th user.
4.5 Simulation Results
In this section, numerical results are provided to evaluate the performance of our
proposed techniques. We assume M = 8 users are distributed randomly within the
square target area of 1.5× 1.5km2. Correspondingly, the charging base is located
at [1125,750]T and the radius of CIT is rt = 375m. Unless otherwise stated, we use
the parameters shown in Table 4.1. Moreover, we assume the data demand of each
user is randomly chosen from the range of [1,20] Mbits. The coverage performance
is evaluated with regard to user coverage probability, which is defined as the ratio
of number of users with satisfied data demand to the total number of ground users
within the target area. It is clear that, increased coverage probability can be obtained
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Figure 4.4: Optimized trajectory with IA-CIT, T =100 s, Etot = 1.5×104 J
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Figure 4.5: Speed of aerial BS corresponding to the trajectory shown in Fig. 4.4
by meeting the data demand of more ground users. For ease of presentation, the
proposed iterative algorithm with CIT and DIT are termed as IA-CIT and IA-DIT
respectively. Furthermore, the proposed robust technique which guarantees the
worst case performance and the one which maximizes the minimum excessive data
are namely WC and MEDM correspondingly.
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4.5.1 Proposed Iterative Algorithm and the Impact of Time and
Energy Constraints
In Fig. 4.4, we first illustrate the optimized trajectory obtained by the proposed IA-
CIT, assuming T =100 s and Etot = 1.5×104 J. It can be observed that the UAV tries
to move close to the associated users to reduce path loss and thus transmits more
data. Although the ground users have different data demand, the users which are
located closer to the initial trajectory have a better chance to be scheduled and asso-
ciated thanks to the better communication condition. UAV acceleration constraint
forbids the UAV to change its direction abruptly. This results in a smooth flight
trajectory as can be seen in the figure. For better understanding the UAV’s flying
status, Fig. 4.5 shows the time-varying UAV speed and the user association status
corresponding to the trajectory shown in Fig. 4.4. It can be seen that the UAV first
flies towards the served users with increased speed, then gradually reduces its speed
when it starts to have a good communication condition. Note that the fixed-wing
UAV can not stay stationary above the associated users and this explains why the
aerial BS always move with a positive speed. It can also be observed that not all the
time slots are allocated for the covered users. This verifies that the aerial BS tries to
allocate redundant time slots to users which can not be fully satisfied after meeting
the requirement of the covered users.
The number of covered users is limited by both the mission period T and
on-board energy resources Etot. Firstly, Fig. 4.6 illustrates the optimized trajec-
tories obtained by IA-CIT under different T with large enough on-board energy
Etot = 2.5× 104J. As can be seen in the figure, request of more ground users are
satisfied with a longer time period, since more time slots are allocated for transmit-
ting data. Ideally, it is expected that all the ground users can be covered when T is
large enough. However, increasing T not only increases the user access delay but
also increases the consumed energy. As T increases, each user needs to wait for a
longer time to be associated and more built-in energy is consumed. Therefore, in
real scenarios, the choice of T should consider both energy consumption and time-
delay tradeoff.
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On the contrary, Fig. 4.7 shows the optimized trajectories obtained by IA-CIT
with various built-in energy resources under a large enough time period T =120 s.
As expected, more users can be covered by increasing the total amount of on-board
energy. On one hand, as Etot increases, the aerial BS is able to move closer to the
users which have been satisfied to enjoy a better communication condition. In this
case, the covered users remain covered with a decreased association time and the
redundant time slots can be allocated for other users which have not been satisfied
yet. On the other hand, the aerial BS is able to move a longer distance to reach the
users which are far away from the initial trajectory with increased Etot.
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Figure 4.8: Coverage probability versus time period T with different techniques, Etot =
2.5×104J
4.5.2 Designed initial trajectory (DIT)
In this subsection, we evaluate the benefits of the proposed DIT. By assuming
enough on-board energy Etot = 2.5×104J, Fig. 4.8 compares the achieved coverage
probability for six different schemes, i.e., 1) CIT, which corresponds to a scheme
using circular trajectory centered at ct = [750,750]T with optimized scheduling and
association variables; 2) DIT, which uses a fixed designed trajectory and optimized
scheduling and association variables. Note that DIT actually represents the trajec-
tory generated after one iteration of Algorithm 4 and thus meets the velocity and
acceleration constraints; 3) IA-CIT; 4)IA-DIT; 5) Static UAV with TDMA, where
the aerial BS is placed at a fixed location above ct with altitude equals 100 me-
ters. In addition, the static aerial BS communicates with ground users by TDMA
scheme, which is the same as the case of moving aerial BS, so the scheduling and
association variables are optimized; 6) Static UAV with FDMA, where the same
static aerial BS as in 5) is utilized, but we change the access method to FDMA. In
other word, each user is associated for the entire T but with a reduced a bandwidth
Bi = BM = 1.25×105 Hz.
As regards the performance observed, we can first conclude that, a signifi-
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Figure 4.9: CDF of number of required iterations for IA-CIT and IA-DIT, Etot = 2.5×104J,
T =120 s
cantly increased coverage performance can be achieved by exploiting the mobility
of UAV due to the reduced communication distance, thus reduced path loss. Mov-
ing aerial BSs achieve at least 20% higher coverage probability than static aerial BS
using TDMA. Fig. 4.8 also shows that static aerial BS covers more users by ap-
plying FDMA. However, the technique still covers at least 25% less users than the
techniques exploiting the mobility of UAV except CIT when T =120 s. As expected,
DIT satisfies the data demand of more ground users than CIT, and the performance
gap between DIT and CIT becomes larger as T increases. This is because with a
longer mission period, DIT is able to move even closer to each of the users and en-
joys a better communication channel compared to CIT. Finally, it can be observed
that the use of DIT further increases the coverage probability of the proposed iter-
ative algorithm. It is worth mentioning that, IA-CIT can not cover 100 % ground
users even with large enough T . IA-DIT, on the other hand, is able to fill the per-
formance gap and cover all the ground users as long as longer enough T and large
enough Etot is given.
Fig. 4.9 verifies that the devised initial trajectory can speed up the conver-
gence. It can be seen that IA-CIT requires at most 15 iterations to converge while
IA-DIT is guaranteed to converge within 9 iterations. This is as expected since the
trajectory optimization forces the UAV to move closer to the associated users, and
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Figure 4.10: Average energy consumption for IA-CIT and IA-DIT, Etot = 2.5×104J
DIT provides a reduced distance with the covered users compared to CIT.
Fig. 4.10 further compares the average energy consumption for IA-CIT and
IA-DIT, with Etot = 2.5× 104J. It can be seen that more energy are consumed by
IA-DIT when we have a short time period. This is because with a small number of
time slots for association, IA-DIT requires the aerial BS to move faster and change
its directions more abruptly compared to IA-CIT. However, the energy consump-
tion of IA-CIT increases more drastically than IA-DIT as T increases. Specifically,
the average consumed energy of IA-CIT exceeds IA-DIT when T =80s, and IA-CIT
consumes approximately 3.5×103 more energy when T =120s.
4.5.3 ULI-robust techniques
In practice, it is difficult to estimate ULI accurately. Therefore, it is meaningful to
examine the coverage performance of the proposed IA-CIT and IA-DIT techniques
in the existence of inaccurate ULI. We assume Etot = 2.5× 104J and T =100 s,
and the corresponding results are shown in Fig. 4.11. It can be observed that the
performance of both IA-CIT and IA-DIT decreases significantly when introducing
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inaccurate ULI. For example, IA-DIT covers approximately 98% of total users with
accurate ULI. However, the coverage probability decreases by 25% when inaccu-
rate ULI is applied, as a result of more severe path loss than expected. Note that
the performance loss is greatly compensated with the proposed robust techniques
as shown in Figure. 4.11. WC technique guarantees the worst case performance
and thus increases the immunity to imperfect ULI. MEDM technique, on the other
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hand, provides excessive data to each of the covered users and achieves even better
coverage probability than WC. When DIT is used, the decreased coverage per-
formance in the existence of imperfect ULI is almost completely compensated by
applying MEDM.
Fig. 4.12 further shows the coverage performance of the proposed robust
techniques versus various on-board energy resources. First note that the achieved
coverage probability of IA-DIT increases as more on-board energy is available,
which is consistent with the result shown in Fig. 4.7. In the meanwhile, the cov-
erage performance decreases by more than 20 % after introducing imperfect ULI.
With increased on-board energy, the UAV is able to move closer to the worst case
user locations to reduce path loss, so WC technique is able to satisfy the data de-
mand of more ground users. Similarly, more performance loss can be compensated
by MEDM thanks to increased on-board energy, since more excessive data can be
provided to the satisfied users. Notably, with the change of Etot, an approximately
7% coverage performance gap remains between WC and MEDM.
4.6 Summary
In this chapter, we study the bottom lie aim of aerial BS application, where an aerial
BS is dispatched for satisfying the data demand of a maximum number of ground
users before exhausting its on-board energy. An iterative algorithm based on suc-
cessive convex optimization and alternating optimization techniques is proposed.
The iterative algorithm alternately optimizes the UAV trajectory and user schedul-
ing and association in each iteration. In order to speed up the convergence and
further improve the coverage performance, we devise an initial trajectory such that
all the ground users have a relatively fair chance to be scheduled and associated.
Moreover, the existence of imperfect ULI is considered and two different robust
techniques, one aiming at guaranteeing the worst case performance, the other maxi-
mizing the minimum excess data to the covered users are proposed correspondingly.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
For satisfying the incessantly increasing and highly diversified data demand, it is
envisioned that UAVs will become an indispensable part in the future communica-
tion systems. In this thesis, we focus on UAVs serving as aerial BSs to provide
wireless services to ground users from the sky.
We firstly summarized the main advantages and potential use cases of UAVs.
UAVs which are flexible and cost-effective have a wide range of applications in-
cluding assisting D2D networks, serving as enabler for mmWave techniques, col-
lecting and disseminating data in IoT networks, Relaying, enabling WPT in special
scenarios and most importantly, serving as aerial BSs to provide fast and reliable
communication services. After concluding the potential applications, we further
summarized the main research directions and challenges of UAV-based aerial BSs.
The efficient deployment of multiple static aerial BSs was considered. With
the proposed successive deployment method based on geometrical relaxation, we
enabled the simultaneous use of multiple aerial BSs while avoiding ICI. For reduc-
ing the computational complexity, we further proposed two simultaneous deploy-
ment methods with the help of K-means clustering. The simultaneous deployment
techniques are especially useful when ground users are distributed unevenly. While
SD-KM and SD-KMVR not only achieve better coverage performance but also save
power and costs, the SD-GR method finds its unique use when only a small number
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of aerial BSs is available. We found that there is a tradeoff between power efficiency
and immunity to inaccurate ULI. Increased robustness can be achieved with larger
coverage area, which however also incurs larger transmit power.
We then fully exploited the mobility of UAVs. By applying an efficient iterative
algorithm to optimize both the UAV trajectory and UAV-user scheduling and associ-
ation, we satisfied the data demand of a maximum number of ground users without
exhausting the limited on-board energy of a moving aerial BS. It was shown that the
aerial BS increases its flying speed when it has a large distance between the served
ground user, and slows down when it starts to have a good communication condition
with small path loss. Furthermore, by devising an initial trajectory which considers
the fairness, we speed up the convergence of the iterative algorithm and improve
the coverage performance. The existence of imperfect ULI was again considered.
It was shown that increased robustness can be achieved by either guaranteeing the
worst case performance or providing excess data bits to covered users.
5.2 Future Work
The proposed techniques in this thesis have motivated further investigations in some
research directions. Specifically, the following research lines are of interest to the
author for future work:
• Regarding both the deployment of static aerial BSs and the trajectory design
of moving aerial BSs, it will be interesting to investigate adaptive deployment
scheme, where the aerial BS adapts its location to serve moving users with
instantaneous traffic. Our work assumes that the user points are placed at fixed
locations, which is relevant in some specific scenarios, but also limits its use.
In practice, the location of users various with time. The dynamic movement of
UAVs can be captured by random waypoint (RWP) model. By applying such
model, each user randomly chooses a destination point in the area and moves
with constant speed on a straight line to this point. After waiting a random
pause time, the user chooses a new destination point and speed, and so on. In
addition, the data demand of users changes with time as well. In this case,
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the techniques proposed for the low-mobility and delay-tolerant ground users
cannot cater well to the real-time demands of mobile users. It is expected that,
compared to ground BSs, we may achieve a significant performance gain if
we adaptively change the location of aerial BSs, letting UAVs chase the users.
• As introduced in this thesis, most UAVs are powered by limited on-board
batteries, which greatly affect the performance and endurance of aerial BSs.
When on-board battery is used, we need to prepare few backup aerial BSs,
and the dispatched UAV should frequently fly back to the base for recharging.
Therefore, it is interesting to study solar-powered UAVs which enables sus-
tainable aerial BSs. In addition, with the use of solar-powered UAVs, we have
a surge of new challenges to overcome. For example, more solar power can
be harvested when UAV is deployed at a higher altitude. However, higher al-
titude also leads to increased AtG communication path loss. Therefore, there
is an intrinsic communication performance-endurance tradeoff to study.
• The third research line is the collective use of UAV and Radar system.
Equipped with Radar systems, aerial BSs can realize communication and
radar functions at the same time, which greatly reduces the cost. Addition-
ally, the shared use of hardware between transceivers and sensors reduced the
required payload of UAV, thus further increases the endurance of aerial BSs.
• The other research line may consider the joint use of multiple static aerial
BSs and moving aerial BSs. Note that the proposed SD-GR, SD-KM and
SD-KMVR techniques cannot guarantee a 100% coverage, leaving the users
located in the in-between areas uncovered. The data requirement of these
uncovered users might be satisfied by deploying the moving aerial BS which
operates at a separate frequency band. Alternatively, D2D connections, which
allow direct transmission between two nearby users, may also be studied in
future to accommodate the uncovered users. In such scenario, aerial BSs and
D2D connections are jointly leveraged to provide wireless service for more
users. In fact, instead of just maximizing the coverage probability, more inter-
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esting problems can be studied under such background. For instance, we may
want to maximize the system sum rate, where new problems arise. The user
association, for example, can be quite complex since we want to determine
whether a user is associated with either a particular aerial BS or a particular
UAV-served user, or should remain isolated to save wireless resource for other
users with better communication conditions.
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