Many character-level tasks can be framed as sequence-to-sequence transduction, where the target is a word from a natural language. We show that leveraging target language models derived from unannotated target corpora, combined with a precise alignment of the training data, yields state-of-the art results on cognate projection, inflection generation, and phoneme-to-grapheme conversion.
Introduction
Many natural language tasks, particularly those involving character-level operations, can be viewed as sequence-to-sequence transduction (Figure 1 ). Although these tasks are often addressed in isolation, they share a common objective -in each case, the output is a word in the target language.
The hypothesis that we investigate in this paper is that a single task-and language-independent system can achieve state-of-the-art results by leveraging unannotated target language corpora that contain thousands of valid target word types. We focus on low-data scenarios, which present a challenge to neural sequence-to-sequence models because sufficiently large parallel datasets are often difficult to obtain. To reinforce transduction models trained on modest-sized collections of source-target pairs, we leverage monolingual text corpora that are freely available for hundreds of languages.
Our approach is based on discriminative string transduction, where a learning algorithm assigns weights to features defined on aligned source and target pairs. At test time, an input sequence is converted into the highest-scoring output sequence. Advantages of discriminative transduction include an aptitude to derive effective models from small training sets, as wells as the capability to incorporate diverse sets of features. Specifically, we build upon DIRECTL+ (Jiampojamarn et al., 2010) , a string transduction tool which was originally designed for grapheme-to-phoneme conversion. We present a new system, DTLM, that combines discriminative transduction with character and word language models (LMs) derived from large unannotated corpora. Target language modeling is particularly important in low-data scenarios, where the limited transduction models often produce many ill-formed output candidates. We avoid the error propagation problem which is inherent in pipeline approaches by incorporating the LM feature sets directly into the transducer.
In addition, we bolster the quality of transduction by employing a novel alignment method, which we refer to as precision alignment. The idea is to allow null substrings (nulls) on the source side during the alignment of the training data, and then apply a separate aggregation algorithm to merge them nulls with adjacent non-empty substrings. This method yields precise many-to-many alignment links that lead to improved transduction accuracy.
The contributions of this paper include the following. (1) A novel method of incorporating strong target language models directly into discriminative transduction. (2) A novel approach to unsupervised alignment that is particularly beneficial in low-resource settings. (3) An extensive experimental comparison to previous models on multiple tasks and languages, which includes state-of-the-art results on inflection generation, cognate projection, and phonemeto-grapheme generation. (4) Publicly available implementation of the proposed methods. (5) Three new datasets for cognate projection.
Baseline methods
In this section, we describe the baseline methods, including the alignment of the training data, the feature sets of DirecTL+ (henceforth DTL), and reranking as a way of incorporating corpus statistics.
Alignment
Before a transduction model can be derived from the training data, the pairs of source and target strings need to be aligned, in order to identify atomic substring transformations. The unsupervised M2M aligner (Jiampojamarn et al., 2007) employs the Expectation-Maximization (EM) algorithm with the objective of maximizing the joint likelihood of its aligned source and target pairs. The alignment involves every source and target character. The pairs of aligned substrings may contain multiple characters on both the source and target sides, yielding many-to-many (M-M) alignment links.
DTL excludes insertions from its set of edit operations because they greatly increase the complexity of the generation process, to the point of making it computationally intractable (Barton, 1986) . Therefore, the M2M aligner is forced to avoid nulls on the source side by incorporating them into many-to-many links during the alignment of the training data. Although many-tomany alignment models are more flexible than 1-1 models, they also generally require larger parallel datasets to produce correct alignments. In lowdata scenarios, especially when the target strings tend to be longer than the source strings, this approach often yields sub-optimal alignments (e.g., the leftmost alignment in Figure 2 ). w ɔ k ə z w ɔ _ k _ ə z w ɔ k ə z w a l k e r s w a l k e r s w a l k e r s Figure 2 : Examples of different alignments in phoneme-to-letter conversion. The underscore denotes a null substring.
Features
DTL is a feature-rich, discriminative character transducer, which searches for a model-optimal sequence of character transformation operations for its input. The core of the engine is a dynamic programming algorithm capable of transducing many consecutive characters in a single operation, also known as a semi-Markov model. Using a structured version of the MIRA algorithm (McDonald et al., 2005) , the training process assigns weights to each feature, in order to achieve maximum separation of the gold-standard output from all others in the search space. DTL uses a number of feature templates to assess the quality of an operation: source context, target -gram, and joint -gram features. Context features conjoin the rule with indicators for all source character -grams within a fixed window of where the rule is being applied. Target n-grams provide indicators on target character sequences, describing the shape of the target as it is being produced, and may also be conjoined with the source context features. Joint -grams build indicators on rule sequences, combining source and target context, and memorizing frequently-used rule patterns. An additional copy feature generalizes the identity function from source to target, which is useful if there is an overlap between the input and output symbol sets.
Reranking
The target language modeling of DTL is limited to a set of binary -gram features, which are based exclusively on the target sequences from the parallel training data. This shortcoming can be remedied by taking advantage of large unannotated corpora that contain thousands of examples of valid target words. Nicolai et al. (2015) propose to leverage corpus statistics by reranking the -best list of candidates generated by the transducer. They report consistent modest gains by applying an SVM-based reranker, with features including a word unigram corpus presence indicator, a normalized character language model score, and the rank and normalized confidence score generated by DTL. However, such a pipeline approach suffers from error propagation, and is unable to produce output forms that are not already present in the -best list. In addition, training a reranker requires a held-out set that substantially reduces the amount of training data in low-data scenarios.
Methods
In this section, we describe our novel extensions: precision alignment, character-level target language modeling, and corpus frequency. We make the new implementation publicly available. 1
Precision Alignment
We propose a novel alignment method that produces accurate many-to-many alignments in two stages. The first step consists of a standard 1-1 alignment, with nulls allowed on either side of the parallel training data. The second step removes the undesirable nulls on the source side by merging the corresponding 0-1 links with adjacent 1-1 links. This alignment approach is superior to the one described in Section 2.1, especially in lowdata scenarios when there is not enough evidence for many-to-many links. 2 Our precision alignment is essentially a 1-1 alignment with 1-M links added when necessary. In a low-resource setting, an aligner is often unable to distinguish valid M-M links from spurious ones, as both types will have minimal support in the training data. On the other hand, good 1-1 links are much more likely to have been observed. By limiting our first pass to 1-1 links, we ensure that only good 1-1 links are posited; otherwise, an insertion is predicted instead. On the second pass, the aligner only needs to choose between a small number of alternatives for merging the insertions, increasing the likelihood of a good alignment, and, subsequently, correct transduction.
Consider the example in Figure 2 where 5 source phonemes need to be aligned to 7 target letters. The baseline approach incorrectly links the if > 0 and > 0 then 18:
Figure 3: The forward step of M2M, modified to merge insertions to adjacent characters.
letter 'a' with the phoneme /w/ (the leftmost alignment in the diagram). Our first-pass 1-1 alignment (in the middle), correctly matches /O/ to 'a', while 'l' is treated as an insertion. On the second pass, our algorithm merges the null with the preceding 1-1 link. By contrast, the second insertion, which involves /@/, is merged with the substitution that follows it (the rightmost alignment). Figure 3 demonstrates how we modify the forward step to merge insertions with adjacent substituions; similar modifications are made for the backward step, expectation, and decoder. The input consists of a source string x of length , and a target string y of length . Both x and y may contain underscores, which represent nulls from the first alignment pass. The score represents the sum of the likelihoods of all paths that have been traversed through source character and target character . In a 1-1 alignment, all scores accumulate along the diagonal, while in a many-tomany alignment, other cells of the matrix may be filled. Our precision alignment is a compromise between these two methods: we consider adjacent characters, but force the score to accumulate on the diagonal. By allowing insertions and deletions in the first pass, we force x and y to be of equal length. We then perform a 1-1 alignment, expanding the alignment size only when the source character is a null.
We supplement the forward algorithm of M2M with two counters: PI is the number of adjacent insertions immediately to the left of the current character, while CI is the number of insertions that have been encountered since the last substitution. The loop at line 18 executes the score accumulation, where is the likelihood of a specific sequence alignment, effectively merging insertions with adjacent substitutions. An extended example that illustrates the operation of the algorithm is included in the Appendix.
Character-level language model
In order to incorporate a stronger character language model into DTL, we propose an additional set of features that directly reflect the probability of the generated subsequences. We train a character-level language model on a list of types extracted from a raw corpus in the target language, applying Witten-Bell smoothing and backoff for unseen -grams. During the generation process, the transducer incrementally constructs target sequences character-by-character. The normalized log-likelihood score of the current output sequence is computed according to the character language model.
For consistency with other sets of features, we convert these real-valued scores into binary indicators by means of binning. Development experiments led to the creation of bins that represent a normal distribution around the mean likelihood of words. Features fire in a cumulative manner, and a final feature fires only if no bin threshold is met. For example, if a sequence has a log-likelihood of -0.85, the feature for -0.9 fires, as does the one for -0.975, and -1.05, etc.
Corpus frequency counts
We also extend DTL with a feature set that can be described as a unigram word-level language model. The objective is to bias the model towards generating output sequences that correspond to words observed in a large corpus. Since an output sequence can only be matched against a word list after the generation process is complete, we propose to estimate the final frequency count for each prefix considered during the generation process. Following Cherry and Suzuki (2009) we use a prefix trie to store partial words for reference in the generation phase. We modify their solution by also storing the count of each prefix, calculated as the sum of all of the words in which the prefix occurs.
As count of the generated sequence surpasses the bin threshold, in a cumulative manner. We found that the quality of the target unigram set can be greatly improved by languagebased corpus pruning. Although unannotated corpora are more readily available than parallel ones, they are often noisier. Specifically, crowd-sourced corpora such as Wikipedia contain many English words that can unduly influence our unigram features. In order to mitigate this problem, we preprocess our corpora by removing all word unigrams that have a higher probability in an English corpus than in a target-language corpus.
Consider an example of how our new features benefit a transduction model, shown in Figure 4 . Note that although we portray the extensions as part of a pipeline, their scores are incorporated jointly with DTL's other features. The toplist produced by the baseline DTL for the input phoneme sequence /pI@s/ fails to include the correct output pierce. However, after the new language model features are added, the correct form makes its way to the top predictions. The new features combine with the original features of DTL, so that the high unigram count of piece is not sufficient to make it the top prediction on the right side of the diagram. Only when both sets of new features are incorporated does the system manage to produce the correct form, as seen at the bottom of the diagram.
Experiments
In this section, we present the results of our experiments on four different character-level sequenceto-sequence tasks: transliteration, inflection generation, cognate projection, and phoneme-tographeme conversion (P2G). In order to demonstrate the generality of our approach, the experiments involve multiple systems and datasets, in both low-data and high-data scenarios.
Where low-data resources do not already exist, we simulate a low-data environment by sampling an existing larger training set. Low-data training sets consist of 100 training examples, 1000 development examples, and 1000 held-out examples, except for cognate projection, where we limit the development set to 100 training examples, and the held-out set to the remaining examples. An output is considered correct if it exactly matches any of the targets in the reference data.
Systems
We evaluate DTLM, our new system, against two strong baselines and two competitive tools. Parameter tuning was performed on the same development sets for all systems.
We compare against two baselines. The first is the standard DTL, as described in Section 2.2. The second follows the methodology of Nicolai et al. (2015) , augmenting DTL with a reranker (DTL+RR), as described in Section 2.3. Both baselines use the default 2-2 alignment with deletions produced by the M2M aligner. We train the reranker using 10-fold cross validation on the training set, using the reranking method of Joachims (2002) . Due to the complexity of its setup on large datasets, we omit DTL+RR in such scenarios. Except where noted otherwise, we train 4-gram character language models using the CMU toolkit 3 with Witten-Bell smoothing on the UniMorph corpora of inflected word forms. 4 Word counts are determined from the first one million lines of the corresponding Wikipedia dumps.
We also compare against Sequitur (SEQ), a generative string transduction tool based on joint source and target -grams (Bisani and Ney, 2008) , and a character-level neural model (RNN). The neural model uses the encoder-decoder architecture typically used for NMT (Sutskever et al., 2014) . The encoder is a bi-directional RNN applied to randomly initialized character embeddings; we employ a soft-attention mechanism to learn an aligner within the model. The RNN is trained for a fixed random seed using the Adam optimizer, embeddings of 128 dimensions, and hidden units of size 256. We use a beam of size 10 to generate the final predictions. We experimented with the alternative neural approach of Makarov et al. (2017) , but found that it only outperforms our RNN when the source and target sides are largely composed of the same set of symbols; therefore, we only use it for inflection generation.
Transliteration
Transliteration is the task of converting a word from a source to a target script on the basis of the word's pronunciation.
Our low-resource data consists of three backtransliteration pairs from the 2018 NEWS Shared Task: Hebrew to English (HeEn), Thai to English (ThEn), and Persian to English (PeEn). These languages were chosen because they represent back-transliteration into English. Since the original forms were originally English, they are much more likely to appear in an English corpus than if the words originated in the source language. We report the results on the task's 1000-instance development sets.
Since transliteration is mostly used for named entities, our language model and unigram counts are obtained from a corpus of named entities. We query DBPedia 5 for a list of proper names, discarding names that contain non-English characters. The resulting list of 1M names is used to train the character language model and inform the word unigram features.
The results in Table 1 show that our proposed extensions have a dramatic impact on lowresource transliteration. In particular, the seamless incorporation of the target language model not only simplifies the model but also greatly improves the results with respect to the reranking approach. On the other hand, the RNN struggles to learn an adequate model with only 100 training examples. Table 2 : Word-level accuracy on transliteration (in %) with complete training sets.
We also evaluate a larger-data scenario. Using the same three languages, we replace the 100 instance training sets with the official training sets from the 2018 shared task, which contain 9,447, 27,273, and 15,677 examples for HeEn, TnEn, and PeEn, respectively. The language model and frequency lists are the same as for the low-resource experiments. Table 2 shows that DTLM outperforms the other systems by a large margin thanks to its ability to leverage a target word list. Additional results are reported by Najafi et al. (2018b) .
Inflection generation
Inflection generation is the task of producing an inflected word-form, given a citation form and a set of morphological features. For example, given the Spanish infinitive liberar, with the tag V;IND;FUT;2;SG, the word-form liberarás should be produced.
In recent years, inflection generation has attracted much interest (Dreyer and Eisner, 2011; Durrett and DeNero, 2013; Nicolai et al., 2015; Ahlberg et al., 2015) . Aharoni and Goldberg (2017) propose an RNN augmented with hard attention and explicit alignments for inflection, but have difficulty consistently improving upon the results of DTL, even on larger datasets. Furthermore, their system cannot be applied to tasks where the source and target are different languages, due to shared embeddings between the encoder and decoder. Ruzsics and Samardzic (2017) (Cotterell et al., 2017) . We use the datasets from the low-resource setting of the inflection generation sub-task, in which the training sets are composed of 100 source lemmas with inflection tags and the corresponding inflected forms. We supplement the training data with 100 synthetic "copy" instances that simply transform the target string into itself. This modification, which is known to help in transduction tasks where the source and target are nearly identical, is used for the inflection generation experiments only. Along with the training sets from the shared task, we also use the task's development and test sets, each consisting of 1000 instances.
Since Sequitur is ill-suited for this type of transduction, we instead train a model using the method of the CLUZH team (Makarov et al., 2017) , a state-of-the-art neural system that was the winner of the 2017 shared task. Their primary submission in the shared task was an ensemble of 20 individual systems. For our experiments, we selected their best individual system, as reported in their system paper. For each language, we train models with 3 separate seeds, and select the model that achieves the highest accuracy on the development set. Table 3 shows that DTLM improves upon CLUZH by a significant margin. The Appendix contains the detailed results for individual languages. DTLM outperforms CLUZH on 46 of the 52 languages. Even for languages with large morphological inventories, such as Basque and Polish, with the sparse corpora that such inventories supply, we see notable gains over DTL. We also see large gains for languages such as Northern Sami and Navajo that have relatively small Wikipedias (fewer than 10,000 articles).
DTLM was also evaluated as a non-standard submission in the low-data track of the 2018 Shared Task on Universal Morphological Inflection (Cotterell et al., 2018) . The results reported by Najafi et al. (2018a) confirm that DTLM substantially outperforms DTL on average. Furthermore, a linear combination of DTLM and a neural system achieved the highest accuracy among all submissions on 34 out of 103 tested languages.
Cognate projection
Cognate projection, also referred to as cognate production, is the task of predicting the spelling of a hypothetical cognate in another language. For example, given the English word difficulty, the Spanish word dificultad should be produced. Previously proposed cognate projection systems have been based on SVM taggers (Mulloni, 2007) , character-level SMT models (Beinborn et al., 2013) , and sequence labeling combined with a maximum-entropy reranker (Ciobanu, 2016) .
In this section, we evaluate DTLM in both lowand high-resource settings. Our low-resource data consists of three diverse language pairs. The first set corresponds to a mother-daughter historical relationship between reconstructed Vulgar Latin and Italian (VL-IT) and contains 601 word pairs manually compiled from the textbook of Boyd-Bowman (1980) . English and German (EN-DE), close siblings from the Germanic family, are represented by 1013 pairs extracted from Wiktionary. From the same source, we also obtain 438 Slavic word pairs from Russian and Polish (RU-PL), which are written in different scripts (Cyrillic vs. Latin). We make the new datasets publicly available. 6 The results are shown in Table 4 . Of the systems that have no recourse to corpus statistics, the RNN appears crippled by the small training size, while SEQ is competitive with DTL, especially on the difficult EN-DE dataset. On the other hand, the other two systems obtain substantial improvements over DTL, but the gains obtained by DTLM are 2-3 times greater than those obtained by DTL+RR. This demonstrates the advantage of incorporating the language model features directly 6 http://github.com/GarrettNicolai/CognateData into the training phase over simple reranking. Our high-resource data comes from a previous study of Beinborn et al. (2013) . The datasets were created by applying romanization scripts and string similarity filters to translation pairs extracted from Bing. We find that the datasets are noisy, consisting mostly of lexical loans from Latin, Greek, and English, and include many compound words that share only a single morpheme (i.e., informatics and informationswissenschaft). In order to alleviate the noise, we found it beneficial to disregard all training pairs that could not be aligned by M2M under the default 2-2 link setting.
Another problem in the data is the overlap between the training and test sets, which ranges from 40% in EN-ES to 94% in EN-EL. Since we believe it would be inappropriate to report results on contaminated sets, we decided to ignore all test instances that occur in the training data. (Unfortunately, this makes some of the test sets too small for a meaningful evaluation.) The resulting dataset sizes are included in the Appendix. Along with the datasets, Beinborn et al. (2013) provide the predictions made by their system. We re-calculate the accuracy of their predictions (BZG-13), discarding any forms that were present in the training set, and compare against DTL and DTLM, as well as the RNN. Table 5 shows striking gains. While DTL and the RNN generally improve upon BZG-13, DTLM vastly outstrips either alternative. On EN-RU, DTLM correctly produces nearly half of potential cognates, 3 times more than any of the other systems. We conclude that our results constitute a new state of the art for cognate projection.
Phoneme-to-grapheme conversion
Phoneme-to-grapheme (P2G) conversion is the task of predicting the spelling of a word from a sequence of phonemes that represent its pronunciation (Rentzepopoulos and Kokkinakis, 1996) . For example, a P2G system should convert [t r ae n z d ah k sh ah n] into transduction. Unlike the opposite task of grapheme-to-phoneme (G2P) conversion, large target corpora are widely available.
To the best of our knowledge, the state of the art on P2G is the joint -gram approach of Bisani and Ney (2008) , who report improvements on the results of Galescu and Allen (2002) on the NetTalk and CMUDict datasets.
Our low-resource dataset consists of three languages: English (EN), Dutch (NL), and German (DE), extracted from the CELEX lexical database (Baayen et al., 1995) . Table 6 shows that our modifications yield substantial gains for all three languages, with consistent error reductions of 15-20% over the reranking approach. Despite only training on 100 words, the system is able to convert phonetic transcriptions into completely correct spellings for a large fraction of words, even in English, which is notorious for its idiosyncratic orthography. Once again, the RNN is hampered by the small training size.
We also evaluate DTLM in a large-data scenario. We attempt to replicate the P2G experiments reported by (Bisani and Ney, 2008) . The data comes from three lexicons on which we conduct 10-fold cross validation: English NetTalk (Sejnowski and Rosenberg, 1993) , French Brulex (Mousty and Radeau, 1990) , and English CMUDict (Weide, 2005) . These corpora contain 20,008, 24,726, and 113,438 words, respectively, in both orthographic and phonetic notations. We note that CMUDict differs from the other two lexicons in that it is much larger, and contains predominantly names, as well as alternative pronunciations. When the training data is that abundant, there is less to be gained from improving the alignment or the target language models, as they are already adequate in the baseline approach. Table 7 : Word-level accuracy (in %) on phoneme-tographeme conversion with large training sets.
iments are slightly lower than those reported in the original paper, which is attributable to differences in data splits, tuned hyper-parameters, and/or the presence of stress markers in the data. Sequitur still outperforms the baseline DTL, but DTLM substantially outperforms both Sequitur and the RNN on both the NetTalk and Brulex datasets, with smaller gains on the much larger CMUDict. We conclude that our results advance the state of the art on phoneme-to-grapheme conversion. Table 8 shows the results of disabling individual components in the low-resource setting of the P2G task. The top row reproduces the full DTLM system results reported in Table 6 . The remaining three show the results without the characterlevel LM, word unigram, and precision alignment, respectively. We observe that the accuracy substantially decreases in almost every case, which demonstrates the contribution of all three components. In a separate experiment on the English G2P dataset, we investigate the impact of the alignment quality by applying several different alignment approaches to the training sets. When M2M aligner uses unconstrained alignment, it favors long alignments that are too sparse to learn a transduction model, achieving less than 1% accuracy. Kubo et al. (2011) ing 27.5% accuracy, while constraining M2M to 2-2 improves further, to 34.9%. The accuracy increases to 39.6% when the precision alignment is employed. We conclude that in the lowresource setting, our proposed precision alignment is preferable to both MPALIGNER and the standard M2M alignment.
Ablation

Error Analysis
The following error examples from three different tasks demonstrate the advantages of incorporating the character-level LM, word frequency, and precision alignment, respectively. For the purpose of insightful analysis, we selected test instances for which DTLM produces markedly better output than DTL. In inflection generation, the second person plural form of knechten is correctly predicted as knechtetet, instead of knechttet. In this case, our character language model derived from a large text corpus rightly assigns very low probability to the unlikely 4-gram sequence chtt, which violates German phonotactic constraints.
In the phoneme-to-grapheme conversion task, [tIlEm@tri] is transduced to telemetry, instead of tilemetry. In English, a reduced vowel phoneme such as [I] may correspond to any vowel letter. In this example, DTLM is able to successfully leverage the occurrence of the correct word-form in a raw corpus.
In cognate projection, the actual cognate of Kenyan is kenianisch, rather than kenyisch. This prediction can be traced to the alignment of the adjectival suffix -an to -anisch in the training data. The match, which involves a target substring of considerable length, is achieved through a merger of multiple insertion operations.
The errors made by DTLM fall into a few different categories. Occasionally, DTLM produces an incorrect form that is more frequent in the corpus. For example, DTLM incorrectly guesses a subjunctive form of the verb versetzen to be the highfrequency versetzt, rather than the unseen versetzet. More important, the transducer is incapable of generalizing beyond source-target pairs seen in training. For example, consider the doubling of consonants in English orthography (e.g. betting). Unlike the RNN, DTLM incorrectly predicts the present participle of rug as *ruging, because there is no instance of the doubling of 'g' in the training data.
Conclusion
We have presented DTLM: a powerful languageand task-independent transduction system that can leverage raw target corpora. DTLM is particularly effective in low-resource settings, but is also successful when larger training sets are available. The results of our experiments on four varied transduction tasks show large gains over alternative approaches.
Inflection Generation
In Section 4.3, we run inflection generation on all 52 languages of the 2017 Shared Task on Morphological Reinflection (?). In the paper, we only present the average results, due to space constraints. The table below gives the individual results for each system and language for the low-data track. 
