INTRODUCTION
MULTIVARIATE methods have been used widely, though perhaps not always wisely, for investigating genetical variation for complex characters. Studies have been published in plant genetics (e.g. Tukey, 1951; Murty, Arunachalam and Jam, 1970) , in behaviour genetics (e.g. Bock and Vandenberg, 1968; Hegman and Defies, 1970; Royce, Carran and Howarth, 1970) and in animal genetics (Bailey, 1956) . Multivariate techniques have also been recognised as potentially effective in the definition of selection criteria in plant breeding (Rao, 1953; Whitehouse, 1969) though this effectiveness has still to be proved.
This study had several aims:
1. To provide a description of the genotypic and environmental covariation for Jt/icoiiana as an aid to the selection of characters for further study.
2. To summarise the genetical variation as simply as possible by deriving compound characters, and to estimate the number of genetical factors segregating in a cross between two lines.
To compare the information obtained from different multivariate
approaches to the analysis of genetical variation.
To illustrate techniques which facilitate the interpretation of such
studies, especially that of factor rotation. 5. To identify, if possible, groups of similar lines. 6. To determine whether the structure of environmental and genotypeenvironmental variation was related to the structure of genotypic variation.
Three main procedures have been adopted in the genetical study of multiple characters. There have been various attempts at factor analysis (e.g. Murty, Arunachalam and Jam, 1970) to identify traits of genotypic variation. Canonical analysis, or discriminant function analysis has been applied (Mather, 1949; Whitehouse, 1969; Ram and Panwar, 1970) and there have been studies to identify related phenotypes by clustering methods (e.g. Somayajulu, Joshi and Murty, 1970) .
Factor analysis and canonical analysis are discussed in many texts (e.g. Seal, 1964; Morrison, 1967) and Gower (1967) introduces some techniques of cluster analysis.
The difficulties which are encountered when multivariate methods are applied to genetical problems may be summarised as statistical, interpretational or genetical difficulties. Many of the studies reported hitherto have failed to avoid criticism on at least one of these criteria. Whilst this is tolerable when applications for new procedures are being developed, it cannot remain a permanent deficiency of multivariate studies in genetics.
Attempts to apply factor analysis to genetical problems by consideration of genetical correlations derived from variance components have already been criticised on statistical grounds (e.g. Seal, 1964 ) and many of the methods employed for solving the factor model are equally inadequate since they are approximations which do not lead to statistically testable conclusions (Kendall, 1957) . The centroid method (e.g. Thurstone, 1947 ) is one such procedure which has assumed a widespread role in behavioural studies and has been adopted in some genetical analyses (Murty, Arunachalam and Jam, 1970) . Most algorithms for solving the factor model require a tedious iterative procedure and a principal components solution has often been adopted as an approximation to factor analysis (e.g. Bailey, 1956 ). This assumes, in effect, that all the variance of every variable can be assigned to common factors. This hypothesis should be tested if possible and is likely to be disproved when the correlations between the variables are not large.
The statistical difficulties encountered when analysing matrices of genetical correlations can be avoided by considering the matrix of correlations between line means or the between-line covariance matrix. In this case statistical difficulties are exchanged for interpretational ones, on account of the possible bias due to environmental components of covariation. Large families are needed if the analysis and its interpretation are to be reliable.
The problem of estimating the factor loadings was solved, in principle at least, by Lawley (1940) who derived the equations for the maximumlikelihood estimates of the loadings. Recent developments (Joreskog, 1967; Clarke, 1970) have made the maximum-likelihood solution more readily attainable, and the precise procedure is discussed in relation to the analysis of covariation for Papaver dubium by Gale and Eaves (1972) .
The location of reference axes obtained by any factor-algorithm is arbitrary and interpretation is regularly clarified by rotation (e.g. Thurstone, 1947) . Various criteria have been proposed for analytical rotation to avoid rotation to purely subjective criteria. Thurstone (1947) described the principle of simple structure as a basis for factor rotation and many writers have suggested numerical criteria and computational methods for obtaining the best possible approximation to simple structure for a particular set of common factors. Kaiser (1958) offered the Varimax criterion which requires that the total within-factor variance of the factor loadings be maximised. Thurstone recognised that simple structure might be obtained more clearly by relaxing the restraint that factors should be orthogonal. Hendrickson and White (1968) suggested the Promax method for oblique rotation which transforms the matrix of factor loadings to a least-squares fit with a derived matrix having a pattern which represents the criteria of simple structure. Few genetical studies, apart from behavioural studies, have employed factor rotation, but the arbitrariness of raw factors and their sensitivity to small changes in the correlation matrix make rotation a feature of factorial studies which is virtually essential. Apart from assisting the interpretation of individual studies, rotation to simple structure may give a better basis for comparisons between studies (Cattell, 1952) than consideration of arbitrary unrotated factors. Many genetical studies have been based on material of uncertain genetical history (e.g. Murty, Arunachalam and Jam, 1970) , or on a small sample of inbred lines (e.g. Royce, Carran and Howarth, 1970) . In the former case the possibilities for a more detailed genetical analysis are limited and it is difficult to specify the kinds of gene action responsible for the observed covariance structure. In the latter case there can be little confidence that genetical associations between variables reflect anything more than chance associations of genes. There is thus a need to draw together the most powerful statistical, interpretational and genetical devices into a multivariate study which can provide a basis for future studies. This has been attempted for data from a series of 82 inbred lines derived from the cross of varieties 1 and 5 in .Mcotiana rustica.
MATERIAL AND METHODS
The biometrical genetical study of the generations derived from the cross 1 x 5 was started by Mather and Vines (1952) . Jinks and Perkins (l970a, b) summarise the earlier studies of this cross and further studies have been reported by Jinks (1970, 1971) . The 82 inbred lines are the product of a selfing programme initiated by Perkins and Jinks in 1968 . One hundred F2 plants were taken at random and selfed for six generations, two These were included as additional variables with the line means to give the 30 x 30 correlation matrix C. This matrix is not tabulated because of its size. The between-line covariance and correlation matrices formed the basis of the analysis of the genotypic covariation, the within-line correlation matrix was used to indicate the structure of micro-environmental variation, and the matrix C was analysed to reveal the structure of certain genotypeenvironmental interactions.
(a) Genetical analysis (i) Factor analysis The structure of genotypic variation was examined first by a factor analysis of the between-line correlation matrix. The maximum-likelihood procedure was adopted and the algorithm given by Clarke (1970) was used to secure rapid convergence. The solution required that some specific variances took negative values. Such a solution was termed "improper" byJoreskog (1967) . That more "improper "solutions have not been found reflects the long-standing failure to solve accurately the equations of the maximum-likelihood method. Joreskog suggested (1967) that the specific variances for the offending variables be set at zero and the maximumlikelihood solution obtained subject to this restriction. This is the procedure which has been adopted here. The extraction of factors was concluded when the chi-square test of goodness of fit (Bartlett, 1954) was reduced to a nonsignificant value. The correlation matrix was subjected to factor analysis rather than the covariance matrix since it was felt that differences between the raw variances for the different variables can have little biological significance. The number of plants per family is quite large so the between-line variances and covariances will reflect primarily genetic variation.
The raw factors were rotated to simple structure using Varimax to provide an orthogonal solution and Promax for an oblique solution. Secondorder factors (Thurstone, 1947) were extracted from the oblique factors to provide an integrated summary of the structure of the genotypic variation. The standard errors of the specific variances were calculated to provide tests of significance of specific genetical variation (Clarke, 1970) . 14-! A canonical analysis was accordingly conducted for these data and the narrow heritabilities calculated for each of the canonical variates. If A is the between-lines variance for the ith variate, that is, the ith root of BW-1, the between-line component of variance is (A -1), since the within-line variance is scaled to unity, where n is the number of plants per family. The narrow heritability is thus ht = a/(o+ I) and provides a guide to the likely rate of response if the discriminant functions were used as a basis for selection (Mather and Jinks, 1971) .
The discriminant functions were used to transform the original line means to provide mean scores for each line on the canonical variates. The extreme lines on some of the major variates were used to characterise the dimensions of genotypic variation. Since the average within-line variance, 2,is unity, the sum of squares for a comparison between any two lines is a chi-square for 1 d.f. and provides a test of the reliability with which lines can be discriminated by a particular variate.
To elucidate the relationship between the canonical variates and the factors, the transformed means were correlated with the original variables to provide the "loadings" of the original variables on the canonical variates. These were rotated in the same way as the genotypic factors. Second-order factors were extracted as before and were compared with the second-order genotypic factors.
(iii) Effective factors and grouping of lines
There has been some speculation in the psychological literature about the relationship between factors and genetical determinants (e.g. Royce, 1957; Thompson, 1966) . The availability of so many inbred lines provides an opportunity to estimate the number of effective factors for which the parental lines differ with respect to genotypic factors and thus to obtain the first concrete evidence on the issue. If the additive effects are equal at all loci and the two most extreme lines are represented in this experiment, the number of effective factors, /c, for which the parental lines differ is estimated by = D where L1 and L2 are the means of the highest and lowest lines respectively, and O is the estimate of the additive genetical component, that is â in this case, assuming no non-allelic interaction. The value of k will be an underestimate of/c if either of the two extremes is not represented or the additive effects of the genes are unequal (Mather and Junks, 1971) .
When we consider the number of effective factors determining variation for correlated characters, two possibilities arise which may be of value.
Either we may estimate the number of effective factors shared by pairs of variables or we may estimate the number of effective factors for particular combinations of characters, for example combinations decided on the basis of canonical analysis. There should be some consistency between the results of the two methods. The number of effective factors common to two variables, designated i and j, may be estimated by
where r5 is the genotypic correlation between variables i andj, and A and k55 are the numbers of effective factors for each of the same two variables estimated as described above. This is a minimal estimate based on the effective factors having equal and additive effects in both characters apart from differences of scales.
If we write K for the matrix of common effective factors, B the betweenline covariance matrix, k the diagonal matrix of k's for the original variables, and d the diagonal matrix formed by the raw variances of the original matrix, then K = Thebetween-lines covariance matrix is thus rescaled. Each variance and covariance is now represented as a multiple of the contribution of a single effective factor to the variance of the variables concerned. The magnitudes of these contributions are the elements of the diagonal matrix dk' corresponding to particular variables.
The number of effective factors for each main canonical variate can be estimated by the usual procedure already described. L1 and L2 are the two most extreme transformed means on the variate under consideration, and D = -( -1). With any finite sample of lines the probability of obtaining both extremes decreases as the number of effective factors increases. If the extremes are not represented k will be too low. With a sample of 82 lines the extremes are quite likely to be represented, providing fewer than 6 effective factors are involved. Estimates of/c which are higher than this can be regarded as underestimates of the true value. Enough lines were grown in this experiment to permit the distinction between variation due to a few effective factors which might be identified individually from that due to genes too numerous to show clear individual effects.
The problem of considering the number of effective factors may be approached from a further viewpoint by attempting to identify groups of similar lines in the space defined by the canonical variates. If the same genes have equal and additive effects on a number of variables the single factor defined by those variables will generate scores which should fall into a number of groups which will be equal to Ic + 1 where Ic is the number of loci. In this case it is impossible to separate the effects of single genes. If, on the other hand, the genes affect different characters in different directions, or to different degrees, more than one dimension will be required to account for the covariation among the variables and the effects of particular genes might be identifiable if groups are sought in more than one dimension.
It is possible to group lines having similar mean vectors by considering the scores of the lines on the canonical variates. For any pair of lines the sum of squares between lines accumulated over n orthogonal variates provides an indication of the degree of separation of the two lines. When the variates have unit within-line variance, as in the case for the canonical variates, the between-line sum of squares is a chi-square for n d.f. With p lines the variation between lines may be partitioned into (p-1) orthogonal components each with n d.f. Some such sets of comparisons between lines provide groupings for which the within-group variation is small compared with that between groups. This conception forms the basis for grouping the lines.
The procedure adopted in this analysis merely provides a solution which is adequate for descriptive purposes. The method seeks the group which has the largest number of lines within a given criterion distance from the group centre and then identifies successively smaller groups until all the lines are assigned to groups or left isolated. The criterion adopted was the chi-square for n d.f. corresponding to a probability level of OOl. Such a criterion takes account of different numbers of dimensions by changing the value of n. The analysis only provides a hypothesis for subsequent independent experiments: it is not possible to use the result of such grouping to test the validity of the groups on the same body of data.
For each line in turn a list was prepared of those lines which were within the criterion distance. The largest group was taken as the first cluster of lines. The line nearest the centre of the group was found by selecting that line around which the sum of squared deviations of the other lines is smallest. If the group is large, the number of dimensions small, and the lines distributed uniformly throughout the group, then the line thus selected should be close to the centre of the group. When two groups of the same size overlap the lines falling within the intersection are assigned to the group having the nearest centre. The analysis was conducted for a number of canonical variates both singly and jointly.
(b) Environmental factors
The structure of the environmental variation was studied by factor analysis of the within-line correlation matrix. After rotation, the primary orthogonal factors were compared with the primary orthogonal factors of the genotypic variation. A coefficient of factor similarity was calculated to facilitate this comparison. WherefGj is the loading of the ith variable on a particular genotypic factor,fEt the loading of the same variable on the corresponding environmental factor, the coefficient, C1 fG1fE1//f1
The structure was summarised by the extraction of second-order factors after oblique rotation of the primary factors.
(c) Genotype-environment interaction Analysis of the C matrix of correlations between line means and standard errors provides some indication of the structure of G x E interaction. Genotypic variation in sensitivity to the environment is reflected in the variation from line to line of the within-line standard errors. G x E interaction which is independent of the mean scores of the lines will be indicated by the standard errors loading on different factors from the means. On the other hand, if G x E is determined by the genes which determine betweenline variations for the scores, both means and standard errors will load on the same factors (Eaves, 1972) . Factors with loadings for means and standard errors having the same sign indicate that a high mean is associated with high variability and low mean with low variability. If means and standard errors load with opposite sign, a high mean is associated with low variability and vice versa.
Since the C matrix is partly based on standard errors the assumptions of the factor model are certainly inappropriate so the maximum-likelihood procedure was not adopted. There could be no valid statistical criterion for deciding on the number of common factors. Instead Guttman's criterion was adopted (Guttman, 1954) and as many factors were extracted as corresponded to the eigenvalues of C greater than unity. After oblique rotation, second-order factors were extracted, the number again determined by Guttman's criterion. No attempt was made to estimate specific variances in the analysis of G x E interaction and the solution is based on rotation of the principal components of C.
RESULTS AND DISCUSSION
(a) Genetical analysis (i) Factor analysis Eight factors were extracted before an adequate fit was obtained (Xo) l462, P >0.05). This apparently provides little gain in simplicity.
Some of the factors are small and could reflect unbroken associations between genes affecting different variables. They might equally result from a few genes which do not show the same pattern of pleiotropic effects as those responsible for the greater part of the variation. The eight varimax factors are given in table 5, with the communalities and specific variances. To obtain a solution of the model seven specifics had to be set to zero. Where the specifics are not zero their standard errors are given, but it is not possible at this stage to give standard errors for the factor loadings (Clarke, 1970) . The eight factors account for 90 per cent, of the total standardised variance of the line means for the 15 variables, and for all the significant common variance. The largest loading on the smallest significant factor may be taken as a rough guide to the lower limit for a significant contribution to the common variation. Such is the loading of 014 for H2 on the eighth factor.
The first genotypic factor reflects genetical influences on the development of the plant to flowering-time. The alleles which are responsible for relatively late flowering tend to result in plants which are shorter at the beginning of the season. Thus FT has a loading of O61 on this factor whereas HO and Hl both have loadings of -092. The second factor is primarily concerned with the area of individual leaves with loadings of O84 on LL and 076 on MB. There is clearly some genetical variation for FT, HFT and FH which cannot be attributed to the developmental influences of genes affecting early growth because the third factor is substantially accounted for by these three variables with only small contribution from the earlier measures. Factor 4 is a second leaf-factor, relating more to "stalkiness " than area, since it comprises mainly variation in LL, LMB, and LP. Leaf number forms the basis of factor 5, though this character also has association with the first factor. Factor 6 is mainly composed of variation in H3 and may reflect the fundamental non-linearity of growth. The remaining two factors are required by the model but they account for very little and we propose no interpretation of the loadings. The orthogonal solution resolves FT and the successive heights into two factors, 1 and 3 above. The first is predominately developmental and may be explained as the long-term effect of genes which operate early in development, and the second is attributable to genes which are first operative around flowering-time and affect growth subsequent to flowering. The orthogonal model may be too restricting to account for the variation in growth and flowering. It will be shown presently that for purposes of clarity the two factors may be included in one second-order factor affecting rate and duration of development. The number of factors required for leaf characteristics might also be reduced since some of these are shown to contribute to an overall factor of leaf variation.
The communalities of the variables are generally very high which indicates that virtually all the variation for some of the measures is shared with one or more factors. All eight non-zero specifics, though small, are highly significant, although the standard errors are strictly only applicable to large samples. Specific variances might be due to departures from linearity in the relationship between variables, insipient factors not yet represented properly in the range of measurements, or, indeed, specific genetical influences on particular variables. Only two of the specifics are large, namely LP (/t = 0.30) and MB ( = 0.38).
An oblique rotation by Promax was conducted in an attempt to approximate simple structure more closely. When the restraint of orthogonality was removed the developmental factor and the flowering-time factor (factors 1 and 3) were identified as two correlated factors (r = 05 1) of early growth and flowering-time respectively. The three genotypic factors of leaf variation (2, 4 and 5) were changed little by oblique rotation, but 2 and 4 showed a correlation of 0.67 suggesting that a large proportion of the variation of leaf dimensions can be attributed to the pleiotropic effects of the same genes. Factor 5 was now highly specific for leaf number and virtually independent of 2 and 4, although having a correlation of -031 with factor 1 suggesting that the genes affecting growth also affect leaf number. In general, plants which flower early tend to have more leaves. The correlation matrix of the eight primary oblique factors was subjected to a components analysis to provide second-order factors. The first two second-order factors accounted for 68 per cent of the variance of the primaries. After varimax rotation to give simple structure for the loadings of the primary factors on the secondorder factors the loadings of the original variables on the second-order factors gave the factor pattern in table 6. This configuration might be approximated more directly by rotation of the two largest primary factors or even principal components (Eysenck and Eysenck, 1968) but this would mean constraining the factor space prematurely in two dimensions and losing the additional information about the relationship between the variables in all eight dimensions. The rotation of only two factors in this case would involve accepting a model which at the outset is known to be inadequate by statistical criteria.
The first second-order factor associates late flowering and comparative tallness at flowering-time and at the end of the season with relative shortness at the start of the season. Late flowering plants appear to start growing later, but continue far longer in development than plants which flower early. Provided all possible genotypes are represented and there are no important chance associations of genes, we may conclude that this factor might be due to the pleiotropic effects of genes which operate early in development yet determine variation for characteristics around flowering-time. Genetical variation which is expressed very early in development is having marked effects throughout the season.
The other factor is seen to be one of leaf development. Some of the variation for leaf length, breadth, plant diameter and petiole length is determined by the same genetical variation. This result can be expected when measurements are all made on a localised part of the plant.
Thus, although the factor model requires eight primary factors to account for the significant common genetical variation the best solution requires that these be oblique. The whole system of primaries can be referred to two second-order axes. This procedure means that it is possible to describe the observed variation with as much generality as possible without losing sight of the primary structure, as reflected in the original factors and specifics.
(ii) Canonical analysis
The latent roots of BW-1 are given in table 7 with the chi-square test of the individual components of variance (Hope, 1968) . Even the smallest of these is statistically significant leading to the conclusion that there is clear distinction between the lines in all 15 dimensions of variation. This is consistent with the finding of the factor analysis that eight of the variables showed significant specific variation and eight common factors were required to account for the common variance. The smaller canonical variates might well reflect significant genetical variation which is specific to particular variables on the factor model. The narrow heritabilities of the canonical variates are also given in table 7. The first eight canonical variates have heritabilities which are clearly larger than some of the original variables and The coefficients required to transform the original scores to canonical variate scores for the first eight variates are given in table 8. The raw means were transformed and extreme lines on the canonical variates were considered to characterise the variates. Table 9 gives the raw means for some typical lines. 16-55 -15'59 -6-15 -7-17 -13-91 -12-42 -9-98 -8-27 -12-37 -15-07 2 -10-88 -9-52 -12-78 -9-80 -12-12 -6-86 -7-22 -11-01 -8-55 -10 • 20 88 where h is the raw height, K is HO, a is a growth constant, and t is the time from HO, then for the first canonical variate, discrimination between the lines is based on K and flowering-time, since a must be approximately the same to give parallel graphs. Lines differentiated on this axis thus have similar growth rates between HO and FT, but in the high-scoring lines FT occurs earlier, and the plants are taller at HO than in the low-scoring lines.
The graphs for lines 2 and 44, on the other hand, intersect before flowering-time. In this case the extreme lines are differentiated once more by flowering-time, and HO, although FT may not play a major role in this dimension. It is now the low-scoring line which is taller when the height is first measured but which flowers later, in contrast to the high-scoring line which is shorter at first but flowers earlier. The lines differ again in the value of K, but differences in the growth parameter, a, permit the shorter plants to develop more rapidly. The two-factor structure of variation for growth revealed both here and in the primary factor analysis may be explained if it is assumed that a certain height threshold has to be reached before flowering can occur, and that in different situations the species may be confronted with different combinations of conditions early in development and at flowering-time.
The possession of a genetical system which can readily achieve early or late flowering whilst being short or tall early in the season may reflect the fact that the species has been exposed to a variety of early and late environments in its natural situation. An annual volunteer habit of J.ficotiana rustica in the wild (Goodspeed, 1954 ) is consistent with this interpretation. An integrated system, in which variation in early height was inseparably associated with variation in flowering-time may reflect a consistent association between early and late environments. The second-order factor structure, which links tallness at the start of the season with early flowering suggests that, for the lines in this study, both growth rate and early height form a relatively integrated system related to variation in flowering-time but the presence of two primary factors suggests that this association can be readily broken by recombination.
Lines 17 and 48 are the most extreme lines on the first canonical variate, having scores of -16.56 and -6'l5. A difference of only O'62 between the means is significant at the 5 per cent. level so these extremes are highly distinct (x) 1083.68). When these lines were grown in the subsequent year the differences between them were obvious to a casual observer.
Line 48 is also the high extreme of the second canonical variate, but line 2 is the next most extreme, and is intermediate on the first variate. Line 40
represents the low extreme, and the difference is again marked (X1)
344.57). The genetical variation accounts for 65 per cent, of the total variation of this variate. The third variate is represented at the extremes by lines 18 and 78 which are differentiated mainly by leaf measurements, notably D2, although H3 makes a consistent contribution to discrimination in this dimension. Lowscoring lines tend to have smaller leaves and are somewhat shorter later in the season, but there is no discrimination on the basis of flowering-time.
The two extremes of the fourth variate are typified by lines 11 and 70, although there is also some discrimination between these particular lines on the first dimension, which is seen in the earlier flowering of line 11 compared with line 70, leaf characteristics again form the basis of discrimination on this variate. The leaves of line 70 are shorter, narrower, and rather fewer in number than those of line 11. As an approximation we can represent the area as the product of leaf length and breadth, the length being measured as the difference between total length and petiole length. To this approximation, the leaves of line 11 have an area two and a half times as great as those of line 70 at the time of measurement. If the number of leaves is also taken into account the total leaf area of the two lines may differ by a factor of 34 There is no overall association between leaf area and flowering-time, although there is apparently an association between large area and early flowering for the two particular inbred lines chosen to represent the extremes. As the relative contribution of the canonical variates to overall discrimination between lines becomes less it is much more difficult to characterise the extremes. Some impression of the basis for discrimination may, however, be obtained from considering the loadings of the original variables on the canonical variates, which are given in table 10. The smaller variates are seen to reflect further discrimination on the basis of leaf characteristics. The overall structure revealed by the second-order factors extracted from this table of loadings (table 6) are in general agreement with those obtained by rotation of the maximum-likelihood factors. The sole exception is the loading for D2, which is low on the first second-order factor of the canonical variates compared with the loading obtained by factor analysis.
A general conclusion from this part of the study is that factor analysis and canonical analysis lead to substantially similar conclusions with regard to an overall picture of genotypic covariation, but factor analysis provides an indication of the relative importance of specific effects, whereas canonical analysis facilitates the comparison of particular lines.
(iii) Effective factors and grouping of lines Table 11 gives the estimates of the numbers of effective factors involved for each variable individually and jointly, obtained as described above.
Inspection of the leading diagonal of the matrix in table 11 shows that about four to five effective factors are involved in flowering-time, final height, and height at flowering-time, six to eight in early heights and leaf number, and seven to ten for plant diameter and leaf measurements with the exception of LMB. Between two and four of the factors involved in the determination of early heights are also implicated in variation at and around flowering-time. About four effective factors could have common influences on all the leaf characters measured. The first row of this matrix provides a model of the way in which genes operating early in development influence are measuredvirtuallyall the genotypic differenceswhich influence floweringtime can be discerned. Some of the factors which are expressed early on do not contribute to later variation. Thus about three of the effective factors influencing HO are not involved in flowering although they do appear to influence early growth. Such a conclusion is consistent with the view that a separate mechanism is at least partly involved in the determination of early variation, and that flowering and early growth do not form a system which is integrated in any permanent way in J'uicotiana.
The values of k obtained for the first eight canonical variates are also tabulated and are largely consistent with the pattern of loadings in table 10 and the estimates obtained for the individual variables. The first variate, for example, gives a value for k of394 and loads mainly on measurements of height and flowering-time. The second reflects variation in height independently of flowering-time and yields k = 538 and is probably related to the genetic system affecting variation in growth rate and early development. For the fourth variate, k is 9.17 and the high loadings are mainly for leaf characteristics. Estimates of the number of effective factors for complex characters are likely to be more reliable than those for simple characters since the identification of the extreme lines is subject to less error than would be the case for single characters. The estimates obtained are also consistent with the interpretation of the canonical variates already offered, since they appear to reflect the number of effective factors thought to be in common for particular groups of variables. The values obtained for the numbers of effective factors suggest that sufficient loci are involved in the variation to make the identification of individual gene effects impracticable. Most conceivable circumstances lead to the number of effective factors being an underestimate of the number of loci (Mather and Jinks, 1971) . In particular, it is possible that linkages are only partly broken during selfing and that extreme lines may not be represented in the sample if the true number of genes is large. Even with as few as nine effective factors, which seem to be involved in differences in leaf measurements, it is unlikely that both the extremes are represented. All these values must, therefore, be treated as minimal estimates of the number of loci.
The results of grouping the lines in the space defined by the canonical variates is summarised for the projections of the mean vectors on to one, four and eight dimensions. In the first dimension the grouping of the lines s quite marked (table 12) and only three lines cannot be assigned to any group. Grouping of the lines in other single dimensions was less marked since the discrimination effected by the remaining variates, though significant, is not so striking. The groups which are reported, therefore, are to some extent arbitrary divisions of the space in which the distribution of the lines is virtually continuous.
As the number of dimensions is increased the tize of the groups is, naturally, reduced and the number of lines which cannot be assigned to any groups rises sharply. In four dimensions 52 lines are assigned to 18 groups, leaving 30 lines unassigned. When eight dimensions are considered, 63 lines cannot be placed in any group, whilst the remaining 19 lines are classified into 8 groups. Thus, by considering the eight discriminant functions based on the mean vectors of 15 measurements for 20 plants per line, it is possible to distinguish virtually every line individually. The number of identifiable genotypes is clearly large, although this does not necessarily suggest that the number of genes is large. Whilst the higherorder factors and some of the canonical variates may reflect the influences of independent sets of genes, some of the discrimination between lines on different variates might be attributed to the unequal contribution of individual genes to the variations of different measurements.
In the system under consideration there appear to be two main sets of genes, one involving four to six effective factors influencing growth and development, and the other involving about nine effective factors influencing leaf formation. The biometrical-genetical analysis, therefore, indicates that the two parental lines, which, it will be remembered had similar heights and flowering-times, differ at a minimum of 13-14 loci with effects on the 15 measurements considered here. In the space defined by the eight canonical variates there are 71 distinguishable genotypes. Even if all the differences can be attributed to the same loci having different patterns of influence on all the variables then at least 7 genes must be involved to enable 71 genotypes to be identified. This gives a logical minimum to the number of effective factors segregating from the original cross. That the number is greater than this is evident from the biometrical analysis which gives estimates of k> I for all the canonical variates and from the grouping of lines since there are clearly more than two groups in each of the main dimensions of genotypic variation.
The results of attempting to group the lines are consistent with the biometrical analysis in requiring a large number of effective factors to account for the observed variation. The most plausible synthesis requires two independent sets of genes which are represented by the two second-order factors of genotypic variation. Both these factors account for the correlated variation due to a number of genes with effects on growth and leaf formation which could be pleiotropic. Eight primary orthogonal factors were extracted from the environmental correlation matrix. These were inadequate as a model for the observed covariation (Xs) = l2&08, P>0.001) but the residual covariation was negligible on inspection and failure of the model may be attributed to the large sample size. Some of the factors seemed trivial after rotation. The eight Varimax factors are given in table 13 and should be compared with the genotypic factors in table 5. The similarity between the rotated genotypic and environmental factors is very clear and is confirmed by the large values for the indices of factor similarity for the first six factors. Since the factor pattern for the environmental primaries is so similar to that of the genotypic primaries it is unnecessary to provide an individual interpretation of the environmental factors. We must conclude from this similarity that the environmental variation distinguishes the factors that are determined by the genotypic variation. This implies that the micro-environmental influences affect the organism through the same physiological systems as genotypic differences. Cattell (1965) postulated "environmental-mold traits" of behaviour which would reflect the structuring of environmental influences independently of the genotype. There is some evidence for this phenomenon in relation to extraversion (Eaves, 1970) , but the present study suggests that the structure of environmental influences is in some cases a clear reflection of the structure of genetical covariation. It should be recognised from the procedural point of view that the comparison of structure would have been less convincing without the refinement of rotation to simple structure. The eight orthogonal primaries were further rotated to oblique simple structure. Two second-order factors extracted which are given in table 6 and should be compared with the second-order factors of genotypic covariation. At this level there is a substantial general factor of environmental variation with high loadings on every variable except flowering-time. This is in contrast to the second-order structure of genotypic variation where leaf and height variation are virtually independent. The other second-order factor reflects the environmental influences on development until flowering, and is parallel to the structure found for genetical variation. The orthogonal approximation to simple structure at the primary level shows that the same factors may be identified in the genetical and environmental variation. It is clear, however, from the second-order structure, that the organisation of M2 the primary factors is somewhat different for the genetical variation when this is compared with the environmental variation. The difference may be attributed to the fact that the environmental influences on leaf characteristics in this cross also exert some influence on growth, giving rise to the positive loadings of the successive heights on the first second-order factor. The difference should not obscure the overall similarity of structure between the genetical and environmental variation. The fact that the height measurements load on both second-order environmental factors accounts for their rather smaller loadings on the growth factor, compared with their loadings on the genotypic factor of growth.
The specific variances are predictably larger in proportion to the common variance for the environmental variation (table 13) than for the genetical variation (table 5) . This is due, in part at least, to uncorrelated errors of measurement. This is confirmed by the fact that the proportion of specific variance declines with successive height measurements since the earlier measurements are proportionally less reliable than those made when the plants are taller.
(c) Genotype-environment interaction Seven latent roots of C were greater than unity and the factors corresponding to these were at once rotated and three second-order factors extracted from the correlated primaries, this being the number required to satisfy the criterion that factors should correspond to roots greater than unity. The loadings of means and standard errors on the three second-order factors are given in table 14. The growth of the plant until flowering once more forms the basis of the first factor, but the important fact to emerge from this analysis is that the means and standard errors load on the same factor with the same sign, though the loadings for the standard errors are rather lower than those for the means. Genotypes which tend to be tall at the end of the season and flower late also tend to be more variable at the end of the season, but the same genotypes are also shorter and less variable at the start of the season. The suggestion follows that the genes which determine variation in the rate and duration of growth also determine the responsiveness of the organism to differences in the environment. Since the taller plants have a longer period of growth, and these are the plants which are more variable, it might follow that this greater variability results from the longer period of physiological activity in which state the plant is more sensitive to environmental differences. There is, however, no evidence from the cross of varieties 2 and 12 of fyi rustica that lines selected for high and low sensitivity display correlated patterns of growth in the early stages. Cooper (1969) reports that the late flowering cultivar of Lolium perenne, S23, shows less variation in heading date from year to year than early-flowering cultivars which are in active growth during a critical period early in the season.
The second factor shows that much of the variation for sensitivity is common to all characters and is determined independently of genotypic differences in mean performance because the loadings of the line means on this factor are all negligible. The third factor is the genotypic factor of leaf formation which is now shown to be independent of genotypic variation in responsiveness to micro-environmental differences.
For the characters included in this study, therefore, the genes determining sensitivity to micro-environmental differences confer similar covariance structure to those determining a line's mean performance over the range of environments. For leaf characteristics the two aspects are, in part, under independent genetical control, but for characteristics of growth and flowering both sensitivity and mean performance are under the control of related genes. In the light of the demonstration of factors of G x E interaction the analysis of the within-line covariance structure must entail a measure of uncertainty because at least some of the within-line variation must be genotype-environmental rather than purely environmental in origin.
4. SUMMARY AND CONCLUSION 1. Multivariate techniques were used to investigate the structure of genotypic, environmental, and G x E covariation for 15 variables in 82 unselected inbred lines derived from 100 F2 plants from the cross between varieties 1 and 5 in .J'ficotiana rustica.
2. Eight primary genotypic factors were extracted but these could be summarised by two second-order factors, one related to growth and flowering time, the other to leaf morphology. The factors are independent and probably reflect independent polygenic influences. 3. A canonical analysis gave results which were consistent with the factor analysis but gave additional direct information about the narrow heritability of complex characters, and permitted the estimation of the number of loci segregating. Roughly four effective factors were involved in differences for flowering-time and growth, and about nine with differences in leaf formation.
4. An attempt to group the lines on the basis of their discriminant function scores showed that 71 lines were unique in the space defined by the eight most significant canonical variates.
5. The factors of environmental covariation, with which some G x E will be confounded, were remarkably similar to the genetical factors, suggesting that micro-environmental differences distinguish structures already implicit in genetical covariation. Two second-order factors were extracted from the eight orthogonal primaries. These were: (i) a general factor of environmental variation; (ii) a factor of environmental variation in leaf morphology.
6. The G x E variation for successive heights and flowering-time was shown to be correlated with the genotypic variation for these characters. There was also a general factor of G x E variation which was independent of the genotypic variation in mean performance.
It remains to be seen whether multivariate methods have any long-term genetical value, but this study attempts to elucidate points of procedure and to show how data on large samples with many lines, in conjunction with more powerful analytical techniques can lead to greater consistency and clarity in the interpretation of trait covariation.
