What kind of knowledge is needed by information specialists working in a specific subject field like medicine, sociology or music? What approaches have been used in information science to produce kinds of domain-specific knowledge? This article presents 11 approaches to domain analysis. Together these approaches make a unique competence for information specialists. The approaches are: producing literature guides and subject gateways; producing special classifications and thesauri; research on indexing and retrieving specialities; empirical user studies; bibliometrical studies; historical studies; document and genre studies; epistemological and critical studies; terminological studies, LSP (languages for special purposes), discourse studies; studies of structures and institutions in scientific communication; and domain analysis in professional cognition and artificial intelligence. Specific examples and selective reviews of literature are provided, and the strengths and drawbacks of each of these approaches are discussed.
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The main problem with this philosophy has been how to train professional information specialists and do research without just teaching research subject knowledge per se. An ordinary subject specialist is not a specialist in IS. The domain analytic approach (Hjùrland, 1993; Hjùrland and Albrechtsen, 1995) is an attempt to tackle this problem, and the present paper is a specification of a number of different approaches within the domain analytic view that can be used to obtain this goal. By bringing these approaches together the paper advocates a view which may have been implicit in previous literature but which has not before been set out systematically. The approaches presented here are neither exhaustive nor mutually exclusive, but an attempt is made to present the state of the art.
Producing literature guides or subject gateways
Literature guides may also be termed``guides to information sources'',``guides to reference materials'',``how to find out about . . . '',``pathfinders'',``subject gateways'', etc. They are publications that list and describe the system of information resources in one or more areas. Bottle (1997, p. 213) writes:`P robably the first distinct information science literature type was the literature guide. An early example was Ostwald's Die chemische Literatur und die Organisation der Wissenschaft (Leipzig, 1919) 
A guide is a kind of bibliography of documents in a domain, but it deviates from typical subject bibliographies. First, a guide concentrates on reference literature (bibliographies, dictionaries, encyclopaedias etc.) at the expense of primary literature. Second, a guide is typically selective (more or less so), while, for example, a bibliography of bibliographies tends to be comprehensive. There are of course many variations or sub-types of guides as of any other kind of literature. Guides can include more or less text in addition to the bibliographical entries (which should be annotated). Ideally, a guide guides the user in the management of the literature. It informs him about the strengths and weaknesses of different works, and it should provide the basis for a rational section of works to use and help the user to navigate in the ocean of literature, databases and information. It can be seen as a kind of interface between the user and the literature, and it can be seen as a kind of textbook for courses in literature searching or as a self-help book for library and information use. One could also say that a guide is an explication of what librarians do when they build collections and learn to use them in order to provide reference services.
The American Library Association as well as Library Association in London has for many years published Guide to Reference Books (Balay et al., 1996) and Walford's Guide to Reference Material (Day and Walsh, 2000) respectively. These are very comprehensive guides covering all subject areas and are considered valuable and classic sources in the library community. Examples of guides in the social sciences include Hoselitz (1970) , Li (2000) , Roberts (1977) and Webb (1986) . The last mentioned is ambitious and worth mentioning for several reasons. Being published by American Library Association it demonstrates an important initiative from the LIS community in relation to serving specific domains. It includes descriptions of the information system in the social sciences and approaches to the social sciences supporting some of the different approaches to information studies suggested in the present article. Unfortunately, however, it has not been updated since 1986. If IS should have a real impact such works need to, in my opinion, be continuously updated and also followed by educational initiatives.
The producing of such guides is part of the discipline known as special or subject bibliography (see e.g. Hale, 1970) . This is a subdiscipline in LIS which has declined considerably, and it is unfortunately hardly visible today. We need research of, for example, the history of information guides, their form and functions in general as well as in different areas of knowledge and the development of adequate technologies and integration with other products such as OPACs.
Among the few studies in this field are A Survey of Subject Guides to Sources of Information Produced by Library and Information Services in the United Kingdom (Taylor, 1978) conducted by ASLIB, Mayes' (1978) investigation of the readability of guides to the literature, and Kapoun's (1995) discussion of criteria for the evaluation of guides. Anson and Woodward (1992) and Surles (1989) surveyed legal research guides, while Allen (1993) surveyed essential business reference sources. Bertram (1974) presented library pathfinders developed in project Intrex by the library staff of the Massachusetts Institute of Technology. Bland (1990) ; Jarvis (1985) and Summerville (1990) discuss how subject guides may be integrated into the library catalogues. Davenport and Vajs (1987) outlined developments which include on-line guides that will have direct links to the Library of Congress SCORPIO system, while Colby et al. (2001) present OCLC's initiatives concerning the incorporation of pathfinders to their services.
What is the method of this approach to domain analysis? What are the strong and weak sides of it?
The method consists of: surveying the literature in a domain; classifying it according to its specific roles or functions in information seeking, developing a taxonomy or typology of kinds of documents; describing the characteristics of individual reference works (idiographical approach); selecting the most important sources; and providing guidelines about how to use the information sources.
As a research method this is not recognised as proper research. One real weakness is that the methods and decisions are not explicated and considered. It is rather seen as compilatory work than as research. (The idiographical method is, however, accepted as research in the humanities.) Work of this kind is poorly represented in book reviews in scientific journals in IS and the Domain analysis in information science 425 authors/compilators thus poorly cited. Another problem is that such work is extremely time consuming and becomes obsolete very fast. It has, however, also strong sides. It is really important to know the most important information sources in one or more domains at a rather detailed level. It has a strong relevance for practical information work. It develops a feeling of the structures of information sources from a systems point of view. Other kinds of domain analysis (e.g. user studies) need this kind of knowledge as a basis. Alternative kinds of research also have weaknesses, and one should not abandon an approach because of some prejudices if the alternatives are not better.
Conclusion: our profession and discipline need quality subject guides to be produced. We should develop criteria of how to explicate and evaluate such work and we should review such work more intensively. We should also combine such work with other approaches to domain analysis. Research in this area could benefit by being combined with other approaches to domain analysis, in particular:
producing special classifications; document and genre studies; epistemological and critical studies; and studies of structures and institutions in scientific communication.
Constructing special classifications and thesauri
Professional literature about classifying specific fields of knowledge is limited in amount and in methodology. Most research on classification is about universal classification schemes and little has been done about special domains. The lack of interest in special schemes is problematic for several reasons, one being that lack of knowledge on the classification of a specific field also is reflected in the updating and revision of universal schemes (see e.g. McIlwaine 2000) . The neglect of research on special classification systems must also be seen in contrast to the great number of classification systems in existence. Almost every database like MEDLINE (National Library of Medicine, 2001) or PsycINFO (2002) has a special classification system which has been developed independently of methodologies of information science, but just developed ad hoc. Thesauri are mainly domain specific vocabularies, and the methodology of designing them can also be seen as one (implicit) form of domain analysis. There exist standards and guidelines for their development, and a prominent manual is that of Aitchison et al. (2000) . The literature about thesauri seems somewhat larger and broader in methodology compared to special classifications. The dominant methodology for constructing thesauri seems to be related to the facet analytic method in classification. The use of natural language processing (NLP) and artificial intelligence (AI) technologies is also relatively well represented in the literature (see Spark Jones, 1992) . The use of citation, co-citation analysis and citation context analysis for thesaurus construction is described by Rees-Potter (1989, 1991) , who investigated a mechanism by which thesauri can be semi-automatically constructed and maintained based on the hypothesis that highly cited papers are concept symbols. This last example is a unique attempt to broaden the set of methodologies of thesaurus construction. Spark Jones (1992) concludes her article saying:``There is, however, a manifest need for more work applying automatic classification methods that already exist to the field and on developing relevant new methods''. This confirms my own experience that the methodology still seems to be rather narrow.
Both classification systems and thesauri consist basically of the central concepts of a domain arranged according to semantic relations such as generic relations and synonymity, for which reason the methodologies for constructing them must fundamentally be related, which is also stressed by Aitchison (1995) in her review of Class R of the Bliss system (2nd ed.):
Class R Politics and Public Administration could become a model for future classification systems and thesauri in the field of politics . . .
In the rest of this section some perspectives on the methodology of classification are introduced, without distinguishing thesaurus construction from special classifications.
We can differentiate between classification systems for documents (``bibliographical classification systems'') and classification systems for the objects of the study of different disciplines such as animals, mental diseases, chemical elements, historical periods, etc. (``scientific classification''). There are many important works on scientific classification, among others, Bryant (2001) , Hull (1998) and various articles in Encyclopaedia Britannica. Under the label Taxonomy, Hull (1998) discusses biological classification and states that:
The fundamental elements of any classification are its theoretical commitments, basic units and the criteria for ordering these basic units into a classification. Two fundamentally different sorts of classification are those that reflect structural organisation and those that are systematically related to historical development.
Later on he continues under the heading``Epistemology and the goals of classification'':
Throughout the history of biological systematics, conflicts have arisen over the kind and degree of certainty that is required in science. At one extreme, some systematists are satisfied to produce classifications based on a host of tacit evaluations and patchy evidence. For them, classification is mainly an art. At the other extreme, are those systematists who insist that intuitive guesses must be replaced by strict quantitative techniques. These systematists also view scientific theories with suspicion. Two sorts of``theory'' have come under special scrutiny G phylogeny reconstruction and evolutionary theory itself. Systematists have rediscovered a problem long familiar to philosophers. How can one know that a particular chunk of metal is gold unless one knows what gold is, and how can one know what gold is without inspecting some samples of gold? But if one does not know what gold is, one cannot decide what to inspect . . . (Hull, 1998 ).
The answer to the problem raised is, in my opinion, that we change our scientific concepts as our theoretical knowledge develops. Whales were once Domain analysis in information science 427 classified as fish but are today classified as mammals. Science penetrates from the surface of things to more essential qualities. Classifications are thus closely connected to scientific theories. Courses and research in bibliographical classification tend, unfortunately, to ignore such literature about scientific classification. An exception is found at the homepage of Professor Michael Buckland (1998) , where texts on biological classification are included as course material.
The neglect of scientific classification is also reflected in the scarce contact between subject specialists and classification researchers in LIS. One example is that classification schemes and thesauri seldom are reviewed in journals from the domains they cover. Another example is that when subject specialists get jobs in schools of library and information science, they often express sceptical views on how their fields of knowledge are treated in universal classification systems. Thus, during his employment at the Royal School of Library and Information Science in Copenhagen, the anthropologist Jan Ovesen criticised the way anthropology was classified in the Danish Decimal Classification:
In the academic world, both in Denmark and internationally, cultural and social anthropology (in Denmark still termed by its former name: ethnography) is an independent science with its own institutes at universities, own terminology and scientific historical development and a relatively well delimited subject literature. [Note omitted.] This is, however, not the case in DK5! [The Danish Decimal Classification System, 5th. ed., which is a Danish modified Dewey system]. In this system it is more important, apparently, to draw meaningless distinctions between, for example, European and non-European cultures, between``developed cultures'' and``primitive people'', between the life of ordinary people and cultural processes, between social anthropology and ethnography etc. These distinctions obviously come from the strange understanding that ethnography should only deal with the pure description of primitive people, who are not in a process of cultural change caused by the meeting with the Western World. From the point of view of the discipline such delimitation is totally absurd. Firstly, there is today general consensus that``pure descriptions'' do not exist in ethnography or in other humanistic disciplines. Descriptions are not independent of the cultural background, the education, the personality etc. of the ethnographer. All description involves at the same time some kind of interpretation or even analysis. Secondly, decades of discussion about the concept of primitivism have resulted in the view that it seems no longer meaningful to use the phrase``primitive people''. Thirdly, today there are only few if any groups of people who have not been culturally changed in one way or another caused by the contact with Western industrialised societies. One thus faces the paradoxical situation that the discipline of anthropology, which for decades has experienced an important growth and development, is represented in DK5 by a class (59.5) in which the increase of literature must, of necessity, be very limited. The result has been that the central works of anthropology are not kept together but are scattered in a number of rather different classes. Besides class 59.5 the classes 29, 30.12, 39 and 98 are the most important ones . . . (Ovesen, 1989, pp. 120 As already mentioned classification research in LIS has not only ignored the principles of classification for the objects of different disciplines but also the principles and methodologies for constructing bibliographical systems developed in many kinds of databases, reference literature and special libraries.
LIS has so far not been able to make itself visible in a broader context. There are, however, some relevant contributions on which we can build.
The pioneering works about classification of subject domains in LIS are related to the facet analytic tradition of Ranganathan. Examples of methodologies described in the literature include Mills (1957) , Mills and Broughton (1977) , and Vickery (1960) . The Bliss Bibliographical Classification (2nd ed.) represents a major effort and an impressive methodology for classifying different subject fields.
As an approach to the classification of a subject field the facet analytic tradition has been almost totally dominating in LIS. Hjùrland (1998a) sees this approach as related to rationalist philosophy and as containing the same strengths and limitations as this philosophy. It has not much to say about the empirical basis for classification. In this respect methods such as bibliometrics are much stronger. It has not much to say either about historical, pragmatic and critical methods. According to Hjùrland (2000) knowledge about, for example, the development and epistemological assumptions of the social sciences is necessary in order to understand, develop or evaluate classification schemes that incorporate the social sciences (whether universal or special). A text that seriously considers the consequences of classifications and their social and ideological embeddedness and thus applies what I label the pragmatic approach is Bowker and Star (1999) . All these perspectives are missing in the facet analytic tradition, but should be considered. Hjùrland (1998a) discusses the main methodologies for classifying a subject domain and compares them in a case study of psychology.
While the construction of special classifications seems not to be a flourishing activity in IS, it seems that the same activity is flourishing in computer science under the label ontologies (see Soergel, 1999 and Vickery, 1997) . Even here, the methodology seems, however, to be rather narrow.
Conclusion: classification research is often regarded as a cornerstone in LIS. As demonstrated above, we need, however, to broaden its perspective and to take it more seriously as a field of research. It seems to share many of the same kinds of weaknesses and strengths as the production of subject guides: it has a high practical value, but it is difficult and time-consuming and has too little academic reward. None of the leading classification researchers are thus visible in bibliometric maps such as White and McCain (1998) .
Research on classification of subject domains can benefit from co-operating with other approaches to domain analysis, in particular with: research on indexing and retrieving specialities; bibliometrical studies; historical studies; epistemological and critical studies; and terminological studies and LSP (languages for special purposes).
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Indexing and retrieving specialities In the 1970s a series of textbooks about indexing and classification in the social sciences, the humanities and in science was published (Foskett, 1974; Langridge, 1976; Vickery, 1975) . When these books became obsolete it was very difficult to find suitable successors for courses about indexing and retrieval in specific domains at schools of LIS. One good sign of an increasing interest in this issue is the starting of the publication of the book series, Indexing Specialties, which started in 1998 [1] . None of the above mentioned titles represent proper research activities in LIS, and they are rather unrelated to mainstream research in IS. The most promising researcher in this field is, in my opinion, H.R. Tibbo (1992 Tibbo ( , 1993 Tibbo ( , 1994 , who clearly demonstrates the limitations of universal indexing principles (and the existing standards) in the humanities. When the Arts & Humanities Citation Index was produced Garfield (1980) wrote an important article about the differences between the humanities on the one side and the sciences and social sciences on the other, which is also very relevant. Among the few other relevant contributions are Bates (1987 Bates ( , 1998 , Hjùrland (1988) , Walker (1990) and Wiberly (1983) .
In the subject databases thousands of documents are indexed each month. This indexing is open to study by different methods. A proper theory or approach to document representation and retrieval should relate to this publicly available material. Research on indexing, document representation and retrieval should be able to evaluate bad practices and improve them. If this is not done, it becomes difficult to argue for further research in this area. Too often library and information specialists feel they lack adequate subject knowledge. In order to claim the existence of the field as a serious field of study one has, however, to develop sufficient subject knowledge in at least one field (e.g. LIS itself). The application of LIS principles to a specific task may make research in information science more relevant and realistic.
There is more research on domain specific retrieval and indexing than has been mentioned here. Especially in the fields of biology, chemistry, geography, medicine and law. Much of this research activity seems unfortunately to live its own life and to be rather isolated from mainstream journals of information science. For example, there are more than 4,000 hits on Geographic (w)information(w)system? in SCI & SSCI. There are 692 hits in International Journal of Geographic Information Science alone, but only seven records in five leading journals in IS: Journal of the American Society for Information Science, Journal of Documentation, Information Processing & Management, Annual Review of Information Science and Technology and Journal of Information Science together! Only a few schools of LIS offer advanced degrees in specialized information science, among them Sheffield, UK, which among other programs has one in Chemoinformatics. There seems to be an obvious need to strengthen such initiatives on a broader front.
Conclusion: indexing and retrieving information is always specific. Main stream IS has, however, largely ignored the way different domains may put different demands on systems for organising and retrieving documents. A stronger focus on different domains may make our field more realistic and our masters more relevant in different environments. Such research might benefit by co-operating with, among others:
producing special classifications and thesauri; bibliometrical studies; epistemological and critical studies; and terminological studies, LSP (languages for special purposes), discourse studies.
Empirical user studies
There is a lot of research about user behaviour, information seeking behaviour, user surveys etc. in the literature of LIS, going back at least to a study by Bernal (1948) . In contrast to the production of literature guides and special classifications, user studies have an air of being proper research, which, however, only seldom corresponds with reality. From a domain analytic point of view the studies by the American Psychological Association (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1969) (1970) (1971) and Garvey and Griffith (1967 , 1971 , 1972 stand out as comprehensive empirical studies of user behaviour. Among Belver C. Griffith's many contributions to disciplinary communication is the idea that science and scholarship at large constitute a social system to be investigated empirically. These studies had the explicit goal of using this knowledge as the basis for constructing principles for designing a national information system for psychology. They were started in an optimistic atmosphere and it was expected that the entrance of behavioural scientists in this field would start a new field in applied psychology (scientific communication and related terms were, for example, added as descriptors in the PsycINFO database). The Annual Review of Information Science and Technology published during many years regularly reviews chapters oǹ`i nformation needs and use'' studies. Brittain (1970) was one of a long range of reviews of user studies with special reference to the social sciences.
One general conclusion from this research is the disappointing fact that scientists are not using formal information services as much as the providers of those services could wish. Instead, they depend very much on informal communication. There also seems to be a tendency to prefer physical availability of information sources even at the cost of quality. The studies also contributed by describing scientific communication in a systems perspective, providing empirical data about the use of various elements in the system as well as the time-factors associated with different kinds of primary, secondary and tertiary information services.
In spite of such results, it is my feeling that there has always been something fundamentally problematic with the research tradition of user studies Domain analysis in information science 431 considered as a whole. Much of the scepticism about user studies is related to the lack of adequate theories guiding this research. It has explicitly been formulated that such theory would appear when enough empirical data had been collected, which is a naive form of inductionism. The dominant traditions in both information science and in behavioural and cognitive sciences have neglected culturally mediating factors in people's relationship with information and just tried to study generalized persons' relation to something termed`i nformation''. In these traditions people are expected to react to something in a specific, mechanical way without considering the culturally determined meanings and without considering the different goals and values of the meanings and of the documents.
Empirical user studies have also often built on the assumption that we as information specialists can learn what we need to know about information from users. However, information specialists should be the experts in information organisation and searching, we cannot expect to learn our profession by studying the behaviour of non-professionals. The tendency to try to measure users' information need by questioning them or by studying their behaviour seems to me mistaken. What information is needed to solve a given problem is not primarily a psychological question, but a theoretical/philosophical one:
For instance, a student solving a geometry problem involving a right-angled rectangle may not see the connection to the Pythagorean Theorem (Lakemeyer, 1997, p. 138 ).
This implies that they do not know what documents to search, and when they have found the needed information, they may be unable to recognise this. Therefore, information scientists cannot expect to learn how to organise and search information by studying or asking users. On the contrary: any interpretation of users' behaviour must presuppose some a priory principles in IS.
A radical critique of a somewhat different nature is posed by Professor Vesa Suominen (2001) , who writes:
Without denying the value of focusing on the user during the last decennia of twentieth century, I would argue against the self-evident, ideological position of``userism'' [read: consumerism] within the discipline . . . On the level of the themes of the present paper I can in a bit rough manner sum up this criticism of``userism'' as follows. We must not only consider a library:
in terms of users' (citizens') interests and``rights'' to receive information, but also; in terms of society's and culture's interests and``rights'' to have their members informed, to not forget quite legitimate interests of a state, for instance, and yet;
authors' interests and``rights'' to inform, this last coming quite close to the ideals of the freedom of expression.
The feeling of uneasiness about user studies is supported by Wilson (1994) who made a review of 50 years of research on user studies and questioned the value of most of it. Wilson himself, as well as other researchers, developed a new approach to user studies in which context and task is taken more into account.
The series of conferences named International Conference on Research in Information Needs, Seeking and Use in Different Contexts represents this new trend in user studies. In reality, however, the bulk of produced research can hardly be characterized as domain analytic, and, in my opinion, it still has problems with its theoretical assumptions. An influential researcher is communication researcher Brenda Dervin, who has developed the sense making approach, which is actually the most cited approach about user studies in IS. In Dervin (1999) the relation between methods, methodology and metatheory is described. I find the views expressed here important, e.g. that users are regarded as theorists as well as the emphasis which is put on hermeneutics. I have also argued (Hjùrland, 1998b ) that epistemological theories of information science have a fundamental impact on theories about users, their cognition and information-seeking behaviour. In spite of this agreement, however, other contributions to be presented below seem for me to match better what is needed from a domain analytic point of view. Bates (1987) has pointed out that information itself has been neglected as a variable in user studies. This is in my opinion an important observation that has not got as much attention as it deserves. The most useful recent studies I know of are produced by the Danish sociologist, Heine Andersen. He has published a series of empirical studies on Danish social scientists that I find highly valuable. Andersen (2000) , for example, provides us with valuable information about the relative consensus of social scientists regarding the most highly esteemed researchers and scientific journals in their field of expertise. These data provide insight into the difference between a Danish survey and the journal impact factor (JIF). They also provide insight into how social sciences differ from each other in this respect. What makes these studies relevant is that they consider domains as well as traditions as important factors in information behaviour. The studies are also directly applicable to practical issues in LIS, e.g. concerning the selection of information sources.
Conclusion: empirical studies of users may represent an important approach to domain analysis in IS if they are informed by proper theory. They may, for example, provide information about differences in information needs in different communities. They should be combined with other approaches, including: bibliometrical studies; epistemological and critical studies; and studies of structures and institutions in scientific communication.
Bibliometrical studies
Bibliometrics is an exciting area of study although its use as an instrument in research evaluation is much disputed. It can be used as a tool and method in domain analysis in several ways. It has, for example, become popular to make bibliometric maps or visualizations of scientific areas based on co-citation analysis. A well-known example is that of White and McCain (1998) , who Domain analysis in information science 433 explicitly refer to their approach as domain analysis and acknowledge Hjùrland and Albrechtsen (1995) . Some examples of Garfield's pioneering research in the area of bibliometric analysis of domains are given in Garfield (1976 Garfield ( , 1979 Garfield ( , 1992 . Bibliometrics is a strong approach because it shows many detailed and real connections between individual documents. These links represent the authors' explicit acknowledgment of dependency between, for example, papers, researchers, fields, approaches and geographical regions.
In Figure 1 shows an example from library and information science produced by Persson (2000 Persson ( , 2001 . In order to understand the strengths and limitations of bibliometrics, it is important to consider what factors influence the outcome of such a map in a systematic fashion.
First, the databases available and the selection of journals and other documents that form the empirical basis for producing the map are very important. Given databases are always limited, and the kind of limitation cannot be regarded as neutral. The citation databases produced by Institute for Figure 1 . Influential authors in library and information science [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] Scientific Information in Philadelphia have, for example, a very low coverage of monographs, and monographs have not the same bibliometrical distribution as journals (cf. Cronin et al., 1997) . When journals are selected to represent a discipline or a domain, the actual selection reveals implicit definitions about the discipline. A discipline has always many subfields and connections to other fields, and any selection favours some subfields at the expense of others. Speaking about LIS, how are journals related to classification research, humancomputer interaction, library history and many other fields represented? How is the decision reached about what journals to include in the database or in the specific study? (If journals are included on the basis of their JIF we have a problematic circular argumentation.) In LIS Gerald Salton is presently among the most cited authors. One could, however, argue that he is a researcher from computer science and not from LIS. All this implies that one's view on this issue depends on the theoretical view of LIS, which influences which journals are selected, which again influences which authors are most visible on such maps. If, for example, classification research is regarded an important subfield of LIS, other journals such as Knowledge Organization should be included. Second, such maps depend very much on the citation behaviour of the authors writing the papers on which the maps are based. Garfield (1965) , Kova Âts (1977), Cronin (1984) and Seglen (1996a) among others have provided insight into the motives of citation and their implications for bibliometric analysis (``citationology''). The most obvious bias is the negative citations in which authors cite other documents in order to express their disagreement. One well known and well documented example is the Harvard psychologist Arthur Jensen who got most of his citations from researchers who were in disagreement with and critical of Jensen's work (see Garfield, 1978) . This example indicates that some papers may be too much cited. Another kind of bias is represented by different kinds of non-citedness or under-citedness. Kova Âts (1977) investigates non-indexed eponymal citedness (NIEC) as well as non-indexed indirect-collective citedness. NIEC refers to the practice of referring to a law, a concept, an instrument etc. (e.g.``Pauli exclusion principle'') without direct reference to the author or the work in which this law or concept was first presented. Because of this practice, outstanding achievements often receive less than 50 percent of the citations they ought to be credited with. Kova Âts (1977) also reported that non-indexed indirectcollective references of the form (e.g.``. . . and the references cited therein'') were found in 14.8 percent of the articles in Physical Journal in 1969, and such articles cited at least ten times more articles indirectly than directly. Kova Âts (1977, p. 707) concludes:
It must (should) be taken into consideration that the stock of indexed references in the journal literature of natural sciences is only a part of the real stock of references; that indexed citedness is not identical with real citedness; that the Citation Indexes are not suitable for the measurement of real literature citedness. There is a need to amend, limit and reduce the now commonly accepted meaning, value and validity of the quantified data of the Citation Indexes and of``citation analysis'' and``metric'' studies based on them. This need especially applies
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where these studies wish to (mis)use the citation data of the Citation Indexes for the evaluation of scientists as scientists or other similar, non-bibliographic purposes.
Whether this conclusion is reasonable will not be discussed further here. In this place I only wish to point to a possible kind of bias in interpreting bibliometric data.
Third, large amounts of research may be produced by using approaches that are selected because they are more easy or convenient for the researchers to apply. If we assume, for example, that longitudinal studies are superior research methods in psychological research, many researchers may desist from using it simply because it is time consuming (one has to follow a group of people during several years). This is especially the case with time-limited research projects such as PhD programs. This implies that books about longitudinal methods tend to be underrepresented in such maps in spite of their superior quality and importance. In the same way we must expect many documents to be underrepresented because they are written in certain languages, they use difficult mathematics, they are using a different theoretical perspective etc. The case of the Danish statistician, Rasch (1960), is illustrative. His main work was published in 1960. Very slowly (but steadily), his influence has been growing. This suggests that the delay in using his methods is simply the result of a lack of statistical knowledge within great international areas of the social sciences. In LIS there may be a corresponding tendency to overcite easy theories and methods at the expense of more difficult but also more important papers. For example, in relevance research a tendency to blur subjective and objective conceptions of relevance can be mentioned. To the degree that this third argument is true, it paints a rather pessimistic picture of the quality of much published research. Nonetheless, I expect this to be a realistic picture, and this consideration, of course, influences the interpretations of bibliometric studies.
Fourth, independent of convenience, some theories or authors may at any given time in any given location and discipline be more popular or``in'' compared to other theories or authors. Concepts such as Zeitgeist, trends and ideologies describe this phenomenon. Today a person like Pierre Bourdieu seems to be very popular not just in sociology, but also in educational studies, library and information studies, psychology and many other fields. Such a tendency is often self-perpetuating. It is, of course, difficult to tell when the use of an author or a theory just represents a fad, an ideological movement, and when it represents real scientific progress. Some people would perhaps say that there is no difference between``scientific progress'' and``changing paradigms''. This is a deep philosophical problem, which will not be discussed further here (I expect the answer to be different in different domains). At this point it must be sufficient to say that such epistemological theories are very relevant to the interpretation of bibliometric maps provided that they are based on serious arguments. Such arguments can be qualified by other kinds of methods than the bibliometrical ones, for example by historical and epistemological methods [2] .
Conclusion: bibliometrics is a strong approach to domain analysis because it is empirical and based on detailed analysis of connections between individual documents. One needs, however, to consider different kinds of possible bias very carefully. Besides, in order to interpret bibliometric analyses properly, one needs some knowledge of other kinds too, including: historical studies; and epistemological and critical studies.
Historical studies
Historical methods and studies have not been much utilized in information science (or LIS) if we disregard historical studies of information science and libraries. Historical studies are, however, relevant in a much broader and deeper way. One of the great pioneers of bibliometrical studies, Derek J. de Solla Price (1922 -1983 , was also a historian of science. His research often gained more perspective compared to many other bibliometricans because of this fact.
If one is going to study, for example, the classification of social sciences (or just to evaluate how they are classified in given systems such as the Dewey Decimal Classification) one needs some background information of a historical nature like, for example, that provided by Wallerstein et al. (1996; summarised in Hjùrland, 2000) . For a deeper understanding of a field like psychology, I find the works of Danziger (e.g. 1990 Danziger (e.g. , 1997 indispensable. Such knowledge is mandatory as background knowledge for classifying psychology (see Hjùrland, 1998a) . Related works of a more general character are the influential books by Foucault (e.g. 1970 Foucault (e.g. , 1972 , which have given birth to the influential method of discourse analysis.
While the history of science in general is too broad to be considered part of IS, one could make a distinction between ordinary historical studies of subject domains on the one hand and historical studies emphasising the development of terminology, categories, literatures, genres, communication systems etc. on the other. The last mentioned part should be seen as approaches to domain analysis in IS. The ASIS Conferences on History of Information Systems represent an important example of this approach. The first conference in this series took place in 1998 (see Bowden et al., 1998) .
Conclusion: one should not only regard historical studies as a way to celebrate a field and give it a higher status. Historical methods should be regarded as substantial methods in IS. When it comes to understanding documents, organisations, systems, knowledge and information, a historical perspective and historical methods are often able to provide a much deeper and more coherent and ecological perspective compared to non-historical kinds of research of a mechanist nature.
Document and genre studies
Information structures, information architecture The concepts of information architecture (IA) [3] as well as genres [4] and information structures have become important in information science and Domain analysis in information science 437 related fields [5] , partly due to the introduction of full text retrieval systems, passage retrieval systems as well as HTML-based hyper text systems on the Internet. These important concepts need, however, to be based on more general theories of documents, their communicative purposes and functions, their elements and composition and their potential values in information retrieval. Different disciplines or discourse communities develop special kinds of documents as adaptations to their specific needs. Examples of unique kinds of documents are: in music: sheets of music; in geography: maps and atlases; in law: codes; bodies of law; in astronomy: almanacs; in genealogy: pedigrees and genealogical trees; and in psychology: tests.
The way common document types are used varies from domain to domain. For example, the relative importance of books and journals and whether proceedings are regarded as formal publications or not are different from one discipline to another. Although a high degree of standardization exists in modern scientific articles, the form of the articles also reflects both the specific needs of different domains and the methodologically and epistemologically different norms (as well as technological, economic and other kinds of influences).
The form of a document, e.g. the form of a scientific article, is perhaps regarded as something trivial and is usually regarded as something which has an ideal form, which is final in its historical development, can be standardised and is independent of content and of epistemological issues.``Publication manuals'' exist in most academic disciplines (e.g. American Psychological Association, 1994). They describe in great detail the way articles should be designed. Such manuals have a highly technical and normative character, but they are usually not reflexive concerning their suggestions in the sense that they do not discuss publication form as an epistemological problem.
Emerging research is beginning to change this view of publication form. This new research mostly uses social constructivism and related theories as the epistemological point of departure. The social constructivistic theory of semantics implies that objects are``social constructs'' and meanings are constructed in social discourse (most often in ways that are unconscious for the agents involved). Research articles G as well as other documents G are seen as social constructs and as ways of arguing (but never as the only way). One of the most influential writers on this topic is Bazerman (1988 Bazerman ( , 1995 . He traces much of the rhetorical technique in scientific articles back to Isaac Newton (1642-1727). Newton not only discovered the basic laws of macrophysics; but he also influenced scientific argumentation and publication for about 300 years. However, nothing remains unchanged, and Bazerman analyses changes in the form, length and structure of the scientific article in the twentieth century. Some of these changes are an increase in the number of references, the nature of cited works and the distribution of the references within the article. Bazerman's work should be of direct interest to both bibliometric studies and to IR G or rather to a broadening of the perspective of these areas. Bazerman also shows how the publication manual in psychology reflects a behaviouristic point of view, which implies that a manual is not a neutral form but does reflect some epistemological norms, which can be analysed, discussed and questioned [6, 7] .
The work in composition studies (see Nystrand et al., 1993) and in genre analysis (see Askehave and Swales, 2001; Malmkjñr, 1995; Swales, 1986 Swales, , 1990 is fruitful for IS not only on the concrete level, but also as an inspiration on the methodological level. The basic methodological inspiration is connected with the emphasis on the social and historical dimensions in communication. The concept``discourse community'' is connected to this approach (see Swales, 1990, pp. 21-32) . Different document types (or``genres'') such as book reviews, sales letters, cross-examinations etc. are basically understood from the point of view of communicative goals or purposes, which, however, has turned out to be a rather complex concept.
Conclusion: the study of document structures and genres has been relatively neglected in IS, but recent developments in full-text retrieval have brought it to the forefront. The qualitative and quantitative studies of different genres in different communities may provide richer and more differentiated information services. As an approach to domain analysis it should be combined with other approaches, e.g:
research on indexing and retrieving specialities; historical studies; and epistemological and critical studies.
Epistemological and critical studies
All kinds of research (indeed all kinds of behaviour) are governed by different kinds of assumptions, background knowledge,``theories'' etc.:
Perhaps the greatest advance in understanding the nature of explanation made in the postpositivist and post-Kuhnian era is the general realization that methodologies, theories and explanations are related to each other via extra-logical, historically variable constellations variously described as``background knowledge'',``traditions'',``paradigms'',``research programmes'',``fields'' or``domains''. We can call all of these``framework concepts'' (Lloyd, 1993, p. 32 ).
Such knowledge may form hierarchies of various kinds. In information science, for example, Hvari et al. (2001) distinguish between paradigms, approaches, methodologies and techniques, forming a hierarchy of four layers from the general to the specific. The use of such concepts varies, however, and paradigms and approaches are often used as synonyms. The important thing is Domain analysis in information science 439 that in every field of knowledge, and especially in the social sciences, different`p aradigms'',``schools'' or approaches can be identified. As shown in Hjùrland (2002) such paradigms tend to develop their own journals and communication structure, and their information needs and relevance criteria are to a very high degree implied by the theoretical frame. The study of such paradigms seems important because they represent the most general principles and theories that can explain information behaviour that provides guidelines for evaluating information systems performance. It is my claim that this approach to domain analysis is the most basic approach and that all other approaches tend to become superficial if this perspective is not included. I regard this approach as related to what Saracevic (1975) called the subject knowledge view, about which he writes:
The subject knowledge view has not been formed as yet in any detail, although considerable material from which it can be formed exists. I wish to suggest that the subject knowledge view of relevance is fundamental to all other views of relevance, because subject knowledge is fundamental to communication of knowledge. In that lies the importance and urgency of the work on that view (Saracevic, 1975, p. 333, emphases in original) .
Epistemology is the philosophical study of knowledge, and epistemologies are theories or approaches to knowledge. Epistemology is not limited to the discipline of philosophy but is also influenced by scientists (e.g. Albert Einstein and Niels Bohr). Epistemology can be seen as the generalisation and interpretation of collected scientific experience. Therefore, theories of epistemology are the most fundamental theories of relevance, and any theoretical question in information science is in the end based on epistemological assumptions. Epistemological studies are studies that examine the explicit or implicit assumptions behind research traditions. Such assumptions are often linked to ontological assumptions concerning the object under study. They represent an analysis of the approaches or paradigms in research fields. In information science, Hjùrland (1991 Hjùrland ( , 1997 has, for example, analysed the individualistic assumptions in the cognitive research programme, pointed to its problems and suggested alternatives based on sociological perspectives.
Epistemological studies of knowledge domains are often combined with historical studies. This includes studies of how works have been received (reception studies, in particular those of a more historical and social nature as opposed to reception studies of a more psychological nature). A study of how, for example, Kuhn's The Structure of Scientific Revolutions has been received and used in, for example, social sciences is an example of this kind of reception studies. A main theorist on this kind of reception studies is Jauss (1987) .
Studies of this kind are also valuable for the interpretation of bibliometric patterns because the researchers working under a specific approach have a very high tendency to cite other researchers sharing the same basic assumptions and world view (Hjùrland, 2002) . Epistemological studies can on the other hand also benefit from bibliometric studies (cf. JASIST forthcoming special issue on the visualization of scientific paradigms). There is thus mutual interaction.
There exist a great number of epistemological or metatheoretical positions, so the picture is very difficult to overview. In the social sciences the already mentioned title by Wallerstein (1996) is an epistemological and critical analysis of the classification of the social sciences. In psychology Kurt Danziger (e.g. 1990 Danziger (e.g. , 1997 is an important figure. In LIS authors such as Day (2001) and Bernd Frohmann (1990 Frohmann ( , 1994 can be mentioned. Also the interdisciplinary approaches known as women's studies and social constructivism can be seen as critical epistemological positions. In Hjùrland (1998a) I have made an epistemological and critical study of the field of psychology. Studies of this kind can sometimes provide hard evidence that the most dominating traditions can be based on problematic assumptions.
For many purposes I find it fruitful to classify epistemological positions in five broad categories:
(1) empirism/positivism;
(2) rationalism;
(3) historism/hermeneutics/phenomenology; (4) pragmatism/functionalism/Marxism/feminism; (5) eclecticism, postmodernism and scepticism.
These positions are generalisations of existing epistemologies, and they represent ideal types which do not exist in pure form. They form the most general level of the description of framework theories and thus the most general level of explaining relevance and information behaviour. If IS should be taken seriously, it should be able to explain information phenomena, and for this purpose epistemological studies are important.
Conclusion: epistemological and critical studies of knowledge domains provide knowledge about the foundations of the domains and critical evaluations of their knowledge claims. They provide guidelines for selection, organisation and retrieval of information and provide the highest level of generality about information needs and relevance criteria that can be obtained. All other approaches to domain analysis become superficial if epistemology is neglected. For example, guides to information sources in the social sciences should be evaluated by their ability to inform users about different views in their respective fields. An information guide that only contains information sources representing one paradigm without making this clear deprives the user of making his own choices. This approach has hitherto been much neglected, and very few books in LIS are based on substantial philosophical knowledge. Budd (2001) is, however, one important text, which surveys many of these problems in a qualified way. It may be a part of an increasing awareness of the importance of epistemology in LIS.
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Terminological studies, language for special purpose (LSP), database semantics and discourse studies Information professionals have always had an intimate relationship with problems related to terminology, semantic relationships and similar problems of a linguistic nature. Thesaurus construction, problems related to the retrieval efficiency of controlled as well as natural language etc. are obvious examples of this relationship. In chemistry, for example, there is a close relation between works on indexing principles and works on standardization of chemical nomenclature (American Chemical Society, 1992) . It is also a natural job for scientific and technical libraries and information centres to support and join activities related to the development of terminology as well as the translation of scientific documents. Thus the Technological Library of Denmark has published bibliographies of dictionaries and similar kinds of documents of relevance for translation (Danmarks Tekniske Bibliotek, 1975 . What kind of theory can guide the information scientist in exploring the language of a given domain? It is natural first to turn to linguistics. In the history of information science there has been some connection with linguistics (for example, Spark Jones and Kay, 1973) . When information science was established as a research discipline there was a narrow connection between research in machine translation and information retrieval. Although natural language processing (NLP) has always been important in IS, these areas seem to have drifted somewhat apart. Despite important exceptions it is my impression that Liddy (1998) is right when she states:``It makes common sense for linguistic processing to be used in the task of text retrieval, given that users' queries are linguistic expressions, and the relevant documents that the system is attempting to retrieve are also linguistic objects. While this may seem obvious today, it has not always been the case''.
Cross disciplinary differences in LSP
In chemistry the amount of work done on terminology and the principles governing this work seem impressive and more``realistic'' than problems related to the terminology of, for example, the social sciences. In chemistry, the principles of nomenclature are described and highly standardized by organisations such as the International Union of Pure and Applied Chemistry (IUPAC). This organisation has developed a system of principles or recommendations for the naming of chemical elements and compounds. (My reference is Andersen et al., 1996.) Chemical names constructed on the basis of components based on those recommendations are termed systematic names. These principles are realistic by reflecting the structures of the chemical substances themselves. In chemistry, we have also trivial names which do not reflect the composition of the substance, but, for example, its origin. Trade names for chemicals form a well-know subclass of trivial names (e.g.`M editerranean salt''). To my knowledge, there is little disagreement in chemistry about the main goal of developing standards for systematic names and of using these principles as far as possible in information retrieval systems.
In social sciences, the situation seems very different. Although there are organisations comparable to the American Chemical Society which develop databases and thesauri for social sciences, the problems seem different. Organisations such as the American Psychological Association actually publish impressive databases (like PsycINFO) and corresponding thesauri. There are, however, no international guidelines for psychological terminology and no real research efforts either. Although many psychological dictionaries are published and often make very good money for the publishers they often seem to be a kind of potboiler for professors or professionals in the field. Very seldom scholarly works about the nature of psychological/social scientific language are published by competent researchers in the field (one exception is Danziger, 1997) . There is no indication of a relation between works about psychological language and the work done by the staff of PsycINFO. Linguistic works on psychological language such as the one by Busch-Lauer (1991) are also exceptional.
The very idea of constructing a psychological/social scientific vocabulary reflecting a psychological or social reality in the same way that the chemical vocabulary reflects the composition of chemical substances seems problematic. Different schools of psychology such as behaviourism, cognitivism, neuroscience, psychoanalysis and activity theory have developed different vocabularies of psychology. Efforts towards standardization may therefore suppress certain viewpoints at the expense of other viewpoints, and the very idea of constructing one standardized language reflecting one psychological reality seems``positivist''. Qualified critics may be able to show that the alleged neutrality and objectivity of languages are indeed biased by the theoretical views of the positivist researchers. In contrast to other epistemologies positivism does not admit its theoretical influences, but claims objectivity. Critics of positivism, e.g. Harding (1998) , do not subscribe to relativity or the giving up of objectivity but claim that a stronger kind of objectivity may be developed by facing the fact that science is influenced by human beings with different kinds of experience and background knowledge.
Legal studies are a discipline in which civil service style (or``officialese'') is a rather well-known concept, and much more has been written about this than about the languages of other social sciences (e.g. von Eyben, 1989) . Legal language is often accused of being unnecessarily difficult for lay people to understand, and efforts are made in order to reduce this problem. The problems addressed in relation to legal language seem thus to be different from the problems discussed above in both chemistry and psychology.
Approaches to language and terminology
There may be different reasons for the relative lack of contact between IS and linguistics. In my opinion a major reason is possibly connected to core theoretical problems within linguistics itself. Linguists have been very reluctant to consider sublanguages (or languages for special purposes, LSP)
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proper languages and objects for study. There are, for example, very few journals devoted to this area [8] .
The field consists of some interrelated subdisciplines. The study of terminology (e.g. Cabre Â (1998) and Somers (1996) ); specialized lexicography (the study of subject dictionaries; e.g. Bergenholtz et al. (1995) , semantics and specialized languages (e.g. Inchaurralde (1994) ) and has relations to genre studies Berkenkotte and Huckin (1995) .
The term sublanguage was introduced by Harris (1968, p. 152 ) who used the term for a portion of natural language differing from other portions of the same language syntactically and/or lexically. Hirschman and Sager changed the definition:
[A sublanguage is] the particular language used in a body of texts dealing with a circumscribed subject area (often reports or articles of a technical speciality or science subfield), in which the authors of the documents share a common vocabulary and common habits of word usage (Hirschman and Sager, 1982, p. 28 ).
There have been sublanguage approaches applied to machine translation (MT) and NLP by, e.g. Grishman and Kittredge (1986) ; Lehrberger (1982), and Luckardt (1984) . Unfortunately they did not lead to any kind of breakthrough, thus this approach just obtained a status as``potentially useful'' (cf. Luckhardt, 1998) .
Research in LSP seems to be more connected to research associated with business schools (for the education of translators), IS (information retrieval, IR), machine translation (MT) and NLP rather than to pure linguistic departments. Linguists may lack sufficient subject knowledge to engage themselves in this kind of research or they may have been led by theoretical views that have favoured other approaches. My feeling is that the structural linguistics of, for example, Noam Chomsky, blocked the interest in LSP. This view is supported by authorities in linguistics:
My major finding has consistently been that formalism has evaded problems or else offered rigid and dogmatic solutions that apply divide-and-conquer methods to pick out small issues, whereas functionalism has confronted problems and striven to formulate flexible and negotiable solutions emphasising the unity of language and applying large issues. Yet formalism has enjoyed unearned support from``classical'' notions of science (generality, abstractness, rigour, etc.) and from its grand though empty promise to deliver up``language'' as a timeless,``well-defined object in the heterogeneous mass of speech facts''. The outcome has been an oddly static history of projects that in effect aspire to replace dynamic real language with a static ideal language based upon technical fictions (``ideal speaker-hearer'',`h omogeneous speech-community'',``language acquisition device'' etc. etc.), thereby excusing linguists from the painstaking fieldwork, documentation, and application Gall theory and no practice. Conversely, functionalism has been obliged to subsist as a counter-history of projects that have naturally appeared diffuse and problematic precisely because they apply multiple and multi-functional views to real human language in both theory and practice.
Of course, many linguists would hardly welcome my conclusions that``mainstream linguistics'' and the figures like Saussure and Chomsky we have been monumentalising for so long have been seriously misguided in their projects to make linguistics into a formal science by disconnecting language from its discursive, cognitive, and social functions; and that these projects should now be consigned to the archives of history (de Beaugrande, 1997; references omitted).
It is my expectation, however, that pragmatic, functional, sociolinguist or discourse analytic approaches (e.g. M. A. K. Halliday) may help to put LSP into the core of linguistics and lead to some kind of breakthrough [9] . The recent pragmatic turn in linguistics may thus be very welcome from the perspective of IS. Ga Èrdenfors (1999) describes this in the following way:
In early cognitive science the role of culture and society in cognition was marginalized. For Chomsky and his followers, individuals are Turing machines that process syntactic structures according to a partly innate system of grammatical rules. Questions concerning the meaning of the words, let alone problems related to the use of language in communication, were seen as not properly belonging to a cognitive theory of linguistics. A new pragmatic tradition turned the classic cognitive approach upside down. Human actions and activities are here seen as the most basic entities; pragmatics consists of the rules for linguistic actions; semantics is conventionalized pragmatics; and finally, syntax adds grammatical markers to help disambiguate when the context does not suffice to do so.
One relevant theory about LSP is the sociolinguistic theory described by Ammon (1977) . He finds that different LSPs can vary in their distance to the common language. According to his view this distance depends on the distance between the working sphere where it is used and the sphere that is common for the whole society, which is the sphere of consumption. Table I shows how he explains the relative difficulties of different LSPs as a function of their distance from the sphere of consumption.
The fundamental principles of LSP are determined on the one hand by different groups' different communicative needs, and on the other hand by an economic principle, which reduces the use of redundant information. In a firm the purchasing department must have more precise terms for tools than the workers who manufacture the goods. The term tongs for spot weld could be Table I . A sociolinguistic model (1) The sector for the manufacturing of the means of production No direct connection to the sphere of consumption. The language for special purpose (LSP) is therefore very different from common language (2) The sector for the manufacturing of consumer goods in a broad sense
This sector is closer to the sphere of consumption where the products end up (although mostly brought about by sector (3)) (3) The sector for the distribution of consumer goods
To a certain degree the language for special purposes is here part of the common language (e.g.``Fiat 128'' or the cakè`g oose breast''). Consumers and producers/distributors, however, emphasize different aspects (4) The state sector, which regulates overall social life Even if state politics, administration of justice, finances, etc. are relevant to all citizens, this sector nevertheless represents typical LSPs, far removed from common language (which is seen by Ammon as a social disproportion)
Source: Based on Ammon (1977) Domain analysis in information science 445 used by the people in the purchasing department, while just tongs would more likely be used by the workers using it. According to Ammon all scientists share a general level of scientific language (and knowledge). And highly specialized scientists (e.g. food chemists) have a higher need to communicate with other chemists than to communicate internally, while their vocabulary is much broader than their speciality. Ammon's theory is relevant for IS because it can help explain terminological problems and provide guidelines for working with thesauri and subject terminology. There is, however, an even deeper cause. Because information seekers need terminology, and because there is a connection between linguistic knowledge and substantial knowledge, such a theory might help explain problems in cross-disciplinary information seeking. It might explain which knowledge and which terminology are not part of normal persons' repertoire. It should, however, only be considered a first step towards a more empirically and theoretically developed approach.
LSP in information science
As an approach in IS sublanguages have mainly been studied very recently by a few dedicated scientists, such as Bonzi (1990) ; Haas (1996 Haas ( , 1997 ; Haas and He (1993) ; Losee and Haas (1995) and Wiberly (1983) . The most impressive projects in this area seem to be the ones on the Unified Medical Language System (Bodenreider annd Bean, 2001) . Also the project led by Professor Buckland in the School of Information Management and Systems, UC Berkeley has been productive. A number of technical reports and other papers have been published due to this initiative, including: ; Kim (1998 Kim ( , 2000 and Petras (2000) . This recent focus on terminology in IS seems very promising from a domain analytic point of view.
My own approach to LSP and database semantics in IS has so far been of a theoretical nature and is connected to four main assumptions:
(1) Signs and their meaning are formed by social groups primarily as part of the social division of labour in society. Such discourse communities may be very different in size and structure. A large number of groups may develop symbol systems and share knowledge, which they do not share with the rest of society. In both science and in the humanities there may be a considerable degree of common knowledge and shared meaning. Various specialised groups may be more or less removed from the general language as explained by Ammon. They may also be more or less removed from each other because of different levels of mutual dependency as explained by Whitley (2000) . The symbol systems, media, knowledge and meaning develop in a historical process. This development reflects both adaptations to discoveries (internal developments) and adaptations to external conditions. It should be possible to develop the concept of the semantic distances as investigated by Brooks (1995 Brooks ( , 1998 and to consider distances between groups and between queries and document representations.
(2) Different communities develop specific document types of more or less different compositions. All elements in those documents are potential subject access points in electronic retrieval (Hjùrland and Kyllesbech Nielsen, 2001) . The information value of a specific access point is relative to the conventions used in a specific domain or tradition. (3) The above mentioned discursive or epistemic communities are always influenced by various epistemological norms and trends, which also influence the social construction of symbolic systems, media, knowledge, meaning and semantic distances. Such epistemologies are probably the most general explanatory models available. So far extremely little research has been done relating sublanguages to epistemology or science studies (Hjùrland, 1998c (Hjùrland, , 2002 Skiba, 1998) . (4) When documents are merged in databases information about implicit meanings from the prior contexts are lost. The larger the degree of merging, the greater also the loss of implicit information. Systems for knowledge organisation and IR should be developed to cope with this loss of implicit information by making it explicit (database semantics). (See also Hjùrland (1998c) and Maniez (1997) .)
Conclusion: language and terminology are very important objects for IS because they affect our thinking and thus the questions we put to databases as well as the texts we search. IS needs a functional/pragmatic basis for studying LSP. Terminology as an approach to domain studies in IS should be combined with: bibliometrical studies; historical studies; and epistemological and critical studies.
Structures and institutions in scientific communication
A given discipline can be modelled as a system of institutions, services and primary, secondary and tertiary information sources intermediating between knowledge producers and knowledge users [10] . In Figure 2 the original UNISIST model is modified by a dashed circle indicating a specific domain of knowledge which imports information from other domains and exports information to other domains as well as to the general public. The model is going to be presented and discussed in more detail in a work in progress made in cooperation with Jack Andersen and Trine Fjord Sùndergaard. Based on Figure 2 , I suggest the following main categories of literature: primary, secondary and tertiary sources (from UNISIST). This should be supplemented with source literature (a kind of special input especially known in history and literary sciences, dictionaries (which can be classified as either secondary or tertiary literature), incidental information sources (a concept borrowed from Webb, 1986) , and finally popularisations and textbooks, which have the function to inform people outside the domain or to teach people to Domain analysis in information science 447 become professionals in the field. These seven broad categories of documents cover in my opinion most kinds of documents (sometimes termed``genres'') associated with scientific, social scientific, and humanistic domains. They do not, however, cover mass media, organisational communications, and broader communications connected to the public sphere. For such purposes broader models such as that provided by Habermas (1989) are needed.
One important thing about such models is that they represent a systems approach to scientific, professional and specialized communication. They regard the functions of single kinds of documents, institutions and services in A lot of empirical questions arise from such models, for example: how do disciplines differ from each other? How are the systems of documents, institutions and services organized in domain X? Many differences are of course accidental, and thus less relevant to research. We should be interested in investigating whether there are essential causes that can explain structures and differences. Such essential causes may be related to the nature of different domains. The scientific communication system may, for example, be more formalized and structured compared to the humanities because there are more objective criteria for knowledge. It is much more difficult in the humanities to outsource information retrieval and reviewing, for which reason the development of specialized database services, reviews etc. should be expected to be less specialized in relation to the production of primary literature.
Many quantitative and qualitative data are needed to map such a structure in a precise way. Who are the producers? How much do they publish and communicate, and how is this communication distributed in different channels? How is the communication filtered and influenced by different media? What is the coverage both quantitatively and qualitatively in different databases and libraries? What kind of epistemic norms guide the selection process? How interdisciplinary are the different agents and institutions, and what kinds of bias can be involved by disciplinary influences? What kind of national or geographical traditions, cultural norms and economic influences are at play (e.g. differences between for-profit and non-profit organizations)?
The study of communication both internal in domains and external between domains may be inspired by different kinds of sociological theory, including discourse analysis, systems theory or theory of self-organisation such as Leydesdorff (2001) . An original approach studying disciplines from an organisational perspective is provided by Whitley (2000) . He considers task uncertainty and the degree of mutual dependence between scientists the basic causes structuring intellectual fields. This perspective may be useful also for IS. This last example also indicates how the study of structures and institutions in scientific communication is related to sociological points of view.
Conclusion: the study of the structures of the internal division of labor within domains and information exchange between domains provides useful information for the understanding of the function of specific kinds of documents and information services and for the construction of literature guides. This field is rich in questions that are open to, among other kinds of studies, bibliometrical investigations.
Scientific cognition, expert knowledge and artificial intelligence (AI)
Domain analysis is also a concept used in computer science. Prieto-Diaz (1990) writes that domain analysis was introduced in the 1980s and is the process by which information used in developing systems in a domain is identified, Domain analysis in information science 449 captured and organised for the purpose of making it reusable when creating new systems. Domain analysis is a method used in systems development and software engineering (see e.g. Champeaux et al., 1993) . It focuses on capturing both the commonalities and the variability of systems within a domain to improve the efficiency of the development and maintenance of those systems. The results of the analysis, collectively referred to as a domain model, are captured for reuse in the future development of similar systems. There are several ways to define``domain''. For example, Berard (1992) gives two characterizations:
(1) A collection of current and future (software) applications that share a set of common characteristics. (2) A well-defined set of characteristics that accurately, narrowly and completely describe a family of problems for which computer application solutions are being, and will be, sought.
The founder of domain analysis in computer science is probably Neighbors (1980) , who wrote:``The key to reusable software is captured in domain analysis in that it stresses the reusability of analysis and design, not code''. The concepts of domain and domain analysis are thus narrower in computer science than the corresponding concepts in IS as discussed in this paper. There is obvious overlap in interests, especially connected to problems related to terminology and meaning. The basic view that a system or service should reflect a domain (as opposed to``mental structures'') is also the same. In LIS we are not, however, limited to considering only the development of computerbased systems, but have a broader need to understand different disciplines and user groups from more humanistic and sociological perspectives.
Lykke Nielsen (2000a, b) discusses domain analysis as a method in thesaurus construction. I think that she may be using domain analysis in a sense different from mine. I have discussed her approach at some length in Hjùrland (2002) . To me, the data collection methods she used are known in AI as methods of knowledge elicitation (see Cooke, 1994) . Her approach may, however, be considered a contribution to IS in other ways.
The fields of AI and cognitive sciences have historically been related to and dominated by individualistic rather than social ways of thinking. There are many different kinds of investigations into how researchers, experts and ordinary people think in and about different domains of knowledge. Some of this research is related to the attempt to build expert systems with artificial intelligence. Such research has mostly been done with a mechanical view of human thinking, neglecting the historical and cultural aspects of human cognition. An influential text with presentation of fundamental problems is Sowa (1999) . Within psychology Hoffman (1992) introduces research about human expertise.
A tendency to broaden this cognitive perspective and make it more social seems to be developing. Within AI, Timpka (1995) is doing research on clinical cognition. Under the label``cognition's context'' he introduces sociological perspectives on cognition. Such sociological perspectives seem to be more relevant for domain analysis compared with traditional individualistic perspectives. However, we should always keep in mind that the goals of LIS are not the same as the goals of AI. In LIS a central goal is to provide users with information which can help evaluate the validity of different knowledge claims. To help the user establish his own view on some issue based on studies of all available arguments is extremely important in LIS. This is very different from constructing a system performing certain knowledge based tasks, which is the goal of research in AI. Therefore, other approaches to expert cognition may be more relevant.
An example of a sociological study of cognition is Andersen (1999) , who studied the political attitudes and cognitive convictions among Danish social science researchers. That is, he studied the relation between individual (micro) processes and collective (macro) processes and pointed out the hermeneutical relation between these levels. This is an example of a study which may be less relevant for AI, but in my opinion is relevant for LIS.
Conclusion: various forms of domain analysis have been carried out in computer science and related fields. They offer useful techniques, which may supplement other approaches to domain analysis in IS. Dominating tendencies have, however, been guided by theories of cognition which have neglected the social, cultural and historical nature of cognitive processes. Also the aim of LIS may be different from the aim of computer science. IS should be more open to alternative views, more reflective and meta-oriented and demonstrate gaps and uncertainties in knowledge to users. This is very different from making, for example, an expert system that performs optimally by reflecting some generalized cognitive models.
Conclusion
The conclusions drawn for the 11 approaches are:
(1) Literature guides organise information sources in a domain according to types and functions served. They emphasize idiographic descriptions of information sources and descriptions of how the sources supplement each other, often in a kind of systems perspective. (2) Special classifications and thesauri (especially the facet-based approaches) organise the logical structures of categories and concepts in a domain as well as the semantic relations between the concepts. (3) Indexing and retrieving specialities organise single documents or collections in order to optimise the retrivability and visibility of their specific``epistemological potentials''. (4) Empirical user studies may organise domains according to preferences or behaviour or mental models of their users. (5) Bibliometric studies organise sociological patterns of explicit recognition between individual documents.
Domain analysis in information science 451 (6) Historical studies organise traditions, paradigms as well as documents and forms of expression and their mutual influences. (7) Document and genre studies reveal the organisation and structure of different kinds of documents in a domain. (8) Epistemological and critical studies organise the knowledge of a domain in``paradigms'' according to their basic assumptions about knowledge and reality. (9) Terminological studies, LSP (languages for special purposes) and discourse studies organise words, texts and utterances in a domain according to semantic and pragmatic criteria. (10) Studies of structures and institutions in scientific communication organise the major actors and institutions according to the internal division of labour in the domain. (11) Domain analysis in professional cognition and artificial intelligence provides mental models of a domain or methods for knowledge elicitation in order to produce expert systems.
Together these 11 approaches form a perspective that is unique for information science. It should also be obvious that this perspective offers practically and theoretically relevant investigations. Research in information science combining several of the above mentioned approaches will, in my view, strengthen the identity of IS and strengthen the relationship between research and practice in IS. Because this approach has been implicit in much earlier work, it should make the field more coherent with its own history and provide a deeper and more satisfactory stock of knowledge. It may also provide a better interdisciplinary contact and exchange for fields like sociology, linguistics and philosophy. It would, in my opinion, be an appropriate goal for IS to develop these 11 approaches (and possibly new ones) further, which would mean strengthening general information science. It would also be an appropriate goal to produce domain analytic journals, books and educational programs in all areas of knowledge, which would mean strengthening specialised IS. As is the case in other fields like translation and education, the specialised field of IS may be able to occupy more people than the general field.
