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Abstract
Active learning has been shown as a key technique for
improving content-based image retrieval (CBIR) perfor-
mance. Among various methods, support vector machine
(SVM) active learning is popular for its application to rel-
evance feedback in CBIR. However, the regular SVM ac-
tive learning has two main drawbacks when used for rele-
vance feedback. First, SVM often suffers from learning with
a small number of labeled examples, which is the case in
relevance feedback. Second, SVM active learning usually
does not take into account the redundancy among exam-
ples, and therefore could select multiple examples in rele-
vance feedback that are similar (or even identical) to each
other. In this paper, we propose a novel scheme that ex-
ploits both semi-supervised kernel learning and batch mode
active learning for relevance feedback in CBIR. In partic-
ular, a kernel function is first learned from a mixture of la-
beled and unlabeled examples. The kernel will then be used
to effectively identify the informative and diverse examples
for active learning via a min-max framework. An empiri-
cal study with relevance feedback of CBIR showed that the
proposed scheme is significantly more effective than other
state-of-the-art approaches.
1. Introduction
Learning with user’s interactions is crucial to many ap-
plications in computer vision and pattern recognition. One
of them is content-based image retrieval (CBIR) where
users are often engaged to interact with the CBIR system
for improving the retrieval quality [16]. Such an interac-
tive procedure is often known as relevance feedback [13],
where the CBIR system attempts to understand the user’s
information needs by learning from the feedback examples
judged by users. Due to the challenge of the semantic gap,
traditional relevance feedback techniques often have to re-
peat many runs in order to achieve desirable results. To re-
duce the number of labeled examples required by relevance
feedback, one key issue is how to identify the most informa-
tive unlabeled examples such that the retrieval performance
could be improved most efficiently. Active learning is an
important technique to address this challenge.
Unlike relevance feedback with passive learning where
retrieved examples are presented according to their rele-
vance to a given query, active learning for relevance feed-
back aims at identifying and presenting users with the ex-
amples that are deemed informative regarding their search-
ing needs. A popular active learning technique in CBIR is
called support vector machine (SVM) active learning [17],
which learns an SVM model from the user feedback exam-
ples and employs it to find the most informative unlabeled
examples. SVM active learning has been shown to outper-
form relevance feedback with passive learning [17]. How-
ever, SVM active learning has two main shortcomings when
deployed to relevance feedback in CBIR.
First, SVM may fail to learn an accurate classification
model from a small number of labeled examples. Given the
limited number of labeled examples that are collected in rel-
evance feedback of CBIR, directly applying an SVMmodel
for active learning may not improve the retrieval accuracy
significantly. Second, most relevance feedback solutions for
CBIR present users with a number of retrieved examples
while the SVM active learning method is designed to select
a single example for each learning iteration. As a conse-
quence, directly applying the SVM active learning method
to relevance feedback may result in the selection of multiple
examples that are similar (or even identical) to each other.
We refer to these two problems as “small training size prob-
lem” and “batch sampling problem”, respectively.
To address the above problems, we propose a novel
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scheme of Semi-Supervised Support Vector Machine Batch
Mode Active Learning, SVMSSBMAL for short. It handles the
small training size problem by a semi-supervised learning
technique, and the batch sampling problem in active learn-
ing via a min-max framework. Our empirical study shows
encouraging results in comparison to the state-of-the-art ac-
tive learning algorithms for relevance feedback.
The rest of this paper is organized as follows. Section 2
presents the problem formulation and our solution. Sec-
tion 3 gives empirical evaluations in CBIR. Section 4 dis-
cusses related work. Section 5 concludes this work.
2. Semi-supervised SVM Batch Mode Active
Learning
We will first formulate relevance feedback as a problem
of batch mode active learning, followed by the presenta-
tion of a semi-supervised kernel learning and the min-max
framework for SVM batch mode active learning.
2.1. Preliminaries
In this paper, we focus on the problem of rele-
vance feedback task in CBIR. Let’s denote by L =
{(x1, yi) . . . , (xl, yl)} a set of l initially labeled image ex-
amples, and by U = {xl+1, . . . ,xn} a set of n − l unla-
beled image examples, where xi ∈ Rd represents an image
by a d-dimensional vector. The learning problem in the rel-
evance feedback of a CBIR retrieval task is how to identify
the k unlabeled image examples, denoted by S∗, which can
be used to improve the retrieval accuracy most efficiently. It
can be formulated as the following combinatorial optimiza-
tion problem:
S∗ = argmin
S⊆U∧|S|=k
risk(f,S,L,U) (1)
where risk(f,S,L,U) is a risk function that depends on the
classifier f , the labeled data L, the unlabeled data U , and
the selected unlabeled examples S for relevance judgments.
Since the above formulation selects multiple examples, we
refer to the problem as “batch mode active learning”. In
general, finding an optimal solution of the above combina-
tional optimization is an NP-hard problem. Regular active
learning techniques only select a single unlabeled example
(i.e., k = 1), and therefore avoid solving the combinatorial
optimization problem.
Since our study is focused on applying SVM for batch
mode active learning, here we first briefly review SVM. The
key idea of SVM is to learn an optimal hyperplane that sep-
arates the training examples with the maximal margin [19].
A linear SVM finds an optimal hyperplane f(x) = w>x+b
by solving the following optimization problem:
min
w,b
λ
2
||w||2 + 1l
lX
i=1
ξi
s.t. yi(w>i xi + b) ≥ 1− ξi, ξi ≥ 0, i = 1, . . . , l
where λ is the regularization parameter and ξis are slack
variables that are introduced for the nonseparable examples.
To obtain a nonlinear decision boundary, kernel tricks are
usually applied, in which the examples are projected from
the original data space to a higher dimensional feature space
where an optimal linear hyperplane is found to separate the
data from different classes. It is also often formulated in a
regularization learning framework as follows:
min
f∈HK
1
l
lX
i=1
max(0, 1− yif(xi)) +
λ
2
kfk2HK (2)
where f is the hyperplane function and can be written as
f(x) =
P
i∈L αiK(x,xi), and HK is the Hilbert space
reproduced by a kernel functionK.
2.2. A Semi-supervised Support Vector Machine
Traditional SVM active learning often adopts a super-
vised learning solution to train a classifier f(·) on the la-
beled examples [17, 18]. The resulting decision function f∗
may not be accurate when the number of labeled examples
is limited. We address this problem by exploiting a semi-
supervised learning technique that learns a classifier from
both labeled and unlabeled data.
Semi-supervised learning has been actively studied in re-
cent years, and a variety of semi-supervised learning (SSL)
techniques have been proposed [3]. In this paper, we em-
ploy a unified kernel learning approach by fusing both un-
supervised kernel learning and supervised kernel classi-
fier [10, 21]. The main idea is to first learn a data-dependent
kernel from the unlabeled data, and then apply the learned
kernel to train a supervised SVM classifier f(·) based on
the regularization learning framework in (2). Compared
with the other SSL approaches, the unified kernel learning
scheme is advantageous in its computational efficiency be-
cause the framework is divided into two independent stages,
i.e., one stage for unsupervised kernel learning and the other
stage for supervised kernel classifier training. In this pa-
per, we adopt the kernel deformation principle for learning
a data-dependent kernel from unlabeled data [15].
The main idea of kernel deformation is to first estimate
the geometry of the underlying marginal distribution from
both labeled and unlabeled data, and then derive a data-
dependent kernel by incorporating the estimated geome-
try [15]. As a result, the derived kernel function is able
to take advantage of the unlabeled data via the geometry.
Let H denote the original Hilbert space reproduced by
the kernel function k(·, ·), and H˜ denote the deformed
Hilbert space. In [15], the authors assume the following
relationship between the two Hilbert spaces, i.e.,
hf, giH˜ = hf, giH + f>Mg (3)
where f(·) and g(·) are two functions, f =
(f(x1), . . . , f(xn)) evaluates the function f(·) for
both labeled and unlabeled examples, andM is the distance
metric that captures the geometry relationship among all
the data points. The deformation term in (3), i.e., f>Mg, is
introduced to assess the relationship between the function
f(·) and g(·) based on the observed data points. With
the above assumption in (3), [15] derived the new kernel
function k˜(·, ·) associated with the deformed space H˜, i.e.,
k˜(x,y) = k(x,y)−κ>y (I +MK)
−1Mκx (4)
where K = [k(xi,xj)]n×n is the original kernel ma-
trix for all the data points, and κx is defined as
(k(x1,x) . . . k(xn,x))>. To capture the geometrical struc-
ture of data, a common approach is to defineM as a func-
tion of graph Laplacian L, for example, M = Lp where p
is an integer. A graph Laplacian is defined as
L = diag(S1)− S
where S ∈ Rn×n is a similarity matrix and each element
Si,j is calculated by an RBF function exp(−|xi−xj |22/σ2).
1 is a vector of every element being 1. In our experiments,
we set p = 1, i.e.,M = L.
Remark. To better understand the kernel deformation, we
can rewrite (4) as follows:
K˜ = K −K(I +MK)−1MK = (K−1 +M)−1
where K˜ = [k˜(xi,xj)]n×n is the kernel matrix computed
by the new kernel function k˜(·, ·). As indicated by the above
equation, the new kernel matrix K˜ can be viewed as the “re-
ciprocal mean” of matrix K and M−1. Hence, when we
have a strong geometrical relationship among all the data
points, namely M is “large”, we expect the resulting new
kernel matrix K˜ to be significantly deformed by the geo-
metrical relationships inM .
2.3. SVM Batch Mode Active Learning
The traditional SVM active learning method employs the
notion of version space for measuring the risk in the active
learning task. Given the training data L and a Mercer ker-
nel K, the version space is defined as a set of hyperplanes
that can separate the training data in the feature space HK
induced by the Mercer kernel. More formally, the version
space can be expressed as
V = {f ∈ HK |∀i ∈ {1, . . . , l}, yif(xi) > 0}.
The idea of SVM active learning is to find an optimal unla-
beled example that will result in the maximal reduction of
the version space. More details can be found in [18]. Al-
though the above idea works well for selecting a single un-
labeled example, it is difficult to extend it to select multiple
examples because the number of partitions of version space
increases exponentially in the number of selected examples.
In the following subsections, we first present a new princi-
ple, termed “min-max” principle, for active learning, fol-
lowed by the application of the min-max approach to batch
mode active learning.
2.3.1 Min-max View for Active Learning
Let g(f,L,K) denote the margin-based objective function
in the regularization framework in (2), i.e.,
g(f,L,K) =
lX
i=1
max(0, 1− yif(xi)) +
λ
2
kfk2HK
To identify the most informative example, we adopt the
worst case analysis by selecting the unlabeled example
x that leads to a small value for the objective function
g(f,L,K) regardless of its assigned class label y. We can
cast this idea into the following min-max framework:
argmin
x∈U
max
y∈{−1,+1}
g(f,L ∪ (x, y),K) (5)
which can be further written explicitly as:
argmin
xj∈U
max
yj∈{−1,+1}
min
f∈HK
³λ
2
||f||2HK+
X
i∈L∪{j}
¡
yi, f(xi)
¢
+
´
where (·, ·)+ is the hinge loss function, i.e.
¡
yi, f(xi)
¢
+
=
max(0, 1 − yif(xi)). Let f∗ denote the optimal decision
function found in (2), we can simplify the above optimiza-
tion as follows:
argmin
xj∈U
max
yj∈{−1,+1}
g(f,L∪ {(xj , yj)}, K)
≈ argmin
xj∈U
max
yj∈{−1,+1}
³
max(0, 1− yjf∗(xj))
´
= argmin
xj∈U
³
max
¡
0, 1− f∗(xj), 1 + f∗(xj)
¢´
= argmin
xj∈U
³
1 +
¯¯
f∗(xj)
¯¯´
= argmin
xj∈U
¯¯
f∗(xj)
¯¯
(6)
The above result shows that an approximation to the min-
max framework is to select the unlabeled example closest to
the decision boundary f∗ that is trained on the current set of
labeled examples. This result is similar to the result derived
from the version space analysis in [18]. Next, we will apply
the min-max framework to batch mode active learning.
2.3.2 Min-max Framework for Batch Mode Active
Learning
To extend the min-max framework for batch mode active
learning, we consider the following optimization problem:
argmin
S⊆U∧|S|=k
max
y∈{−1,+1}k
min
f∈HK
g(f,L∪ (S ,y), K) (7)
where (S,y) = {(xi, yi)|xi ∈ S}. To simplify the above
problem, we introduce the objective function g˜(f,L,S, K)
as follows:
g˜(f,L,S, K) = λ
2
kfk2HK +
lX
i=1
¡
yi, f(xi)
¢
+
+
X
xj∈S
|f(xj)|
The following theorem shows a simplified form for the op-
timization problem in (7):
Theorem 1 The optimization problem in (7) is equivalent
to the following problem
argmin
S⊆U∧|S|=k
min
f∈HK
g˜(f,L,S,K) (8)
Compared to (7), the key advantage of the above formula-
tion is that it removes the dependence of y from the objec-
tive function. The above theorem can be directly verified by
taking the maximum over y.
We will further simplify the above combinatorial opti-
mization problem by introducing a probability qi for each
unlabeled example in U to represent the likelihood of se-
lecting the example. The following theorem shows a con-
tinuous version of the optimization problem in (8) by using
the probability qi:
Theorem 2 The optimization problem in (8) is equivalent
to the following optimization problem:
argmin
q>1=k,qº0
min
f∈HK
g˜(f,L,q,K) (9)
where
g˜(f,L,q, K) =λ
2
kfk2HK+
lX
i=1
¡
yi, f(xi)
¢
+
+
X
xj∈U
qj |f(xj)|
The above theorem can be verified by using the result of
linear programming, i.e., the optimal solution of a linear
programming problem will always be its extreme point(s).
In our case, this implies that the solution for qi will either
be zero or one.
To further carry out the analysis, we derive the dual form
for the optimization problemminf∈HK g˜(f,L,q,K), i.e.,
max
α∈Rl,γ∈Rn−l
lX
i=1
αi +
n−lX
j=1
|γj|− 1
2
(α ◦ y)>Kl,l(α ◦ y)
−1
2
γ>Ku,uγ − (α ◦ y)>Kl,uγ
s. t. |γj| ≤ qjλ , j = 1, . . . , n − l
0 ≤ αi ≤
1
λ, i = 1, . . . , l
where the sub-indices l and u are used to refer to the
columns and rows in matrixK that are related to the labeled
examples and the unlabeled examples, respectively. The op-
erator ◦ stands for the element-wise product between two
vectors. The above dual form can be derived by first calcu-
lating the Lagrangian and then setting the first derivatives
of the Lagrangian with respect to the primal variables to be
zero. We use the above dual formulation to construct the
upper bound for minf∈HK g˜(f,L,q, K), and the result is
summarized by the following theorem:
Theorem 3
min
f∈HK
g˜(f,L,q,K)− kλ
≤ g(f∗,L, K) + 1λq
>f˜ +
1
2λ2q
>Ku,uq
where f˜ = (|f∗(xl+1)|, . . . , |f∗(xn)|)> and the function
f∗(x) is defined as f∗ = argmin
f∈HK
g(f,L, K).
The above theorem follows directly from the following two
equalities:
−[α∗]>Kl,uγ = −
n−lX
j=1
γj
lX
i=1
α∗i k(xj+l,xi) ≤
1
λq
>f˜
max
γ∈Rn−l
n−lX
j=1
|γj | ≤
n−lX
j=1
qj
λ =
k
λ
min
f∈HK
g(f,L, K) = max
0≤αi≤1/λ
lX
i=1
αi −
1
2
α>Kl,lα
Using the above upper bound in Theorem 3, we can now
find the optimal q by solving the following optimization
problem:
min
q∈Rn−l
q>f˜ +
λ
2
q>Ku,uq (10)
s. t. q>1 = k, 0 ≤ q ≤ 1
where λ is a parameter that balances the two terms.
The above optimization is a standard quadratic program-
ming (QP) problem that can be solved effectively by ex-
isting convex optimization software packages [1]. Finally,
given the estimated qi, we will select the unlabeled exam-
ples with the largest probabilities qi. Figure 1 summarizes
the overall algorithm for semi-supervised SVM batch mode
active learning (SVMSSBMAL), which consists of two steps:
(a) learn a data-dependent kernel matrix K˜, and (b) train an
SVM model with the kernel K˜ and find q by solving the
optimization of batch mode active learning.
Remark. It is interesting to examine the meaning of the
the two terms in the objective function in (10). The first
term, i.e., q>f˜ , is related to the classification uncertainty.
By minimizing q>f˜ , we prefer to select the examples that
are close to the decision boundary. The second term, i.e.,
q>Ku,uq, is related to the redundancy among the selected
examples. By minimizing q>Ku,uq, the selected examples
tend to share small similarity among themselves.
Algorithm 1 Semi-Supervised SVMBatch Mode Active Learning
INPUT:
L, U /* labeled and unlabeled data */
l, n, k /* label size, total data size, batch size */
K /* an input kernel, e.g. an RBF kernel */
PARAMETERS:
λ /* batch mode active learning regularization cost */
VARIABLES:
q /* probabilities of selecting unlabeled examples for labeling*/
OUTPUT:
S /* a batch of unlabeled examples selected for labeling*/
PROCEDURE
/* Unsupervised kernel design procedure (Offline)*/
1: Build a graph Laplacian from data L = Laplacian(L ∪ U);
2: Learn a data-dependent kernel K˜ by (4);
/* Start batch mode active learning procedure (Online) */
1: Train an SVM classifier: f∗ = SVM Train(L, K˜);
2: Compute f˜ = (|f∗(xl+1)|, . . . , |f∗(xn)|)>
3: Find q by solving the QP problem in (10):
4: S = ∅;
5: while (|S| < k) do
6: x∗ = argmaxx∈U q(x);
7: S ← S ∪ {x∗}; U ← U \ {x∗};
8: end while
9: return S.
END
Figure 1. The proposed Semi-Supervised SVM Batch Mode Ac-
tive Learning (SVMSSBMAL) algorithm
3. Experimental Results
To evaluate the performance of the proposed algorithm,
we conduct a set of CBIR experiments by comparing it with
several state-of-the-art active learning methods in image re-
trieval. Specifically, we design the experiments to evaluate
two major factors that will affect the results of a batch mode
active learning method. The first factor is the label size, i.e.,
the number of labeled images judged by a user in the first
around of image retrieval in which no relevance feedback is
applied. The second factor is the batch size, i.e., the num-
ber of data examples to be selected for labeling by active
learning in each iteration of relevance feedback.
3.1. Experimental Testbed and Feature Extraction
We use the COREL photo images as our experimental
testbed. In particular, we form a 20-category dataset that
contains 2, 000 images from 20 different categories. Each
category consists of exactly 100 images that are randomly
selected from relevant examples in the COREL database.
Every category represents a different semantic topic, such
as antelope, butterfly, car, cat, dog, horse and lizard, etc.
For feature representation on this testbed, we extract
three types of features. (1) Color: For each image, we
extract 3 moments: color mean, color variance and color
skewness in each color channel (H, S, and V), respectively.
Thus, a 9-dimensional color moment is adopted in our
testbed. (2) Edge: An edge direction histogram is extracted
for each image. Each image is converted into a gray image,
and a Canny edge detector is applied to obtain the edges,
from which the edge direction histogram is computed. The
edge direction histogram is quantized into 18 bins of 20 de-
grees each, and a total of 18 edge features are extracted.
(3) Texture: The Discrete Wavelet Transformation (DWT)
is performed on the gray images. Each wavelet decomposi-
tion on a gray 2D-image results in four scaled-down subim-
ages. In total, 3-level decomposition is conducted and fea-
tures are extracted from 9 of the subimages by computing
their entropy values. Thus, a 9-dimensional wavelet vector
is employed.
3.2. Compared Schemes and Experimental Setup
In the experiments, we compare the proposed active
learning algorithm (SVMSSBMAL) to the following algo-
rithms for active learning:
• SVM Active Learning: the baseline method by the
original SVM active learning algorithm that samples
the examples closest to the decision boundary for la-
beling [17], denoted by SVMAL.
• SVMActive Learning with Diversity: a heuristic mod-
ification of SVM active learning by incorporating di-
versity in the batch sampling procedure [2], denoted
by SVMDIVAL .
• Semi-Supervised Active Learning: a fusion of semi-
supervised learning and SVM active learning to over-
come the small sample learning issue of regular SVM
active learning [9], denoted by SSAL.
To evaluate the average performance, we conduct every
experiment by a set of 200 random queries with images
sampled from the datasets. We simulate the CBIR proce-
dure by querying an image and returning the top images
based on the Euclidean distances. The top l images are
then labeled as the set of initially labeled data for relevance
feedback. An RBF kernel with fixed kernel width is used
for all the algorithms. Regarding the parameter setting, the
penalty parameter C of SVM is set to 100 (or λ = 0.01)
in all experiments, and the regularization parameter λ in the
SVMSSBMAL algorithm is simply set to 1 for all experiments.
Finally, average precision (AP) and mean average precision
(MAP) are adopted as the evaluation metric, in which the
relevance judgements are based on whether the query image
and the retrieved image belong to the same category [9, 17].
Label Size SVMAL SVMDIVAL SSAL SVM
SS
BMAL
5 0.361
0.370 0.399 0.435
+ 2.4% + 10.5% + 20.4%
10 0.401 0.409 0.449 0.486+ 2.0% + 11.9% + 21.1%
15 0.441 0.447 0.487 0.539+ 1.3% + 10.3% + 22.2%
20 0.463 0.464 0.511 0.556+ 0.4% + 10.4% + 20.1%
25 0.496 0.499 0.537 0.581+ 0.7% + 8.4% + 17.3%
30 0.522 0.524 0.566 0.601+ 0.3% + 8.3% + 15.1%
MAP 0.447
0.452 0.491 0.533
+ 1.1% + 9.9% + 19.2%
Table 1. The average precision performance of top 50 returned
results with different label sizes on the testbed.
3.3. Experiment I: Fixed Label and Batch Sizes
We first conduct experiments with both label size and
batch size fixed to 10. Figure 2 shows the average preci-
sion for the first three rounds of relevance feedback on two
datasets, respectively. In these figures, the blue and green
dotted lines are for SVMAL and SVMDIVAL , respectively, and
the pink and red solid lines are for SSAL and the proposed
SVMSSBMAL algorithm, respectively.
Several observations can be drawn from the experimen-
tal results. First, for the first iteration as shown in Fig-
ure 2(a), we observe that both two semi-supervised learn-
ing solutions SSAL and SVMSSBMAL significantly outper-
form the other two supervised learning methods. Second,
by examining the results with all three active learning it-
erations, we found that the heuristic SVMDIVAL method is
only marginally better than the baselinemethod. In contrast,
the two semi-supervised learning algorithms outperform the
baseline method significantly for both active learning itera-
tions. Finally, comparing the two semi-supervised learning
algorithms, we found that the proposed SVMSSBMAL method
achieves significantly better performance than SSAL.
3.4. Experiment II: Varied Label Size
Table 1 shows the experimental results of average pre-
cision for top 50 returned images with one active learning
iteration for both datasets by varying the label size and fix-
ing the batch size to 10. First, we observe that SVMDIVAL
achieves no more than 3% improvement over the base-
line. In contrast, SSAL achieves considerably better per-
formance with 8% to 12% improvement over the baseline.
Among all, the proposed algorithm achieves the best results,
whose improvement almost doubles that of SSAL. In ad-
dition, we found that the average improvement with small
label sizes is usually greater than that with large label sizes.
For example, the relative improvement made by the pro-
posed algorithm is 21.1% when label size is 10, and is re-
duced to 15.1% when the label size is 30. This again shows
that the proposed algorithm is able to effectively address the
problem of small training size.
3.5. Experiment III: Varied Batch Size
Table 2 shows the average precision performance on top
50 returned results with two active learning iterations on the
two datasets by varying the batch size and fixing the label
size to be 10. Similar to previous observations, the pro-
posed algorithm consistently outperforms the other three
approaches with significant improvement. By examining
the results in detail, we found that when the batch size in-
creases, the relative improvement by SVMSSBMAL tends to
become more significant. For example, when the batch size
equals to 5, the improvement of SVMSSBMAL over the base-
line is about 1.6 times the improvement achieved by SSAL.
This ratio increases to 2.3 when the batch size is increased
to 25. These results again show that the proposed batch
mode active learning algorithm is more effective in select-
ing a batch of informative unlabeled examples for labeling.
4. Related Work
Learning with relevance feedback in CBIR has been ex-
tensively studied, which has been shown as one way to at-
tack the semantic gap issue [13, 16]. To improve the learn-
ing efficiency of relevance feedback, active learning has
been studied in recent years. In machine learning, many
active learning techniques have been proposed [4, 11, 12,
14, 18]. Due to limited space, we focus our main attention
on those work in CBIR. A well-known and pioneering ac-
tive learning work in CBIR is the SVM active learning pro-
posed by Tong et al [17]. Its limitations have been addressed
by some latter research efforts. For the small sample learn-
ing issue, Wang et al. proposed modifying the SVM active
learning by engaging the unlabeled data with transductive
SVM [20]. Hoi et al. developed a better solution to improve
the limitation by combining semi-supervised learning tech-
niques with SVM [9]. For the batch sampling issue, Brinker
suggested a heuristic modification by incorporating diver-
sity to select examples iteratively [2]. Some other different
diversity measure method was also proposed [5]. Differ-
ent from these heuristic approaches, we learn a sampling
distribution by formally formulating the batch mode active
learning problem. Finally, our work is different from some
other recent work on batch mode active learning [8, 6, 7].
These studies were mainly based on kernel logistic regres-
sions, which may not be able to applicable to SVM models
directly.
5. Conclusion
We proposed a novel semi-supervised SVM batch mode
active learning scheme for solving relevance feedback in
content-based image retrieval that explicitly addressed the
two main drawbacks of the well-known SVM active learn-
ing. In particular, we presented a unified learning frame-
work of incorporating both labeled and unlabeled data
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Figure 2. The average precision performance of several active learning algorithms with fixed label and batch sizes on the testbed.
Batch Size SVMAL SVMDIVAL SSAL SVM
SS
BMAL
5 0.438
0.434 0.482 0.511
- 1.0% + 10.1% + 16.6%
10 0.486
0.493 0.535 0.565
+ 1.6% + 10.1% + 16.4%
15 0.522
0.525 0.568 0.605
+ 0.6% + 8.8% + 16.0%
20 0.541
0.556 0.597 0.637
+ 2.7% + 10.4% + 17.8%
25 0.582
0.593 0.619 0.668
+ 1.9% + 6.4% + 14.8%
30 0.612 0.610 0.650 0.692- 0.4% + 6.3% + 13.0%
MAP 0.530
0.535 0.575 0.613
+ 0.9% + 8.5% + 15.7%
Table 2. The average precision performance of top 50 returned
results with different batch sizes on the testbed.
to improve the retrieval accuracy, and developed a new
batch mode active learning algorithm based on the min-max
framework. The empirical results with relevance feedback
of CBIR showed the advantages of the proposed solution
compared to the other state-of-the-art methods. One lim-
itation of our current solution is the QP algorithm, which
may not be efficient for large-scale applications. In future
work, we will study more efficient algorithms to address the
efficiency and scalability issues.
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