INTRODUCTION
Recently Cox & Solomon (1986) examined a number of methods, formal and informal, for analysing sets of small samples in order to detect departures from the standard assumptions of normality and constant variance. The types of departure studied included common nonnormality and randomly changing variance. Serial correlation within samples was, however, mentioned only incidentally. In the present note, we consider testing for such correlation. The associated estimation problems are more delicate, particularly in view of the inconsistency of the simple maximum likelihood estimate, and will not be studied.
Suppose then that we have m independent samples each of r observations represented by random variables Yi, (i = 1,. . ., m; s = 1, . . ., r). As in the previous paper we suppose that E ( YJ) = ,ui and that for the current analysis /iL, ... , /Um are unknown nuisance parameters. Un the standard normal theory assumptions the { YJ} are independently normally distributed w unknown constant variance o.2. Here we concentrate on detecting serial correlation within the samples: as noted above, it is assumed that there is no systematic dependence of the mean on serial order. Where necessary to formulate a specific alternative involving serial correlation we shall suppose that, for each i, { Yil,..., Y,r} forms a stationary first-order autoregressive p of correlation p. We leave open the question of whether the different samples have the same variance.
For the most part we concentrate on r = 3. where S = i (1<i -y)2. That this is essentially negative is a consequence of the strong negative correlation between residuals in a sample of three.
To find the distribution of (1) Under the null hypothesis V has a beta-type density and
For possible use in graphical analysis, note that w-1 cos-1 (V-1) is uniformly distributed on (0, 1).
We now have at least two possible analyses for m sets of data. One is to calculate Vi for the (ii) to make a cumulative plot of the ordered Vi checking for uniformity of distribution. The analysis in effect allows different sets of data to have different variances, cri2
A second possibility is to assume oK2 to be constant. Then it is reasonable to replace I Vi by
i.e. to pool numerators and denominators. An exact test is obtained from (4) by noting that F = T/ (2-T) has the standard variance ratio distribution with (m, m) degrees of freedom;
asymptotically T is normal with mean one and variance 1/nm. When o-2is constant, it is reasonable to expect T to be more efficient than V. To study this quantitatively we need the local nonnull behaviour of E(T) and E(V), that is dE(T; p)/ap and aE( V; p)/dp at p = 0, in a self-explanatory notation. If for the ith set we denote the values of these statistics by (Qi, Si), we concentrate here on T'= X Qi/E Si, although the relative efficiency of a procedure using instead Y. (Qi/Si) will presumably increase with r.
To obtain the asymptotic distribution of the test statistic under the null hypothesis, it is enough to find the first and second moments of (Q, S) when Y,, . . ., Yr are independent and identically distributed in the standard normal distribution. These moments are most systematically calculated via results for quadratic forms in standard normal variables (Searle, 1971, p. 57) , namely
E(YTAY)=tr(A), var(YTAY)=2tr(A2), cov ( YTAY, YTBY) = 2 tr (AB),
where A, B are arbitrary constant matrices. On identifying the matrices associated with Q and S, we find after appreciable calculation that E(Q) =-(r-1)/r, var (Q) = (r3-3r2+2r+2)/r2, E(S)=r-1, var(S)=2(r-1), cov(Q,S)=-2(r-1)/r.
It follows after some further calculation that under the null hypothesis the approximate mean and variance of the limiting normal distribution of T' are -1/r, {(r+1l)(r-2)2}/f mr 2(r -1)2}9 (7) agreeing with the results given previously for r = 3.
EXAMPLE
As a brief illustrative example, we use, as in our previous paper, triple observations on pulse rate for samples of 100 men and 100 women from IPPPSH (International Primary Prevention Study on Hypertension), giving only outline conclusions because of constraints on space. The nature of the data is explained in the earlier paper. Unfortunately, for geographical reasons, associated with the authors not with the patients, the set of patients used here is not identical with that used previously, although there is substantial overlap.
The previous analysis had suggested the presence of overdispersion, somewhat reduced but not eliminated by taking reciprocals, and inspection of the data indicated some digit preferences and rounding. The analysis using V thus seemed preferable to that using T, which in effect assumes constant variance, although both analyses were performed. All analyses were done separately for men and women and were done with and without the reciprocal transformation.
The distributions of i-' cos-( Vi -1) were nonuniform but rather irregular; overinterpretati of details of the plots is hazardous in the presence of the complications like rounding mentioned above. Under null hypothesis V and T have unit mean and standard errors 0 0707 and 0*1.
