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ABSTRACT
The development of new structural damage detection methods is of great interest
to the aerospace industry. Current detection techniques rely on experiences with
similar vehicles operating in similar conditions and require disassembly and part-
by-part inspection. While effective, these methods can be costly, inefficient, and
unnecessary if the aircraft is not in danger of structural failure. It is imagined
that future aircraft will utilize non-destructive evaluation methods, allowing for the
near real-time monitoring of structural integrity. A particularly interesting method
involves utilizing the unique transformation response of shape memory alloy (SMA)
particles embedded in an aircraft structure. By detecting changes in the mechanical
and/or electromagnetic responses of embedded particles, operators could detect the
formation or propagation of fatigue cracks in the vicinity of these particles.
This work seeks to demonstrate the ability of SMA sensory particles to detect
structural damage using a computational approach. For the first time, sensory par-
ticle response to local damage is demonstrated using finite element modeling. This
model, based on an experimental demonstration, allows for the determination of
sensory particle material properties by matching experimental data to finite element
simulations. The result is then used to predict particle response to a propagating
crack in the root rib of an aircraft wing using finite element analysis. In particular,
this model utilizes substructure modeling to maintain computational efficiency while
relating globally applied loads to local structural response. Finally, this work exam-
ines whether sensory particles can be used to approximate the location of structural
damage by interpolating a stress field based on the responses of sensory particles in
the vicinity of a propagating crack.
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1. INTRODUCTION
1.1 Motivation
Since its development by the Wright brothers in 1903, the airplane has become
a fixture in our society. Its various applications, from commercial to military, have
made it an essential part of various industries. As such, it has become the subject
of intensive research in hopes of improving its performance and thus expanding its
mission envelope. While technological advances have markedly increased capability,
it has also led to the operation of aircraft in harsh operating conditions for extended
periods of time. These aircraft may experience unforeseen loading that is difficult
to reproduce during ground testing. Additionally, research in materials science has
led to the implementation of complex materials in aircraft; while helping to increase
performance, these materials’ responses to the previously mentioned loading may
be difficult to predict. These issues have made detecting structural defects prior to
operation of paramount importance.
Traditional damage detection techniques fall under the category of time-based
maintenance [21]. Aircraft currently undergo routinely scheduled inspections to en-
sure they can maintain structural integrity during operational loading [23]. This
involves a vehicle being removed from service, disassembled, and inspected part-by-
part, with repairs taking place on an as-needed basis [64]. This method has proven
effective; just 4% of aircraft hull loss found to have been caused by structural defi-
ciencies [4]. However, this remains a costly process due to both labor costs as well as
loss of production volume [5]. Other complications, such as improper reassembly of
the vehicle or inadvertent damage during repairs, can also arise. Furthermore, this
method is noticeably inefficient. Inspections are scheduled based on operators’ expe-
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riences with similar aircraft operating in similar conditions. Given that each vehicle
is unique, it is possible that an aircraft that is in little to no danger of structural
failure could be unnecessarily removed from operation and inspected. Additionally,
close to 90% of all aircraft inspections are strictly visual [60], meaning that a sig-
nificant amount of structural damage can occur inside a component without being
detected. This method is further hindered by its inability to provide real-time up-
dates as to the structural integrity of the vehicle; this is a key issue for spacecraft,
which operate for long periods of time without being inspected.
Far more efficient methods for structural health monitoring use condition-based
maintenance, where an aircraft is removed from service and repaired only when it is
in danger of structural failure. In particular, the increased use of smart materials in
aerospace applications has led to the proposal of smart monitoring systems which can
provide a near real-time understanding of the structural integrity of an aircraft [21].
These systems could utilize non-destructive evaluation (NDE) methods and would
have the advantage of being unique to each aircraft, and the information generated by
these systems can help influence operation to maximize vehicle lifetime [69]. These
methods are also far more time-efficient, with the use of smart monitoring systems
estimated to reduce the inspection time of a fighter jet by 44% [5].
1.2 Literature Review of NDE Methods
In the aerospace industry, two methods have already been explored and show
great promise: ultrasonic testing and eddy current testing [10]. The following sections
provide a brief review of these two methods, as well as other popular methods that
may be applicable to the aerospace industry in the future.
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1.2.1 Ultrasonic Method
Nondestructive testing can be carried out using sound waves above the audible
range (∼20Hz). Driven by high voltage electrical pulses, a piezoelectric or elec-
tromagnetic transducer generates high frequency ultrasonic energy. This energy is
introduced into the material and propagates in the form of waves. The presence of a
discontinuity in the material (i.e. structural damage) results in some waves reflecting
off the surface of the flaw and back to the transducer. The reflected wave signal is
then transformed into an electrical signal by the transducer and is displayed on a
screen. From this signal, the discontinuity location, as well as its size and orientation
can be determined [42, 9, 7, 39]. Ultrasonic testing has been shown to have superior
depth of penetration for flaw detection compared to other methods. It also requires
minimal part preparation and can provide instantaneous results when using appro-
priate electronic equipment. However, ultrasonic testing requires the surface of the
component in question to be accessible and usually requires a coupling medium to
facilitate the transfer of sound waves into the specimen. This method has also been
found to be unreliable when inspecting components that are rough, exceptionally
thin, heterogeneous, or contain complex geometries [42]. Additionally, ultrasonic
testing is difficult when considering course-grained materials due to low sound trans-
mission and high signal noise [42]. Finally, linear defects oriented parallel to the
sound waves may go undetected.
There are numerous examples of the use of ultrasonic testing in aerospace ap-
plications. Work done by Matt et al. studied the possibilty of using an ultrasonic
method to monitor skin-to-spar bonded joints in unmanned arial vehicles (UAVs)
[44]. Mueller et al. detailed the use of ultrasonic testing to reveal bond defects be-
tween titanium stepped-up joints and composite surfaces in tactical aircraft wings
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[47]. This method has also shown to be effective in space applications, such as eval-
uating bolted connections in satellites as shown by Montoya et al [46]. Recently, the
use of optical fibers in combination with ultrasonic testing has received attention for
applications where electromagnetic interference needs to be avoided or where addi-
tional parameters also need to be monitored (i.e. strain or temperature) [10]. Sun
et al. developed an optical fiber-guided robotic laser ultrasonic system for use in the
inspection of composite structures [67]. Betz et al. combined Lamb wave-detecting
fiber Bragg grating in optical fibers genetic algorithms to achieve good results in
approximating the location of holes in metallic aerospace materials [8]. Work done
by Straszerski et al. used a similar method to detect impact damage in an aircraft
wing [65].
1.2.2 Eddy Current Method
A second NDE method uses the principles of electromagnetism to detect struc-
tural damage. When an alternating current is applied to a conductive probe, a dy-
namic expanding and contracting magnetic field develops around the probe. When a
second conductive material (the component being detected) is placed in the vicinity of
this dynamic magnetic field, eddy currents, or currents that flow in a circular path,
are induced in the material. These eddy currents generate their own (secondary)
magnetic field which opposes the (primary) magnetic field generated by the probe.
This weakening of the primary magnetic field results in a change in the impedance
of the probe. The presence of structural defects in the material obstructs the flow
of eddy currents, which reduces the secondary magnetic field and increases probe
impedance. These changes in impedance can be detected, amplified, and displayed
[45, 42, 74, 63]. Eddy current testing requires minimal part preparation, can be used
without contacting the part in question, and works well with complex geometries.
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However, this method works only with conductive materials and offers limited depth
of penetration. Eddy current testing also requires access to the surface of the compo-
nent and can miss structural defects that lie parallel to the probe. Additionally, eddy
current sensors have strict calibartion requirements due to large sensor variability.
It has been found that nominally identical eddy current probes can produce signals
that differ by up to 35% [2].
Eddy current testing has been the subject of research for aerospace applications.
Rao and Nakagawa investigated the effect of various materials and probes on eddy
current testing and established baselines for various types of structural defects for
the development of a model-based approach to inspection [57]. This model reaches
good agreement with experimental data and could potentially substitute for labo-
rious experimental investigations. Sodano developed an automated eddy current
sensor to detect structural defects in aircraft components [63]. This sensor showed
a variation in impedance when in the vicinity of both corrosion and a small hole.
Studies performed by Washabaugh et al. cover the applications of shaped-field eddy
current Meandering Winding Magnetometer (MWM) sensors and MWM arrays [74].
One such application allows for MWM arrays to be mounted or embedded in aircraft
components to detect the formation of cracks. However, these sensors are not capa-
ble of sensing damage outside of the footprint of the sensor; as such, sensors must
either be strategically placed in areas where cracks are predicted to form or more
sensors are required to monitor the entire structure. A second application involves
scanning for corrosion on the inaccessible backside of plates on a C-130 flight deck
using MWM arrays.
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1.2.3 Other NDE Methods
Radiography can also be used to locate hidden structural defects in aircraft struc-
tures such as cracking and corrosion. This method has been implemented by the Air
Force at McClellan Air Force Base, where a robotic real-time radiography system can
rapidly inspect large sections of aircraft [12]. Additionally, the Air Force Research
Lab developed a smaller and mobile semiautomated system using high resolution
real-time radiography (HRRTR) capabilities, which decreased inspection time by an
estimated factor of at least three [22]. This system has been used to detect structural
damage (both cracking and corrosion) on Boeing 707 lap joints and fuselage-deck
joints [12].
Another damage detection method found extensively in the literature is vibration-
based NDE. This method takes advantage of the idea that structural damage alters
the stiffness, mass or energy dissipation properties of a system; these changes are
noticable when compared with the original response of a pristine structure. This
method can be challenging given that damage is often a localized phenomenon and
may not significantly influence the global structural response [20]. While vibration-
based damage detection has been used primarily for monitoring rotating machinery,
it has found its uses in aerospace applications. NASA began utilizing vibration-based
inspection in conjunction with the development of the Space Shuttle. The Shuttle
Modal Inspection System (SMIS) was developed to identify structural damage in
control surfaces, lifting surfaces, and fuselage panels [27, 20]. These components
were covered with a thermal protection system, making them inaccessible to other
NDE methods. All orbital vehicles have been subjected to SMIS testing since 1987.
Liquid penetrant inspection is a method that uses colored dye to reveal surface
breaking flaws. This is based on the ability of a liquid to be drawn into a disconti-
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nuity via capillary action. After excess penetrant is removed from the surface of a
component, a developer acts to draw the penetrant from the surface flaw to reveal
its presence. Liquid penetrants have often been used as an intial inspection method
for weldments in the aerospace industry[76].
1.3 Sensory Particle NDE Method
Recently, an NDE method was developed that could allow for the real-time moni-
toring of structural damage [73, 40, 15]. By embedding stress-sensitive active material
particles in an aircraft component, the formation of cracks could be detected by iden-
tifying changes in the material response of particles in their vicinity. This method,
unlike ultrasonic and eddy current NDE, has the advantage of being inherent to the
material, eliminating the need for external sensors.
This method revolves around the behavior of shape memory alloys (SMAs). SMAs
are a class of materials that can undergo both temperature- and stress-induced solid-
to-solid phase transformation, causing a nonlinear change in material response. As
an example, consider an SMA particle in the low stress austenite phase. As a crack in
the vicinity of the particle begins to propagate, the local stress field at the crack tip
will increase in magnitude and evolve in spatial distribution; at a certain stress (dic-
tated by particle material properties), the particle will transform into the high-stress
martensite phase. This phase exhibits altered physical properties and/or mechanical
response that can be identified in a variety of manners depending on the material
used. This phenomenon is visualized in Figure 1.1. Potential detection method (1)
involves the acoustic sensing of phase transformation in SMAs such as NiTi. Oishi
and Nagai have demonstrated that acoustic signals from SMA wires could be used
to detect changes in strain of up to 5% [52]. Potential detection method (2) uses
changes in the electrical resistance of SMAs to detect phase transformation. This
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method has been demonstrated by Chatwaranon et al. and Nagai and Oishi [13, 48].
Potential detection method (3) involves the magnetic sensing of martensite gener-
ation or variant reorientation in magnetic SMA (MSMA) particles under sufficient
stress [32].
(3) Transformed MSMA 
particle detectable by 
magnetic scan
Crack
SMA particles
(1) Transforming 
SMA particle 
detectable via 
acoustic sensing
Damage zone 
from crack 
propagation
(2) Transformed SMA 
particle detectable via 
change in electrical 
resistance
Figure 1.1: Diagram of a NDE method for monitoring fatigue damage using active
materials (acoustic, electrical resistance, and magnetic detection options).
Previous work on this detection method has focused on proof-of-concept exper-
iments. In work performed by Leser et al., a fatigue crack was introduced into
aluminum 7050 single-edge notch (SEN) specimens containing a layer of NiTi sen-
sory particles [40]. Measurements showed that, as the crack propagated through the
specimen, acoustic emissions from regions including the NiTi particles had an ampli-
tude 5-10 times greater than emissions from regions without such sensory particles.
Additionally, digital image correlation (DIC) has been used to confirm phase trans-
formation in sensory particles near the growing fatigue crack [40, 15]. These results
have motivated computational studies to determine optimal particle dispersion den-
sity, size, and shape. However, these studies rely upon the determination of sensory
particle material properties, which due to processing techniques can be altered from
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those of the bulk material from which they are fabricated. This requires the material
properties to be determined based on in-situ measurements.
1.4 Thesis Summary
This thesis serves to describe the first ever computational analysis of the behavior
of SMA sensory particles as described and is organized as follows:
• Chapter 2 provides an overview of the experimental and computational tools
used in this work. This includes a discussion on the use of digital image corre-
lation to gather experimental data, a derivation of the major material models
considered, and a description of several modeling techniques utilized.
• Chapter 3 discusses the finite element modeling of SMA sensory particle re-
sponse to local structural damage. This model, based on an experimental
demonstration of this damage detection method, allows for the determination
of sensory particle material properties by matching experimental data to fi-
nite element simulations. Material property trends for developing the optimal
sensory particle are also discussed.
• Chapter 4 continues to analyze the behavior of sensory particles by computa-
tionally demonstrating an application of this damage detection method. Sen-
sory particles are embedded in the vicinity of a propagating crack (modeled
using XFEM) in the root rib of an aircraft wing. In particular, this computa-
tional model utlizes substructure modeling to increase computational efficiency.
It is also demonstrated that this damage detection method can approximate the
location of structural damage by combining the responses of multiple particles.
This is done by using radial basis function (RBF) interpolation to approximate
a stress field based on the response of a random configuration of particles.
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• Chapter 5 summarizes the results of this work and discusses potential research
areas that could expand upon it.
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2. OVERVIEW OF EXPERIMENTAL AND COMPUTATIONAL
ENGINEERING TOOLS
2.1 Experimental Methods
2.1.1 Full-Field Data Collection
As described in Chapter 1, particle-based sensing of the fatigue crack front re-
quires the initiation of a stress-induced phase transformation in the particles. To
identify the potential initiation of this transformation, the mechanical response of a
particle must be measured and well understood. This has been made possible using
a methodology that combines DIC with scanning electron microscopy (SEM). Re-
ferred to hereafter as SEM-DIC, this approach allows for the examination of full-field
surface deformations at a microscopic scale. While SEM-DIC enables the relation
of macroscopic and microscopic surface deformation, it is hindered by image dis-
tortions that are intrinsic to SEM imaging. These distortions can be classified as
time-dependent drift distortions and position-dependent spatial distortions [68]. If
left uncorrected, these distortions can cause large errors in calculated displacement
fields. Kammers and Daly have extensively investigated SEM-DIC, including dis-
tortion correction and patterning methods [31, 30]. SEM-DIC has also become an
attractive method for analyzing strains related to small-scale phase transformations
in SMAs. Work done by Dutta et al. used SEM-DIC to investigate the benefits of
using NiTi particles to mitigate strain concentrations in microelectronic solder joints
[18]. Kimiecik et al. utilized SEM-DIC to examine phase transformation in NiTi
using microscopic strain distributions [35].
SEM-DIC uses randomized and highly-contrasted discontinuities (a “speckle pat-
tern”) applied to a material free surface to track local surface displacements, thus
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allowing the measurement of the deformation field and associated strain field. If
the material being tested does not have a naturally occurring speckle pattern, one
can be generated using a number of techniques. Because of the microscopic size of
the particles being tested herein, e-beam lithography was applied to the surface area
of the particle and surrounding aluminum matrix; this method creates high quality
micro-scale speckle patterns [30, 41].
2.2 Mathematical Material Models
2.2.1 Elasto-Plastic Material Model
To accurately simulate the forces acting on a sensory particle, the mechanical
response of the surrounding material matrix must be properly modeled. A Mises-
type small strain elasto-plastic constitutive model is assumed, such that
ε = SALσ + εp, (2.2.1)
where ε is the infinitesimal strain tensor, SAL is the fourth-order compliance tensor
for aluminum, σ is the stress tensor, and εp is the plastic strain tensor. A Mises
yield criterion with isotropic hardening is considered [71][25] such that the plastic
yield function Φp(σ, ε¯p) is given by
Φp(σ, ε¯p) = σ¯ − fp(ε¯p), (2.2.2)
where σ¯ is the Mises equivalent stress, ε¯p is the Mises equivalent plastic strain, and
fp(ε¯p) is the isotropic hardening function represented by a table look-up associated
with the red curve of Figure 3.7b. The Mises stress is calculated via
σ¯ =
√
3
2σ
′ : σ′, (2.2.3)
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where σ′ is the deviatoric stress. Classical plasticity consistency conditions [36] are
given by
Φp ≤ 0, ˙¯εpΦp = 0, ˙¯εp ≥ 0, (2.2.4)
where ˙¯εp is the Mises equivalent plastic strain rate. The evolution of plastic strain
is governed by the relation
ε˙p = ˙¯εp∂Φ
p
∂σ
= ˙¯εp∂Φ
p
∂σ¯
∂σ¯
∂σ
= ˙¯εp32
σ′
σ¯
= ˙¯εpΛ. (2.2.5)
2.2.2 SMA Constitutive Model
A detailed description of the thermomechanical constitutive model for SMAs used
is this study can be found elsewhere [36]. However, a brief summary of the simpli-
fied version employed herein is provided to elucidate the underlying behavior of this
material. The utilized model is three-dimensional, phenomenological, and based on
classical plasticity models of the type used for the aluminum in Section 2.2.1. It cen-
ters on the generation of transformation strains that occur as a result of reversible
martensitic phase transformation. In addition to the stress σ and total strain ε (cf.
Section 2.2.1), the model also considers the absolute temperature, T . Two internal
state variables are also considered: the inelastic (but generally recoverable) transfor-
mation strain εt and the total martensitic volume fraction ξ. Assuming isothermal
conditions, the total strain is assumed to be additively decomposed into elastic and
transformation terms, and is related to the stress via Hooke’s Law (cf. Equation 2.2.1)
ε = SSMA(ξ)σ + εt, (2.2.6)
where SSMA(ξ) is in general a phase-dependent fourth-order compliance tensor. Here
we assume the elastic properties of austenite and martensite are equal, a widely used
13
assumption in many SMA constitutive models [3, 56, 53], and so SSMA(ξ)=SSMA, a
tensor of constants.
Phase transformation is initiated and maintained based on a transformation func-
tion analogous to the yield function in Equation 2.2.2. Because the experiments and
modeled responses considered throughout this work consist of only tensile loading
and no unloading is considered, only forward transformation is relevant to the current
discussion and only the corresponding branch of Φt is considered:
Φtfwd(σ, T, ξ) = Hσ¯ + p(T, ξ)− Y, (2.2.7)
where H is the maximum possible uniaxial transformation strain and p(T, ξ) is a
thermodynamic force describing both hardening and the isotropic dependence of
transformation stresses on temperature. Constraints inspired by the methods of clas-
sical plasticity (cf. Equation 2.2.4) are placed on forward evolution of the martensitic
volume fraction ξ and are given by
Φtfwd ≤ 0, ξ˙Φtfwd = 0, ξ˙ ≥ 0. (2.2.8)
An additional constraint is placed on the martensitic volume fraction such that
0 ≤ ξ ≤ 1, (2.2.9)
bounding it between 0 (pure austenite) and 1 (pure martensite).
The thermodynamic driving force takes the form [36]
p(T, ξ) = ρ∆s0T − ρ∆u0 − f tfwd(ξ), (2.2.10)
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where ρ∆s0 represents the entropy difference between austenite and martensite, ρ∆u0
represents the internal energy difference between austenite and martensite, and f tfwd
is the transformation isotropic hardening function given by:
f tfwd(ξ) =
1
2a1(1 + ξ
n1 − (1− ξ))n2 + a3. (2.2.11)
The smoothness of the transformation hardening function can be tuned by adjusting
the members of the set {n1, n2, n3, n4} such that 0 < ni ≤ 1, i=1,...,4. Similar
to classical plasticity (cf. Equation 2.2.5), the inelastic transformation strain during
loading evolves such that the time rate of change of its magnitude is proportional to
the rate of change of the martensitic volume fraction while its direction is normal to
Φtfwd in the six-dimensional stress space:
ε˙t |ξ˙>0= ξ˙
∂Φtfwd(σ)
∂σ
= ξ˙Λtfwd = ξ˙HΛ. (2.2.12)
The transformation parameters ρ∆s0, ρ∆u0, Y , a1, and a3 are defined in Appendix B
using SMA phase diagram parameters dicussed in later sections.
A user material subroutine (UMAT in Abaqus) is used to simulate the NiTi
particle response. The UMAT employed is a coded numerical implementation of the
constitutive model described above [36, 37]. For this study, the particle is assumed to
be isotropic. It is also assumed to have undergone no transformation prior to loading
(i.e. by nature of the constitutive model described, it begins in the austenite phase).
Properties associated with reverse transformation (unloading) are not relevant to the
current study and are given arbitrary but reasonable constant properties.
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2.2.3 Continuum Damage Model
To rigorously simulate damage and potential crack propagation in the specimen
during loading, a ductile damage model is introduced to allow predictions of crack
propagation in the aluminum matrix. This model [71] extends Equation 2.2.1 to also
consider the local degradation of the material. Thus, we introduce an effective (i.e.
undamaged) stress tensor is given by
σˆ = 11−Dσ, (2.2.13)
where D is a scalar damage variable. Equation 2.2.1 then becomes
ε = Sσˆ + εp, (2.2.14)
and Equation 2.2.2 becomes
Φp(σˆ, ε¯p) = ¯ˆσ − fp(ε¯p). (2.2.15)
The extension of the model to consider the effects of damage on elastic response
requires two additional considerations: a damage initiation criterion and a damage
evolution law [71]. The damage initiation criterion assumes that the equivalent
plastic strain at the onset of damage, ε¯pD, is given by
ε¯pD(η, ˙¯εp), (2.2.16)
where η is the stress triaxiality defined as
η =
1
3trσ
σ¯
. (2.2.17)
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The function ε¯pD is represented here as a table-lookup as given in Appendix C. The
criterion for damage initiation is then written in terms of ε¯pD as follows:
ωD =
∫ 1
ε¯pD(η, ˙¯εp)
dε¯pD = 1, (2.2.18)
where ωD is the state variable that describes damage initiation. Finally, the dam-
age evolution law governs the rate of degradation of the material stiffness once the
damage initiation criterion ωD = 1 is reached. The damage evolves based on the
following equation:
D˙ = L
˙¯εp
σy
2Gf , (2.2.19)
where σy is the yield stress at the time when the failure criterion is reached (i.e. σy =
fp(ε¯p)|ωD=1, cf. Equation 2.2.2), Gf is the fracture energy per unit area, and L is the
characteristic length of an element (internally calculated by Abaqus). When D → 1,
the material loses its load-bearing capacity; any elements in such state are removed
from the analysis, thus providing the representation of a propagating crack desired
herein.
This model assumes a proportional loading case, which is not representative of
the problem at hand. There are several models that do consider non-proportional
loading cases. However, here this damage model is deemed sufficient due to its
ease of implementation in Abaqus and its role as simply validating the findings of
Section 3.3.2.
2.3 Computational Tools
2.3.1 Substructure Modeling
Substructure modeling is a computationally efficient method of analyzing com-
plex finite element models such as an aircraft wing. The following sections provide
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a discussion on the formulation of a substructure, the advantages of using substruc-
ture modeling, and a brief example to facilitate understanding of how substructure
modeling can be used to reduce computation time.
2.3.1.1 Formulation
A substructure is a collection of elements from which the internal degrees of free-
dom (DOFs) have been eliminated; only nodes/DOFs specified during the generation
of the substructure are retained and recognized externally at the usage level. The
reduced stiffness matrix related to all retained nodes is precomputed and retained for
later coupling to other domains, including other substructures [71]. Here, we denote
the retained DOFs in the substructure, generally located at the boundary, as the
vector ub, while the internal DOFs are denoted as the vector ui. The objective is to
eliminate all internal DOFs through a process called condensation. To carry out this
condensation process, consider the assembled stiffness equations of a substructure
 Kbb Kbi
Kib Kii

 ub
ui
 =
 fb
fi
 . (2.3.20)
Taking the second matrix equation
Kibub + Kiiui = fi, (2.3.21)
and assuming Kii is nonsingular (i.e. it has a matrix inverse), we can solve for the
internal DOFs
ui = K−1ii (fi −Kibub). (2.3.22)
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Substituting Equation 2.3.22 into Equation 2.3.20 yields the condensed stiffness equa-
tion
K¯bbub = f¯b, (2.3.23)
where
K¯bb = Kbb −KbiK−1ii Kib, (2.3.24)
and
f¯b = fb −KbiK−1ii fi. (2.3.25)
From here, the condensed substructure may be viewed as a standalone structure
whose stiffness matrix and nodal force vector are K¯bb and f¯b, respectively.
As a simple example, consider the elements in Figure 2.1, where the interior
shared node is designated as DOFs that will be eliminated.
Let us assume that we have the following stiffness equations

7 −9 −3 4 10 −9 −8 −2 9
2 −9 −7 5 −9 −2 8 −9 0
1 1 6 −1 −1 −5 2 −5 0
9 6 −4 −9 −8 6 1 −8 −3
−4 9 1 −6 10 −1 −7 −7 8
5 −8 −7 9 −10 9 7 −5 −3
5 1 2 −7 6 −7 3 −2 −8
−3 −1 −5 7 7 −5 −3 −9 6
1 −10 3 1 8 −7 0 8 −2


u1
u2
u3
u4
u5
u6
u7
u8
u9

=

−5
−2
−8
−8
9
10
2
−9
−6

. (2.3.26)
Suppose that the last displacement freedom vector, u9, is the vector associated with
the interior node that must be condensed out. Equation 2.3.26 can then be written
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Retained DOF
Internal DOF
Figure 2.1: Example elements for the demonstration of calculating the condensed
substructure stiffness matrix.
in terms of Equation 2.3.20 using the following relations:
Kbb =

7 −9 −3 4 10 −9 −8 −2
2 −9 −7 5 −9 −2 8 −9
1 1 6 −1 −1 −5 2 −5
9 6 −4 −9 −8 6 1 −8
−4 9 1 −6 10 −1 −7 −7
5 −8 −7 9 −10 9 7 −5
5 1 2 −7 6 −7 3 −2
−3 −1 −5 7 7 −5 −3 −9,

(2.3.27)
20
Kbi =
[
9 0 0 −3 9 −3 −8 6
]T
, (2.3.28)
Kib =
[
1 −10 3 1 8 −7 0 8
]
, (2.3.29)
Kii =
[
−2
]
, (2.3.30)
ub =
[
u1 u2 u3 u4 u5 u6 u7 u8
]T
, (2.3.31)
ui =
[
u9
]
, (2.3.32)
fb =
[
−5 −2 −8 −8 9 10 2 −9
]T
, (2.3.33)
fi =
[
−6
]
. (2.3.34)
Equations 2.3.27-2.3.34 can be substituted into Equations 2.3.24-2.3.25 to obtain
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K¯bb =

23
2 −54 212 172 46 −812 −8 34
2 −9 −7 5 −9 −2 8 −9
1 1 6 −1 −1 −5 2 −5
15
2 21
−17
2
−21
2 −20 332 1 −20
0 −31 13 −2 42 −19 7 27
7
2 7
−23
2
15
2 −22 392 7 −17
1 41 −10 −11 −26 21 3 −34
0 −31 4 10 31 −26 −3 15

, (2.3.35)
f¯b =
[
−32 −2 −8 1 −15 19 26 −27
]T
. (2.3.36)
2.3.1.2 Computational Advantages and Limitations
Substructure modeling has various computational advantages, such as
1. Due to the retention of only specified nodes, the stiffness matrix associated with
a part’s substructure is relatively small compared to the part’s initial stiffness
matrix.
2. The stiffness matrix of a substructure is calculated only once and then stored,
improving efficiency when analyzing an unchanged part in multiple models or
when the same part is used in a model multiple times.
3. Substructure modeling allows for large and complex models to be built as nested
substructures, built up level by level until the whole structure is complete.
There are, however, several limitations to using substructures. First, there is a
limitation to the number of DOFs that can be retained in each analysis. Second,
the response of the substructure domain must be linear. This prevents the use of
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substructure modeling on parts containing SMA material. (There are substructure
models that allow for nonlinear responses, such as one developed by Wu and Haug
[77], but these are beyond the scope of this study). Nevertheless, substructure mod-
eling has become a viable method for modeling complex structures. Dougherty et
al. have implemented substructure modeling to examine plasticity-induced crack clo-
sure in steel [17]. Additionally, substructure modeling has also been utilized to model
fatigue crack growth in marine structures [66, 24].
2.3.1.3 Substructure Example
To facilitate an understanding of how substructure modeling is used, consider
the simple academic example in Figure 2.2. Suppose we wish to perform a study
on how changes in the fillet size affect the response of this bar while every other
aspect remains constant. Figure 2.3a shows the stress distribution in the small box;
this calculation took 28 s. Each time the fillet size is changed the entire problem is
recalculated, including the domains that are not changing.
Figure 2.2: Academic problem demonstrating the use of substructure modeling. The
region of interest is the small box denoted by the red circle.
Now suppose we designate the domains of the bar that are not changing (i.e. the
entire bar minus the small box) as a substructure. The stiffness matrix of the larger
23
(a) Response when considering the en-
tire bar as a solid part.
(b) Response when designating the
beam as a substructure.
Figure 2.3: Comparison of bar response using both modeling methods. Note that
while the responses are approximately the same, substructure modeling reduces the
computation time by nearly two-thirds.
bar is calculated during substructure generation and is then stored. Each time the
fillet size is changed and analysis begins, the stiffness matrix of the bar is recalled
and coupled to the domain of interest. Figure 2.3b shows the stress distribution in
the small box with the beam designated as a substructure; this analysis took 11 s.
Note that while the response of the small box is approximately the same, the use of
substructure modeling reduced computation time by nearly two-thirds.
2.3.2 Extended Finite Element Method
Modeling cracks with the conventional finite element method requires the mesh
to conform to the geometric discontinuities that arise. Considerable mesh refine-
ment is necessary around the crack tip to capture near-tip asymptotic singularity
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behavior. Modeling crack propagation causes further complications, as the mesh
must be continuously updated to conform to the discontinuities that are moving as
the crack tip advances. The extended finite element method (XFEM), developed by
Belytschko and Black [6], alleviates these complications by allowing local enrichment
functions to be incorporated into a finite element approximation. These enrichment
functions allow the presence of discontinuities while retaining a finite element frame-
work and its properties. The result is the propagation of a crack along an arbitrary,
solution-dependent path in a bulk material [71].
The enrichment function typically consists of near-tip asymptotic functions that
provide the singularity behavior around the crack tip, as well as a discontinuous
function that represents the jump in displacement across crack surfaces [55]. In this
work, it is assumed that crack propagation is not tied to the element boundaries
in a mesh, making the inclusion of near-tip asymptotic functions unnecessary. This
assumption forces the crack to propagate across an entire element at a time. The
approximation for a displacement vector u in an enriched domain is then given by
u =
n∑
i=1
Ni(x) [ui +H(x)ai] , (2.3.37)
where Ni(x) are the typical nodal shape functions, ui is the nodal displacement
vector associated with the continuous part of the finite element solution, H(x) is the
Heaviside function associated with the discontinuous jump across the crack surfaces,
and ai is the nodal enriched degree of freedom vector. The Heaviside function is
given as
H(x) =

1, if (x− x∗) · n ≥ 0
−1, if (x− x∗) · n ≤ 0,
(2.3.38)
where x is a sample point, x∗ is the point on the crack closest to x, and n is the unit
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outward normal to the crack at x∗ (Figure 2.4).
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Figure 2.4: Illustration of the discontinuous jump function across the crack surface.
The movement of the crack is based on the principles of linear elastic fracture
mechanics (LEFM), as well as the utilization of phantom nodes [71]. When an
element is intact, each phantom node is constrained to its corresponding real node.
The phantom node is allowed to separate from its real node when the equivalent
strain energy release rate exceeds the critical strain energy specified by the user
(i.e. when the element splits into two parts). Thus, an element is represented by a
combination of real and phantom nodes (Figure 2.5). This method has proven to
exhibit minimal mesh dependency if the initial mesh is sufficiently refined.
2.4 Other Numerical Tools
2.4.1 Optimization Framework
After the sensory particle method is demonstrated using finite element analy-
sis, an optimization framework will be used to match experimental strain data to
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Figure 2.5: Depiction of the phantom node method.
simulated results. This section will provide a brief discussion on the optimization
algorithm utilized.
Most numerical optimization methods are iterative algorithms that consider a se-
quence of guesses, xn, which will ultimately converge to x∗, the true global minimizer
of some function f . This process can be done using Newton’s Method, which is used
to find successively better approximations to the roots of a real-valued function [43].
At a minimum of some function f , it can be shown that ∇f(x∗) = 0. Thus, New-
ton’s Method can be used to approximate the value of x which satisfies ∇f(x∗) = 0,
assuming that f(x) is twice-differentiable. Neglecting higher-order terms, the Taylor
series expansion of f(x) around the point x = xn is given as
f(x) ≈ f(xn) +∇fT (xn)(xn+1 − xn) + 12(xn+1 − xn)
THn(xn+1 − xn), (2.4.39)
where Hn is the Hessian matrix at x = xn. Herein we will assume that the Hessian is
a symmetric positive definite matrix. Taking the derivative of the Taylor expansion,
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we obtain
∇f(x) ≈ ∇f(xn) + Hn(xn+1 − xn). (2.4.40)
Recalling that ∇f(x) = 0 at the minimum of f and rearranging, we are left with
xn+1 ≈ xn −H−1n ∇f(xn). (2.4.41)
Using this equation, one can iterate until the solution converges to some minimizer
x∗. While this method can converge to the minimum in a few iterations, it becomes
computationally expensive when considering large numbers of parameters. This is
because each iteration of Newton’s method requires the calculation of the gradient,
Hessian, and inverse of the Hessian; large numbers of parameters makes computing
the Hessian or its inverse impractical or even impossible.
Rather than contending with computing the Hessian and its inverse during ev-
ery iteration, the optimization framework instead relies on a quasi-Newton formula,
which approximates Hn in such a way that it has certain properties of the true
Hessian [16]. This is ensured by using the secant equation, given by
Hn(xn − xn−1) = ∇f(xn)−∇f(xn−1). (2.4.42)
Setting
sn = xn − xn−1, (2.4.43)
and
yn = ∇f(xn)−∇f(xn−1), (2.4.44)
Equation 2.4.42 becomes
Hnsn = yn, (2.4.45)
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or equivalently
H−1n yn = sn. (2.4.46)
This requirement, along with the assumption that the Hessian is a symmetric positive
definite matrix, is not enough to uniquely determine Hn. To do that, we require
Hn = arg min ‖ Hn −Hn−1 ‖, (2.4.47)
i.e. that Hn be the closest to Hn−1 among all symmetric positive definite matrices
that satisfy Equation 2.4.42 [62]. The choice of the matrix norm used leads to various
Hessian update formulas, and thus various quasi-Newton algorithms.
The most popular quasi-Newton formula, and the one that is used in this work,
is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimization algorithm provided
in SciPy (Scientific Python) [29], which has shown good performance for constrained
non-smooth optimization [51]. The update algorithm is given by
H−1n = (I− ρnynsTn )H−1n−1(I− ρnynsTn ) + ρnsnsTn , (2.4.48)
where I is the identity matrix and ρn = (yTnsn)−1. In particular, this work uses the
Limited-Memory Bounded BFGS (L-BFGS-B), which stores information from the
past m iterations to represent the approximation of the inverse Hessian implicitly
[50] and can handle simple box constraints.
2.4.2 Radial Basis Function Interpolation
As mentioned in Chapter 1, a section of this work will demonstrate that SMA
sensory particle response can be used to approximate the location of structural dam-
age. This involves approximating a stress field given the response of several particles
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using radial basis function (RBF) interpolation. An RBF is a real-valued function
whose values depend solely on the Euclidean distance between a given point and
some pre-specified point. They can be used to build up a function approximation
(i.e. an interpolated stress field) of the form
y(x) =
n∑
i=1
wiφ(‖ x− xi ‖), (2.4.49)
where n is the number of discrete points provided, w is a weighted coefficient cal-
culated using the discrete data, and φ is the RBF kernel. While there are several
different RBF kernels, for this problem we use the inverse form given by
φ(‖ x− xi ‖) = 1√
1 + (ε ‖ x− xi ‖)2
, (2.4.50)
where ε is a shape parameter approximated as the average distance between between
the given points [29]. A detailed discussion on the use of the inverse RBF as compared
to other kernel forms can be found in Appendix A; here it will suffice to say that the
inverse RBF is reliable with both dense and sparse data, and was shown to better
capture the expected behavior of the problem.
To illustrate this interpolation method, consider the problem in Figure 2.6. The
coordinates and values of these points are entered into an open-source SciPy imple-
mentation of RBF interpolation [29]. The weights are solved by a system of linear
equations inside the SciPy implementation. Thus, Equation 2.4.49 becomes
y(x, y) =
9∑
i=1
wi√
1 + (ε
√
(x− xi)2 + (y − yi)2)2
, (2.4.51)
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where
w = [w1, w2, w3, w4, w5, w6, w7, w8, w9]
= [4.99, 12.90,−26.16, 16.36, 4.17,−20.67,−3.20,−4.70, 16.45] ,
(2.4.52)
ε = 0.667, (2.4.53)
x = [x1, x2, x3, x4, x5, x6, x7, x8, x9]
= [1.0, 1.0, 1.0, 2.0, 3.0, 3.0, 3.0, 2.0, 2.0] ,
(2.4.54)
and
y = [y1, y2, y3, y4, y5, y6, y7, y8, y9]
= [1.0, 2.0, 3.0, 3.0, 3.0, 2.0, 1.0, 1.0, 2.0] .
(2.4.55)
The result of Equation 2.4.51 is shown in Figure 2.7.
(1,1) = 7
(1,2) = 9
(1,3) = -8 (2,3) = 9
(2,2) = 10
(2,1) = 1 (3,1) = -5
(2,3) = -8
(3,3) = 3
Figure 2.6: Example points for the demonstration of radial basis function interpola-
tion.
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Figure 2.7: Result of example problem given in Figure 2.6 and Equation 2.4.51.
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3. EXPERIMENTAL AND COMPUTATIONAL ASSESSMENT OF SMA
SENSORY PARTICLE RESPONSE TO LOCAL STRUCTURAL DAMAGE
As was discussed in Chapter 1, the successful implementation of this novel NDE
method depends on an accurate understanding of the SMA particle response. This
can be achieved by constructing an accurate finite element model of the system and
calibrating the response of the SMA particles in particular using experimental full-
field strain data gathered using image correlation systems [75]. Similar work by
Chemisky et al. demonstrated the ability to approximate the material parameters
of a NiTi alloy such that complex predictions of its behavior could be computed
with a relative error of less than 1% [14]. Once a constitutive model is calibrated
and accurate predictions of embedded particle response are obtained, the optimal
placement, size, and shape of sensory particles for the detection of fatigue cracks can
be determined.
3.1 Experimental Demonstration of Concept
3.1.1 Specimen Preparation
A single-edge notch (SEN) specimen was fabricated for fatigue testing using alu-
minum alloy 7050 with embedded spherical NiTi SMA particles. NiTi particles,
∼100µm-diameter, were first distributed onto an aluminum plate and a second iden-
tical aluminum plate was placed on top, sandwiching the layer of particles. The
plates were then hot-pressed together in a vacuum at 525◦C under a pressure of
35MPa for 1 hr to create a single bulk plate (Figure 3.1). This bulk plate was so-
lutionized at 490◦C for 6 hours and peak aged at 121◦C for 24 hours in a vacuum
before the SEN specimen was cut from the plate using electrical discharge machining
(EDM). Figure 3.2 illustrates the tested specimen and provides its dimensions.
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Vacuum Hot-Pressed 
at 525°C and 35 MPa
NiTi Particles 
on Midplane
Identical Aluminum Plates
Figure 3.1: Manufacturing of the AL7050/NiTi bulk plate (schematic).
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Figure 3.2: Experimental SEN specimen (cf. the orientation in Figure 3.1). The
white dotted vertical line on the far right signifies the hot press interface. Image
depicts specimen at the end of loading to catastrophic failure (not modeled).
To assess the real-world application of this detection method as described in
Chapter 1, a pre-crack was introduced into the SEN specimen prior to monotonic
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mode I loading. This was achieved by fatigue cycling using a table-top MTS R© with
a constant ∆K of 4.40 MPa
√
m, load ratio of R=0.1, at 20 Hz (sinusoidal loading).
The fatigue crack was extended to 1.53mm for a total pre-crack length of 3.43mm,
with the crack tip 0.433mm from the hot press interface and is shown in Figure 3.3.
500 μm
200 μm
Precrack
Figure 3.3: View of the pre-crack before loading.
3.1.2 Testing
As a means of characterizing SMA particle response, 2D SEM-DIC (cf. Sec-
tion 2.1.1) was utilized to generate full-field strain data for the area surrounding
a particle 0.475mm away from the crack and embedded one-half diameter into the
matrix (as shown in Figure 3.2). The SEN specimen was subjected to uniaxial-
loading (i.e. mode I fracture testing) in a MTII/Fullam R© load-frame with a load
capacity of 4,400N. The 2D SEM-DIC measurements were conducted in-situ; images
were acquired 30 seconds after each load increment, with pairs of images being col-
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500 μm
100 μm
Figure 3.4: Local SEM-DIC pattern (inset) as observed on the SEN specimen after
failure. The specimen failed catastrophically along the hot press interface (white
dashed line). This final cracking initiated either particle fracture (black box and
inset) or decohesion of the particle from the aluminum host material (white box).
lected to account for drift distortions [68]. Strain data was collected pointwise and is
also considered herein in terms of the average strain measured on the particle face,
given by
εˆexp = 1
A
∫
εexp(x, y)dA ≈ 1
A
m∑
i=1
εexpi ai, (3.1.1)
εexp = {εexpxx , εexpyy , εexpxy }T , (3.1.2)
where A is the exposed surface area of the entire particle, m is the number of data
points taken using SEM-DIC, and ai is the surface area corresponding to the specified
data point i.
The specimen was loaded to approximately 1,800N (400 lbf ), at which point it
failed along the NiTi hot press interface (Figure 3.4). It is believed that this failure,
orthogonal to the expected Mode I fracture surface, is due to the fatigue crack
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tunneling towards and reaching the weaker hot press interface within the specimen,
at which point it was redirected along the interface. Failure caused either the fracture
of particles along the axis of failure or, as seen in the top particle (white box),
decohesion of the particle from one of the aluminum plates1 Figure 3.5 shows εˆexpyy
as a function of load along with strain fields generated using 2D SEM-DIC for the
particle highlighted in Figure 3.2. Note that experimental data at loads above 1,400N
(designated by the dashed line in Figure 3.5) are not considered herein. This will be
discussed in Section 3.2.1.
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Figure 3.5: Average strain in the mode I loading direction as a function of applied load
during the experiment and associated strain fields (A-F) generated at corresponding
loads. Data at loads above 1,400N (dashed line) is not considered.
1It is important to note that the manufacturing process described in this experiment is not
representative of how the particles would be embedded in components during implementation and
is being used for this initial proof of concept only. This issue is currently being researched.
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3.2 Computational Model
Understanding the stress-induced response of the embedded NiTi particles re-
quires an engineering model that can predict results similar to those from the exper-
iment of Section 3.1. To this end, a structural model is constructed using the Simulia
Abaqus FEA package [71] and the specimen dimensions shown in Figure 3.2. To re-
duce computation time, only the half of the specimen that includes the particle of in-
terest (denoted by the black box in Figure 3.2) is modeled; symmetry constraints are
applied to the negative y-face of the model (excluding the traction-free pre-cracked
face).To further increase FEA efficiency, the model is constructed from discrete sec-
tions that increase the mesh refinement near the particle crack using surface-based
“tie” constraints [71]. This constraint equalizes the translational and rotational mo-
tion for a pair of tied surfaces, thus allowing for rapid transitions in mesh density
(Figure 3.6b). The model consists of 104,502 second-order hexahedral elements with
reduced integration, with greater mesh density in the area surrounding the particle.
The appropriate mesh densities were selected by running mesh convergence studies
to determine at what mesh size the results of the finite element simulation converge;
attempts were made to keepp mesh transition ratios at approximately 2:1. To re-
strict rigid body translations/rotations, zero-displacement boundary conditions are
applied in the x- and z-direction to nodes at a specific point and along a specific line
in the y-z plane as shown in Figure 3.6a. A distributed pressure load is applied to
the top of the model in the positive y-direction (Figure 3.6a), simulating a far-field
tensile stress field. Note that the hot press interface is modeled as being equal in
failure strength to the remainder of the matrix; localized cohesive failure in this re-
gion is not considered. The model is loaded to approximately 1,800N using the same
load increments as the experiment at a constant temperature of 298 K. There are
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29 analysis steps, one for each load increment at which experimental full-field strain
data was captured during the experiment.
Ux=0
Uz=0
Plane of Y-
Symmetry
y
xz
Crack 
Location
(a) The SEN specimen and boundary conditions.
8.5 mm 
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(b) Location of surface-based tie constraints for
mesh transitions (shown by bold lines).
y
x
(c) The NiTi particle (shown in the box) embed-
ded in the aluminum specimen.
Figure 3.6: FEA model of the aluminum specimen with embedded sensory particle.
To accurately simulate the forces acting on a sensory particle, the behavior of the
aluminum matrix surrounding the particle is calibrated using the model described in
Section 2.2.1. An aluminum test specimen of the same composition as the specimen
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matrix was uniaxially-loaded to approximately 500MPa then unloaded to approx-
imately 275MPa. Using a stress-strain curve from the experiment, the Young’s
modulus of the aluminum was estimated to be 74GPa and the plastic hardening
was assessed. Comparison of the experimental and analytical aluminum stress-strain
curves are shown in Figure 3.7.
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Figure 3.7: Experimental and simulated stress-strain curves for Al7050 representing
calibration of the elasto-plastic model.
The behavior of the SMA sensory particle is governed by the constitutive model
discussed in Section 2.2.2. For this preliminary study, the SMA material properties
are shown in Table 3.1. As mentioned in Section 2.2.2, the Young’s modulus of
martensite, EM , is assumed to be equal to that of austenite, EA. Thus, we must
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consider the calibration of
s = {EA,Ms, (Ms −Mf ), H} (3.2.3)
where s is the unknown set of material properties associated with the particle il-
lustrated in Figure 3.3, Ms is the martensitic start temperature, Ms − Mf is the
difference between the martensitic start and martensitic finish temperatures, and H
is the maximum possible uniaxial transformation strain.
Table 3.1: SMA material properties held constant during the study (i.e. not opti-
mized) due to a lack of experimental data or to reduce the number of parameters.
Parameter Value
Elastic Properties νA = νM 0.33
Phase Diagram Properties As 311K
Af 332K
CA=CM 7.0MPa/K
Transformation Properties n1 = n2 = n3 = n4 1.0
3.2.1 Approximation of Crack Propagation During Loading
As seen in Figure 3.5, at a load of approximately 1,100N the relationship between
local particle strain rate and global load steepens noticeably. Based on experimental
observations, this is believed to have been caused by damage evolution in the spec-
imen in the form of crack propagation, causing an associated stress concentration
to move toward and eventually envelop the particle. However, the propagation of
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the crack and evolution of its internal profile were not quantified. Introduction of
the damage model to account for crack growth in the matrix will be considered in
Section 3.4. However, it was found to be too computationally expensive for use in
iterative SMA material property identification.
To approximate the crack evolution for the purposes of SMA particle model cal-
ibration, it is assumed that the crack begins propagating at the previously specified
load (1,000N) and reaches the hot press interface at the end of loading (approxi-
mately 1,600N). It is further assumed that the crack propagated at a constant rate
during that period (i.e. that the crack front is represented by a straight line segment
aligned with the z-axis). The crack is thus propagated across the entire thickness of
the specimen using a node-release technique on the negative y-surface of the model
[28, 1, 78, 72]. This was found to be a computationally inexpensive approximation
and will be validated in Section 3.4. Figure 3.8 shows the movement of the stress
concentration past the particle for one example analysis. In this simulation, the
strength of the stress field around the particle subsides after approximately 1,300N.
However, in the experiment the strain on the particle face continued to increase.
This could be contributed to additional stress concentrations caused by fracturing
along the hot press interface orthogonal to the mode I crack, which is not modeled in
this work (cf. Figure 3.4). Given this difference in behavior and the lack of interest
in analyzing failure at the hot press interface, only the response of the particle up to
1,350N is considered herein.
3.2.2 Determination of Material Properties
In general, the transformation response of a particle to a nearby crack is clearly
dependent upon its material properties, which may have been altered from bulk
values during material/specimen processing. These properties are then unknown and
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1,025 N 1,150 N 1,350 N 1,550 N
Figure 3.8: FEA prediction of propagation of the crack using a node-release method
as viewed at the free surface. At a load of 1,350N, the crack-induced stress concen-
tration moves past the particle; subsequently, a partial strain decrease is predicted.
must be identified. The general framework for the parameter identification of the
SMA particle was developed byWhitten and Hartl and uses the Python programming
language to combine Abaqus FEA analysis with a variety of other program libraries
[75]. In particular, it utilizes open-source SciPy (Scientific Python) [29] optimization
algorithms to minimize the error between experimental and simulated surface strain
field results.
The framework is shown in Figure 3.9 and requires three inputs: a temporally
varying experimental in-plane strain data over some surface subdomain (obtained
from DIC results), an associated FEA model outputting results for the same domain,
and initial guess material parameters and their bounds. The framework iteratively
generates and runs the Abaqus analysis with trial model parameters. After each
analysis is completed, Python scripts retrieve the simulated strain data at specified
points and times and calculates the average strain on the particle face, given by
εˆsim = 1
A
∫
εsim(x, y)dA ≈ 1
A
n∑
i=1
εsimi ai, (3.2.4)
εsim = {εsimxx , εsimyy , εsimzz }T , (3.2.5)
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where A is the exposed surface area of the particle, n is the number of nodes on
the particle face, and ai is the surface area associated with the data point ai2. The
framework then calculates the error between εˆexp and εˆsim. After each simulation,
the minimization algorithm produces a new set of trial model parameters based on
the total error until the error is minimized. The optimized material parameters are
then returned. Thus, the optimization problem becomes
s* = arg min[(s)], (3.2.6)
where s* is the set of optimized material parameters and  is the strain error given
by
(s) =
p∑
i=1
(‖εˆexpi − hatεsimi (s)‖)2, s = {EA,Ms,Ms −Mf , H}, (3.2.7)
where p is the number of loading increments (in this work, p=29).
3.3 Material Property Calibration
Table 3.2 shows the bounds and initial parameters for each material property
considered. A brief discussion regarding the derivation of the parameter bounds is
necessary to understand the findings of this study. The bounds for EA are based on
the austenitic modulus of NiTi wires [61] (lower bound) and bulk NiTi specimens
[26] (upper bound). The bounds for Ms were determined by estimating values that
would allow the particle to remain in the austenite phase throughout loading (lower
bound) or immediately transform at the beginning of loading (upper bound) while
2Given the uniformity of the particle mesh, we will assume that each point has the same surface
area ai. Thus, we have simply εˆsim ≈ 1n
n∑
i=1
εsim.
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Figure 3.9: Flowchart of the parameter identification framework.
also ensuring that the particle begins in the austenite phase. The considered param-
eter (Ms −Mf ) was necessarily positive but bounded so as to provide reasonable
transformation hardening. The lower bound for the transformation strain H repre-
sents the possibility that processing may have almost eliminated the pseudoelastic
response of the particle completely. The upper bound is based on numerous exper-
imental tests that show NiTi exhibits a maximum possible transformation strain of
around 8% [26].
Table 3.2: Initial property values and bounds used during optimization. Note that
the ambient temperature is 298K.
Parameter Lower Bound Upper Bound Initial Guess
EA (MPa) 50,000 100,000 75,000
Ms (K) 248 296 278
Ms −Mf (K) 35 5 15
H 1.0% 7.5% 3.0%
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3.3.1 Material Property Trends
A three-level full-factorial design of experiment (DOE) study was conducted con-
sidering sensory particle transformation properties. This study involved considering
each property at three different levels for a total of 33 = 27 analyses (Table 3.3) to
expand the quantitative and qualitative understanding of the effect each property has
on particle response. For each simulation, the load at which particle transformation
initiated (a specimen global result), the strain error between the experimental and
FEA results (a particle surface result; Equation 3.2.6), and the amount of average
martensitic transformation that occured (a particle volume result) was recorded.
Table 3.3: Parameter values for the design of experiment (DOE) study. Values
correspond to the optimization bounds of Table 3.2 with the exception of the lowest
value of Ms, which was increased to ensure transformation occurs during loading.
Level -1 0 1
Ms (K) 258 278 296
Ms −Mf (K) 5 15 35
H 1.0% 3.0% 7.5%
Figure 3.10a shows the effect of each parameter on the load at which particle
transformation initiates. As discussed above, at the lower bound of Ms transforma-
tion initiates only at the end of loading, while at the upper bound transformation
initiates soon after loading begins. As expected,Ms−Mf andH have no effect on the
onset of transformation. Figure 3.10b shows that the simulation strain error relative
to experimental predictions increases as H increases. Increasing Ms and Ms−Mf ,
on the other hand, causes a decrease in strain error. It is also interesting to note
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(c) Volume-averaged martensitic transformation
in the particle at the end of loading.
Figure 3.10: Factor effects plots associated with the DOE study showing the influence
of Ms, (Ms −Mf ), and H.
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that Ms has a much stronger effect on the resulting error than Ms −Mf or H.
To quantify the amount of transformation occuring in the particle, and thus
the sensitivity of the SMA particle as a transformation-based sensor, the volume-
averaged martensitic volume fraction (MVF) ξˆ was calculated as
ξˆ = 1
V
∫
ξ(x, y)dV ≈ 1
V
n∑
i=1
ξiVi, (3.3.8)
where ξ(x, y) is the local continuum MVF value, ξi and Vi are the MVF and volume
at the ith integration point, respectively, n is the number of integration points in the
particle volume, and V is the total volume of the particle. Note that Vi is an output
provided by the Abaqus post-processor. Figure 3.10c shows the effects of each pa-
rameter on the MVF at the end of loading, which can be quite high for the loading
conditions and particle configuration considered. Notice that as Ms increases, the
MVF in the particle also increases. This agrees with the results in Figure 3.10a,
as increasing Ms causes transformation to initiate earlier, leading to more advanced
martensitic transformation overall. IncreasingMs−Mf causes a decrease in marten-
site generation, which is intuitive given that it will take a larger amount of stress to
cause complete transformation. However, to generate greater amounts of martensite
and therefore a greater magnitude of the detected response, a low maximum trans-
formation strain value H is desired. In this way, SMA bodies for sensory applications
differ from SMA components used as actuators, where in the latter high transfor-
mation strains are desired to produce greater amounts of recoverable deformation
and this greater actuation work. Future studies might exploit this effect to tune the
material properties of the sensory particles to emit greater detectable responses.
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3.3.2 Optimization Results
The experimentally measured data, FEA model with node-release crack propa-
gation approximation (cf. Section 3.2.1), and known/assumed material parameters
were then input into the optimization framework discussed above and shown in Fig-
ure 3.9 for the purpose of finding best estimates of SMA particle properties. The
optimization framework utilized the Limited-memory Broyden-Fletcher-Goldfarb-
Shanno Bounded (L-BFGS-B) optimization algorithm provided in SciPy, which is a
quasi-Newton method that has shown good performance for constrained non-smooth
optimization [51]. Each iteration featured a parameter step size of 5% for estimating
local gradients of , and convergence occurred after 118 iterations. Table 3.4 shows
the optimized values for each property, while Figure 3.11 shows a comparison between
the experimental data and simulated results using both the initial parameters and
optimized parameters1; comparing the evolution of εˆyy predicted using the optimized
parameters with that of the initial values, it is evident that the optimization leads to
a better overall fit with the experimental data. Figure 3.12 shows that crack propa-
gation causes a predicted martensitic transformation of over 50%, which is promising
in terms of using these particles for sensing based on phase transformation.
3.4 Damage Model
To more rigorously simulate damage and potential crack propagation in the spec-
imen during loading without resorting to the node-release approximation, the ductile
damage model described in Section 2.2.3 is added to the region surrounding the sen-
sory particle. As discussed in Section 3.2.1, the incorporation of damage variables
1Note that the internal fields predicted by the finite element model are non-uniform, which
disagrees with the findings of Eshelby’s inclusion problems [19]. However, these problems consider
an elastic inclusion in an infinite elastic body; in the model, both the SMA particle and surrounding
matrix have non-linear responses, so these non-uniform internal fields are to be expected.
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Table 3.4: Property values determined during optimization.
Parameter Optimized Result
EA (MPa) 100,000
Ms (K) 293.0
Ms −Mf (K) 34.80
H 1.327%
0
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Simulation (Initial Properties)
Simulation (Optimized Properties)
𝜀 𝑦
𝑦
 
A
 𝜀𝑦𝑦 ≈ 0.0039
B
 𝜀𝑦𝑦 ≈ 0.0058
C
 𝜀𝑦𝑦 ≈ 0.0079
A
B
C
Figure 3.11: Predicted εˆyy as a function of applied load using the optimized material
properties compared with experimental results and results with initial properties
used by the optimization framework. Also shown are contour plots of εˆyy on the
particle face.
into the FEA model is computationally expensive and was not used for iterative
parameter identification2; it is introduced here to ensure that our optimized param-
2In testing the damage modeling and node release approaches, it was found that a single node
release analysis required 1.5 hrs while a similar analysis performed using the continuum damage
modeling required ∼ 2 days.
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Figure 3.12: Volume-averaged MVF ξˆ as a function of applied load, along with
contour plots of the MVF on the particle surface. Transformation initiates when
loading reaches 200N.
eters remain valid for more realistic (i.e. three-dimensional) crack propagation. The
data needed to formulate the damage initiation criterion for the particular aluminum
system considered in this work was not acquired during the experiment, so data from
an alternative aluminum system was used (cf. Appendix C) [71]. For this study, the
fracture energy per unit area is Gf=0.4 kJm2 , which is below experimentally measured
values but was found to ensure sufficient damage to simulate crack propagation. It
has been hypothesized that material processing and/or initial fatigue cycling may
have weakened the aluminum matrix.
Figure 3.13 shows the crack propagation along the negative y-surface predicted by
the previous node-release model and updated matrix damage model. The crack pro-
file predicted via damage modeling (bottom) is more representative of those seen in
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experiments than the incremental node-release approximation (top) used previously,
especially with regard to the expected crack tunneling behavior [38]. However, the
damage model fails to predict crack propagtion along the free surface of the spec-
imen, which was seen in the experiment; this is due to equivalent plastic strain
predictions failing to reach reach magnitudes necessary to induce material degreda-
tion. Figure 3.14 shows εˆyy as a function of load for the experiment, the previous
node-release model, and the aluminum damage model. The divergence from a linear
response near 500N is indicative of crack propagation. At a load of around 1,400N
a decrease in εˆyy in the particle is predicted by the damage model. By this point the
crack is predicted to have propagated past the particle, leaving the particle behind
the damage zone. However, the true experimental final failure mechanism of Fig-
ure 3.4 is not modeled here. Figure 3.15 shows the volume-averaged MVF predicted
by both models, indicating that the particle may reach nearly 70% martensitic state
at the end of loading when damage is considered. The stagnation of transformation
at the end of loading can once again be explained by the conservative prediction of
crack propagation past the sensory particle. These results show that our optimized
material properties of Table 3.4 are reasonable and that the modeling of actual dam-
age and associated crack propagation in the host aluminum leads to more accurate
predictions.
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Figure 3.13: Crack propagation predicted using the implemented ductile damage
model (bottom) compared with crack propagation using the node-release method
(top). Dashed black lines show the position of the crack tip before loading. The
damage model exhibits a predicted crack profile closer to those observed during
experimental testing (i.e. strong tunneling effect in the specimen) [38].
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Figure 3.14: Predicted εˆyy as a function of applied load using the implemented
damage model and a comparison of both experimental strain data and predicted
strains using a node-release technique, along with contour plots of εˆyy on the particle
face.
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Figure 3.15: Volume-averaged MVF as a function of applied load for the damage
model and comparison of predicted MVF using a node-release technique, along with
contour plots of the MVF on the particle face.
54
4. COMPUTATIONAL ASSESSMENT OF SMA SENSORY PARTICLE-BASED
CRACK LOCATION IN AIRCRAFT STRUCTURE VIA SUBSTRUCTURE
MODELING
We now shift our focus to visualizing a potential engineering application of this
damage detection method: an aircraft wing with SMA particles embedded in a rib
near structural damage. This problem will further demonstrate this technique as well
as examine the effect of particle position relative to a propagating crack on particle
response. However, since an aircraft wing is a complex structure spanning dozens
of meters and containing multiple parts, an associated finite element model must
consider hundreds of thousands of elements; full analysis of such a model, when
also considering the highly non-linear behavior of the SMA sensory particles and
crack propagation via XFEM, could quickly become computationally infeasible. To
address this issue, the finite element model here makes use of substructure modeling
(cf. Section 2.3.1), which retains degrees of freedom only at specified points in a model
[71]. The chapter will then seek to expand upon this damage detection method by
demonstrating that sensory particle response can be used to not only detect the
presence of structural damage, but also approximate its location. This is achieved
by radial basis function interpolation (cf. Section 2.4.2), which uses particle response
to approximate a stress field and locate areas of high stress.
4.1 Computational Model
The finite element model of the aircraft wing was developed in the Abaqus finite
element suite using files associated with the Common Research Model (CRM). The
CRM is a NASA program developed to create a benchmark model for the validation
of specific components of computational fluid dynamic programs [11, 33, 58]. The
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wing is based on a transonic commercial transport configuration designed to operate
at a cruise Mach number of M=0.85 with an aspect ratio of AR=9.0, a taper-
ratio of λ=0.l275, a span of 58.76m (2,313 in), and a gross vehicle weight of around
226,800 kg (500,000 lbm). These specifications closely resemble those of a Boeing
787-8. The structure consists of an elastically-isotropic aluminum with an elastic
modulus of E=70,000MPa (10,000 ksi), a Poisson’s ratio of ν=0.32, and a mass
density of ρ=2768 kg/m3 (0.1 lbm/in3) [70].
For the duration of this study, the wing is assumed to be subject to an elliptical
loading distribution, with forces applied directly to the main spar of the wingbox. To
that end, a local coordinate system is defined with its origin located at the intersec-
tion of the main spar with the root rib of the wingbox, with its x-axis oriented along
the length of the spar (denoted x′) (Figure 4.2). This elliptical loading distribution
is approximated by applying a concentrated force fi to a each node along the spar
as position x′i with magnitude
fi(x′i) =
∫ x′i+1
x′i
2W
piL
√
1−
(
x′
L
)2
dx′ (4.1.1)
where W is the weight of the aircraft1, L is the length of the span, and xi is the
distance from the origin to the node in question. It can be shown from this equation
that a single wing is subjected to a combined load of W/2.
4.1.1 Substructure Implementation
Generally, substructures are utilized to model smaller parts of a larger overall
model. However, as discussed in Section 2.3.1.2, the nonlinear behavior of the SMA
1In this study, we reduce this weight to the maximum zero-fuel weight of a Boeing 787-8
(161,000 kg or 355,000 lbm) (cf. [58]) and neglect the weight of the engine (approximately 5,600 kg or
13,000 lbm) as well as the structural weight of the wing itself (approximately 11,500 kg or 25,200 lbm).
Thus, at 1G the wing experiences a total lifting force of approximately 625,000N (140,000 lbm).
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Figure 4.1: Assembly of the wingbox using a combination of substructure and solid
modeling.
sensory particles (the smallest body considered herein) is not compatible with sub-
structure domains. Therefore, in this work an alternate approach is considered.
Substructure modeling is used to transition from a large scale structure (the full
wing) to small scale parts (SMA particles). The wingbox and a majority of the root
rib are designated as substructures, while a small section of the rib is modeled using
3-D continuum solid elements. The entire model assembly is shown in Figure 4.1.
The modeling of each part will be further discussed in the next section.
4.1.2 Wingbox Substructure
The pre-meshed CRM model structure consists of 57,292 linear shell elements
with reduced integration, corresponding to 52,393 nodes and 314,358 total DOFs.
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The large number of variables that must be considered in this model, coupled with
the objective of transitioning across length scales to perform computationally effi-
cient detailed studies on a small area, make it a perfect candidate for substructure
modeling. For ease of implementation, the root rib is removed from the wingbox
prior to substructure generation; its reattachment will be discussed in Section 4.1.3.
For the wingbox substructure, nodes are retained
1. Along the negative y-surface of the wingbox, for the application of boundary
conditions,
2. At points along the chord of the wingbox where the root rib intersects spars
and longerons, for reattachment of the root rib,
3. Along the positive z-edge of the main spar, for the application of loads.
Thus, the substructure contains 6,366 DOFs (Figure 4.2), or a reduction of approxi-
mately 98% from the original wingbox model with the root rib removed.
4.1.3 Root Rib Substructure
As mentioned previously, the root rib of the wingbox is a separate substructure
model. The rib is 7.366m (290 in) long, and is partitioned along axes where the root
rib is intersected by spars and longerons from the wingbox substructure. A small
square with dimensions 254 × 254mm (10 × 10 in) is removed from an arbitrary
portion of the rib free from such intersections and in an area of high stress; this do-
main is where the SMA sensory particles will be embedded and damage will be added
to the rib. It is important to mention that while the original root rib in the CRM
model consisted of shell elements, this rib is constructed using 3-D continuum solid
elements with a total rib thickness of 6mm (0.24 in). This modification is required to
ensure a proper tied interface with the domain containing the sensory particles, which
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Figure 4.2: Retained DOFs associated with the wingbox substructure.
cannot be modeled using shell elements. The rib consists of 3,760 linear elements
with reduced integration, corresponding to 23,514 DOFs. In an attempt to remain
consistent with the original CRM model, the mesh on the rib substructure remains
relatively coarse. As with the wingbox, this root rib is generated as a substructure
to further improve computationally efficiency as well as demonstrate the ability of
substructures to bridge multiple length scales. Nodes on the rib are retained
1. Along axes where the root rib is joined with the wingbox substructure
2. Along edges where the SMA particle host domain will be connected to the rib
substructure
The generation of a root rib substructure results in 6,750 retained DOFs (Figure 4.3),
which is a reduction of nearly 71% relative to a continuum-solid root rib not desig-
nated as a substructure. However, the original CRM shell-based rib contains 5,853
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DOFs, so a slight increase in variables is incurred to ensure a proper tied interface
with the sensory particle host domain.
z
x
Figure 4.3: Retained DOFs associated with the root rib substructure.
The root rib substructure (Figure 4.3) is reattached to the wingbox substructure
(Figure 4.2) via tie constraints in Abaqus. Prior to sensory particle analysis, tests
were conducted to ensure that the change to a solid element root rib has a minimal
effect on the stress field in the rib. Figure 4.4 shows that the stress fields generated
in the solid rib are relatively consistent with the original shell-based rib, and that
the tie constraint is behaving as expected.
4.1.4 Sensory Particle Host Domain
To simulate a series of SMA sensory particles embedded in the root rib, a smaller
nested structure is created. This structure consists of a square with dimensions
254 x 254mm (10 x 10 in) and a rectangle with dimensions 7.5 x 5mm (0.3 x 0.2 in)
(Figure 4.5). The sensory particles reside in the smaller domain, and will be discussed
in detail in Section 4.1.5. These nested domains consist of an isotropic aluminum
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Von Mises Stress (MPa)
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Original CRM Shell-
Based Rib
3-D Continuum Solid 
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x
Figure 4.4: Comparison of local stress field results experienced by the shell-based
and solid-based ribs when the wing is loaded to 1G. The location of the sensory
particle host domain is shown by the black box. The solid rib captures the response
of the shell-based rib while also providing a better transition to the solid-element
particle host domain.
with the same properties as the wingbox and root rib substructures. Because tie
constraints allow for rapid mesh transitions between parts, the smaller domain is
tied to the interior surface of the larger domain, which in turn is joined to the rib
substructure.
In this study, two different cases are considered. The first case considers a struc-
ture free from any structural damage or defects (i.e. no stress concentrations). This
is used to establish a baseline for the response of the SMA particles to loading.
The second case considers the particles’ response to a propagating crack. To this
end, a precrack of length 33mm (1.3 in) emanating from a hole of radius r=38mm
(1.5 in) towards the sensory particles, is introduced into the host domain. The crack
is allowed to propagate using the XFEM method discussed in Section 2.3.2. This
is implemented in the model by specifying a maximum principal stress of 200MPa
(30,000 psi) and a fracture energy of 0.0109MPa·m (60 psi·in) in the larger housing
[34].
As will be discussed in Section 2.3.2, this implementation of damage used herein
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Figure 4.5: Assembly of the sensory particle host domain using tie constrains (de-
noted by dashed lines).
requires a refined mesh to eliminate mesh dependency. This refined mesh has the
added benefit of facilitating consistent crack propagation, as the crack must propa-
gate across an entire element at a time. Each part consists of linear elements with
reduced integration, with a combined total of 206,549 elements (including the SMA
sensory particles) (Figure 4.5). It is important to note that while the overall size of
the problem has increased, the use of substructure modeling allows for the efficient
relation between the globally-applied loads and local structural response.
4.1.5 SMA Sensory Particles
The six SMA sensory particles considered herein are of radius r=500µm (0.02 in)
with material properties given in Table 3.1 and Table 3.4. The behavior of these
particles is governed by a numerical representation of the SMA model discussed in
Section 2.2.2 [36]. For this study, a nominal temperature of 298K is applied to each
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each particle. Figure 4.6 depicts the constitutive relationship between local stress
and local MVF, which corresponds to the magnitude of the response exhibited by the
particle, at this temperature. Note that by varying the temperature by 4K in either
direction, the transformation behavior of the SMA changes. This indicates that the
response of the SMA particles is dependent on temperature as well as stess, which
would need to be taken into accont during any real world engineering implementation
of this method.
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Figure 4.6: Local martensitic volume fraction as a function of local stress for an SMA
with material properties given in Table 3.1 and Table 3.4
In an actual application, sensory particles would ideally be spread throughout
the volume of a component to “monitor” as much of the structure, as possible given
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that the location of structural damage is difficult to predict. However, for the pur-
poses of this numerical demonstration, a particle is placed in an informed location to
generate meaningful observations about particle response to damage. To determine
an appropriate location of the sensory particle relative to the tip of the precrack,
the crack tip stress field equations from the Westergaard solution to Mode I loading
are considered [54]. This solution assumes an infinite plate with a crack of length
a subjected to biaxial stress σo at infinity; while not exactly corresponding to the
sensory particle problem addressed in this work, it nevertheless provides useful guid-
ance regarding particle location for this study. The crack tip stress field is given by
the following equations:
σ11 =
KI√
2pir
cos
θ
2
[
1− sinθ2sin
3θ
2
]
, (4.1.2)
σ22 =
KI√
2pir
cos
θ
2
[
1 + sinθ2sin
3θ
2
]
, (4.1.3)
σ12 =
KI√
2pir
cos
θ
2sin
θ
2sin
3θ
2 , (4.1.4)
σ13 = σ23 = σ33 = 0, (4.1.5)
where r is the distance from the crack tip, θ is the angle relative to the crack tip,
and KI is the stress intensity factor for Mode I loading, given by
KI = σo
√
pia. (4.1.6)
For this problem, the von Mises stress can be reduced to
σ =
√
σ211 − σ11σ22 + σ222 + 3σ212. (4.1.7)
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Substituting Equations 4.1.2-4.1.4 into Equation 4.1.7, we obtain
σ =
√√√√( KI√
2pir
)2
cos2 θ2
(
1 + 6 sin2 θ2sin
23θ
2
)
(4.1.8)
From this equation it can be shown that for a given value of r, the stress is at a
maximum when θ ≈ ±67◦.
Figure 4.7 shows a diagram of the placement of each particle. Using the above
result, the first particle is embedded 2mm (0.08 in) away from the precrack tip at
an angle of 67◦. A second particle is embedded 2mm above the first along the same
67◦-line. This process is repeated at distances of 1.5mm and 3mm away from the
crack tip along an axis normal to the crack tip.
67°
2 mm
2 mm
1.5 mm
1.5 mm
67°
67°
Precrack
Embedded 
Sensory Particles
Crack Tip
x
z
Figure 4.7: Assembly of the sensory particle host domain using tie constraints (de-
noted by dashed lines).
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4.2 Results
The original shell-based CRMmodel of the wingbox was loaded using the elliptical
load distribution discussed in Section 4.1.2. Figure 4.8 depicts the stress distribution
over the wing loaded to 1G, in the positive z-direction. Given the applied ambient
temperature and SMA transformation properties (cf. Table 3.1), analysis of particle
response during unloading was deemed extraneous to this work. The temperature
at which the SMA material considered transforms back into austenite is higher than
the applied temperature; the only particle response during unloading is an elastic
response, meaning that the amount of martensite generated in the particles at the
end of loading will be retained.
Von Mises Stress (MPa)
0 170
z
yx
Figure 4.8: Shell-based wingbox loaded to 1G via the assumed elliptical load distri-
bution applied to the main spar. Note the relatively homogeneous stress distribution
in the upper wing skin over much of its span.
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The wingbox was assembled using the method discussed in Section 4.1. Lifting
loads were applied to the retained nodes along the main spar of the pre-computed
wingbox substructure; the global response of the wingbox were then related to the
local response of the sensory particles. It is important to note that during loading,
the responses of each part (i.e. wingbox, root rib, sensory particles) remain fully
coupled. This could allow for substructure modeling to be utilized when analyzing
SMA components as actuators, as a change in the local behavior of an actuator could
elicit a global response in the overall structure.
The model was then subjected to loading between 0G and 4G. These loading con-
ditions are associated with Federal Aviation Regulation commercial aircraft design
practices, including basic maneuvering loads (2.5G) and simplified gust/turbulence
loads (3.75G) [49]. Figure 4.9 shows the propagation of the crack during loading. As
the crack began to grow (1G-2G), a stress concentration developed around the first
sensory particle, initiating phase transformation. However, as loading continued the
crack moved past the first particle; while stresses may continue to nominally increase,
the rate of transformation in the particle is expected to decrease. As the crack con-
tinued to move past the first particle, the associated stress concentration enveloped
the second particle, which is expected to continue experiencing phase transformation
until the end of loading.
To quantify particle reponse, the volume-averaged MVF, ξˆ, was calculated for
each particle using Equation 3.3.8. As previously mentioned, this value can be di-
rectly related to some magnitude of measurable response (i.e. a change in mageneti-
zation in an MSMA). After this calculation, the responses of the sensory particles can
be compared to observe meaningful trends. For discussion purposes, each particle is
referred to by the numbers designated in Figure 4.10.
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Figure 4.9: Crack propagation and associated stress field evolution during loading.
The sensory particles are denoted by the black circles.
4.2.1 Effect of Neighboring Particles on Individual Particle Response
The first analysis considered whether the presence of neighboring sensory particles
has any effect on individual particle response. To that end, the problem was analyzed
once with all six sensory particles embedded in the root rib and then six times, each
with a different individual sensory particle. The results of these simulations are
shown in Figure 4.11. As mentioned in Section 2.3.2, crack propagation simulations
using XFEM are solution-dependent. This makes comparing different simulations
difficult, as crack propagation paths in the particle host domain differed noticeably
in several cases. However, notice that in each case the magnitude of the particle
response is approximately the same until loads of around 3G; it is at this load
that crack propagation paths began to differ. This result demonstrates that particle
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Figure 4.10: Particle notations for discussion purposes.
response is approximately the same regardless of whether there are other sensory
particles in the vicinity, allowing for comparison of multiple particle responses from
a single simulation. This result also forms the basis of the work that will be presented
in Chapter 4.3.
4.2.2 Comparison of Particle Response to Undamaged/Damaged Configurations
The second analysis looked to demonstrate the ability of SMA sensory particles
to detect the presence of structural damage. This means ensuring that the sensory
particles do not respond similarly to operating loads, thus triggering a “false positiv”.
A simulation was run with the six sensory particles embedded in an undamaged
root rib, with particle responses compared to the responses to crack propagation
introduced in Section 4.2.2. Figure 4.12 shows that for each particle the presence
of a propagating crack results in a greater magnitude of particle response than that
of the same particles embedded in an undamaged component. This result serves to
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(b) Particle 2.
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(c) Particle 3.
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(d) Particle 4.
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(e) Particle 5.
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Figure 4.11: Comparison of particle response as a function of applied load when
considering individual sensory particles and multiple sensory particles.
illustrate the ability of the aforementioned NDE method to detect the presence of
structural damage.
4.2.3 Effect of Position Relative to Structural Damage on Particle Response
The final analysis examined how particle response is effected by the location of
the particles relative to the crack tip. Because the particles in this problem are
structured as an array, particle response can be compared using “rows” (i.e. particles
along the same line parallel to the normal of the initial crack tip) and “column”
(i.e. particles along the same lines 67◦ from the normal of the initial crack tip).
Figure 4.13 shows particle response as a function of applied load for each particle
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(b) Particle 2.
0
2
4
6
8
10
12
14
16
18
0 1 2 3 4
V
o
lu
m
e 
-
A
v
er
ag
ed
 M
V
F
 (
%
)
Load (G)
Particle 3 - Baseline
Particle 3 - XFEM
(c) Particle 3.
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(d) Particle 4.
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(e) Particle 5.
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Figure 4.12: Comparison of particle response as a function of applied load for the
baseline case (i.e. undamaged) and damage case.
row. Note that, as one would expect, the particles closest to the initial crack tip
(Particles 1 and 2) experience phase transformation prior to the other particles in
their respective rows. However, it is noticeable that the differences in the initiation
of phase transformation are less pronounced for the second row (cf. Figure 4.13b).
This is perhaps due to the fact that the stress contours further away from the crack
tip are less dense, meaning that particles at that distance are experiencing a similar
magnitude of stress. Also, it is interesting to note the transformation behavior of
the particles as they are enveloped and/or are passed by the stress concentration
generated by the crack tip; as a given particle is enveloped by the stress concentration,
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the rate of transformation in that particle increases. However, as the crack propagates
past a particle the rate of transformation decreases until it reaches a near-constant
value. This response is particularly noticeable in Particles 1 and 2, while Particles
3 and 4 also appear to be experiencing the beginnings of this same response at a
load of 4G. Particles 5 and 6 both continue to experience a steady increase in phase
transformation since the crack has not yet reached these particles.
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Figure 4.13: Comparison of particle response as a function of applied load during
crack propagation for each row of particles.
Figure 4.14 shows particle response as a function of applied load for each particle
column. Here, many of the same phenomena can be observed, including the stag-
nation of phase transformation in particles that have been passed by crack. Once
again, it is noticeable that particles closer to the crack experience higher amounts of
martensitic transformation. It is also interesting that when far away from the crack,
phase transformation in the particles is approximately the same regardless of particle
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position (cf. the beginning of loading in Figure 4.14c). This can also be attributed
to stress contours far away from the crack tip being less dense.
0
2
4
6
8
10
12
14
16
18
0 1 2 3 4
V
o
lu
m
e-
A
v
er
ag
ed
 M
V
F
 (
%
)
Load (G)
Particle 1
Particle 2
(a) Particle Column 1.
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Figure 4.14: Comparison of particle response as a function of applied load during
crack propagation for each column of particles.
4.3 Determination of Crack Tip Location Using SMA Sensory Particles
In the previous section, the phase transformation behavior of SMA sensory parti-
cles in the presence of structural damage was demonstrated. Utilizing this behavior
could allow for the earlier, and potentially even real-time, detection of fatigue cracks.
This section seeks to expand upon this method by focusing on the potential of SMA
sensory particles to not only detect the formation of fatigue cracks, but also to ap-
proximate the location of such damage. Similar work done by Betz et al. used Lamb
wave-detecting fiber Bragg grating in optical fibers and genetic algorithms to approx-
imate the location of small holes in aerospace materials [8]. Here, by relating the
amount of martensitic transformation in a given particle to a magnitude of stress via
an SMA constitutive model, radial basis function (RBF) interpolation will be used
to approximate a potential stress field. Using this approximation, a particle density
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study will be conducted to observe how many particles in the vicinity of the crack
are needed to accurately locate structural damage using this novel method.
4.3.1 Particle Density Study Formulation
To explore the ability of SMA sensory particles to approximate the location of
structural damage, an academic problem (Figure 4.15) was formulated involving
24 sensory particles embedded into the model described in Chapter 4 as shown in
Figure 4.16a. For this simulation, the maximum principal stress for XFEM purposes
was increased to 485MPa (70,000 psi); this is to match the experimental elasto-
plastic aluminum model in Section 2.2.1. The substructure model was loaded to
4G, after which the volume-averaged MVF at the end of loading was calculated
for each particle (cf. Equation 3.3.8). Recall that Section 4.2.1 demonstrated that
particle response is approximately the same regardless of whether there are other
sensory particles in the vicinity. Thus, even though the particles described here are
not randomly dispersed throughout the structure (as they would be in application),
considering a randomly-selected subset of particles from the larger set can simulate
such dispersion (cf. 4.16b). This also allows for the consideration of a single crack
propagation simulation, avoiding complications from the solution-dependent nature
of XFEM seen in Section 4.2.1.
After the crack propagation simulation, the particle density study consists of
specifying n number of particles to be considered. A Python script generates a
random configuration of n particles and retrieves both the spatial coordinates and
volume-averaged MVF of each specified particle. The MVF of each particle is then
related to the Mises stress via the SMA constitutive model (cf. Section 2.2.2). Given
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Figure 4.15: Flowchart detailing the particle density study.
(a) All 24 sensory particles embedded near the
pre-crack.
(b) Examples of possible random configurations
of particles.
Figure 4.16: Illustration of sensory particles used in the particle density study.
that during transformation Φtfwd = 0, Equation 2.2.7 can be rewritten as
σ¯ =
Y + f tfwd(ξ) + ρ∆u0 − ρ∆s0T
H
. (4.3.9)
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After calculating the Mises stress at each particle, the RBF module included in
SciPy and described in [29] is used to interpolate the stress field around the particles
(cf. Section 2.4.2).
In this study, a number of assumptions are made. First, it is assumed that the
spatial coordinates of each particle are known a priori. Second, the SMA particles
are assumed to have properties such that they do not reverse transform at opera-
tional temperatures and all martensite generated during loading is maintained; this
conservation of martensite allows for the particles to maintain the MVF correspond-
ing to the highest applied stress, creating a form of stress field “history”. It is also
assumed that the magnitude of the measured response of each particle has already
been connected to its corresponding MVF value. Finally, it is assumed that the
point of highest stress interpolated by the RBFs is the location of the crack tip (in
application, a stress singularity forms at the crack tip [54].
4.3.2 Interpolation Results
The study consisted of 20 distinct combinations of n particles (n=4,6,8,...,20).
Table 4.1 shows the corresponding particle density and volume fraction for each
number of particles. Figure 4.17 shows examples of interpolated stress contour plots
for each considered particle density case. For each combination of particles, the
location of predicted maximum stress was recorded. Figure 4.18 shows the predicted
location of the crack tip for each particle configuration as well as the location of the
actual crack tip. Notice that for low numbers of sensory particles in the vicinity of
the crack, the predicted crack tip location widely varies. This is because the RBF
interpolation is generating the contour with sparse amounts of data. However, as the
number of particles increase, the predicted crack tip locations become more precise.
Figure 4.21 shows contour plots of the standard deviation of the interpolated
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Table 4.1: Particle density and volume fraction of sensory particles in the interpola-
tion region for each number of particles specified.
Number of Particles Density (particles/mm3) Volume Fraction
4 0.0079 0.4%
6 0.0119 0.6%
8 0.0159 0.8%
10 0.0198 1.0%
12 0.0238 1.2%
14 0.0278 1.4%
16 0.0317 1.6%
18 0.0357 1.8%
20 0.0397 2.0%
stress field for various particle configurations. Note that for lower numbers of par-
ticles there are greater amounts of deviation in the interpolated stress because the
stress field is much more sensitive to where the particles are located. Considering 12
or more particles results in a notable reduction of deviation in the areas surrounding
the sensory particles. The standard deviations in both the x- and y-coordinates, as
well as the predicted crack length, are illustrated in Figure 4.20; with a few minor
exceptions, the standard deviations of all three components decrease as the number
of particles considered increases.
After observing the preciseness of each particle configuration, the accuracy of
each configuration was then considered. Contour plots of the average interpolated
stress field for various particle configurations are shown in Figure 4.21. Notice the
bimodal nature of the interpolated stress contour. Figure 4.22 depicts the average
predicted location of the crack tip for each number of particles. As before, low particle
densities do not lead to an accurate crack tip approximation, while higher particle
densities (here, 10 particles and above) lead to approximations that are within a crack
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length of the actual crack tip (0.471mm). Figure 4.23 shows the average predicted
crack tip location, while Figure 4.24 shows difference between this average and the
actual crack tip. It is interesting to note that the inclusion of 12 SMA sensory
particles yields the most accurate prediction, while the two highest particle density
configurations are significantly outperformed by lower particle density configurations.
This result, coupled with the result in Figure 4.19c, makes the use of 12 particles, or
a sensory particle volume fraction of 1.2% (cf. Table 4.1), the optimal particle density
configuration. However, the critical flaw size in a typical aluminum aircraft structure
that can lead to catastrophic failure is approximately 63.5mm (2.5 in) [59]. The least
accurate prediction, occuring when considering 4 particles, is still well within safe
crack length levels. Therefore, in most cases every particle density configuration
considered would be adequate for approximating the location of structural damage.
78
4
 P
ar
ti
cl
es
6
P
ar
ti
cl
es
8
 P
ar
ti
cl
es
1
0
 P
ar
ti
cl
es
1
2
 P
ar
ti
cl
es
1
4
 P
ar
ti
cl
es
1
6
 P
ar
ti
cl
es
1
8
 P
ar
ti
cl
es
2
0
 P
ar
ti
cl
es
Figure 4.17: Example interpolated stress contour plots for each considered particle
density case.
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Figure 4.18: Approximated location of the crack tip for each particle configuration.
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Figure 4.19: Contour plots of the standard deviation of the interpolated stress func-
tions for various particle configurations.
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Figure 4.21: Contour plots of the averaged interpolated stress for various particle
configurations.
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Figure 4.23: Average location of the crack tip for each particle configuration.
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5. CONCLUSIONS AND FUTURE WORK
A non-destructive evaluation method for the detection of structural damage that
exploits the stress-induced phase transformation behavior of SMA particles has been
computationally demonstrated in this work. This method, which would preclude the
need for expensive and/or inefficient traditional structural inspection methods, can
be combined with smart monitoring systems to provide a near real-time understand-
ing of the integrity of a vehicle’s structure. The following sections summarize the
findings of this work and offer some ways in which it could be expanded.
5.1 Conclusions
Chapter 2 introduces the experimental and computational methods used in this
work. SEM-DIC was utilized to measure the full-field surface deformations of an SMA
sensory particle embedded in an aluminum test specimen. These measurements are
used to characterize the response of the particle to structural damage. The derivation
of the major material models, including the SMA constitutive model, elasto-plastic
material model, and a damage model to simulate material degredation, are shown.
Methods for efficiently modeling complex structures, modeling crack propagation,
and interpolating functions using discrete points are also discussed.
Chapter 3 discusses a method of characterizing local sensory particle response to
structural damage. This is necessary due to the altering of SMA material properties
during fabrication and processing. This method uses an optimization frame work
to minimize the differences between experimental measured strain data and finite
element model simulations by changing several material properties. Using a node-
release technique to approximate the crack propagation behavior, the optimization
framework was able to achieve an acceptable match between experimental and sim-
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ulation results. The results of this optimization were then validated using a damage
model to simulate a more realistic crack propagation behavior. The inclusion of this
damage model resulted in a similar fit between experimental and simulated strain
results. Material property trends for developing optimal sensory particles are also
discussed. Unlike SMA components for actuation applications, where high trans-
formation strains are desired to produce greater amounts of actuation work, SMA
components for sensory applications will generate greater amounts of martensite, and
thus a greater magnitude of a detectable response, at lower transformation strains.
Chapter 4 demonstrates the application of the sensory particle method by model-
ing six embedded particles inside the root rib of a finite element aircraft wing model.
As the wing is a complex structure and thus contains hundreds of thousands of ele-
ments, substructure modeling is used to maintain the computational viability of the
problem. The wingbox and most of the root rib are modeled as substructures, while
the portion of the root rib containing the embedded sensory particles is modeled
using 3D continuum elements. Two cases were considered: one in which there was
no structural damage in the root rib, and one where the particles were embedded
in the vicinity of a propagating crack, which was modeled using XFEM. The wing
was loaded to 4G using an assumed elliptical lift distribution, and the responses of
each particle in both cases were measured. A comparison of both cases show that
particle response is significantly higher when in the vicinity of a propagating crack,
confirming the ability of sensory particles to detect structural damage. It was also
demonstrated that sensory particle response is independent of surrounding particles.
Finally, the effect of particle location relative to the crack tip on particle response
was observed, as well as particle response once a crack has propagated past a particle.
Chapter 4 then shifts focus to investigate whether the responses of these sensory
particles can be used to not only detect the presence of structural damage, but also
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approximate its location. Additionally, the number of particles in the vicinity of a
propagating crack to effectively predict the crack tip location is also considered. To
this end, the number of particles considered in the finite element model is increased
to 24. Particle response at the conclusion of loading is measured for each particle;
this response is then related to a given Mises stress value via the SMA constitutive
model. RBF interpolation is used to generate a stress contour, where the point of
highest stress is considered to be the location of the crack tip. This study consisted
of 20 random combinations of n particles to simulate the random dispersion of sen-
sory particles in a component in applications. It was shown that crack tip location
predictions became more precise with higher numbers of particles considered, with
the most accurate approximation occurring when considering 12 particles. However,
the errors associated with each particle configuration considered were well below
the critical flaw size, meaning that in most situations all particle configurations can
adequately predict the location of a crack tip.
5.2 Future Work
There are several ways in which this work could be extended. First, a new
experiment similar to that discussed in Chapter 3 could be performed that accurately
records the crack propagation behavior of the specimen. The node-release method
used in this work does not take into account the evolution of the interior profile
of the crack and thus does not capture the true behavior of the specimen during
loading. Another option would be to obtain the data necessary to formulate the
damage initiation criterion for the particular aluminum system used. The material
properties at the interface of the sensory particles and aluminum matrix were not
considered in this work; this interface has a large impact on the forces acting on
the sensory particles, and taking this into account would lead to more accurate
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simulations of particle response. Additionally, considering more material properties
in the optimization framework could lead to a better overall fit to the experimental
data.
Chapter 4 could be extended by considering a more complex wing loading. This
work assumed an elliptical lift distribution with forces applied to nodes along the
main spar; considering a three-dimensional load distribution based on common flight
conditions could yield more accurate simulations of the local structural response
around the particles and thereby the forces acting on the particles themselves. Ad-
ditionally, plasticity effects were not considered during crack propagation; particle
responses could be altered by the inclusion of such material behavior. It would
also be interesting to observe changes in the accuracy of RBF interpolation when
considering plasticity.
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APPENDIX A
COMPARISON OF RBF KERNELS FOR STRESS FIELD INTERPOLATION
As mentioned in Section 2.4.2, there are several RBF kernels that can be used
for function approximations. Here we consider three such kernels: the mutliquadric
form, inverse form, and cubic form. These are given by:
φ(‖ x− xi ‖) =
√
1 + (ε ‖ x− xi ‖)2, (A.0.1)
φ(‖ x− xi ‖) = 1√
1 + (ε ‖ x− xi ‖)2
, (A.0.2)
φ(‖ x− xi ‖) =‖ x− xi ‖3, (A.0.3)
where ε is a shape parameter approximated as the average distance between be-
tween the given points. Each RBF kernel was used to conduct a particle density
study described in Section 4.3.1, where 20 random configurations of n particles were
considered. Figure A.1 compares the performance of the three RBF kernels with
respect to error and standard deviation in both the x- and y-directions. Notice that,
while for high particle densities all three kernels perform approximately the same,
both the multiquadric and cubic kernels result in high error and standard deviation
at low particle densities; meanwhile, the inverse kernel performs relatively well at low
particle densities. Thus, the inverse RBF kernel was chosen for the particle density
study.
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Figure A.1: Comparison of three RBF kernels.
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APPENDIX B
DERIVATION OF PHASE DIAGRAM PROPERTIES FROM SMA
CONSTITUTIVE MODEL
The transformation model parameters ρ∆s0, ρ∆u0, Y , a1, and a3 are defined using
phase diagram properties (Ms, Mf , As, Af , CM , CA), smooth hardening exponents
(ni, i=1, 2, 3, 4) and the transformation strain (H) as follows [36]:
ρ∆s0 =
−2(CMCA)(H + σH)
CM + CA , (B.0.1)
a1 = ρ∆s0(Mf −Ms), (B.0.2)
a2 = ρ∆s0(As − Af ), (B.0.3)
a3 = −a14
(
1 + 1
n1 + 1
− 1
n2 + 1
)
+ a24
(
1 + 1
n3 + 1
− 1
n4 + 1
)
, (B.0.4)
ρ∆u0 =
ρ∆s0
2 (Ms + Af ), (B.0.5)
Y = ρ∆s02 (Ms − Af )− a3. (B.0.6)
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APPENDIX C
TABLE LOOK-UP FOR DAMAGE MODEL
Table C.1: Table associated with the equivalent plastic strain ε¯plD for a given stress
triaxiality η and plastic strain rate ˙¯εpl, as discussed in Section 3.4.
ε¯plD η
˙¯εpl ε¯plD η ˙¯εpl
208 -3.33 0.001 465.088 -3.33 250
207.971 -0.333 0.001 465.088 -0.333 250
118.795 -0.267 0.001 250.192 -0.267 250
67.8571 -0.2 0.001 134.589 -0.2 250
38.7612 -0.133 0.001 72.4019 -0.133 250
22.1419 -0.0667 0.001 38.9487 -0.0667 250
12.6496 0 0.001 20.9533 0 250
7.229 0.0667 0.001 11.2736 0.0667 250
4.1354 0.133 0.001 6.068 0.133 250
2.3728 0.2 0.001 3.2707 0.2 250
1.3739 0.267 0.001 1.7715 0.267 250
0.8173 0.333 0.001 0.9753 0.333 250
0.5237 0.4 0.001 0.5662 0.4 250
0.3988 0.467 0.001 0.3817 0.467 250
0.4021 0.533 0.001 0.3488 0.533 250
0.535 0.6 0.001 0.4542 0.6 250
0.84 0.667 0.001 0.74 0.667 250
0.5008 0.73 0.001 0.4193 0.73 250
0.187 0.851 0.001 0.1421 0.851 250
0.0457 1.02 0.001 0.0302 1.02 250
0.0076 1.24 0.001 0.0042 1.24 250
0.0001 1.51 0.001 0.0001 1.51 250
0.0001 3.33 0.001 0.0001 3.33 250
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