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Abstract
In this paper, we consider hypothesis testing problems in which the involved samples are
drawn from generalized multivariate modiﬁed Bessel populations. This is a much more general
distribution that includes both the multivariate normal and multivariate-t distributions as
special cases. We derive the distribution of the Hotelling’s T2-statistic for both the one- and
two-sample problems, as well as the distribution of the Scheffe’s T2-statistic for the Behrens–
Fisher problem. In all cases, the non-null distribution of the corresponding F -statistic follows
a new distribution which we introduce as the non-central F -Bessel distribution. Some
statistical properties of this distribution are studied. Furthermore, this distribution was
utilized to perform some power calculations for tests of means for different models which are
special cases of the generalized multivariate modiﬁed Bessel distribution, and the results
compared with those obtained under the multivariate normal case. Under the null hypothesis,
however, the non-central F -Bessel distribution reduces to the central F -distribution obtained
under the classical normal model.
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1. Introduction
Most of the classical literature on multivariate hypothesis testing problems assumes
that the samples are independently selected from underlying populations that are
normally distributed. However, there are a number of practical situations where data
may be dependent but uncorrelated, or the data distribution may have heavier tails
than the normal. In such situations, it is more appropriate to use the multivariate-t or
more generally mixture distributions (see [9,13–15,17], among others).
In this paper, we investigate the problem of testing the equality of means based on
dependent but uncorrelated samples taken from the generalized multivariate
modiﬁed Bessel distribution. Results under this model are expected to provide a
good general solution to hypothesis testing problems of this nature, since this model
includes as special cases several multivariate distributions of interest (including the
normal and t distributions). For both the one- and two-sample hypothesis testing
problems, we derive the distribution of the classical Hotelling’s T2-statistic. We also
study the Behrens–Fisher problem in which we derive the distribution of both the
Hotelling’s T2-statistic (when sample sizes are equal) and the Scheffe’s T2-statistic
(for unequal sample sizes). These derivations give rise to the non-central F -Bessel
distribution which, to the best of our knowledge, has not been studied previously. In
all cases, however, the null distribution of the corresponding F -statistic has a central
F -distribution, and this is the same result one obtains under the multivariate normal
and t models.
The remainder of the paper is as follows: Some necessary preliminaries and the
basic probability models are given in the next section, including a review of some of
the existing results pertaining to the generalized multivariate modiﬁed Bessel
distribution. Later in Section 2, we introduce the non-central F -Bessel distribution
and study some of its statistical properties. With these essential tools in place,
Section 3 presents new distributional results regarding the aforementioned
hypothesis tests. In addition, we examine the power performance of several of these
tests. Some concluding remarks are given in Section 4.
2. The probability models
2.1. The generalized multivariate modified Bessel distribution
We assume that the probability density function (pdf) of the p-dimensional
random variable Y0 ¼ ðY1;y; YpÞ is given by
pðyÞ ¼
jSj12ðlcÞ
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where KnðzÞ is the modiﬁed Bessel function of the third kind of order n (see [8,
p. 970]) and the domain of the shape parameters ðc; l; nÞ is given by
c40; lX0 for no0;
c40; l40 for n ¼ 0;
cX0; l40 for n40: ð2Þ
Eq. (1) is the pdf of the generalized multivariate modified Bessel distribution (see
[16]). Pdf (1) is a member of the elliptically symmetric class of distributions (see [12])
and as such, it has practical applications in a variety of areas that include modelling
stock market data (e.g. [17]), ﬁltering and quality control data (e.g. [5]), and the
analysis of random signals (e.g. [10]). Furthermore, pdf (1) is a special case of the
symmetric multivariate hyperbolic distributions of Barndorff–Nielsen [2].
The multivariate modiﬁed Bessel distribution considered by Bhattacharya and
Saxena [4] is a special case of this distribution for c40; l40; and n4p=2: In fact,
Table 1 summarizes a number of special cases of distribution (1). Furthermore, as
Thabane and Haq [16] demonstrate, pdf (1) is derived by mixing the multivariate
normal distribution with the generalized inverse Gaussian distribution; that is, pdf
(1) is obtained via the equation
pðyÞ ¼
Z N
0
pðyjtÞpðtÞ dt; ð3Þ
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Table 1
Special cases of the generalized multivariate modiﬁed Bessel distribution
Distribution Values of ðc; l; nÞ
Multivariate modiﬁed Bessel c40; l40; n4p
2
Pearson type VII c; l ¼ 0; n ¼ ðM  p
2
Þ; M4p
2
Multivariate-t type c; l ¼ 0; n ¼ r
2
; r40
Multivariate-t c ¼ r; l ¼ 0; n ¼ r
2
; r40
Mean–Variance representation c ¼ r; l ¼ 0; n ¼ r
2
; r42
of multivariate-t
Multivariate normal c ¼ r; l ¼ 0; n ¼ r
2
; r-N
Multivariate Cauchy c ¼ 1; l ¼ 0; n ¼ 1
2
Multivariate Bessel c ¼ 0; l40; n40
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Eq. (4) is the pdf of the generalized inverse Gaussian distribution (see [2,3]). The
domain of the parameters ðc; l; nÞ is also given by (2). Following the notation of
Thabane and Haq [16], a random variable Y with pdf of the form (1) will be denoted by
YBGMMBpðl;S;c; l; nÞ:
2.2. Distributions for the samples
In what follows, we assume that the joint pdf of n p-dimensional observations
Y1;y;Yn is given by
f ðy1;y; ynÞ ¼
jSjn2ðlcÞ
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By applying successive integrations, one can readily verify from (5) that the marginal
distribution of Yj has the form (1), which is a p-dimensional generalized multivariate
modiﬁed Bessel distribution. That is, YjBGMMBpðl;S;c; l; nÞ for j ¼ 1; 2;y; n:
Moreover, it follows from (5) that Y1;y;Yn are pairwise uncorrelated, but are not
necessarily independent.
While we will focus our attention on the one- and two-sample problems, the above
model can actually be extended to k uncorrelated samples from different generalized
multivariate modiﬁed Bessel distributions GMMBpðli;Si;c; l; nÞ; i ¼ 1; 2;y; k: In
particular, suppose we now let Y ¼ ðY1;y;YkÞ represent the k samples under
consideration, where Yi ¼ ðYi1;y;YiniÞ with Yij as a p-dimensional column vector,
i ¼ 1; 2;y; k and j ¼ 1; 2;y; ni: Analogous to (5), we assume that the pdf of Y is
given by
f ðyÞ ¼
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where N ¼Pki¼1 ni: Note that (6) simpliﬁes to give (5) when k ¼ 1: Furthermore,
applying a similar argument as above, it is possible to show that
YijBGMMBpðli;Si;c; l; nÞ; i ¼ 1; 2;y; k; j ¼ 1; 2;y; ni; ð7Þ
and the elements of the combined sample of size N are pairwise uncorrelated, but not
necessarily independent. However, in light of our earlier observation in Section 2.1,
we have that conditional on t; each Yij is independently and normally distributed
with mean li and covariance matrix tSi:
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2.3. The non-central F-Bessel distribution
At this point, we introduce the non-central F -Bessel distribution which will emerge
as the non-null distribution of the various test statistics considered in the next
section. We employ a compounding approach to derive the pdf of this distribution.
In particular, let t have pdf (4) and let the conditional pdf of a random variable X
given t be distributed according to the non-central F -distribution with o1 and o2
degrees of freedom and non-centrality parameter d2=t: That is, for 0oxoN; we
have (see [1, p. 174]):
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Integration with respect to t subsequently yields
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Applying formula (9) of Gradshteyn and Ryzhik [8, p. 340], we get
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and substituting (10) back into (9) gives rise to the following result:
Result 1. The marginal pdf of X is said to have a non-central F-Bessel distribution with
parameters ðo1;o2; d2;c; l; nÞ if its pdf is of the form
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To give the reader some idea about the shape of the graphs of non-central F -Bessel
densities, those for several values of ðo1;o2; d2;c; l; nÞ are shown in Fig. 1. Note that
if d2 ¼ 0; the inﬁnite sum in (11) just reduces to the b ¼ 0 term, and so pdf (11)
simpliﬁes to give
f ðxÞ ¼ o
o1
2
1 o
o2
2
2 Gðo1þo22 Þx
o12
2
Gðo1
2
ÞGðo2
2
Þðo2 þ o1xÞ
o1þo2
2
; ð12Þ
which we recognize as the pdf of the central F -distribution with o1 and o2 degrees of
freedom (see [6, p. 91]).
Remark. A variant of the non-central F -Bessel distribution is obtained by deﬁning
the random variable U ¼ o1ðo1þo21Þo2 X for o1 þ o241: In particular, the various
T2-statistics considered in the next section possess this version of the distribution.
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Fig. 1. Several plots of non-central F -Bessel density functions.
L. Thabane, S. Drekic / Journal of Multivariate Analysis 86 (2003) 360–374 365
The pdf of U is given by
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2.3.1. Moments of the distribution
Let mk denote the kth moment of the non-central F -Bessel distribution deﬁned by
(11). It can be obtained via the equation
mk ¼ EðEðX kjtÞÞ ¼
Z N
0
EðX kjtÞpðtÞ dt ð14Þ
in which we make use of the following result (see [6, p. 95]):
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Substituting (15) into (14) and performing the integration, it follows that
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We note here that if d2 ¼ 0; then (16) reduces to
mk ¼
o2
o1
 kGðo12 þ kÞGðo22  kÞ
Gðo1
2
ÞGðo2
2
Þ ; o242k ð17Þ
which agrees with the kth moment of the central F -distribution with o1 and o2
degrees of freedom (see [6, p. 91]).
Most importantly, by making use of (16), we derive the mean and variance of the
non-central F -Bessel distribution; namely,
EðX Þ ¼ o2
o2  2 1þ
d2
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l
c
q
Kn1
Kn
0
@
1
A; o242 ð18Þ
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and
VarðXÞ ¼ 2o
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where the argument
ﬃﬃﬃﬃﬃﬃ
lc
p
has been suppressed to simplify notation. Once again,
substituting d2 ¼ 0 into (18) and (19) yields the well-known mean and variance of the
central F -distribution with o1 and o2 degrees of freedom.
3. Hypothesis testing procedures
In this section, we consider several hypothesis testing problems under the
assumption that the involved samples have pdf given by (6). In particular, we
consider the Hotelling’s T2-statistic for both the one- and two-sample problems and
the Scheffe’s T2-statistic for the Behrens–Fisher problem. The choice to use these
conventional T2-statistics for their respective problems is primarily based on the
argument that many of the classical procedures derived under the normality
assumption would remain both robust and optimal under this model since pdf (1) is
a member of the elliptically symmetric class of distributions (e.g. [7, p. 69]). In what
follows, our main interest concerns the determination of the non-null distribution of
these T2-statistics under this more general model.
3.1. The one-sample problem
We begin by considering a one-sample hypothesis testing problem based on data
gathered from model (1). Let Y be a p 	 n matrix which can be expressed in terms of its
columns as Y ¼ ðY1;y;YnÞ: Let the joint pdf of Y be given by (5). Furthermore, let
%Y ¼ 1
n
Xn
i¼1
Yi and S ¼ 1
n  1
Xn
i¼1
ðYi  %YÞðYi  %YÞ0:
Consider the problem of testing H0: l ¼ l0 against the alternative hypothesis
Ha: lal0: Let y
2 ¼ ðl  l0Þ0S1ðl  l0Þ be the measure of separation between the
true and hypothesized populations. Let
T2s ¼ nð %Y l0Þ0S1ð %Y l0Þ
be the usual Hotelling’s-T2 test statistic. We now introduce the following result:
Result 2. The sample statistic Fs ¼ ðnpÞðn1Þp T2s has a non-central F-Bessel distribution
with parameters ðp; n  p; d2s ;c; l; nÞ; where d2s ¼ ny2:
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Proof. We have that Y1;y;Yn; given t; are i.i.d. Npðl; tSÞ which implies that Fs has
a non-central F -distribution with p and n  p degrees of freedom and non-centrality
parameter d2s=t (see [1, Corollary 5.2.1, p. 163]). Since t has pdf (4), the marginal
distribution of Fs is non-central F -Bessel with parameters ðp; n  p; d2s ;c; l; nÞ by
Result 1. &
Remark. Under the null hypothesis, note that d2s ¼ 0 which implies by (12) that Fs
has a central F distribution with p and n  p degrees of freedom. This is identical to
the null distribution obtained under the multivariate normal model (see [1, p. 163])
and the multivariate t model (see [14]). Use of Result 2 also enables one to obtain the
power function of T2s so that the power of the test under this model can be
investigated. In particular, the pdf of T2s is given by (13) with o1 ¼ p; o2 ¼ n  p;
and d2 ¼ d2s :
3.2. The two-sample problem with equal covariance matrices
Let Y1 and Y2 be two random matrices of sizes p 	 n1 and p 	 n2; respectively. We
assume that the joint pdf of Y1 and Y2 is given by (6) with k ¼ 2 and S ¼ S1 ¼ S2; so
that
YijBGMMBpðli;S;c; l; nÞ; i ¼ 1; 2; j ¼ 1; 2;y; ni:
If we now consider the problem of testing H0 : l1 ¼ l2 against the alternative
hypothesis Ha : l1al2; let D
2 ¼ ðl1  l2Þ0S1ðl1  l2Þ denote Mahalanobis’
squared distance (i.e., the coefﬁcient of separation between the two populations).
Deﬁne
%Yi ¼ 1
ni
Xni
j¼1
Yij;
Si ¼ 1
ni  1
Xni
j¼1
ðYij  %YiÞðYij  %YiÞ0; i ¼ 1; 2;
ðn1 þ n2  2ÞSp ¼ ðn1  1ÞS1 þ ðn2  1ÞS2;
T2d ¼
n1n2
n1 þ n2ð
%Y1  %Y2Þ0S1p ð %Y1  %Y2Þ:
The following result then holds:
Result 3. The sample statistic Fd ¼ ðn1þn2p1Þðn1þn22Þp T2d has a non-central F-Bessel
distribution with parameters ðp; n1 þ n2  p  1; d2d ;c; l; nÞ; where d2d ¼ n1n2n1þn2D2:
Proof. Conditional on t; we have that Y1 and Y2 are independent and so Yi1;y;Yini
are i.i.d. Npðli; tSÞ; i ¼ 1; 2: Therefore, given t; Fd has a non-central F -distribution
with p and n1 þ n2  p  1 degrees of freedom and non-centrality parameter d2d=t
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(see [11, p. 148]). Since t has pdf (4), the marginal distribution of Fd is non-central
F -Bessel with parameters ðp; n1 þ n2  p  1; d2d ;c; l; nÞ by Result 1. &
Remark. As with the one-sample case, note that d2d ¼ 0 under the null hypothesis. In
this case, the distribution of Fd simpliﬁes to the central F distribution with p and
n1 þ n2  p  1 degrees of freedom, and this agrees with the null distribution
obtained under the multivariate normal model (see [1, p. 167]) and the multivariate t
model (see [15]). Furthermore, the distribution of T2d follows that of (13) with
o1 ¼ p; o2 ¼ n1 þ n2  p  1; and d2 ¼ d2d :
3.3. The Behrens–Fisher problem
Here we shall consider the problem of testing the equality of means when the
covariance matrices are not equal. In particular, let Y1 and Y2 be two random
matrices of sizes p 	 n1 and p 	 n2; respectively, whose joint pdf is given by (6) with
k ¼ 2: That is,
YijBGMMBpðli;Si;c; l; nÞ; i ¼ 1; 2; j ¼ 1; 2;y; ni:
Consider the problem of testing H0 : l1 ¼ l2 against the alternative hypothesis
Ha : l1al2:
3.3.1. The case n1 ¼ n2
Let n1 ¼ n2 ¼ n and
Zj ¼ Y1j  Y2j; j ¼ 1; 2;y; n;
%Z ¼ 1
n
Xn
j¼1
Zj ;
Sz ¼ 1
n  1
Xn
j¼1
ðZj  %ZÞðZj  %ZÞ0;
T2z ¼ n %Z0S1z %Z:
Following a similar approach as in the previous cases, we obtain the following
result:
Result 4. The sample statistic Fz ¼ ðnpÞðn1Þp T2z has a non-central F-Bessel distribution
with parameters ðp; n  p; d2z ;c; l; nÞ; where d2z ¼ nðl1  l2Þ0ðS1 þ S2Þ1ðl1  l2Þ:
Proof. The proof follows a similar argument as given for Result 2. Given t; we have
that Z1;y;Zn are i.i.d. Npðl1  l2; tðS1 þ S2ÞÞ: Thus, conditional on t; Fz has a
non-central F -distribution with p and n  p degrees of freedom and non-centrality
parameter d2z=t (see [1], Corollary 5.2.1, p. 163). Again since t has pdf (4), the result
follows immediately by Result 1. &
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Remark. Note that when l1 ¼ l2 (or d2z ¼ 0), Fz has a central F -distribution with p
and n  p degrees of freedom—a result that agrees with the classical normal model
(see [1], p. 176).
3.3.2. The case n1an2
If we now consider the case n1an2; then without loss of generality we can assume
that n1on2: Let
Xj ¼ Y1j 
ﬃﬃﬃﬃ
n1
n2
r
Y2j þ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n1n2
p
Xn1
k¼1
Y2k  1
n2
Xn2
k¼1
Y2k; j ¼ 1; 2;y; n1:
Following Anderson [1, pp. 177–178], the Scheffe’s T2-statistic is given by
T2x ¼ n1 %X0S1x %X;
where
%X ¼ 1
n1
Xn1
j¼1
Xj and Sx ¼ 1
n1  1
Xn1
j¼1
ðXj  %XÞðXj  %XÞ0:
Note that when n1 ¼ n2; Xj reduces to Zj ¼ Y1j  Y2j and therefore T2x becomes
identical to T2z : In general, however, we have the following result:
Result 5. The sample statistic Fx ¼ ðn1pÞðn11Þp T2x has a non-central F-Bessel distribution
with parameters ðp; n1  p; d2x;c; l; nÞ; where d2x ¼ n1ðl1  l2Þ0ðS1 þ n1n2S2Þ
1ðl1  l2Þ:
Proof. Conditional on t; we have following the results of Anderson [1, p. 177] that
X1;y;Xn1 are i.i.d. Npðl1  l2; tðS1 þ n1n2S2ÞÞ: Thus, given t; Fx has a non-central F -
distribution with p and n1  p degrees of freedom and non-centrality parameter d2x=t
(see [1, Corollary 5.2.1, p. 163]). Again since t has pdf (4), Fx has a non-central
F -Bessel distribution with parameters ðp; n1  p; d2x;c; l; nÞ by Result 1. &
Remark. Under the null hypothesis (i.e., when l1 ¼ l2 or d2x ¼ 0), Fx reduces to a
central F -distribution with p and n1  p degrees of freedom, and this result is
identical to that obtained under the multivariate normal model (see [1, p. 178]).
3.4. Power calculations of the tests
Table 2 provides power calculations of T2s in the one-sample case with sizes
a ¼ 0:01 and 0.05 and p ¼ 5 for various values of n and y2: The calculations are
conducted for different values of ðc; l; nÞ; corresponding to varying model
assumptions, and compared with those obtained under the classical normal model.
Among the several variants considered are the multivariate t (the ð5; 0;2:5Þ
column), Bessel (the (0,2,2) column), and Cauchy (the ð1; 0;0:5Þ column)
distributions. To carry out the calculations, we used the symbolic computational
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package Mathematica which includes several different quadrature procedures one
can employ to perform the numerical integration.
From the numerical results in Table 2, it is clear in all cases that power increases as
y2 and/or the sample size increase. We also observe that the normal model yields
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Table 2
Power calculations for the one-sample Hotelling’s-T2 test statistic
ðc; l; nÞ
n a y2 Normal ð1; 3; 0Þ ð5; 0;2:5Þ ð2; 1; 0Þ ð0; 2; 2Þ ð1; 1; 1Þ ð1; 0;0:5Þ
10 0.01 0.2 0.0202 0.0381 0.0207 0.0200 0.0220 0.0174 0.0224
0.4 0.0328 0.0785 0.0346 0.0333 0.0370 0.0270 0.0398
0.8 0.0649 0.1740 0.0701 0.0665 0.0708 0.0506 0.0805
1.0 0.0839 0.2226 0.0906 0.0853 0.0886 0.0638 0.1014
5.0 0.5664 0.7640 0.5013 0.4460 0.4063 0.3327 0.3746
10.0 0.8927 0.9269 0.7536 0.6906 0.6465 0.5576 0.5172
0.05 0.2 0.0917 0.1503 0.0927 0.0899 0.0925 0.0797 0.0951
0.4 0.1388 0.2574 0.1410 0.1345 0.1361 0.1125 0.1430
0.8 0.2418 0.4393 0.2419 0.2255 0.2187 0.1792 0.2272
1.0 0.2950 0.5113 0.2908 0.2689 0.2570 0.2115 0.2625
5.0 0.9148 0.9404 0.7935 0.7395 0.7021 0.6216 0.5648
10.0 0.9970 0.9902 0.9280 0.9015 0.8852 0.8199 0.6778
20 0.01 0.2 0.0666 0.2035 0.0748 0.0715 0.0771 0.0537 0.0917
0.4 0.1680 0.4258 0.1835 0.1683 0.1620 0.1198 0.1875
0.8 0.4375 0.6990 0.4081 0.3593 0.3238 0.2569 0.3239
1.0 0.5687 0.7768 0.4998 0.4390 0.3947 0.3193 0.3719
5.0 1.0000 0.9966 0.9498 0.9316 0.9222 0.8553 0.6776
10.0 1.0000 0.9999 0.9881 0.9893 0.9906 0.9685 0.7676
0.05 0.2 0.2129 0.4113 0.2170 0.2034 0.1992 0.1619 0.2117
0.4 0.4105 0.6494 0.3933 0.3580 0.3339 0.2765 0.3306
0.8 0.7364 0.8573 0.6381 0.5784 0.5356 0.4585 0.4675
1.0 0.8381 0.9039 0.7147 0.6533 0.6096 0.5282 0.5110
5.0 1.0000 0.9995 0.9807 0.9775 0.9769 0.9440 0.7601
10.0 1.0000 1.0000 0.9958 0.9977 0.9984 0.9920 0.8282
40 0.01 0.2 0.2430 0.5337 0.2550 0.2292 0.2128 0.1616 0.2367
0.4 0.6004 0.7946 0.5206 0.4567 0.4100 0.3325 0.3823
0.8 0.9499 0.9475 0.7848 0.7171 0.6701 0.5744 0.5274
1.0 0.9865 0.9709 0.8461 0.7893 0.7511 0.6562 0.5701
5.0 1.0000 1.0000 0.9937 0.9962 0.9974 0.9871 0.7965
10.0 1.0000 1.0000 0.9988 0.9999 1.0000 0.9994 0.8551
0.05 0.2 0.4915 0.7161 0.4579 0.4143 0.3833 0.3199 0.3681
0.4 0.8291 0.8998 0.7063 0.6442 0.6001 0.5188 0.5056
0.8 0.9913 0.9806 0.8878 0.8464 0.8193 0.7401 0.6298
1.0 0.9985 0.9903 0.9231 0.8933 0.8749 0.8033 0.6648
5.0 1.0000 1.0000 0.9974 0.9990 0.9995 0.9963 0.8440
10.0 1.0000 1.0000 0.9995 1.0000 1.0000 0.9999 0.8891
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higher power for larger values of y2: As a result, if the normal model was incorrectly
assumed for the analysis, then application of the usual Hotelling’s T2 test procedure
would result in an overestimate of the power, especially if the true and hypothesized
population means are far apart.
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Table 3
Power calculations for the two-sample Hotelling’s-T2 test statistic
ðc; l; nÞ
ðn1; n2Þ a D2 Normal ð1; 3; 0Þ ð5; 0;2:5Þ ð2; 1; 0Þ ð0; 2; 2Þ ð1; 1; 1Þ ð1; 0;0:5Þ
ð10; 10Þ 0.01 0.2 0.0193 0.0375 0.0198 0.0193 0.0217 0.0169 0.0221
0.4 0.0314 0.0824 0.0337 0.0326 0.0375 0.0265 0.0411
0.8 0.0643 0.1959 0.0721 0.0690 0.0747 0.0520 0.0885
1.0 0.0848 0.2544 0.0956 0.0906 0.0947 0.0668 0.1132
5.0 0.6860 0.8336 0.5788 0.5106 0.4611 0.3790 0.4128
10.0 0.9722 0.9618 0.8225 0.7618 0.7203 0.6256 0.5543
0.05 0.2 0.0832 0.1325 0.0841 0.0819 0.0848 0.0738 0.0869
0.4 0.1213 0.2284 0.1241 0.1192 0.1221 0.1010 0.1292
0.8 0.2087 0.4041 0.2129 0.1998 0.1959 0.1593 0.2084
1.0 0.2560 0.4769 0.2582 0.2399 0.2312 0.1885 0.2426
5.0 0.9097 0.9357 0.7763 0.7173 0.6760 0.5926 0.5486
10.0 0.9981 0.9900 0.9226 0.8929 0.8745 0.8034 0.6653
(20,20) 0.01 0.2 0.0401 0.1174 0.0441 0.0427 0.0487 0.0337 0.0556
0.4 0.0905 0.2746 0.1028 0.0973 0.1009 0.0712 0.1214
0.8 0.2409 0.5312 0.2531 0.2276 0.2115 0.1605 0.2356
1.0 0.3308 0.6216 0.3285 0.2912 0.2649 0.2057 0.2805
5.0 0.9977 0.9849 0.8924 0.8491 0.8215 0.7318 0.6091
10.0 1.0000 0.9991 0.9712 0.9645 0.9625 0.9141 0.7156
0.05 0.2 0.1394 0.2718 0.1432 0.1368 0.1389 0.1137 0.1483
0.4 0.2513 0.4731 0.2543 0.2365 0.2282 0.1858 0.2404
0.8 0.4895 0.7147 0.4564 0.4130 0.3821 0.3189 0.3673
1.0 0.5967 0.7845 0.5366 0.4843 0.4465 0.3766 0.4117
5.0 0.9998 0.9955 0.9484 0.9292 0.9184 0.8573 0.6966
10.0 1.0000 0.9998 0.9873 0.9873 0.9880 0.9651 0.7811
(30,30) 0.01 0.2 0.0689 0.2152 0.0781 0.0747 0.0804 0.0558 0.0964
0.4 0.1776 0.4474 0.1945 0.1777 0.1699 0.1259 0.1965
0.8 0.4680 0.7221 0.4306 0.3779 0.3394 0.2701 0.3359
1.0 0.6064 0.7977 0.5245 0.4600 0.4129 0.3351 0.3842
5.0 1.0000 0.9976 0.9564 0.9416 0.9346 0.8715 0.6866
10.0 1.0000 0.9999 0.9899 0.9918 0.9933 0.9747 0.7744
0.05 0.2 0.2032 0.3978 0.2080 0.1954 0.1921 0.1560 0.2051
0.4 0.3929 0.6360 0.3794 0.3457 0.3229 0.2667 0.3225
0.8 0.7187 0.8493 0.6245 0.5650 0.5221 0.4456 0.4596
1.0 0.8247 0.8978 0.7027 0.6405 0.5963 0.5151 0.5034
5.0 1.0000 0.9994 0.9795 0.9758 0.9749 0.9401 0.7558
10.0 1.0000 1.0000 0.9955 0.9975 0.9983 0.9913 0.8251
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Table 3 provides similar power calculations for T2d in the two-sample case with
p ¼ 5: All in all, the results in this table paint a similar picture as in the one-sample
case.
4. Concluding remarks
In this paper, several classical hypothesis testing procedures operating under the
generalized multivariate modiﬁed Bessel model have been investigated. In particular,
we have indicated that the generalized multivariate modiﬁed Bessel distribution
possesses a rich structure, enabling one to model various situations where the data
may be dependent but uncorrelated, or the data distribution may have thicker tails
than either of the normal or t distributions. In the course of our analysis, a new
distribution, the non-central F -Bessel distribution, was introduced and studied. It
served as the non-null distribution for the various test statistics considered, thereby
permitting power calculations to be obtained for a wide variety of different
probability models.
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