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1. Introduction and statements of main results
The following result of Hardy and Littlewood [4] is classical.
Theorem 1. Let 0< p  1, and let f (z) = u(z) + iv(z) be an analytic function in the unit disc D := {z ∈ C: |z| < 1}, such that
1) v(0) = 0, 2) Mp(r,u) :=
(
1
2π
2π∫
0
∣∣u(reiθ )∣∣p dθ
)1/p
 C, 0 r < 1. (1)
Then
Mp(r, v) AC + AC
(
log
1
1− r
)1/p
. (2)
In this paper we prove an analog of Theorem 1 for conjugate harmonic functions in Rn+1+ = Rn × (0,∞). The case
p < (n − 1)/n leads to additional diﬃculties, since |F |p is subharmonic, provided p  (n − 1)/n [7].
To formulate our ﬁrst result we brieﬂy introduce some notation and deﬁnitions [2]. Let U (x, y) be a harmonic function
in Rn+1+ ≡ Rn × (0,∞). We say that the vector-function V (x, y) = (V1(x, y), . . . , Vn(x, y)) is the conjugate of U (x, y) in
the sense of M. Riesz [6,8], if Vk(x, y), k = 1, . . . ,n are harmonic functions, satisfying the generalized Cauchy–Riemann
conditions:
∂U
∂ y
+
n∑
k=1
∂Vk
∂xk
= 0, ∂Vi
∂xk
= ∂Vk
∂xi
,
∂U
∂xi
= ∂Vi
∂ y
, i = k, k = 1, . . . ,n.
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F (x, y) = (U (x, y), V (x, y))= (U (x, y), V1(x, y), . . . , Vn(x, y))
is called a harmonic vector.
Deﬁne
Mp(y, F ) =
( ∫
Rn
(
U2(x, y) +
n∑
i=1
V 2i (x, y)
)p/2
dx
)1/p
, p > 0.
The notation f (x, y) ⇒xy→∞ 0 means that f (x, y) converges to 0 uniformly with respect to x, provided y → ∞.
We have
Theorem 2. Let 0< p  1, and let F = (U , V1, . . . , Vn) be the harmonic vector such that
1) Vi ⇒xy→∞ 0, i = 1, . . . ,n, 2) Mp(y,U ) C, 3) Mp(1, F ) C . (3)
Then
Mp(y, V ) AC + AC | log y|1/p. (4)
The third condition in (3) appears after the application of the Main Theorem of Calculus, see (8), (9). The logarithmic
bound comes from the estimate∫
Rn
(
sup
ξt
∣∣∇U (x, ξ)∣∣)p dx ACt−p
in the integral
1∫
y
tp−1 dt
∫
Rn
(
sup
ξt
∣∣∇U (x, ξ)∣∣)p dx,
see Lemmata 3, 4, 5.
To control the logarithmic blow up, we use the “Littlewood–Paley”-type condition:
I(p) :=
1∫
0
t p−1 dt
∫
Rn
(
sup
ξt
∣∣∇U (x, ξ)∣∣)p dx< ∞.
Our second result is
Theorem 3. Let 0< p  1, and let F = (U , V1, . . . , Vn) be the harmonic vector such that
1) F ⇒xy→∞ 0, 2) Mp(1, F ) C, 3) I(p) < ∞. (5)
Then F ∈ Hp.
The methods of the proof are similar to those in [5]. In particular, we use Lemma 2 [5] to prove Theorem 2 (see the
proof of Lemma 5). Nevertheless, the results obtained in this note do not follow from [5] and represent an independent
interest.
The paper is organized as follows. In Section 2 we give all necessary deﬁnitions and auxiliary results used in the sequel.
In Sections 3 and 4 we prove Theorems 2 and 3. For convenience of the reader we split our proofs into elementary lemmata.
2. Auxiliary results
To deﬁne the space Hp(Rn+1+ ) we follow the work of Fefferman and Stein [2]. Let U (x, y) be a harmonic function in Rn+1+ ,
and let U j1 j2 j3... jk denote a component of a symmetric tensor of rank k, 0 ji  n, i = 1, . . . ,n. Suppose also that the trace
of our tensor is zero, meaning
n∑
U jjj3... jk (x, y) = 0, ∀ j3, . . . , jk.j=0
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U j1 j2... jk jk+1(x, y) =
∂
∂x jk+1
(
U j1 j2 j3... jk (x, y)
)
, x0 = y, 0 jk+1  n.
Deﬁnition. (See [2].) We say that U ∈ Hp(Rn+1+ ), p > 0, if there exists a tensor of rank k of the above type with the
properties:
U0...0(x, y) = U (x, y), sup
y>0
∫
Rn
(∑
( j)
U2( j)(x, y)
)p/2
dx< ∞, ( j) = ( j1, . . . , jk).
It is well known that the function (
∑
( j) U
2
( j)(x, y))
p/2 is subharmonic for p  pk = (n − k)/(n + k − 1), see [1,2,8].
We remind that the radial and the non-tangential maximal functions are deﬁned as follows:
F+(x) = sup
y>0
∣∣F (x, y)∣∣, Nα(F )(x0)= sup
(x,y)∈Γα(x0)
∣∣F (x, y)∣∣.
Here
Γα
(
x0
)= {(x, y) ∈ Rn+1+ : ∣∣x− x0∣∣<αy}, α > 0,
is an inﬁnite cone with the vertex at x0. It is well known [2] that
F ∈ Hp(Rn+1+ ) ⇐⇒ Nα(F ) ∈ Lp ⇐⇒ F+ ∈ Lp, p > 0.
We also deﬁne the weak maximal function
WF(x, y) = sup
ζy
∣∣F (x, ζ )∣∣, y > 0.
The above expression is understood as follows: we ﬁx x, and for ﬁxed y we ﬁnd the supremum over all ζ  y.
We will use the following results.
Lemma 1. (See [2, p. 173].) Suppose w is harmonic in Rn+1+ , and Mp(y,u) C for some p, 0< p < ∞. Then
sup
x∈Rn
∣∣u(x, y)∣∣ Ay−n/p, 0< y < ∞. (6)
Theorem 4. (See [3, p. 267].) Let 0< p  1, a > 0, let w : Rn+1+ → [0,∞) be a function such that wp is subharmonic and satisﬁes
Ja,p :=
∫
Rn+1+
tap−1w(x, t)p dxdt < +∞,
and for each (x, t) ∈ Rn × [0,+∞) let
wa(x, t) := 1
Γ (a)
+∞∫
0
sa−1w(x, s + t)ds.
Then wa is subharmonic on R
n+1+ and is ﬁnite a.e. on Rn, and for all t  0,∫
Rn
w(x, t)p dx AC(a,n, p) Ja,p .
Theorem 5. (See [3, p. 269].) Let m ∈ N, p  (n − 1)/(m + n − 1) (if n = 1 we suppose p > 0), and let u : Rn+1+ → R be harmonic.
Then, for all t > 0,
∫
Rn
∣∣∇mu(x, t)∣∣p dx A(m,n, p)t−mp−1
3t/2∫
t/2
ds
∫
Rn
∣∣u(x, s)∣∣p dx.
Lemma 2. (See [5, p. 2464].) Let p > 0 and let F = (U , V1, . . . , Vn) be such that V i ⇒xy→∞ 0, i = 1, . . . ,n, Mp(y,U ) C. Then
Mp
(
y,∇k F ) ACy−k, k ∈ N.
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∇k f (x) stands for ( ∂k f (x)
∂xk1
, . . . ,
∂k f (x)
∂xkn
). Everywhere below the constants A(k,n),C, K depend only on the parameters pointed
in parentheses, and may be different from line to line.
3. Proof of Theorem 2
Lemma 3. Let 0< p  1, and let F = (U , V1, . . . , Vn) satisfy Mp(1, F ) C. Then
Mp(y, Vi) AC +
∫
Rn
( 1∫
y
sup
ξt
∣∣∇U (x, ξ)∣∣dt
)p
dx, i = 0,1, . . . ,n, V0 = U . (7)
Proof. By the Main Theorem of Calculus, and the Cauchy–Riemann equations, we have
Vi(x, y) − Vi(x,1) = −
1∫
y
∂Vi(x, t)
∂t
dt = −
1∫
y
∂U (x, t)
∂xi
dt, (8)
i = 1,2, . . . ,n,
U (x, y) − U (x,1) = −
1∫
y
∂U (x, t)
∂t
dt. (9)
Then,
Mp(y, Vi) Mp(1, Vi) +
∫
Rn
( 1∫
y
sup
ξt
∣∣∇U (x, ξ)∣∣dt
)p
dx,
and the result follows. 
Lemma 4. Let 0< p  1 and let 0< y < 1. Then
∫
Rn
( 1∫
y
sup
ξt
∣∣∇U (x, ξ)∣∣dt
)p
dx yp
∫
Rn
(
sup
ξy
∣∣∇U (x, ξ)∣∣)p dx+ 2p
1∫
y
tp−1 dt
∫
Rn
(
sup
ξt
∣∣∇U (x, ξ)∣∣)p dx. (10)
Proof. Denote
Ψ (x, y) :=
1∫
y
sup
ξt
∣∣∇U (x, ξ)∣∣dt.
Following [4] consider
Φ(x, y) := Ψ (x, y)p − yp
(
−∂Ψ (x, y)
∂ y
)p
, Ω(y) := {x ∈ Rn: Φ(x, y) > 0}.
By deﬁnition of Ω(y),∫
Rn\Ω(y)
Ψ (x, y)p dx yp
∫
Rn\Ω(y)
(
−∂Ψ (x, y)
∂ y
)p
dx. (11)
Next, the reasons which are similar to those in [4], imply
∫
Ω(y)
Φ(x, y)dx−
∫
Ω(a)
Φ(x,a)dx =
a∫
y
dξ
∫
Ω(ξ)
−∂Φ(x, ξ)
∂ξ
dx, 0< y < a 1. (12)
Moreover, using ∂2Ψ/∂ξ2  0 for almost every 0< ξ < 1, we have
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∂ξ
= −pΨ p−1 ∂Ψ
∂ξ
+ pξ p−1
(
−∂Ψ
∂ξ
)p
− pξ p
(
−∂Ψ
∂ξ
)p−1
∂2Ψ
∂ξ2
 p
(
−∂Ψ
∂ξ
)(
Ψ p−1 + ξ p−1
(
−∂Ψ
∂ξ
)p−1)
 2pξ p−1
(
−∂Ψ
∂ξ
)p
.
Here the last inequality follows from the deﬁnition of Ω(ξ). Since
Ψ (x, y) (1− y)
∣∣∣∣∂Ψ (x, y)∂ y
∣∣∣∣,
the function Φ(x, y) is negative, provided y is suﬃciently close to 1, and we can take a such that Ω(a) = ∅. Hence, (12)
yields
∫
Ω(y)
Φ(x, y)dx 2p
a∫
y
ξ p−1 dξ
∫
Ω(ξ)
(
−∂Ψ (x, ξ)
∂ξ
)p
dx 2p
1∫
y
ξ p−1 dξ
∫
Rn
(
−∂Ψ (x, ξ)
∂ξ
)p
dx. (13)
Adding∫
Ω(y)
Ψ (x, y)p dx
∫
Ω(y)
Φ(x, y)dx+ yp
∫
Ω(y)
(
−∂Ψ (x, y)
∂ y
)p
dx
with (11), and using (13), we obtain (10). 
The next result is crucial.
Lemma 5. Let p > 0 and let F = (U , V1, . . . , Vn) be such that
1) Vi ⇒xy→∞ 0, i = 1, . . . ,n, 2) Mp(y,U ) C . (14)
Then ( ∫
Rn
(
sup
ξy
∣∣φi j(x, ξ)∣∣)p dx
)1/p
 ACy−1, (15)
where φi j(x, y) is a coordinate of ∇Vi(x, y), j = 1, . . . ,n + 1, xn+1 = y, i = 0, . . . ,n, V0 = U .
Proof. Fix p > 0 and let l = inf{ j ∈ N: p > p j := (n − 1)/( j + n − 1)}. Since ∇Vi(x, y) ⇒xy→∞ 0, we may use the following
relation (see [3] or [2])
φi j(x, y) = 1
(2l − 2)!
∞∫
y
(s − y)2l−2D2l−1n+1 φi j(x, s)ds =
1
(2l − 2)!
∞∫
0
s2l−2D2l−1n+1 φi j(x, s + y)ds.
We have
sup
ξy
∣∣φi j(x, ξ)∣∣ R(x, y),
where
R(x, y) := 1
(2l − 2)!
∞∫
0
s2l−2
(
sup
ξy
∣∣∇l Dl−1n+1φi j(x, s + ξ)∣∣)ds.
To prove (15) it is enough to show that
Mp(y, R) ACy−1. (16)
Since (∣∣∇l Dl−1n+1φi j(x, ξ)∣∣)p
is subharmonic [1], the function
wp(x, s + y) :=
(
sup
∣∣∇l Dl−1n+1φi j(x, s + ξ)∣∣)p
ξy
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∫
Rn
∣∣R(x, y)∣∣p dx A
∞∫
0
s(2l−1)p−1 ds
∫
Rn
(
sup
ξy
∣∣∇l Dl−1n+1φi j(x, s + ξ)∣∣)p dx
= A
∞∫
0
s(2l−1)p−1 ds
∫
Rn
(
sup
ξy
∣∣∇l Dl−1n+1φi j(x, s + ξ)∣∣p j)p/p j dx.
By the choice of p j , we have p/p j > 1 and we may use the well-known [2] Lp/p j -boundedness of the maximal operator:
∫
Rn
∣∣R(x, y)∣∣p dx A
∞∫
0
s(2l−1)p−1 ds
∫
Rn
∣∣∇l Dl−1n+1φi j(x, s + y)∣∣p dx.
Since Dl−1n+1φi j(x, y) is the l-th derivative of Vi , we use Lemma 2 to get∫
Rn
∣∣∇l Dl−1n+1φi j(x, y)∣∣p dx
∫
Rn
∣∣∇2l F (x, y)∣∣p dx C y−2lp . (17)
This gives
∫
Rn
∣∣R(x, y)∣∣p dx A(l,n, p)C
∞∫
0
s(2l−1)p−1(s + y)−2lp ds = A(l,n, p)C y−p,
and (16) is proved. 
Proof of Theorem 2. The proof follows from Lemmata 3, 4, 5. 
4. Proof of Theorem 3
Lemma 6. Let p > 0. Then F = (U , V1, . . . , Vn) ∈ Hp iff
1) F ⇒xy→∞ 0, 2)
∫
Rn
(
sup
ηy
∣∣U (x, η)∣∣)p dx< C .
Proof. Let F ∈ Hp , then both 1) and 2) are well known [2]. We prove the converse in two steps. At ﬁrst we show that∫
Rn
(
sup
y>0
∣∣U (x, y)∣∣)p dx C . (18)
Then we prove that (18) implies(
sup
y>0
∣∣Vi(·, y)∣∣)p ∈ L1(Rn), i = 1, . . . ,n. (19)
To prove (18), we observe that
sup
y>0
∣∣U (x, y)∣∣= sup
y>0
sup
ηy
∣∣U (x, η)∣∣= lim
y→0 supηy
∣∣U (x, η)∣∣.
Hence, using 2) and Fatou’s Lemma, we obtain∫
Rn
(
sup
y>0
∣∣U (x, y)∣∣)p dx lim
y→0
∫
Rn
(
sup
ηy
∣∣U (x, η)∣∣)p dx C .
It remains to show (19). Using Cauchy–Riemann equations, we have
Vi(x, y) = [Vi]0...0(x, y) = (−1)
k
(k − 1)!
∞∫
sk−1Dkn+1Vi(x, s + y)ds =
(−1)k
(k − 1)!
∞∫
sk−1Dk−1n+1DiU (x, s + y)ds, (20)0 0
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∑
( j) U
2
( j)(x, y))
p/2 is subharmonic (p  pk = (n−k)/(n+k−1), see [1,2,8]). Since
the expression in (20) is one of the tensor coordinates of U ( j) , see [2, p. 169], we have∫
Rn
(
sup
y>0
∣∣Vi(x, y)∣∣)p dx
∫
Rn
(
sup
y>0
∑
( j)
U2( j)(x, y)
)p/2
dx
= sup
y>0
∫
Rn
(∑
( j)
U2( j)(x, y)
)p/2
dx C
∫
Rn
(
sup
y>0
∣∣U (x, y)∣∣)p dx.
The last estimate is proved in [2, p. 170]. 
Lemma 7. Let p > 0 and let F = (U , V1, . . . , Vn) be such that V i ⇒xy→∞ 0, i = 1, . . . ,n. Then F ∈ Hp, provided
1) Mp(1, F ) C, 2) Mp(y,U ) C, 3) I(p) < ∞. (21)
Proof. At ﬁrst we prove that
2−p
∫
G
(
sup
y>0
∣∣Vi(x, y)∣∣)p dx AC +
∫
G
(
sup
y>0
∣∣∇U (x, y)∣∣)p dx, ∀G ⊂ Rn. (22)
This follows from (8), (9), the inequality
2−p
(
sup
y>0
∣∣Vi(x, y)∣∣)p  (∣∣Vi(x,1)∣∣)p + ( sup
y>0
∣∣∇U (x, y)∣∣)p,
j = 0,1,2, . . . ,n, V0 = U , and the ﬁrst condition in (21).
Now we ﬁnish the proof. Assume that the lemma is not true. Then ∀N > 0 there exists a set E ⊂ Rn , 0<m(E) < ∞, such
that ∫
E
(
sup
y>0
∣∣Vi(x, y)∣∣)p dx 4N,
for some i = 0,1, . . . ,n, V0 = U . Hence, taking G = E in (22) we have∫
E
(
sup
y>0
∣∣∇U (x, y)∣∣)p dx 2N.
Then
sup
y>0
∣∣∇U (x, y)∣∣= sup
y>0
sup
ξy
∣∣∇U (x, ξ)∣∣= lim
y→0 supξy
∣∣∇U (x, ξ)∣∣
and Fatou’s Lemma imply
lim
y→0
∫
E
(
sup
ξy
∣∣∇U (x, ξ)∣∣)p dx ∫
E
(
sup
y>0
∣∣∇U (x, y)∣∣)p dx 2N.
But this contradicts the third condition of the lemma, since
I(p)
1∫
0
dy
∫
Rn
(
sup
ξy
∣∣∇U (x, ξ)∣∣)p dx
1∫
0
dy
∫
E
(
sup
ξy
∣∣∇U (x, ξ)∣∣)p dx N. 
Lemma 8. Let p > 0 and let F = (U , V1, . . . , Vn) be the harmonic vector satisfying conditions of Theorem 3. Then (18) holds.
Proof. We argue as in the previous lemma. We have (9), and
2−p
∫
Rn
(
sup
y>0
∣∣U (x, y)∣∣)p dx ∫
Rn
∣∣U (x,1)∣∣p dx+ ∫
Rn
(
sup
y>0
∣∣∇U (x, y)∣∣)p dx
leads to a contradiction. 
Proof of Theorem 3. The proof follows from Lemmata 8, 7 and 6. 
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