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Resumen: La traduccio´n automa´tica del habla consiste en traducir el habla de un
idioma origen en texto o habla de un idioma destino. Sistemas de este tipo tienen
mu´ltiples aplicaciones y son de especial intere´s en comunidades multilingu¨es como la
Unio´n Europea. El enfoque esta´ndar en el a´mbito se basa en componentes principales
distintos que encadenan el reconocimiento del habla, la traduccio´n automa´tica, y la
s´ıntesis del habla. Con los avances obtenidos mediante redes neuronales artificiales y
aprendizaje profundo, la posibilidad de desarrollar sistemas de traduccio´n del habla
extremo a extremo (end-to-end), sin descomposicio´n en etapas intermedias, esta´
dando lugar a una fuerte actividad en investigacio´n y desarrollo. En este art´ıculo, se
hace un repaso del estado del arte en este a´rea y se presenta el proyecto mintzai,
que se esta´ realizando en el a´mbito.
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Abstract: Speech Translation consists in translating speech in one language into
text or speech in a different language. These systems have numerous applications,
particularly in multilingual communities such as the European Union. The standard
approach in the field involves the chaining of separate components for speech recog-
nition, machine translation and speech synthesis. With the advances made possible
by artificial neural networks and Deep Learning, training end-to-end speech transla-
tion systems has given rise to intense research and development activities in recent
times. In this paper, we review the state of the art and describe project mintzai,
which is being carried out in this field.
Keywords: Speech Translation, Machine Translation, Speech Recognition, Text to
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1 Participantes y entidades
financiadoras
mintzai es un proyecto de investigacio´n sub-
vencionado por el Gobierno Vasco a trave´s de
la convocatoria de ayudas elkartek 2019 de
la Agencia Vasca de desarrollo empresarial
Spri.1 Su principal objetivo es la investiga-
cio´n y el desarrollo de sistemas de traduccio´n
automa´tica neuronal del habla, con particu-
lar e´nfasis en la traduccio´n entre euskera y
castellano.
El proyecto tiene una duracio´n total de 21
1http://www.spri.eus
meses, con comienzo el 1 de abril de 2019 y
finalizacio´n el 31 de diciembre de 2020.
mintzai se esta´ llevando a cabo por el
siguiente consorcio: Vicomtech2, grupo Aho-
lab de la UPV/EHU3, ISEA4 y Ametzagai-
na5, siendo empresas adheridas Argia, EiTB
y MondragonLingua. El proyecto tiene asig-
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2 Contexto y motivacio´n
Los me´todos de aprendizaje profundo (Deep
Learning) se han impuesto como el nuevo pa-
radigma en el campo de las tecnolog´ıas de
la lengua, con mejoras significativas logradas
por ejemplo en traduccio´n automa´tica, con-
versio´n de texto en habla, y reconocimien-
to automa´tico del habla. Actualmente, tanto
la investigacio´n cient´ıfica como la explotacio´n
comercial en estos a´mbitos se basan mayori-
tariamente en variantes de redes neuronales
artificiales profundas.
Una de las aportaciones importantes del
enfoque basado en redes neuronales es la po-
sibilidad de disen˜ar y entrenar sistemas extre-
mo a extremo (E2E), i.e., sistemas que con-
vierten informacio´n de entrada en informa-
cio´n de salida mediante un sistema de apren-
dizaje neuronal u´nico. Los sistemas de tra-
duccio´n automa´tica neuronal, por ejemplo,
modelan as´ı de forma conjunta los proce-
sos de alineamiento entre palabras y de tra-
duccio´n (Bahdanau, Cho, y Bengio, 2015);
los sistemas E2E de reconocimiento del ha-
bla, a su vez, aprenden a asociar directamen-
te sen˜ales de sonido con transcripciones pa-
ra modelar el proceso completo de reconoci-
miento (Graves, Mohamed, y Hinton, 2013),
y los sistemas E2E de conversio´n de texto a
habla generan la sen˜al partiendo de una re-
presentacio´n fone´tica u ortogra´fica de la en-
trada (Wang et al., 2017).
Se puede contrastar este tipo de arquitec-
tura con su alternativa esta´ndar, donde dis-
tintos componentes se encadenan para con-
vertir informacio´n de entrada en informacio´n
de salida. En un sistema de traduccio´n habla-
habla esta´ndar, por ejemplo, destacar´ıan un
mo´dulo de reconocimiento del habla, cuya sa-
lida en forma de texto ser´ıa tratada por un
mo´dulo de traduccio´n automa´tica que pro-
duzca un texto en el idioma de destino, a
partir del cual se pueda generar un contenido
le´ıdo mediante una voz sinte´tica.
Las diferencias de arquitectura se trasla-
dan en diferencias importantes en cuanto a
ventajas y deficiencias respectivas; a conti-
nuacio´n se describen las principales diferen-
cias, centradas en las ventajas obtenibles con
sistemas E2E:
Reduccio´n de errores: Los sistemas en
cadena tienen como desventaja la acu-
mulacio´n de errores generados por los
distintos mo´dulos de la cadena. Estos
errores se propagan en la cadena de pro-
cesamiento global debido a la indepen-
dencia de los mo´dulos de tratamiento
de los distintos aspectos (reconocimien-
to, traduccio´n o s´ıntesis). Los sistemas
E2E, en comparacio´n, no sufren de esta
limitacio´n y eliminan por lo tanto esta
clase de errores.
Optimizacio´n de modelado: Los sistemas
E2E modelan la transformacio´n de la in-
formacio´n de entrada en informacio´n de
salida mediante una red neuronal u´ni-
ca. Esta caracter´ıstica permite modelar
de forma conjunta los diferentes aspec-
tos necesarios para encontrar una solu-
cio´n o´ptima; en contraste, los sistemas
en cadena delegan la determinacio´n de
las representaciones a cada mo´dulo de
forma independiente, lo cual puede resul-
tar en un modelado subo´ptimo del pro-
blema global a solucionar.
Desarrollo y despliegue: Al ofrecer una
arquitectura reducida a una u´nica red
neuronal, los sistemas E2E permiten una
simplificacio´n significativa de la prepara-
cio´n de sistemas para distintos idiomas
y dominios. En comparacio´n, los siste-
mas en cadena requieren entrenamientos
separados de mo´dulos complejos, y un
encadenamiento adecuado de los distin-
tos mo´dulos que requiere un esfuerzo es-
pec´ıfico de adaptacio´n y desarrollo. Los
sistemas E2E facilita as´ı el despliegue
a´gil que requieren los numerosos escena-
rios distintos que ocurren en la pra´ctica.
Eficiencia: Por la simplificacio´n de ar-
quitectura, los sistemas E2E pueden
ofrecer una mayor eficiencia computacio-
nal, en te´rminos de espacio y tiempos
de procesamiento. Aunque sea posible
en teor´ıa desarrollar redes para sistemas
E2E similares en complejidad a la suma
de los componentes de sistemas encade-
nados, no suele ser el caso en la pra´cti-
ca y la eliminacio´n de los componentes
intermedios suele proveer una mejora a
nivel de eficiencia.
Estas ventajas potenciales de los sistemas
E2E han impulsado su presencia cada vez
mayor en aplicaciones de tecnolog´ıas del len-
guaje. Los principales sistemas comerciales
en reconocimiento del habla, as´ı como al-
guno de los sistemas de conversio´n de texto
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en habla, son actualmente de tipo E2E, co-
mo pueden serlo tambie´n los sistemas de tra-
duccio´n automa´tica adoptados en los a´mbitos
acade´micos y comerciales.
En el campo de la traduccio´n del habla se
han desarrollado muestras del potencial de la
tecnolog´ıa, como se describe en ma´s detalle
en la siguiente seccio´n. En ciertas condicio-
nes, los sistemas E2E iniciales pueden lograr
resultados superiores a los obtenidos con sis-
temas esta´ndar en cadena, y se considera una
tecnolog´ıa clave para el desarrollo de siste-
mas de traduccio´n automa´tica habla-habla y
habla-texto, cuyas aplicaciones son mu´ltiples
y en alta demanda. En comunidades multi-
lingu¨es como la Comunidad Auto´noma Vasca
o la Unio´n Europea, por ejemplo, las necesi-
dades de comunicacio´n multilingu¨e se extien-
den a toda la red socioecono´mica, con una
presencia impactante de barreras lingu¨´ısticas
que frenan la presencia cultural, la igualdad
de idiomas y los desarrollos econo´micos.
Pese a resultados preliminares de cierto
e´xito con sistemas E2E de traduccio´n del ha-
bla, los sistemas en cadena suelen obtener
actualmente mejores resultados que los siste-
mas E2E en cuanto a calidad de traduccio´n
habla-texto en la mayor´ıa de los casos. Por
lo cual, existe un reto importante en investi-
gacio´n y desarrollo de arquitecturas E2E que
permitan alcanzar o superar de forma con-
sistente los sistemas en cadena cla´sicos. Por
otro lado, mientras los sistemas de traduccio´n
habla-texto dominan el campo de la traduc-
cio´n del habla, la traduccio´n habla-habla neu-
ronal directa constituye un campo de investi-
gacio´n poco explorado, con retos propios im-
portantes. Por u´ltimo, para ciertos pares de
idiomas, la escasez de recursos lingu¨´ısticos y
componentes tecnolo´gicos son obsta´culos sig-
nificativos para el desarrollo de tecnolog´ıa de
traduccio´n del habla de calidad.
El proyecto mintzai se propone respon-
der a estos retos, con la investigacio´n y el
desarrollo de me´todos avanzados en traduc-
cio´n neuronal del habla, y su validacio´n en
casos de uso centrados en el par de idiomas
euskera-castellano.
3 Estado del arte
Los sistemas esta´ndares de traduccio´n au-
toma´tica del habla se basan en tres compo-
nentes principales encadenados: un sistema
de reconocimiento del habla, un sistema de
traduccio´n automa´tica, y un sistema de s´ınte-
sis del habla. Estos tres componentes princi-
pales se entrenan por separado, y el procesa-
miento opera en cascada: la salida del recono-
cedor de habla alimenta el sistema de traduc-
cio´n automa´tica, el cual produce una traduc-
cio´n en forma de texto que sirve de entrada
al sistema de s´ıntesis del habla.
Para optimizar el funcionamiento de los
sistemas encadenados, la comunicacio´n en-
tre componentes se suele adaptar a la tarea,
en particular explotando hipo´tesis mu´ltiples
(Ney, 1999; Matusov, Kanthak, y Ney, 2005).
Otros enfoques cla´sicos se han centrado en
me´todos estad´ısticos y en auto´matas de esta-
dos finitos, integrando los modelos acu´sticos
y de traduccio´n en transductores estoca´sticos
(Vidal, 1997; Casacuberta et al., 2004).
Como fue mencionado previamente, los
sistemas encadenados sufren de la acumula-
cio´n de errores y los avances a este nivel han
consistido en mejorar los componentes indi-
viduales, como el reconocedor de habla, o en
mejorar la conectividad entre componentes
mediante rasgos espec´ıficos a la frontera entre
componentes (Kumar et al., 2015).
Para resolver el problema de la propaga-
cio´n de errores y mejorar la calidad general
de los sistemas, en trabajos recientes se ha
explorado el enfoque extremo a extremo neu-
ronal para la traduccio´n habla-texto. Los pri-
meros resultados obtenidos han sido promete-
dores con sistemas codificador-decodificador
y mecanismos de atencio´n, en particular en
cuanto a la reduccio´n de errores acumulados
(Duong et al., 2016; Be´rard et al., 2016; Weiss
et al., 2017). En cuanto a la traduccio´n habla-
habla, los trabajos son escasos, con primeros
trabajos exploratorios (Jia et al., 2019).
Pese a estos primeros resultados, donde
sistemas E2E pueden superar a los sistemas
encadenados en condiciones similares, en la
mayor´ıa de los casos los sistemas encadena-
dos siguen obteniendo los mejores resultados,
como muestran por ejemplo los resultados de
las tareas compartidas internacionales en tra-
duccio´n del habla (Niehues et al., 2019). Una
de las principales razones es la escasez de da-
tos de entrenamiento paralelos para la tarea
de traduccio´n del habla, en comparacio´n con
los datos disponibles para entrenar compo-
nentes individuales. Otro factor relevante es
la necesidad de mejorar las arquitecturas E2E
para la traduccio´n del habla en general.
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4 MINTZAI
El proyecto mintzai se propone contribuir
a los avances en la investigacio´n de siste-
mas E2E tanto para la traduccio´n automa´tica
habla-texto como para la traduccio´n habla-
habla. El proyecto pretende adema´s avanzar
en el estado del arte para la traduccio´n del
habla en el par de idiomas euskera-castellano,
en las dos direcciones de traduccio´n.
Tras su puesta en marcha en 2019, el pro-
yecto ha logrado los primeros resultados re-
sumidos a continuacio´n:
Creacio´n de corpus paralelos habla-
texto y habla-habla euskera-castellano y
castellano-euskera a partir de los conte-
nidos de las sesiones del Parlamento Vas-
co. Los corpus se compartira´n con la co-
munidad cient´ıfica bajo licencia Creative
Commons by-nc.
Investigacio´n y desarrollo de sistemas
de traduccio´n del habla encadenados en
euskera y castellano, con componentes
neuronales E2E para reconocimiento del
habla, traduccio´n automa´tica y s´ıntesis
del habla.
Investigacio´n y desarrollo de sistemas
E2E para traduccio´n habla-texto y
habla-habla en euskera y castellano.
Los primeros resultados del proyecto son
satisfactorios, en particular con la creacio´n de
un corpus relativamente amplio para la tra-
duccio´n del habla en un par de idiomas con
bajo soporte a nivel de recursos, y de prime-
ros sistemas encadenados y E2E de traduc-
cio´n del habla para este par de idiomas.
Durante el 2020, el esfuerzo se centrara´
en extender y mejorar los primeros sistemas
desarrollados, y en validar los resultados ob-
tenidos.
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