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1Intro ducci6n

1Fenomenología de los cristales
líquidos
1.1 ¿Qué es un cristal líquido?
Hasta finales del siglo pasado se pensaba que la materia se presentaba siem-
pre en tres estados o fases: sólido, liquido o gas. Sin embargo, en 1888 el
botánico y químico austriaco Friedrich Reinitzer hizo un descubrimiento que
iba a cambiar esta concepción. Reinitzer notó un comportamienta anómalo
del colesterilbenzoato cuando éste pasaba del estado sólido al liquido. El 14
de marzo de 1888 escribió al cristalógrafo Otto Lehmann (Chandraselchar,
1988):
La susiancia tiene dos puntos de fusión, si se pueden describir
de esa forma. A 145.5W se funde en un fluido neblinoso pero
perfectamente líquido, el cual a 178.50C se vuelve bruscamente
claro.
Tras los posteriores trabajos de Lehmann (1889, 1900, 1906), Schenlc (1905),
Vorl~nder (1908) y Fz-iedel (1922), quedé finalmente establecido que las fases
intermedias de éste y otros compuestos similares constituyen nuevos estados
de la materia a caballo entre el estado líquido y el estado sólido. Lehmann
dio el nombre de cristales líquidos (CL) a estas fases, debido a que en su
aspecto externo tienen muchas de las propiedades de los liquidos, mientras
que estructuralmente poseen parte de la ordenación que caracteriza los cris-
tales. Aunque éste es el nombre con el que se han popularizado, Friedel
propuso la denominación, tal vez más descriptiva, de estados mesomórficos
3
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(de forma intermedia) o mesofases, como finalmente se ha dado en llamar
técnicamente a la amplia fauna de fases que se catalogan como CL.
Para entender el significado de estos nuevos estados de la materia con-
viene recordar la distinción que existe entre un cristal y un líquido. En
un cristal, sus componentes (átomos, moléculas, agregados moleculares,..-)
están dispuestas de modo que sus centros de gravedadocupan los nodos de
una red periódica tridimensional; en un líquido, por el contrario, no existe
ningún tipo de ordenación posicional de los centros de gravedad de sus com-
ponentes. Mecánicamente esto se traduce en que un liquido fluye, mientras
que un cristal es una estructura rígida. La distinción entre ambos es muy
clara a la vista de sus respectivos espectros de difracción de rayos X: el de
un cristal muestra unos picos muy definidos denominados picos de Bragg
(Ashcroft y Mermin, 1976), característicos de la red, que no aparecen en el
de un liquido.
A la vista de las propiedades que caracterizan los líquidos y los sólidos
podemos inferir dos mecanismos para la aparición de fases intermedias (de
Gennes, 1974):
a) Imponiendo un orden posicional en una o dos dimensiones en lugar de
en tres. En el primer caso, el que más comúnmente se encuentra en
la naturaleza, tendremos un conjunto de capas liquidas equiespacia-
das, mientras que en el segundo tendríamos un cristal bidimensional
formado por columnas liquidas.
b) Introduciendo algún grado de libertad adicional como, por ejemplo, la
orientación molecular en el caso de un fluido de moléculas no esféricas.
Una transición orientacional, sin embargo, puede producirse tanto en
un cristal como en un liquido. Cuando laanisotropía molecular es muy
pequeña es de esperar que disminuyendo la temperatura el liquido se
convierta en un cristal antes de que las moléculas adopten una orienta-
ción colectiva, formando la fase que se denomina cristal plóstico (que
no es propiamente un CL). Disminuyendo aún más la temperatura po-
demos conseguir que, además, las moléculas se orienten en una misma
dirección y formen un cristal perfecto. Cuando la anisotropía de las
moléculas es muy grande, la transición orientacional se produce siendo
la sustanda todavía un líquido, dando lugar a lo que se denomina
fluido nernótico.
Además de estos dos mecanismos intuitivos por los que pueden aparecer
mesofases, la forma particular de las moléculas constituyentes del fluido
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(a)
o
(b)
(c) R —~~---- A = B
Figura 1.1: Ejemplos de moléculas orgánicas que dan lugar a una fase nemática:
(a) p-azozianisol (PAA), (b) p-metoribencilideno p-n.butilanilina (MBBA) y (c)
estructura general de una clase de nematógenos.
puede dar lugar a nuevos tipos de mesofases de estructura más compleja.
Como criterio general podemos buscar en las asimetrías de las moléculas
el origen de nuevas mesofases (una asimetría molecular puede inducir una
ruptura de simetría a escala macroscópica y originar así una nueva fase).
1.2 Componentes estructurales
Para obtener un cristal líquido es preciso construir un sistema cuyos com-
ponentes tengan un alto grado de anisotropía. Hasta el momento, todos
los experimentos realizados sobre CL están basados en tres tipos de com-
ponentes fundamentales (de Gennes, 1974): pequeñas moléculas orgánicas;
largas cadenas y agregados moleculares dispuestos en forma de varilla, y
estructuras complejas formadas por asociados de moléculas e iones.
Entre las pequeñas moléculas orgánicas los ejemplos clásicos son el p-
azonanisol (PAA) y la p-metozibencilideno p-n-butilanilina (MBBA), cuyas
fórmulas aparecen en la figura 1.1. Ambas moléculas dan lugar a una fase
nemática en algún rango de temperaturas (por ejemplo, la MBBA produce
un fluido nemático entre e.~ 2000 y 4700, lo que la hace muy cómoda para la
experimentación) y por este motivo reciben el nombre de ‘nematógenas’. En
general, toda una clase de moléculas que satisfacen el patrón de la figura 1.íc
(dos anillos aromáticos para-sustituidos, rígidamente unidos por un doble o
triple enlace A—B (de Gennes, 2974)) dan lugar a mesofases.
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C
R—CO~
Figura 1.2: Fórmula general de los ésteres del colesterol (O es una cadena saturada
y R el radical que define el éster).
Otro tipo muy estudiado de moléculas que dan lugar a CL son los ésteres
del colesterol (ver figura L2), aunque el propio colesterol, con un II en lugar
de R—CO— no origna meso fases. El hecho de que los anillos en este caso
no sean aromáticos hace que la estructura de la molécula no sea plana, así
que su aspecto es el de un cuerpo rígido en forma de varilla con la cadena
saturada O y el radical R colgando como colas flexibles de sus dos extremos.
Por último, hay que destacar otro tipo de moléculas completamente dis-
tintas, cuya forma no es alargada sino esencialmente plan, parecida a un
disco (Chandrasekhar, 1988). Hasta finales de los años 70 toda la eviden-
cia experimental acumulada parecía indicar que las moléculas debían ser
alargadas para generar mesofases. Fue entonces cuando se descubrió (Chan-
drásekhar et aL, 1977; Dubois, 1978; Destrade el al., 1979) que también
moléculas con forma de disco podían dar lugar a fluidos nemáticos (que re-
ciben el nombre denemáticos discóticos) e incluso originaban nuevos tipos
de mesofases (comalas columnares, descritas en 1.3.4). Algunos ejemplos de
estas moléculas son los heza-n-alcanoatos de benceno ,los heza-n-alcanootos
de trifenileno y los heza-n-alcanozitrifenilenos (ver figura 1.3).
En todos los ejemplos de CL mencionados hasta el momento la forma
más simple de inducir las transiciones de fase es variando la temperatura.
Por este motivo estos CL reciben el nombre genérico de termótropos.
En el segundo grupo de componentes fundamentales encontramos un
gran número de polipéptidos sintéticos, los cuales adoptan la configuración
de varillas de longitud “~ 300Áy anchura -~ 2OÁcuando son disueltos en
determinados disolventes. Si la concentración de estas estructuras es sufi-
1.2. Componentes estructurales 7
c
ot N~
R
R R
R~O ~C
o
R
o c
a II
R R II
o O
O
R (a)
Figura 1.3: Dos ejemplos de estructuras moleculares que originan una fase nemática
discótica: (a) heza-n-alcanoaios de benceno y (b) hera-n-alcanoaios de infeníleno
y heza-n-alcanoritrifenilenos . (Fuente: Chandrasekhar, 1988]
cientemente grande estos sistemas originan mesofases. También a este grupo
pertenecen las cadenas de ácido desoxirribonucleico (ADN) y ciertos virus,
de entre los cuales el ejemplo clásico es el virus del mosaico del tabaco (longi-
tud 3000A, anchura 200Á). Par último, las estructuras más grandes se
consiguen en suspensiones de fibras de vidrio o plástico (longitud -~ 100pm,
grosor .-.‘ 100pm) en algún líquido. En todos estos sistemas las variacio-
nes de temperatura pueden producir alteraciones serias, llegando incluso a
destruirlos; por ello, en lugar de la temperatura, el parámetro que permite
controlar las transiciones es la concentración de varillas. Estos CL reciben
el nombre genérica de liótropas.
El último grupo de componentes fundamentales es el de las estructu-
ras asociadas. Tales estructuras se encuentran, por ejemplo, en el agua
con jabón. En ellas aparece el anión alifático C}la—[CH2j~...2—OO~ (con
12 < it =20) con un catión del tipo Na~, K~, NH, etc. La cabeza polar
de] ácido (e] grupo —00> se asada con las mo]éculas de agua, mientras
que la cadena alifática apolar huye de ellas (los materiales que presentan
este comportamiento ambivalente reciben por ello el nombre de compues-
tos anfifílicos). Una única molécula no puede, obviamente, satisfacer arn-
has tendencias, pero sí puede hacerlo un grupo de ellas. Son estos agre-
R (b) R
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gados de moléculas los que pueden originar comportamiento mesomórfico
cuando adquieren formas alargadas o planas. Estos sistemas son claramente
liótropos. Otro ejemplo de cadenas anfifílicas que originan el mismo tipo
de geometrías son los bloques copoliméricos. Estas sistemas, sin embargo,
pueden ser termótropas.
1.3 Clasificación de las mesofases
La primera clasificación de las mesofases la hizo Friedel (Ftiedel, 1922), intro-
duciendo en ella la terminología básica que actualmente se utiliza. Según él,
los CL pueden agruparse en tres clases: nemáticos, colestéricos y esmécticos.
En la actualidad se han catalogado catorce fases esmécticas diferentes, se
ha probado la existencia de las llamadas fases nemáticas biaxiales y se han
descubierto nuevos tipos de mesofases, como la fase columnar y las fases
azules. Una detallada descripción de las mesofases clásicas y su fenomeno-
logía puede encontrarse, por ejemplo, en de Gennes (1974), Chandrasekhar
(1976; 1977), de Jeu (1980), Litster y Birgeneau <1982) y Vertagen y de Jen
(1988); para más información sobre las nuevas mesofases puede consultarse
esta última referencia y también Chandraselchar (1988). En lo que sigue
vamos a comentar las características principales de las mesofases conocidas.
1.3.1 Fase nemática
La palabra ‘nemático’ viene de] griego vv~pa, que significa hilo. El nombre
alude a las estructura en farma de hilo de ciertos defectos (lineas de discli-
nación (de Genes, 1974)) observados en los materiales nemáticos. En la
fase nemática, los centros de gravedad de las moléculas carecen de cualquier
tipo de ordenación (no hay picos de Bragg en los espectros de rayos X). Las
correlaciones entre las posiciones de las moléculas son similares a las de un
liquido convencional y, de hecho, un nemático fluye igual que un liquido.
Sin embargo, sí hay una ordenación macroscópica en las orientaciones de las
moléculas, que tienden a alinearse en torno a un eje común arbitrario, des-
crito por la dirección del vector unitario n, conocido como director. Todas
las propiedades tensoriales de un nemático están afectadas por este hecho.
Así por ejemplo, una de las propiedades que más caracteriza los nemáticos
(y de hecho, la más explotada.tecnológicamente) es la existencia de un eje
óptico en la dirección de n (birrefringencia), con una diferencia entre índices
de refracción medidos con polarizaciones paralela y normal a n bastante
apreciable (una diferencia típica es de 0.2, para el PAA). Por lo demás, los
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Figura 1.4: Aspecto microscópico de las fases nemáticas de moléculas (a) alargadas
o (b) planas. (Fuente: Gramsbergen ci aL, 1986)
nemáticos poseen perfecta simetría rotacionai en torno a n; además, tienen
simetría cuadrupolar en la dirección n, es decir, los estados de director n
y —n son indistinguibles (si las moléculas son dipolares esto implica que la
fase nemática es paramagnética).
Los fluidos nemáticos dispersan intensamente la luz visible, debido a
fluctuaciones de larga longitud de onda del director. La distancia media que
un fotón puede recorrer en un nemático sin ser dispersado es lmm, por
lo que los nemáticos muestran una apariencia turbia.
La fase nemática sólo se presenta en materiales aquirales (que no dis-
tinguen entre derecha e izquierda), bien porque sus moléculas lo son, bien
porque el sistema es una mezcla racémica de moléculas dextrógiras y levógi-
ras. Estas moléculas pueden ser tanto de forma alargada (PAA, MBBA, etc)
como planas, con forma de disco. Sin embargo, hay una distinción impor-
tante entre ambas: en el primer caso el eje molecular tiende a estar paralelo
al director n, mientras que en el segundo es el eje perpendicular a] plano
molecular el que tiende a alinearse con n; esto se refleja macroscópicamente
en el signo de la birrefringencia (o equivalentemente del parámetro de orden)
(Litster y Birgeneau, 1982; Gramsbergen el aL, 1986), positivo en el primer
caso y negativo en el segundo. Un esquema de la fase nemática aparece en
la figura 1.4.
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Figura 1.5: Esquema de una fase colestérica. [Fuente:de Gennes, 1974]
1.3.2 Fase colestérica
La fase calestérica es localmente igual a la nemática, esto es, los centros de
masa de las moléculas están completamente desordenados, mientras que sus
orientaciones se concentran preferentemente en torno a un eje marcado por
un director n. Sin embargo, en esta fase nno es constante en el espacio, como
ocurre en la fase nemática; sino que adopta una configuración helicoidal (ver
figura 1.5). Así, si tomamos el eje helicoidal paralelo al eje Z, el director
queda parametrizado de la forma:
= cas qo(z — 20)
= sen qo(z — 20)
1% = O
Tanto el eje helicoidal como z0 son arbitrarios, como ocurría en la fase
nemática con la dirección del director y como ocurre siempre que un grupo
continuo de simetrías se rompe espontáneamente. Debido a la equivalencia
de los estados n y —n el sistema es periódico con periodo la mitad del paso de
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la hélice, esto es L = r/¡qol. L es siempre mucho mayor que las dimensiones
moleculares (típicamente -.~ 3000k) y comparable a las longitudes de onda
ópticas, lo que produce dispersión Bragg de los haces de luz (de Gennes,
1974). En todas las restantes propiedades la fase colestérica es similar a la
nemática, por lo que ésta última puede considerarse un caso particular de
fase colestérica, con qo = O.
Encontramos fases colestéricas sólamente en sistemas esencialmente qul-
rales, bien constituidos por moléculas quirales, bien formados por mezclas
no racemicas. Esto se traduce en que el signo de qo no es arbitrario, sino
que depende de la quiralidad del sistema; así, podemos encontrar materiales
colestéricas con la hélice a izquierdas o a derechas (siempre en el mismo
sentido a la misma temperatura). Ejemplos típicos de materiales calestéricos
son los ésteres del colesterol (figura 1.2), de los que esta mesofase recibe su
nombre.
1.3.3 Fases esmécticas
E] término esméctico, procedente deigriega o’pqypa, que significa jabón, fue
acuñado por Friedel para denotar ciertas mesofases cuyas propiedades es-
tructurales recordaban las de los jabones. Básicamente las fases esmécticas
se caracterizan por poseer una estructura de capas con un espaciado muy
bien definido, de modo que puede observarse un pico muy acusado en los
espectros de difracción de rayos X. Así pues, las fases esmécticas son más
ordenadas que las fases nemática y colestérica porque, además de la orde-
nación arientaciona] de los constituyentes del sistema, presentan un grado
intermedio de orden posicional.
Aunque Friedel reconoció una única fase esméctica, enseguida empezó
a verse que había varias fases diferentes que poseían la misma propiedad
estructural de formar capas. Se las empezó a clasificar añadiendo una letra
al nombre de esméctico. Hoy día hay identificadas catorce fases esmécticas
(Chandrasekhar, 1988) y nada permite suponer que la lista se vaya a cerrar
ahí. De entre todas ellas, las tres más importantes son denotadas con las
letras A, B y O.
Esméctica A
Esta fase presenta una estructura en capas de un grosor similar a la longi-
tud de los constituyentes (ver figura 1.6). Los centros de gravedad de las
móléculas de cada capa se distribuyen sin ningún orden posicional; además,
la correlación entre capas es despreciable, por lo que cada capa puede ser
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Figura 1.6: Efiquema de una fase emética A. jFúente: de Gene, 1974]
cansiderada un liquido bidimensional. Por otra parte, las moléculas están
orientadas en torno a la dirección perpendicular a] plano de la capa (eje
Z), de modo que el sistema es ópticamente uniaxial, siendo el eje óptico el
normal a las capas. La simetría de la fase queda completamente definida
añadiendo que las direcciones +z y —z son equivalentes.
Esméctica O
La única diferencia entre esta fase y la anterior es que el eje en torno al cual
se orientan las moléculas no es el normal a las capas, sino que forma con él
un ángulo e (ver figura 11). De este hecho resulta un espaciado entre las
capas d = ¡cose, siendo ¡ la longitud de los constituyentes. Esta fase es,
pues, ópticaxnente biaxial.
La existencia de la fase esméctica O requiere que los constituyentes del
sistema sean ópticamente inactivos o que se trate de una mezcla racémica. Si
no es así, en lugar de esta fase se obtiene una equivalente en la que el vector
director de la- orientación molecular n precesa en torno al eje normal a las
capas, dotando a la fase de una estructura helicoidal cuyo paso de hélice, p,
es mucho mayor que el espaciado entre las capas (típicamente, pid -.~ iOn).
Esta fase recibe el nombre de fase esméctica Ot
Esméctica B
Lo que diferencia esta fase de las dos anteriores es la ordenación posicional
dentro de las capas. Tanto el esméctico A como el C (o el 0) consisten en un
apilamiento de capas liquidas bidimensionales; en e] esméctica B las capas
están formadas por sólidos bidimnensionales con estructura de red triangular
o bien por otro tipo de fase bidimensional, a caballo entre el liquido y el
sólido, llamada fase hezótica. Esta fase se caracteriza por4ue la correlación
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Figura 1.7: Esquema de una fase esméctica C. [Fuente: de Gennes, 1974]
entre posiciones de las moléculas en el plano es de corto alcance, mientras que
la orientación de los vectores de la red es constante a lo largo del sistema
(Litster y Birgeneau, 1982; Vertogen y de Jeu, 1988; Brock ci aL, 1989).
Por este motivo, el tipo de orden que exhibe esta fase se denomina orden
orientacional de enlaces.
La existencia teórica de la fase hexática es una consecuencia de la teoría
de Kosterfltz-Thouless (1973) aplicada a la transición sólido-liquido en 2D.
La teoría predice una transición continua mediada por la disociación de pa-
res de dislocaciones. Halperin, Nelson y Young (llalperin y Nelson, 1978;
Nelson y Halperin, 1979; Young, 1979) elaboraron los detalles de esta teoría
y predijeron la existencia de la fase hexática entre el sólido y el líquido (ver
también la monografía de Strandburg, 1988). Birgeneau y Litster (1978) su-
girieron la posibilidad de encontrar un cristal líquido 3D formado por capas
hexáticas 2D cuya interacción diera lugar a una ordenación orientacional de
enlaces 3D de largo alcance1. La existencia de esta fase quedó establecida
inequívocamente tras los experimentos de difracción de rayos X de Pindak
el al. (1981). Esta fase recibe actualmente el nombre de fase hexótica E
para diferenciarla de la fase esméctica formada por capas de cristales 2D,
En los sistemas estrictamente 2D existe una divergencia de las fluctuaciones de larga
longitud de onda (Landau y Lii~hitz, 1982) que produce un decaimiento algebraico de las
correlaciones, destruyendo así el verdadero orden de largo alcance (ver apéndice C).
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también denominada cristal E. La fase hexática B apárece entre la esméctica
A y alguna fase liquido-cristalina con orden posicional en las tres dimensio-
nes (como por ejemplo, la fase cristal B).
Esmécticos ‘exóticos’
El rango de fases esmécticas que no se clasifican en los tres grupos anteriores
va desde la D a la K (Chandraseikhar, 1988) (incluyendo algunas variedades
‘estrella’). En conjunto reciben el nombre genérico de esmécticos exóticos.
Algunas de estas fases parecen ser auténticos cristales con orden 3D de largo
alcance, y porlo tanto no pertenecen al ámbito de las mesofases. La mayoría,
sin embargo, constituyen variedades de la fase esméctica B que incluyen la
inclinación del director de las capas con respecto a la normal (y en algunos
casos su precesión) y posibles distorsiones de la red cristalina hexagonal.
1.t4 Nuevas fases
En las últimas décadas la investigación experimental en cristales líquidos ha
dado como fruto el descubrimiento de nuevas mesofases y la confirmación
de la existencia de algunas que se habían predicho teóricamente (Chandra-
selchar; 1988; Vertogen y de Jen, 1988). Hoy día la creencia generalizada
apunta en la dirección de que toda posible ruptura de las simetrías del
sistema tiene una mesofase asociada y uno puede siempre encontrar una
molécula u otro componente estructural que la origine. Algunas de las nue-
vas fases que se han obtenido son: diversas formas polimórficas de la fase
esméctica A, las fases azules, la fase nemática biaxial y las fases columnares.
Vamos a comentar brevemente en qué consisten.
Polimorfa de la fase esméctica A
Cuando las moléculas de un fluido que exhibe fase esméctica A son fuerte-
mente polares, ésta se desdobla en dos fases diferentes, según que los dipolos
de cada capa estén desordenados (A1) u ordenados (A2). En este último caso
la orientación de los dipolos de cada capa está acoplada a la de las capas
vecinas de forma antiferromagnética (ver figura l.8b). La primera evidencia
experimental de esta polimorfía se debe a Sigaud ci al. (1979). La fase
esméctica A1 (figura 1.8a), como la esméctica normal, posee un espaciado
entre capas (1) del orden del tamaño molecular (d), mientras que el espaciado
enla A2 es del orden de 2d. Un tercer tipo ha sido identificado (Ad), con
un espaciado entre d y 2d. En estafase, la ordenación de capas es de nuevo
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Figura 1.8: Formas polimórficas de la fase esméctica A que aparecen en fluidos -
fuertemente polares: con dipolos desordenados (Aa), con dipolos ordenados antife-
rromagnéticamente (A2), sin separación completa entre capas consecutivas (Ad) y
de tipo ~2 con modulación transversal (.43. [Fuente: Chandrasekhar, 19881,
antiferromagnética, pero las capas consecutivas no están completamente se-
paradas (ver figura 1.Sc). Puede hacerse una teoría fenomenológica de la fase
esméctica A (Prost, 1979; Prost y Barois, 1983) introduciendo dos campos,
uno asociado con la densidad molecular y el otro con la densidad dipolar.
La energía libre se escribe en función de estos campos con dos términos: uno
proporcional a los gradientes al cuadrado de los campos (término elástico)
y otro que los acopla favoreciendo el que la periodicidad del primero sea la
mitad de la del segundo. Ambos términos compiten en la minimización de
la energía libre dando lugar a frustración. Una consecuencia interesante de
esta descripción es que puede producirse una modulación transversal que
compense dicha frustración, dando lugar a la fase Á (ver figura 1.8d), o
bien una coexistencia de dos periodicidades inconmensurables, originando
la llamadas fases esmécticas A inconmensurables, muy interesantes porque
producen solitones unidimensionales.
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Fases azules
Las denominadas fases azules aparecen en sistemas colestéricos cuyo paso de
hélice es suficientemente pequeño (menos de 5000k). El rango de tempe-
raturas en el que existen es muy estrecho (alrededor de 10C) y está situado
entre la fase colestérica y la fase isótropa, según se aumenta la temperatura.
Deben su nombre a la propiedad que tienen de ser ópticamente activas (aun
siendo isótropas) lo que les da el color azulado característico (a veces apa-
recen con otros colores, pero se las sigue llamando ‘azules’). El primer
conocimiento que se tiene de su existencia se remonta al origen de los cris-
tales líquidos, ya que el propio Reinitzer describió una de estas fases en su
histórica carta a Lehrnann.
La existencia de fases azules está relacionada con la aparición de defectos
topológicos en la fase colestérica. Estos defectos consisten en lineas singula-
res en el campo de orientaciones del vector director n. Reciben el nombre de
disclinaciones, imitando el de ‘dislocaciones~ en los cristales. Una fase azul
aparece cuando estas disclinaciones se ordenan en una red cristalina. Lo
extrai~o de este fenómeno es que la sustancia no deja de ser liquida, puesto
que las posiciones de sus moléculas continúan desordenadas; es el patrón
de orientaciones moleculares lo que presenta una ordenación espacial. Las
fases azules son el único ejemplo encontrado en la naturaleza de un liquido
que presenta una estructura cristalina. Hasta el momento se han identifi-
cado tres fases azules distintas, que se denotan BP 1, BP II y BP III. Este
es el orden en que aparecen cuando se aumenta la temperatura. Estudios
cristalográficos de estas tres fases han demostrado que la BP 1 es una red
cúbica centrada en el cuerpo (bcc, de grupo cristalográfico 0~), que la BP
II es una red cúbica simple (sc, de grupo cristalográfico 02) y que la BP III
(llamada ‘niebla azul’) es amorfa, probablemente cuasicristalina. Un estudio
detallado de las fases azules puéde encontrarse, por ejemplo, en Wright y
Mermin (1989), y en Seideman (1990).
Fase nemática biaxial
La fase nemática biaxial (Nb) es una posibilidad qúe aparece en sustancias
cuyos componentes no tienen simetría de rotación en torno a un eje. Se
caracteriza esta fase porque en ella existen tres ejes ópticos, a diferencia de la
nemática normal o uniaxial (Ns) en la que solamente existe un eje. La fase Nb
fue descubierta por Yu y Saupe (1980) en un sistema liótropo; más tarde se
observó bia,xialidad en polímeros nemáticos, y finalmente auténticos fluidos
biaxiales termótropos han sido obtenidos mediante moléculas que combinan
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Figura 1.9: Diversas formas que presentan las fases columnares: (a) vertical en sus
versiones (b) hexagonal y (c) y (d) rectangulares, y <e) oblicua; (f) muestra la fase
nemática, carente por completo de ordenación espacial. [Fuente: Chandrasekhar,
1988]
una forma alargada con un n6cleo en forma de disco. El interés de esta fase
reside en que sus propiedades son sustancialmente diferentes de las de la fase
N~. Así por ejemplo ocurre con sus propiedades elásticas y viscosas (se ha
demostrado que la fase Nb ortorrómbica tiene 15 constantes elásticas y 15
viscosidades). Los defectos de la fase Nb son también distintos, puesto que no
presentan la ley de coalescencia de dos defectos que se deduce de la topología
algebralca; en su lugar, las reglas de combinación son no conmutativas.
Finalmente, existe la posibilidad de enrollamiento de defectos, dando lugar
a lo que se ha dado en denominarse ‘rigidez topológica’ (Toulouse, 1977).
Fases columnares
Estas fases se producen en fluidos cuyos componentes tienen una estruc-
tura plana, en forma de disco, como ocurre con las moléculas que ori~nar
nemáticos discóticos (ver figura 1.3). Dichos componentes discoidales se api-
lan, de forma aperiódica, en columnas, las cuales forman una red cristalina
bidimensional. Se trata, pues, de cristales fundidos en una dimensión o,
visto de otra forma, de cristales bidimensionales de líquidos unidimensio-
nales. Debido a la forma de los componentes las fases columnares pueden
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presentar aspectos diversos (ver figura 1.9), como columnas verticales, co-
lumnas oblicuas o diferentes redes cristalinas bidimensionales, dependiendo
de si los componentes son más o menos circulares (red hexagonal) o alarga-
dos (redes rectangulares).
Aunque ya. Peicrís y Landau habían considerado el caso de la fusión de
un sólida en una de las dimensiones, su conclusión fue que, aunque posible,
era muy improbable que ésta se diera. La fase columnar tuvo que esperar a
ser confirmada por experimentos de difracción de rayos X (Chandrasekhar
ci al., 1977; Levelut, 1979, 1983). Los sólidos bidimensionales son inestables
cuando el tamaño del sistema crece, porque la amplitud de las fluctuaciones
diverge con el logaritmo del tamaño del sistema (Landau y Lifshitz, 1982).
Sin embargo las fases columnares son estables gracias a las fluctuaciones
elásticas de las columnas líquidas, como ya habían predicho Peicrls y Lan-
dau en los afios 30. Los fluidos columnares son los únicos ejemplos de la
naturaleza en que la transición al sólido puede ser de segundo orden y no de
primer arden como es lo habitual (Katz, 1978).
2Modelos teóricos
El estudio teórico de los cristales líquidos se inició a mediados de siglo.
El punto de partida fue el trabajo de Onsager (1949) sobre la mecánica
estadística de un sistema de varillas rígidas duras, esto es, que no pue-
den interpenetrarse, cuando éstas son infinitamente largas y el sistema está
infinitamente diluido. Onsager demostró que en este límite particular el sis-
tema presenta una transición orientacional de primer orden, pasando de una
fase isótropa a baja densidad (una densidad convenientemente reescalada)
a una fase nemática a alta densidad. Posteriormente Majer y Saupe (1958)
propusieron una teoría alternativa que atribuía la transición orientacional
a la presencia de un potencial de interacción atractivo y anisótropo. El
tratamiento dado era de tipo campo medio y sus resultados contrastaban
razonablemente bien con algunos datos experimentales. Esta alternativa
abrió la discusión sobre si la existencia de mesofases se debe puramente al
carácter anisótropo de la molécula o si se necesita una interacción atractiva
para producirlas. Este último punto de vista es similar al que existía so-
bre la fase sólida previamente al descubrimiento del sólido de esferas duras
(Alder y Wainwright, 1957). Los posteriores trabajos de simulación han
demostrado, como en el caso de la fase sólida, que un potencial puramente
repulsivo (como es el potencial duro) puede dar cuenta de la existencia de
mesofases. En particular, se han obtenido por simulación la fase nemática,
la esméctica A, la columnar, la biaxial y otras fases que no se han encontrado
en la naturaleza, como la recientemente descubierta fase cubática. También
se ha demostrado que en sistemas bidimensionales pueden existir mesofases.
Toda esta evidencia apoya la idea de que cualquier mesofase (real o teórica)
puede ser obtenida mediante algún modelo de molécula dura.
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2.1 Teoría de Onsager
Onsager se planteé el problema de estudiar estadísticamente un sistema de
varillas duras (cilindros) de longitud L y diámetro D, en el limite de alta
longitud y baja densidad. Si p es ladensidad, o sea, el número de varillas, IV,
dividido por el volumen, V, podemos definir la fracción de empaquetamiento,
,~, como la relación del volumen ocupado por las varillas al volumen total,
esto es, i~ = p~D2L. La elongación de la varilla puede caracterizaase par
el cociente entre sus dos dimensiones características, n = LID. Con estas
definiciones, el limite de Onsager se puede tomar haciendo ~ « 1 y n» 1,
de modo que el producto mc permanezca finito.
En un sistema tal en equilibrio, la orientación de las varillas está dis-
tribuida según una cierta función’ h(u), de tal modo que ph(u)du es la
fracción de moléculas cuya orientación está dentro del ángulo sólido redu-
cido du (fdu = 1), en torno al vector unitario u. La normalización de esta
distribución angular se elige de modo que:
I duh(u) = 1 (2.1)
La derivación de la energía libre de este sistema puede hacerse de forma de-
tallada partiendo de la expresión para la función de partición (Sheng en el
cap. 5 de Priestley et al., 1975); sin embargo aquí emplearemos un método
menos preciso, pero más corto e intuitivo, para llegar a la dicha expresión.
La idea es considera? el’ sistema cómo una mezcla de moléculas de distintas
especies, donde cada una de estas especies corresponde a una determinada
orientación. La fracción de moléculas de cada especie es, pues, Z~ = h(u)du,
así que la densidad de ¿ada especie es Pu = PXu. Puesto que la interacción
entre moléculas es dura, existirá en torno a cada partícula una región inac-
cesible a las demás (Hansen y McDonald, 1986; Vertogen y de Jeu, 1988).
Esta región depende de las orientaciones relativas de las moléculas y carece,
en principio, de simetría radial porque la interacción entre las moléculas es
de tipo ‘esfera dura’ con un diámetro dependiente-no sólo de las orientacio-
nes relativas sino también de las posiciones relativas de las dos moléculas
que interaccionan. Sin embargo, puesto que en la fase nemática los centros
de masa están distribuidos uniformemente, regiones de forma distinta pero
con el mismo volumen darán la misma contribución a la energía libre. El
volumen sólo depende ‘de las orientaciones relativas de las moléculas esto
1En adelante se adoptará la convención de que f(u) denote f(u . n), donde u es el
director nemático.
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es, de las especies de la mezcla, así que la energía Ubre del sistema será
formalmente igual a la de una mezcla de esferas duras can una distribución
continua de especies caracterizada por la función h(u).
La energía libre de una mezcla diluida de it especies de esferas duras de
densidad total p y fracciones moleculares z0 (a = 1, ... , it) viene dada por:
/3F = f3F0 + ~jj :0 ln(z0p) + ~ ~ z0z&W«,0. + 0(p2) (2.2)o 0,0<
donde Fo es una constante aditiva, j3 = lIkBT, con Tía temperatnra abso-
luta. y k» la constante de Boltzmann, y W
0,0< el volumen excluido entre
las especies a y a’. Aplicando a esta fórmula las equivalencias definidas al
principio de la discusión obtenemos como energía libre de un sistema diluido
de varillas duras:
/3F = ¡3F0 + Jduh(u)ln(ph(u))
+ ~ Jdudu’h(u)h(u’)W(u, u’) + 0(p2) (Za)
El volumen excluido W(u, u’) de dos de tales varillas con orientaciones u y
u’es, despreciando el efecto de los bordes (puesto que L» D) (de Gennes,
1974):
W(u, u’) = 2L2D[1 — (u. u~)2]l~’2 (2.4)
así que finalmente se obtiene:
/JF = ,8F
0 + Jduh(u)ln(ph(u))
f — d ‘L/ \L(
1\iic ,~.uu,.
1u,,,1u,, — (u. u’)
2]’12 + 0(p2) (25)2 J’’’’
donde e = Fpc. Onsager demostró que cuando q — O y n —~ ~ con e finita
(el limite de Onsager), los términos 0(p2) son nulos y la expresión (2.5) es
exacta. Cuando dicha ecuación se aplica a varillas finitas, su truncamiento
en el primer orden del desarrollo conduce a una teoría de campo medio, en
el sentido de que se desprecian las fluctuaciones del sistema.
La ecuación (2.5) nos da una expresión de la energía libre como un fun-
cional de la distribución angular, cualquiera que sea ésta. La distribución
de equilibrio, h0(u), será aquélla que minimice este funcional, tal como pres-
cribe la termodinámica. Así pues, si minimizamos F[h] como fuhcional de
h(u), manteniendo la restricción (2.1), obtendremos para h0(u) la ecuación:
ln(h0(u))+ 1 + A + cJdu’[1 —(u. u’)2]”’2h0(u’) = O (2.6)
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donde A es el multiplicador de Lagrange asociado a la condición de nor-
malización (2.1), que puede ser eliminado despejando h0(u) en la ecuación
anterior y utilizando (2.1); esto es:
h0(u) — exp{—cfdu’[1 — (u. u’)2]’/2h0(u’)} (2.7)
fdu”exp{—c fdu’(1 — (u’.
La ecuación (2.7) tiene siempre la solución isótropa h0(u) 1, pero cuando
e es suficientemente grande también puede aparecer una solución anisótwpa
que describa la fase nemática. Esta ecuación integro-diferencial no-lineal
no se puede resolver exactamente; por ello, Onsager adoptó una estrategia
diferente: resolver el problema mediante un método variacional con una
función prueba que posea las características que uno espera de h’N u). De
este modo tomó una función de la forma:
h
0(u) = Kcosh(au. n) (2.8)
donde 1< es la constante de normalización, it es el director nemático y a un
parámetro variacional; y la introdujo en (2.5) para después minimizar F(o)
como simple función del parámetro variaciónal. En la región de interés a
tiene un vajor grande (del orden de 20) y; por lo tanto, la función (2.8) está
muy picada en torno a la dirección marcada por u (u. n = 0). La simetría
cuadrupolar de la fase nemática nos permite definir el parámetro de order:
(2.9)
donde P2(x) = (30 -.1)/2 es el polinomio de Legendre de orden 2 (Abramo-
witz y Stegun, 1965; Gradshteyn y Ryzhik, 1980), y <.> denota el promedio
sobre la colectividad de equilibrio (que para el caso de funciones de una
partícula es equivalente a <.> -f -h(u)du). Este parámetro de orden vale
O en la fase isótropa y 1 cuando todas las moléculas son perfectamente
paralelas.
Llevando a cabo los cáiculos de Onsager uno encuentra una transición
de primer orden desde la fase isótropa (a = 0) a la nemática (a =18.6).
Cuando las dos fases coexisten en equilibrio la densidad reducida de la fase
isótropa es c~ = 5.415, mientras que la de la nemática es e, = 7.278, con un
parámetro de orden q = 0.848. Así pues, la teoría de Onsager predice una
transición abrupta y ancha (Ac/c~ = 0.256) a una fase altamente ordenada.
Además, se trata de una teoría atérmica (la temperatura sólo entra como
un factor de escala de la energía), como consecuencia del caracter duro de
la-interacción entre las moléculas (esta característica de los modelos duros
será discutida al final de este capítulo).
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2.2 Teoría de Maier-Saupe
La teoría de Maler y Saupe atribuye la estabilidad de la fase nemática a la
existencia de una interacción atractiva entre las moléculas del fluido que fa-
vorece su alineamiento paralelo (Maier y Saupe, 1958). Siguiendo el espíritu
de la teoría de campo medio (Wojtowicz en el capítula 3 de Priestley ci al.,
1975; Vertogen y de Jeu, 1988) podemos intentar reproducir el efecto de
esa interacción a través de un potencial efectivo que, actuando sobre cada
molécula independientemente, reproduzca la interacción global de todas las
demás moléculas. Este potencial puede construirse fenomenológicamente a
travésde una serie de requerimientos, a saber: debe poseer la correcta de-
pendencia en orientaciones, esto es, ha de ser mínimo cuando la molécula
sea paralela al campo creado por las demás moléculas y máximo cuando
sea perpendicular (esto puede conseguirse, por ejemplo, si el potencial es
proporcional a —F2(u)); debe anularse cuando el sistema esté en la fase
desordenada e intensificarse con el grado de orden (lo que se obtiene to-
mando el potencial proporcional al parámetro de orden q, definido en (2.9)),
y debe tener un factor ajustable, y, que describa la intensidad global de
la interacción para cada sustancia. Combinando todos estos ingredientes
obtenemos el siguiente potencial efectivo:
V(u) = —vqP2(u) (2.10)
En la linea de la teoría de campo medio (Huang, 1987) sustituimos la in-
teracción entre las moléculas del fluido por este potencial ‘promedio’, igno-
rando así las fluctuaciones del sistema. Dado que (2.10) es un potencial que
actúa independientemente sobre cada partícula, la Mecánica Estadística nos
permite escribir la distribución de orientaciones de una molécula como:
h(u) = Z’ exp{—flV(u)} (2.lla)
Z = Jduexp{—BV(u)} (2.llb)
Donde Z es la función de partición configuracional de una molécula. Con
esta función podemos calcular promedios de magnitudes dependientes de la
orientación; en particular, el parámetro de orden es:
q = JduP2(u)h(u)= [~~d;inz3~=0~q (2.12)
Llegamos así a una ecuación autoconsistente que nos permite determinar la
función q(T). La solución de (2.12) para temperaturas superiores a 7’. =
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Figura 2.1: Parámetro de orden, q E <P2(u)>, ‘en función de la temperatura, T (en
unidades v/les), según se obtiene de la ecuación autoconsistente (2.12). La solución
estable aparece en trazo continuo. [Fuente: Priestley ci aL, 1975]
O.
22O19v/kB es q = 0, mientras que por debajo de este valor, la ecuación
tiene dos soluciones más, que tienden a 1 y a —1/2 cuando T — O (ver figura
2.1). La’primera corresponde ala fase nemática y la segunda a una fase
espúrea en la que las moléculas tenderían a alinearse perpendicularmente
al campo de orientaciones. A cada temperatura la fase estable será aquélla
cuya energía libre, F, sea mínima. Para calcular F utilizamos la conocida
relación termodinámica F = E — TS, donde E es la energía interna y 5 la
entropía. E se obtiene tomando el valor medio del potencial, es decir:
tdV’’h””— !y2
2 J- 2
donde N es el número de moléculas del sistema y el factor 1/2 evita contar
dos veces la interacción molecular, ya que se está aproximando el potencial
de par por un potencial unimolecular. La entropía, por definición, tiene la
expresión:
—+NknlnZ5= — BJucu)nkl.u)/— 7’ (2.14)
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así que la energía libre será:
1F = —NkBTIn Z — —Nvq2 (2.15)2
La energía libre de la fase isótropa (q = O) es constante e igual a O; la. de
la fase espúrea es negativa pero con valor absoluto pequeño, y la de la fase
nemática es negativa y de valor absoluto mayor que el de la fase anterior,
que carece, por lo tanto, de significado físico. El valor del parámetro de
orden de la fase nemática en T~ es de q = 0.4289, y la transición es, por lo
tanto, de primer arden.
Aunque, como ya hemos comentado al comienzo del capitulo (y como
veremos en la sección siguiente), la existencia de la fase nemática se debe
puramente a la geometría anisótropa de los constituyentes (como prueban
los modelos de molécula dura), la teoría de Maier-Saupe tiene el mérito de
ser más realista a la hora de comparar cuantitativamente con resultados
experimentales reales (de Gennes, 1974). En particular, predice una tran-
sición menos abrupta que la teoría de Onsager y, sobre todo, muestra una
dependencia no trivial con la temperatura. Por ello esta teoría ha sido refi-
nada posteriormente para obtener resultados más precisos. Su forma final es
una teoría de campo medio generalizada de los nemáticos (Wojtowicz en el
cap. 4 de Priestley et al., 1975) basada en el desarrollo del potencial de in-
teracción en sus armónicos esféricos y en la inclusión de nuevos parámetros
de orden. La teoría de Maier-Saupe resulta ser el primer orden de estás
desarrollos.
2.3 Modelos de moléculas duras
Como ya hemos comentado al principio de este capítulo, la disyuntiva que
plantean las dos teorías precedentes es la misma que la que previamente
existía acerca de la fase sólida: ¿puede una ineracción puramente repulsiva
dar lugar a una fase ordenada o, por el contrario, se requiere una interacción
atractiva? Intuitivamente, esta última opción parece la correcta. Es fácil
visualizar cómo se forma un sólido si existe un potencial atractivo entre las
moléculas que obliga a éstas a ocupar los mínimos del potencial en el estado
de mínima energía. Análogamente, si uno impone una interacción atractiva
anisótropa (como en la teoría de Maier-Saupe, por ejemplo) parece lógico
que las moléculas tiendan a orientarse buscando el estado fundamental. Por
esta razón sorprendió el descubrimiento de Alder y Wainwright (1957), me-
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diante simulación por Dinámica Molecular2 (DM), de que un sistema de
esferas duras posee una fase sólida. Más tarde los mismos autores (1962)
confirmaron la existencia de fase sólida también en un sistema de discos
duros3 (2]?>.
En lo que se refiere a la presencia de mesofases en sistemas con inte-
racción puramente repulsiva, la primera evidencia se debe a’Vieillard-Baron
(1972), quien encontró, mediante simulación Monte Carlo (MC), una fase
nemática en un fluido de elipses duras. Más tarde, Frenlcel y Eppenga pro-
baron por simulación MC la existencia de fase nemática en un sistema 3D
de discos duros (FTenlcel y Eppenga 1982; Eppenga y Frenkel,’ 1984) y en un
sistema 2D de agujas duras (B~enkel y Eppenga, 1985), aunque en este caso
demostraron que las correlaciones en dicha fase decaen algebraicamente (ver
apéndice C). Ftenlcel y colaboradores elaboraron, en una serie de trabajos
(Frenkel ci aL, 1984; 1985; Frenkel y Mulder, 1985; Mulder, 1986), el dia-
grama de fases de úñ fluido de elipsoides duros de revolución, mostrando
la existencia de fase nemática. Sobre otras fases distintas de la nemática,
Stroobánts el al. (1986; 1987) encontraron evidencias de fases esméctica A y
columnar4 en un sistema de esferocilindros (cilindros rematados con cápsulas
semiesféricas) duros perfectamente paralelos. Inmediatamente después los
mismos autores (F~enkel el al., 1988; flexikel, 1988a) encontraron las fases
nemática y esméctica A en el mismo sistema de esferocilindros duros, pero
totalmente libres. Veerman y Frenkel han completado recientemente el dia-
grama de fases de este sistema (Veerman y Ftenkel, 1990; Veerman, 1991).
Por ~i1timohabría que señalar los recientes trabajos de Frenkel (1989a y b)
sobre un sistema de ‘rodajas esféricas’ (rodajas simétricas cortadas paralela-
mente al plano ecuatorial de la esfera) que poseen forma de pastillas, y que
muestran, además de la fase nemática, una fase columnar con las columnas
dispuestas en forma hexagonal, y otra fase a la que se ha denominado provi-
2Esta técnica se basa en resolver numéricamente las ecuaciones de Newton del mo-
vimiento de todas las moléculas del fluido y utilizar la hipótesis ergódica para calcular
promedios termodinámicas. Para mAs detalles consultar Alíen y Tildesley (1987).
3Ya hemos mencionado que los sistemas bidiniensionales no paseen verdadero orden de
largo alcince (ver nota al pie de la pág.’ 13); sin embargo puede hablarse de transición de
tase porque el sistema pasa de tener un decaimiento exponencial de la correlación entre
sus moléculas a tener un decaimiento algebraico (ver apéndice O), lo que hace que para
tamaños finitos (hasta valores muy grandes) el sistema muestre apariencia de verdadero
orden.
Un reciente estudio (Veennan y Frenkel, 1991) ha demostrado que esta fase es mes—
table, ya que se transforma en una fase cristalina hexagonal al aumentar el tamaño del
sistema.
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Figura 2.2: Sistema de ‘rodajas esféricas’, con distancia entre caras L y diámetro
esférico D, mostrando: <a) la fase columnar, en un sistema de 512 partículas, al 60%
del máximo exnpaquetamientoy con L/D = 0.1, y (b) la fase cubática, en un sistema
de 1728 partículas, al 62.5% del máximo empaquetamiento y con L/D = 0.2. En
la esquina inferior izquierda se muestra la caja de simulación. [Fuente:Frenkel,
1989bJ
sionalmente fase cubática, que consiste en apilamientos de unas cuantas de
estas moléculas que se empaquetan entre sí para producir una distribución
orientacional de doble pico (Ftenkel, 1989b). Imágenes de estas dos últimas
fases aparecen en la figura 2.2. Asimismo, un pequeño resumen de los avan-
ces obtenidos en simulación en el campo de los modelos de moléculas duras
se puede encontrar en Allen y Wilson (1989)-
Que un sistema de moléculas duras pueda experimentar una transición a
una fase más ordenadaes un resultado no trivial. Esto es fácil de entender a
raíz de la siguiente paradoja: la energía libre de un fluido viene dada por la
relación termodinámica F = E — TS, donde E es la energía interna, o dicho
de otro modo, el promedio estadístico de las interacciones moleculares; 7’
es el parámetro temperatura absoluta, y 5 es la entropía del sistema. La
interacción dura está representada par un potencial que vale O fuera de
la región definida por el cuerpo de la molécula, y vale oc en el interior.
Este último hecho se traduce en que las moléculas no pueden solaparse en
absoluto, lo que da lugar a la aparición de un volumen excluido a cada
(a) (b)
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molécula debido a la presencia de las demás. Al no poder solaparse, la
energía de interacción entre las moléculas es siempre O y, por lo tanto, E =
O. Así obtenemos que los modelos -de molécula dura satisfacen la relación
simplificada F = —TS. Y aquí se encuentra la paradoja, porque el estado
de mínima energía y el de háxima entropía coinciden, y a su vez, el estado
de máxima entropía es el-de mayor ‘desorden, luego aparentemente, nunca
podremos tener una tranición a una fase ordenada en estos modelos. Sin
embargo, un an~Jisis más detallado de la entropía nos conduce a distinguir
dos contribuciones de origen diferente: una configuracional, que pro&de
del grado de ordenación de las moléculas, y una de interacción debida a
la porción de volumen de fase áccesible a cada molécula, que varía segdn
el volumen excluido. Lo Interesante de esta diferenciación es que ambos
términos contribuyen con signo diferente. En otras palabras, mientras la
entropía configuracional disminuye al ordenarse el sistema, la de interacción
aumenta, debido a que el volumen excluido es menor cuando las moléculas
están ordenadas y, en consecuencia, es mayor el volumen de fase accesible.
El balance de estos dos términos en uno notro sentido es el causante de la
aparición de las fases ordenadas en• los sistemas que estamos discutiendo.
De la anterior se infiere que los modelas de molécu]as duras pueden dar
cuenta de todas las mesofases imaginables, y la evidencia pseudoexperimen-
tal (procedente de las simulaciones) al respecto es contundente. Pero otra
cuestión muy distinta es si en las sustancias reales es este mecanismo y
no otro el responsable de la existencia de mesofases. La respuesta a esta
pregunta está aún lejos de ser conocida, si bien es de hecho cierto que se
necesitan potenciales atractivas para poder reproducir los resultados expe-
rimentales. Sin embargo, un hecho probado es la utilidad de los modelos
duros como sistemas de referencia para posteriores desarrollos perturbati-
vos (Hansen y McDonald, 1976; Gray y Gubbins, 1984; Vega y Ftenlcel,
1989; Vega, 1990).
II
La transici6n orientacional

3
Descripción teórica de la fase
nemática
Tras esta introducción a la fenomenología general de los CL, el resto de la
memoria estará dedicado a un estudio teórico de la transición orientacional
entre la fase isótropa (1) y la nemática (N). La herramientateórica a utilizar
será la teoría del funcional de la densidad.(TFD), que aparece descrita en
el Apéndice A. Pero antes de entrar en detalles, vamos a introducir en este
capitulo algunos conceptos generales sobre la transición isótropo-nemático
(I-N), tales como la correcta definición de un parámetro de orden para la fase
nemática (para este punto puede consultarse cualquiera de las referencias
básicas, por ejemplo, de Gennes, 1974; Priestley et al., 1975, o Gramsbergen
et al., 1986) y- el marco general de la teoría de Landau (una monografía
detailada sobre este tema aparece en Gramsbergen ej aL, 1986), al que de
vez en cuando se hará referencia posteriormente.
3.1 Parámetro de orden
En el capítulo anterior, al tratar de los primeros modelos teóricos de la fase
nemática introdujimos, de forma puramente intuitiva, el parámetro de orden
q = <1’2(u)>. Aunque en rigor un parámetro de orden es simplemente una
cantidad Q que toma el valor Q = O en la fase desordenada y Q ~ O en
la ordenada, lo que en modo alguno define unívocamente Q, lo deseable es
hacer una elección natural del mismo. Así, en la transición líquido-vapor, el
parámetro de orden es la diferencia de densidades entre ambas fases <esca-
lar); en los sistemas ferromagnéticos es la imanación en ausencia de campo
(vectorial), y en casos más complejos, su definición se puede formular por
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medio de la teoría de grupas, tal y como propuso Landau para las transi-
ciones de segundo orden (Landau y Lifshitz, 1982). En nuestro caso no será
necesario recurrir a la teoría de grupos, pero la elección de un parámetro
de orden para la fase nemática requiere una serie de consideraciones y, so-
bre todo, distinguir entre una descripción macroscópica y microscópica del
problema. Este último hecho nos va a llevar a dos definiciones posibles de
este parámetro, cuya relación en el caso general no está clara, aunque en el
modelo simple de moléculas alargadas y rígidas veremos que coinciden.
3.1.1 Definición macroscópica
La fase nemática se caracteriza por una anisotropía (uniaxial) del fluido.
Consecuentemente, todas las funciones respuesta del material serán también
anisótropas (uniaxiales). Tomemos cualquiera de ellas, digamos la suscepti-
bilidad diamagnética por ser una cantidad fácil de medir, aunque cualquier
otra cantidad serviría también (permitividad eléctrica, índice de refracción,
etc.). Si sobre el material nematógeno se aplica un campo magnético H,
debido al diamagnetismo aparecerá en él una imanación M relacionada con
el campo por la ecuación:
= Ita (3.1)
donde se ha adoptado el convenio de sumación .de índices iguales y los índices
griegos recorren las tres componentes de un vector. El tensor x~ de com-
ponentes XúO, es la susceptibilidad diamagnética. Dicho tensor es siempre
simétrico y en la fase isótropa es, además, diagonal (X0o = X
6aO, con
la delta de Kroneclcer). En la fase nemática uniaxial el tensor x tiene dos
autovalores diferentes, x¡¡ y xi, en las direcciones paralela y perpendicular,
respectivamente, a la dirección del director n; cuando la fase es nemática
biaxial, x tiene tres autovalores ‘diferentes. Por estas razones se puede ver
que los requisitos impuestos sobre el parámetro de orden son satisfechos por
la parte anisótropa de la susceptibilidad diamagnética, esto es:
= XaP — S¿OPXTY (3.2)
Así que podemos definir un parámetro de orden tomando esta cantidad
convenientemente normalizada (Vertogen y de Jeu, 1988):
= &<001&ón (3.3)
siendo Axm la anisotropía máxima, que se observaría en un nemático pe-
rfecto (aquél en el que todas las moléculas son paralelas entre sí). Esta
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elección del parámetro de orden refleja que la ordenación orientacional es
la única característica en la que las fases isótropa y nemática difieren y que
esta ultima no posee ferroelectricidad.
El uso de Q como parámetro de orden en la teoría de Landau hace que
ésta sea independiente de las características de los elementos constituyentes;
en particular, consideraciones sobre la flexibilidad de las moléculas no jue-
gan mngun papel. En definitiva, Q puede considerarse como la elección de
parámetro de orden más simple posible compatible con las simetrías del pro-
blema. Además, la definición es también váilda para la descripción de la. fase
nemática hiaxial, ya que la forma diagonal más general de Q, compatible
can la restricción TrQ = O, tiene dos parámetros libres:
( —~(z+y) O ú
O .-j(x—y) 0 (3.4)
0 m’
de modo que si x ~ O e y # O hay tres autovalores distintos y la fase es
biaxial; si x ~ O e y = O hay sólo das autovalores y la fase es uniaxial, y si
z = O e y = O la fase es isótropa porque Q = O.
3.1.2 Definición microscópica
La definición anterior de parámetro de orden ignorapor completo los detalles
moleculares y, por lo tanto, una teoría de Landau basada en dicho parámetro
será tan fenomenológica en su construcción como ‘universal’en sus prediccio-
nes. Sin embargo, cuando uno trata de construir teorías basadas en primeros
principios, hay que partir de un nivel de descripción microscópico y aplicar
técnicas de Mecánica Estadística. A este nivel, la definición de un parámetro
de arden utiliza promedios estadísticos de variables moleculares y, en conse-
cuencia, su relación con el parámetro de orden macroscópico definido en el
apartado anterior no es obvia en absoluto. De hecho, para la mayor parte
de los modelos moleculares, dicha relación es aún desconocida. Esto puede
dar lugar a una considerable complicación de la teoría de Landau basada
en un parámetro de orden microscópico. Vamos a tratar de introducir uno
de estos parámetros de orden en un modelo molecular senciflo y después
intentaremos ver su conexión con Q.
Supongamos el modelo más simple imaginable de nematógeno: un fluido
de varillas rígidas con simetría axial. En este modelo, la orientación de la
molécula queda completamente especificada por un vector unitario, u, en la
dirección del eje de simetría. Un parámetro de arden escalar o vectorial es
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impensable, puesto que el primero involucraría el promedio <u - u> que vale
siempre 1, mientras que el segundo tendría en su definición el promedio <u>,
que es siempre O debido a que el sistema no es ferroeléctrico. Entonces, la
elección más simple de parámetro de orden ha de ser un tensor de segundo
arden, que estará definido en términos de promedios del tipo’ <uu>. La
forma más sencilla de elegirlo, con e] requirimiento de que tenga traza nula
para que valga O en la fase isótropa, es:
= <u0u0> — (3-5)
siendo u0 las componentes de iii. La simetría de q es obvia de la definición.
Este tensor diagonaflza en cualquier base que contenga al director n, por lo
que puede escribirse de una forma mucho más operativa como:
qoqs = q (nono — (3.6)
con q definido por (2.9). La relación entre q y 9 puede obtenerse si se
tiene en cuenta que en el modelo de varillas rígidas, la parte anisótropa de
la susceptibilidad diamagnética es proporcional a
= PxoqaiI (3.7)
siendo p ladensidad numérica de partículas y Xa la anisotropía de la suscep-
tibilidad magnética molecular. Puesto que seg6n la definición A»» = PXo,
llegamos a la simple relación 9 = q, que es válida para este modelo parti-
cular pero que en ningún modo lo es de forma general.
Para finalizar vamos a hacer unos comentarios acerca del signo de q.
Cuando mediante la acción de un campo externo se obliga a los ejes mayores
de las moléculas a permanecer perpendiculares a n, Ax, y por tanto q, tienen
signo negativo. Bajo esta interpretación, las moléculas discoidales tienen
siempre sus ejes mayores perpendiculares a n, así que uno puede asignar
a la fase nemática que originan un valor negativo de q (ver sec. 1.3.1).
Como la definición está referida siempre al eje de simetría, q es positivo
tanto para moléculas alargadas como planas; así pues se hace necesaria
una modificación de la definición del parámetro de orden, multiplicando el
antiguo valor de A»» por el signo de Art n~ — n0, con n0 yn~ los índices
‘En lo sucesivo, la yuxtaposición de vectores, uu’, denotará ci producto tensorial, es
decir, (~u’)~D = u04, a distinguir del producto escalar, u u’, que se denota con un
punto entre ambos.
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de refracción (medidos a la misma longitud de onda) de los rayos ordinario y
extraordinario, respectivamente (Art > O para moléculas alargadas y án c a
para moléculas planas).
3.2 Teoría de Landau
La teoría de Landan es la aproximación más simple al estudio de las transi-
ciones de fase (Stanley, 1971; Landau y Lifshitz, 1982; Huang, 1987). La idea
básica que hay tras ella es la suposición de que para temperaturas próximas
a la temperatura de transición, el potencial termodinámico del sistema se
puede escribir como un desarrollo en potencias del parámetro de orden. Los
coeficientes del desarrollo son funciones de las variables del sistema, tales
como la presión, p, la temperatura, 7’, y los campos externos, h, en el caso
de fluidos. La teoría de Landau es una teoría fenomenológica y, por tanto,
carece de cualquier conexión que permita relaionar dichos coeficientes con
las interacciones microscópicas del sistema; la única forma de determinarlos
es a través de ajustes empíricos a los datos experimentales. El mayor logro
de esta teoría es que bastan una serie de consideraciones generales sobre los
coeficientes, la mayor parte de las cuales involucran argumentos de simetría
de las fases, para poder predecir el tipo de transiclon.
La forma del desarrollo de Landau del potencial termodinámico (en lo
que sigue denotado por F) depende de la dimensión del parámetro de orden,
pero los elementos esenciales aparecen ya en el caso en el que este parámetro
es escalar, Q. E, entonces, puede escribirse como:
F(p,T, Q) = Fo(p,T) — hQ + a(p,T)Q2 + b(p,T)Q3 + c(p, T)Q4 + . -. (3.8)
El estado de equilibrio del sistema puede optenerse como el mínimo de (3.8)
con respecto a Q, fijados p, 7’ y it. Para que exista al menos un mínimo es
necesario suponer que E —. oc asintóticamente con ±Q, en otras palabras, se
requiere que e > O. Además, no habrá punto crítico (en el caso de transición
de segunda orden) ni espinada] (en e] caso de transición de primer orden)
a menos que a cambie de signo para un cierto valor de la temperatura ‘Fo.
Así, a(p,T) = O es la ecuación del punto critico o de la espinodal, y define
una línea en el diagrama de fases (2’o(p)). Cerca de ‘Fo podemos escribir a
como:
a(p,T) = ao(T — ‘Fo) (3.9)
Por su parte se supone una dependencia débil de los coeficientes b y c con la
temperatura, así que se consideran prácticamente constantes en las cercanías
de T~.
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Argumentas de simetría también nos dan indicación del tipo de términos
permitidos. Así, si las fases entre las que se produce la transición (Q = O y
Q # O) tienen distinta simetría, el término lineal debe seridénticamente nulo
(it = O). Puede ser no nulo en presencia de un campo que rompa la simetría
o si el parámetro de orden es escalar. En cuanto al término cúbico, no puede
aparecer si el parámetro de orden es vectorial, porque es imposible construir
un escalar de tercer arden con un vector. Sí puede estar presente, en cambio,
cuando el parámetro de orden es un escalar o un tensor de segundo orden,
por ejemplo.
Cuando b = Ola transición es de segundo orden si, como hemos supuesto,
c > O. Pero aun siendo b = O; si e < O la transición puede ser de primer
orden, para lo cual se necesita un término de sexto orden estabilizador, con
un coeficiente e > O. Un interesante fenómeno ocurre cuando e cambia
de signo en algún punto de la línea de transiciones. En ese caso el orden
de la transición cambia y ese punto, con unas características peculiares,
recibe el nombre de punto’ tricrítico (Huang, 1987). La transición será de
primer orden siembre que exista el término cúbico (6 # O) y no se pueda
eliminar mediante una redefinición del parámetro de orden, como ocurre
si éste es escalar <Alexander y Amit, 1975), ya que la transformación q =
qo + q’ permite elegir qa de modo que desaparezca este término. Entonces
la expresión de E resulta idéntica a la del modelo de Ising con campo y una
transición de segundo orden es posible en un punto del diagrama de fases. Si
el parámetro de orden es un tensor de segundo orden (como en la transición
I-N), el término cúbico no puede ser eliminado y, por lo tanto, la transición
es de primer orden.
Una vez analizada la teoría en su versión más simple, estamos en con-
diciones de describir la teoría de Landau de la transición LN, debida a de
Gennes (1969; 1971). La teoría de Landau-de Gennes proporciona un de-
sarrollo de la energía libre E en términos del parámetro de orden nemático
introducido en la sección anterior, Q. Como Q es un tensor de segundo
orden, mientras que E es un escalar, la forma de obtener dicho desarro-
llo es construir primero todos los invariantes rotacionales posibles con un
tensor de segundo orden. Estos invariantes son polinomios construidos con
las componentes del tensor, que no cambian cuando se reemplazan dichas
componentes en un cierto sistema de referencia por las mismas referidas a
otro sistema de referencia rotado respecto al primero. La teoría general de
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tensores nos dice que la forma mis general de un invariante rotacional es:
m
E E Cnl nm[HTr(Q»’)] (3.10)
1» flj...flm
con n~, vn = 1,2 Una importante propiedad de los tensores simétricos
3x3, Q, es que el término Tt(Q”) puede ser expresado como un polinomio en
Tt(Q) (que vale O por la condición de traza nula), Tt(Q2) y T4Q3) sólaznente(ver apéndice A de Gramsbergen et al., 1986). Así pues, la energía libre de
un nemático puede ser escrita como:
F = Fo + ~aTr(Q2) + ~bTr(Q~) + !c[n(q2)124
+ !d[T~(Q2)][Tt(Q3)] + ~e[TdQ2)]3 + ¿[Tr(Q3fl2 + ... (3.11)5
(los coeficientes numéricos se escriben por conveniencia). La ausencia en
(3.11) de término lineal en Q hace posible la existencia de la fase isótropa; la
introducción de un campo externo (Gramsbergen ci al., 1986) destruye esta
posibilidad, al hacer aparecer este término. La existencia del término cúbico
(y en general, de los términos impares superiores) hace que la transición I-N
sea necesariamente de primer orden. Finalmente, la transición ocurre para
a = 0, así que supondremos que este coeficiente puede linealizarse en torno
a algún valor de la temperatura T (a sea, a = ao(T — T*)), próximo a
la temperatura de la transición Tp~; los restantes coeficientes se suponen
constantes, tal y como se ha discutido al comienzo de esta sección.
La expresión (3.11) se puede simplificar aún mis adoptando para Q
la forma. diagonal (3.4). En esta representación, ]os das invariantes que
aparecen en (3.11) se transforman en:
Tr(Q2) = 1(32 + y2) - (3.12)
Tr(Q3) — —z(z — y2) (3.13>4
de cuyas expresiones puede deducirse que [Tr(Q3)]2 ~ [Tr(Q2)]3, donde el
signo de igualdad se verifica sólo para el caso uniaxial (y = O). Así pues,
el término de sexto orden en e’ es el responsable de la existencia de la fase
nemática biaxial; dado que centraremos nuestro interés en la fase nemática
uniaxial, en adelante ignoraremos este término (e’ = 0). Centrándonos,
pues, en la fase uniaxial y utilizando (3.12) y (3.13) obtenemos la siguiente
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Figura 3.1: (a) Energía libre E en función del parámetro de orden Q, para los
valores de la temperatura r, T¡N y ‘Ft’ (14 parámetro de orden Q en función de
la temperatura, según la ecuación (3.17) (la línea discontinua corresponde a la fase
nemática metastab]e). [Fuente: Gramsbergen e/ aL, 1986]
expresión para la energía libre:
9 4 9 ~ 9 6F=Fo+~ax2+!bx3+ —cx + —dx + —ex (3.14)
4 4 16 40 16
De esta ecuación general uno puede describir dos situaciones diferentes,
según la elección que se haga de los coeficientes. Vamos a discutirías se-
paradamente:
a) Puesto que (3.14) tiene la misma forma que (3.8), podemos ignorar
los términos superiores al cuarto orden (d e = 0) e imponer e > O
para garantizar la existencia de fase nemática. Distinguimos, entonces,
cuatro regiones de temperatura (ver figura 3.1):
(i) Tt c 7’: sólo existe la fase isótropa (za = O es el único mínimo
de E);
(u) ‘FIN c 7’ -c 21: la fase isótropa es estable (za = O es el mínimo
absoluto de E) y existe una fase nemática metastable (za # O
aparece como mínimo local);
4T
0.0
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(iii) T .c ‘F < ‘Fpj: la fase nemática es estable y la isótropa queda
como fase metastable;
(iv) ‘F c T: la fase nemática es estable mientras que la isótropa se
hace inestable (es un máximo de F).
Así pues, T y ‘FI pertenecen a la espinodal. Las expresiones para ‘Fp~
y 74 son:
627’ = ‘F~ + 27a0c (3.15)
62
= ‘F + 24a0c (3.16)
El parámetro de orden de la fase nemática, Q = 3zo/
2, viene dado
por:
con Qt = Q(’FI) y QIN = Q(’FIN) dados por:
= (3.18)
4 4c
b) Experimentalmente se comprueba que 6 y c son coeficientes muy pe-
queños (Anisimov et aL, 1977), y que, además, c tiene la simetría
de a, es decir, cambia de signo con a. Esto hace que a y e se anu-
len simultáneamente, lo que da lugar a un comportamiento tricrítico
(Huang, 1987). El modelo que se sigue para estudiar este tipo de com-
portamiento se obtiene haciendo e d = O y e > O en (314). Los
resultados que se obtienen de este modelo son:
‘FIN = -~-.. + (3.19)2laoc
62
= W + ~— (3.20)
Qt = (1)2/3 Q’N = (36 1/3 (3.21)
con el parámetro de orden Q(’F) dado por la ecuación implícita:
~ — 0 (3.22)4e
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Del primer modelo se ve que e] parámetro de orden satisface, cerca de ‘FI,
una relación del tipo Q — Ql (‘FI — ‘F)a, con ¡3 = 1/2. Eso quiere decir
que si b = O (o equivalentemente, Ql = O) estamos ante un comportamiento
crítico clásico (Staniey, 1971), mientras que en el segundo modelo con b = O
el comportamiento es similar, pero con ¡3 = 1/4. Si b ~ O en este segundo
modelo recobramos ¡3 = 1/2 (según se obtiene de (3.22)); sin embargo, dado
que b es experimentalmente muy pequeño, cabe esperar que esta situación
se produzca en un intervalo de temperaturas tan próximo a que sea inac-
cesible a las medidas y, en consecuencia, estaremos ante un comportamiento
quasitricrítico, con ¡3 = 1/4. Aunque en principio no está daro que la teoría
de los puntos críticos describa el acercamiento a una espinodal, de la teoría
de Landau se obtiene que no hay diferencia en el tratamiento de ambos. Por
otra parte, la dimensión crítica de este comportamiento tricrítico es D~ = 3
(Gramsbergen et aL, 1986), así que el valor de clásico ¡3 = 1/4 será, a su
vez, el valor esperable experimentalmente (no así para el comportamiento
crítico, en que D~ = 5 (Gramsbergen fl aL, 1986> y, en consecuencia, los
exponentes clásicos son erróneos). Los resultados experimentales aún no son
concluyentes; aunque ciertamente el valor ¡3 = 1/2 está excluido y toda la
evidencia parece sugerir el valor ¡3 = 1/4 (ver los datos de Thoen y Menu
(1983), que dan como resultado ¡3 = 0.247 ±0.01), el exponente crítico del
modelo de Ising (/3 = 0312) no está definitivamente eliminado (la energía
libre con 6 = d = e = O es equivalente a la de un modelo de Ising). Una dis-
cusión más detallada de la situación experimental aparece en Gramsbergen
et al. (1986)-
Antes de finalizar con la teoría de Landau merece la pena echar un
vistazo al caso bidimensional. Por analogía con 3D, en 2D el parámetro de
orden microscópico (que, como hemos visto, coincide con el macroscópico en
moléculas rígidas) será un tensor simétrico 2 x 2 de segundo orden definido
mediante:
= <u&ug> — (3.23)
que reescrito en términos del vector director n adopta la forma:
= q — (3.24)
donde ahora q = <T2(u)>, con T2(x) = 2±2— 1 el polinomio de Chebychev de
segundo orden (Abramowitz y Stegun, 1965; Gradshteyn y Ryzhík, 1980).
Los invariantes rotacionales de q serán también de la forma (3.10), pero
ahora q es una matriz 2 x 2 y el resultado para matrices simétricas 2 x 2 es
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que Tr(q~) se puede escribir como un polinomio en Tt(q) (que vale O por la
condición de traza nula) y Tr(q2); luego todo lo que aparece en el desarrollo
de Landau son potencias de TT(q2), es decir:
F=Fo+~aTr(Q2) + ~c[T~.(Q2)]2 + 1 (3.25)
Por consiguiente, si c > O la transición es de segundo orden; si e .c O la
transición es de primer orden, y si, como parece ocurrir en 3D, e cambia
de signo con la simetría de a, entonces habrá un comportamiento tricrítico.
No hay resultados experimentales que confirmen ninguno de estos compor-
tamientos, sin embargo, este análisis nos permitirá entender los resultados
que aparecen en capítulos posteriores, cuando se estudie la transición I-N
en un modelo bidimensional.

4La transición orientacional en
D=3
La TFD (ver apéndice A) ha demostrado ser la herramienta teórica más po-
tente en la descripción de la transición fluido-sólido (F-S) (dos monografías
sobre el tema son Baus, 1987 y 1990). Gracias a ella, la termodinámica
del sólido de esferas duras (ED) y la coexistencia con el fluido han sido
reproducidas con una gran exactitud (Lutsko y Baus, 1990a y’b). Como
ya se apuntaba en el trabajo pionero de Ramalcrishnan y Yussouf (1979) la -
ventaja de la TFD sobre el resto de las teorías es que permite calcular resul-
tados para una faseinhomogénea a partir de los datos de la fase homogénea.
Utilizando esta valiosa propiedad, el formalismo de la TFD ha sido exten-
dido al estudio de las transiciones entre mesofases en sistemas de cuerpos
convexos duros anisótropos, de los cuales los más estudiados han sido los
elipsoides duros de revolución (EDR), por ser la extensión inmediata de ED
a cuerpos anisótropos, y los esferocilindros duros (ECD), cuyas propiedades
de empaquetamiento han permitido estudiar fases esmécticas.
4.1 El funcional energía libre
Como punto de partida para la obtención de un funcional capaz de descri-
bir la fase nemática tomaremos las expresiones (A.21), (A.22) y (A.27) del
apéndice A, que refieren la energía libre, F[p], de una fase de densidad local
a la de una fase de densidad uniforme e isótropa pn. Si añadimos
la simplificación de tomar esta densidad igual a la densidad media de la
fase inhomogénea, es decir, PR = p — W’ fdxp(x) (con V el volumen),
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obtenemos la siguiente expresión para la diferencia de energías libres:
PAF[p] = f3F~4p] + Jdxp(x)ln{p(x)/p}
— dA(1 — A) J dxj dx’C(x,x’; [pfl)Ap(x)4o(x’) (4.1)
donde F.n[p] es la contribución debida al campo externo; C(x,x’; [p~]) es
(ver apéndice A) la función de correlación directa (FCD) de un sistema de
densidad local p>(x) = p + AAp(x), con Ap(x) = p(x) — p (que en su forma
más general es un funcional de la densidad local, comodenotan los paréntesis
cuadrados); ¡3 = l/knT es la inversa de la constante de Boltzmann por la
temperatura, y finalmente x = (r, u) denota las coordenadas espaciales (r)
y las orientaciones (u) de las moléculas. El término del campo externo es
necesario para confinar el sistema en una región de volumen V y para rom-
per la simetría rotacional que posee la fase isótropa; sin embargo, de modo
equivalente podemos anular esta contribución imponiendo directamente so-
bre p(x) condiciones apropiadas. Así pues, dado que estamos interesados
en la transición I-N y la única simetría que la fase nemática tiene rota es 1a
orientacional, podemos escribir p(x) =‘ph(u), siendo h(u) la función de dis-
tribución angular normalizada (f duh(u) = 1). Por el mismomotivo, la FCD
será traslacionalmente invariante, esto es, C(x,x’; [pl) = C(r—r’; u, u’; [ph]),
así que la diferencia de energía libre por partícula cútre las fases nemática e
isótropa, A$h] AF[h]/pV, vendrá dada por:’
= Jduh(u)lnh(u) (4.2)
— ~JduJ du’Ah(u)Ah(u’) j dA(l — A)J drC(r; u, u’; [ph>])
con h>(u) = 1 + AAh(u), siendo Ah(u) =h(u) — 1- Aunque la ec. (4.2)
es exacta, involucta la FCD de un fluido nemático, que es una función des-
conocida. De hecho, la obtención de la FCD para una fase inhomogénea es
un problema arduo que sólo ha podido ser resuelto para algunos sistemas
unidimensionales’. Por este motivo es necesario hacer alguna aproximación
en (4.2) que evite usar dicha función.
‘Por ejemplo, Percus obtuvo la FOD de un fluido ID con interacción apróximos vecinos
en un campo externo arbitrario (ver el trabajo de Percus en: Lebowitz, 1987); asimismo,
las FOD de algunas cadenas de espines han sido obtenidas por Percus (1977) y Tejero
(1957); finalmente, la FOD de un modelo de fluido íD de partículas duras anisátropas se
ha obtenido recientemente (Tejero y Cuesta, 1990).
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Sobre la manera de hacer esta aproximación se han seguido diferentes
estrategias en la literatura. La forma más inmediata de proceder es hacer
un desarrollo del vinal de (4.2) que, cuando se trunca en el segundo orden,
da lugar a la teoría de Onsager (ver sección 2.1); Mulder y FrenIcel (Muí-
der y Frenkel, 1985; Mulder, 1986) utilizaron además la contribución del
tercer coeficiente del vinal (que estimaron mediante un cálculo MC) pero
aproximando (4.2) por medio de un2 ‘desarrollo y’ (Barboy y Gelbart, 1979;
1980). Otra forma de abordar el problema es desarrollar la FCD de la fase
anisótropa en torno a la de un fluido isótropo de referencia con la misma
densidad (Singh y Singh, 1986; Marko, 1988), como ya se había hecho en
los primeros trabajos sobre la transición F-S (ver Baus, 1987; 1990). Por
6ltimo, se puede aproximar la FCD de la fase anisótropa por la de un fluido
isótropo con una cierta densidad efectiva, como han hecho Baus y colabo-
radores (Baus et aL, 1987; Colot et al., 1988) extendiendo el método que
habían aplicado con éxito a la transición F-S (Baus y Colot, 1985; Colot y
Baus, 1985; Colot et aL, 1986). Esta línea de trabajo es la que ha expe-
rimentado un mayor desarrollo en los últimos años bajo la denominación
general de aproximación del líquido efectivo’ (ALE). A ella le vamos a de~
dicar especial atención en este capitulo, describiendo el trabajo de Baus y
colaboradores, ya que su posterior desarrollo en el campo de la transición
orientacional ha sido el objetivo principal de esta tesis.
Aplicar la ALE sobre el funcional C(r; u, u’; [p>])equivale a hacer:
C(r; u, u’; [¡‘>1)~ C(r; u, u’; 73fl (4.3)
siendo 73> una densidad media efectiva. Como en el caso de la transición F-S,
esta densidad efectiva se determina a través de un razonamiento geométrico
ad hoc que la relaciona con p>, la densidad medía correspondiente a p>(x).
Pero dada la forma de esta función, su densidad media es independiente de
A (p> = p), luego la densidad efectiva será también independiente de A, o
sea, 73> 73. De éste modo hemos reducido el problema a determinar la
FCD de un fluido isótropo, una tarea mucho más simple que la de obte’
ner la FCD del fluido anisótropo. A pesar de todo, tampoco se conoce la
solución de este problema, ni siquiera, como en el caso de ED, en la aproxi-
mación de Percus-Yevick (PY) (Percus y Yevick, 1958; Stell, 1973; Hansen y
McDonald, 1986). La FCD del fluido isótropo puede ser obtenida mediant&
2E1 desarrollo y consiste en utilizar como variable y = ,/(l — ‘J), con n = Vm¿IP la
fracción de ttnpaqfltt&Initnto (Vmoi es el volumen de una molécula), en lugar de la propia
densidad; el desarrollo resultante, cuyos coeficientes son resumaciones de los coeficientes
del vinal, tiene mejores propiedades de convergencia que el desarrollo del vinal.
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resolución numérica de la ecuación integral de Ornstein-Zernike con diferen-
tes aproximaciones de cierre (Perera ti al., 1988), utilizando los desarrollos
en invariantes. rotacionales de las funciones de correlación (Blum y Torrue-
Da, 1972), o bien a través de alguna forma analítica propuesta a partir de
algún tipo de consideración física. En esta última línea, que es la que vamos
a seguir aquí, se-han sugerido dos aproximaciones diferentes, que conducen
al mismo resultado cuando se aplican a la transición I-N.
La primera propuesta, debida a Pynn (1974), consiste en ree8mlar la
FCD del fluido de -ED, CED(r/u; n) (oes e] diámetro de una ED y ~ s
con v~j el volumen molecular, es la fracción de empaquetamiento del fluido>,
con la distancia de contacto de dos partículas, a(i; u, u’) (con i s
Lado (1985) probó que el carácter isótropo de (4:4) en el límite y —* O no
es físico; sin embargo, el test numérico de esta aproximación, aplicada a
dímeros formados por dos esferas soldadas, demuestra que, excepto por el
mencionado fallo a cortas distancias, la aproximación funciona muy bien
para separaciones entre esferas de hasta 0.4 veces su diámetro. Por otra
parte, Lado arguye que el fallo a cartas distancias es poco relevante debido
al factor r2 del elemento de volumen. A pesar de todo es presumible que
para mayores excentricidades la aproximación (4.4) no sea tan buena.
La segunda propuesta, debida a Baus el al. (1987) consiste en factorizar
las partes radial y angular de la FOD:
donde O~ estáelegido de modo que e] volumen de las mojéculas coincida con
el volumen de las ED de referencia (o sea, = O¡jOj en el caso de EDR
de diámetro mayor a
11 y diámetro menor aj). Como indican los autores
(Colot et al., 1988), esta aproximación es anisótropa tanto en r = O como
en r = a0 (el contacto) y puede ser considerada como el orden cero de algún
desarrollo perturbátivo de la FCD. Cuando S(u. u’) se toma igual a la razón
entre el volumen excluido de dos moléculas con orientaciones u y u’ y el de
dos ED d& referencia, ambas aproximaciones conducen a] mismoresultado,
siempre que la densidad local de la fase en cuestión, p(x), sólo dependa de
la orientación
3 (como ocurre con, la fase nemática) Así pues, en adelante
utilizaremos la forma (4.5) para la FCD del fluido isótropo.
3Estrictainente la apronmación de factorizacién sólo es válida a bajas densidades, ya
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Cuando se aplican las ecuaciones anteriores al estudio de EDR, uno en-
cuentra el problema adicional de que no existe una expresión analítica de
la distancia de contacto entre dos elipsoides. El problema se soluciona a
través de la aproximación del solapamiento gaussiano (ASG), descrita en
- el apéndice B, que conduce al siguiente resultado para el volumen excluido
reducido (ec. (B.íí)):
- u’) = (1— x2(uui2)”’2
siendo x ~n parámetro que mide la excentricidad, relacionado con la ‘razón
de aspecto’, n = o¡¡/ox a través de x = (#c2 — 1)/fr2 + 1).
Con todo, el mayor problema surge a la hora de elegir un criterio que
nos permita determinar la densidad efectiva 73. Como ya hemos comen-
tado, en la transición F-S esta densidad efectiva viene dada por argumentos
geométricos. Para encontrar un argumento similar que nos permita calcular
73 en nuestro problema primero hay que hacer notar que si buscamos un
fluido isótropo de referencia tal que su FCD reproduzca, en ‘promedio’, la
estructura de par del fluido nemático de densidad p, entonces 73 ha de ser
menor que p para así tener en cuenta la disminución de la interacción que
se produce en la fase nemática como consecuencia del aumento del orden
molecular (hay que tener en cuenta que la interacción se debe sólamente al
efecto del volumen excluido, que es menor en las fases ordenadas). De la
estructura microscópica de ambas fases es claro que en la fase isótropa un
EDR puede rotar más o menos libremente en torno a cualquiera de sus ejes,
mientras que en la fase nemática el elipsoide sólo puede rotar libremente en
torno a su eje de simetría. Como consecuencia de ello, la distancia media
de contacto entre dos EDR vecinos será menor en la fase nemática que en
la isótropa. En la fase isótropa esta distancia media es ~o,por lo que en la
fase nemática será 000, con O < a < 1. Este factor puede estimarse como
la relación entre el volumen accesible a un EDR en la fase nemática y la
isótropa, es decir:
¡ í—IxI\ 1/2
a(x) = = mmn(n, 1/¡c) (4.7)
que da el mismo peso a configuraciones de moléculas con la misma orientación relativa
pero distinta orientación con respecto a 1.; de hecho, al estudiar fases espacialmente jubo-
mogéneas (como las esmécticas o la sólida) resulta que mientras que los resultados de la
aproximación de Pynn son razonables, la aproximación de factorizacián lleva a prediccio-
nes erroneas (Xu el aL, 1991), debido a que las inhomogeneidades resultantes de (4.5) son
esencialmente las de un sistema de El).
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De acuerdo con esto, una manera de obtener 73 es exigir que la FCD del
finido efectivo a la distancia media de contacto en la fase flemática, aa0, sea
igual a la FCD del fluido real a la distancia real de contacto, esto es (dada
la factorización en (4.5)):
CED(1;q) = CED(a(x);17) (4.8)
que conduce a una relación 17 = 17(i; x) (la figura 4.1 muestra un dibujo
de estas curvas para algunos valores de n). La ecuación (4.8) requiere una
expresión explícita para la FOD de ED. Esta expresión no se conoce exac-
tamente más que para D = 1; sin embargo, en 1) = 3 existen muy buenas
aproximaciones, como la ya mencionada de PY (Hansen y McDonald, 1986),
la mejorada de Waisman-Henderson-Blum (Waisman, 1973; Henderson y
Blum, 1976) que utilizan Singh y Singh (1986), ola sugerida por Baus y Co-
lot (1987) consistente en una modificación de la PY que permite incorporar
la ecuación de estado de ED como dato, corrige la inconsistencia de aquélla
4
y proporciona expresiones para cualquier dimensión. Los resultados que se
obtienen dependen de forma débil de la elección que se haga, así que puede
usarse la simple PV.
Uniendo todos estos ingredientes llegamos por fin a la forma final del
funcional (4-2):
¡3&14hJ = J duh(u) In h(u) — ~Ipy(i7~~ x))[H(x; [h])— J¡o(x)] (4.9)
donde:
n’pyei) = pJdrCpv(r/oo;i7)=—ri 8—2~+417~—3? (4.10)
H(x;[hJ) = Jdujdu’/duY4u’) (1~x2(u.uf)2)’/2 (4.11)
1/ arHo(x) = H(x; [1]) = — <1 + csinx ¡ - (4.12)2 k~ x(l— x2Y~2/
‘La FOl) de PY conduce a dos ecuaciones de estado distintas, según se utilice la
ecuación del vinal o la ecuación de la compresibilidad (Hausen y McDonald, 1986).
- 5La forma de ]a FCD en aproximación de PV es:
Cpy(z;vfl=—e(i—x) { (í12i~ (1 + ±~ir~)~6q((
1+2T~x}
donde x = 7/a y O(z) es la función escalón de Heaviside.
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Figura 4.1: Curvas 3~(tj) obtenidas a partir de (4.8) para varias razones de aspecto,
a saber, de arriba a abajo, tc = 1.3, 2, 3, 6 y 10. Con líneas discontinuas están
representados los casos extremos n = 1 (superior) y ¿c = ~ (inferior). (Fuente:
Colot et aL, 1988] -
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En la obtención de la segunda igualdad de (4.10) se ha utilizado la expresión
explícita de la FCD de PV (ver nota 5 a pie de página), mientras que el
resultado final de (4.12) ha sido tomado de la tabla B.1 (ver apéndice B).
Está claro que la presencia de 73 en (4.9) sólo puede dar cuenta de una
manera muy burda de la influencia de los términos de orden superior en un
desarrollo en Ah(u) del funcional (4.2); sin embargo su presencia se hace
necesaria, como en la teoría de la transición F-S (Baus, 1990), dado que
estos términos de orden superior no pueden ser despreciados a causa de la
lenta convergencia de los desarrollos en ~Xp(x).Por otra parte, el funcional
(4.2) posee dos importantes propiedades: (i) su dependencia en 2 implica
una simetríaexacta oblato-prolato (x — —x o, equivalentemente, tc -~.
que resulta ser casi exacta en las simulaciones (Frenlcel y Mulder, 1985), y
(u) se reduce (Colot et al., 1988) a la teoría de Onsager (sección 2.1) para
un sistema diluido de varillas muy largas6 (i~ —. O y n —. oc con ¡c~ = const).
4.2 La fase isótropa
La ecuación de estado de la fase isótropa se puede obtener a partir de la
ecuacián de la compresibilidad:
= 1— pJdr ¡ du J du’C(x-; u, u’; p) (4.13)
op
que por medio de (4.5) se transforma en:
OP = — (4.14)
Ho(x)PJdrCED(r/oo;n)
Si hacemos x = O en la ecuación anterior obtenemos la ecuación de la com-
presibilidad para ED, la cual nos permite reescribir (4.14) como:
OP OhD (4.15)
= 1 +
6Colot y colaboradores encuentran que la densidad reducida, c (ver ec. (2.5)), viene
dada en ci presente esquema por la expresión e = 4n~, que difiere en un factor w/2
del resultado original de Onsager, Con. = 8~n/r. Estos autores atribuyen erróneamente
la discrepancia a las diferentes propiedades de empaquetamiento de los elipsoides con
respecto a los cilindros; la verdadera razón es que este factor w/2 procede de la diferencia
entre el segundo coeficiente del vinal en la ASG (ec. (4.12); ver también apéndice B) y el
exacto (Barker y Benderson, 1976; Boublfk y Nerbeda, 1986).
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o equivalentemente:
P¡3— Z(ij; x) = 1 + Ho(x)(ZED(n) — 1) (4.16)
p
donde se han introducido los factores de compresibilidad de ED, ZED(n)
/3Jtn/p, y de elipses, Z(t~; x). En otras palabras, la ec. (4.16) establece que
la razón de las sobrepresiones adimensionales correspondientes a EDR y ED
es igual a la de sus respectivos volúmenes excluidos medios:
Z(n;x) —1 = Ro(x) (417)
ZEO(’7) — 1
Nótese que, gracias a la factorización (45), no ha sido necesario utilizar
la expresión explícita de la FCD de ED en la obtención de (416). En
consecuencia, el factor de compresibilidad de ED puede ser reemplazado por
expresiones aproximadas más precisas que la de PY. De hecho, una familia
general de tales aproximaciones viene dada por la ecuación:
ZED(~) = l+ii+n2 a17 (4.18)
•(1 —q)3
donde si hacemos a = O y a = 3 tenemos, respectivamente, las ecuaciones
de estado de PY correspondientes a la compresibilidad (PY-c) y al vinal
(PY-v), mientras que si hacemos a = 1 obtenemos la ecuación de Carnahan-
Starling (CS) (Carnahan y Starling, 1969; Hansen y McDonald, 1986). La
ecuación de estado de PY-v subestima demasiado los valores exactos (cal-
culados por simulación) del fluido de ED, así que en realidad sólo conside-
raremos las otras dos aproximaciones. En la figura 4.2 se han representado
los resultados de (4-16), con ambas ecuaciones de estado de ED, y las si-
mulaciones de FrenIcel y Mulder (1985). La precisión de las curvas teóricas
(especialmente la correspondiente a la CS, ya que la PY-c siempre sobrees-
tima un poco la presión) es sorprendentemente buena, dada la simplicidad
de la expresión (4.16); de hecho (Baus et aL, 1987), el acuerdo con las si-
mulaciones es mejor que el que se obtiene de la-extensión de la ‘teoría de la
partícula escalada’ (TPE) a cuerpos convexos (Boublík y Nezbeda, 1986).
4.3 La fase flemática
Por tratarse de un sistema EDR es de esperar que la fase nemática sea uni-
axial y, por tanto, posea simetría cilíndrica en torno a algún director n y
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Figura 4.2: Presión reducida, p = I3Pvmoi, frente a la fracción de empaqueta-
miento,?) = PVmoI, para la fase isótropa de EDR, tal como se obtiene de (4.16) con
las ecuaciones de estado de PY-c (líneas discontinuas) y de CS (líneas continuas).
Las curvas se comparan con los resultados de simulación de Frenkel y Mulder (1985)
para EDR prolatos (PC > 1, círculos) y oblatos (PC < 1, cuadrados). Los valores de
n son, de abajo a arriba, PC = 1.25, 2, 2.75 y 3. Las curvas han sido desplazadas
cada una tres unidades hacia arriba respecto de la anterior. La simetría casi exacta
oblato-prolato de las simulaciones es evidente en el dibujo. [Fuente: Colot el aL,
1988]
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de reflexión con respecto al plano perpendicular a n. Entonces, h(u) de-
penderá sólamente del ángulo O entre xi y u, o sea, h(u) h(s) =
con u - xi = cosO = a, y su normalización será f¿ dsh(s) = 1. La existen-
da de una expresión para A4’ (ec. (t9)) como funcional de la distribución
orientacional, é’4s), junto con la condición de mínimo que éste debe cum-
plir (ver apéndice A), sugieren el empleo de un método variacional. Una
parametrización completa de h(s) se consigue mediante su desarrollo en los
términos pares (dada la paridad de la función) de la base de polinomios de
Legendre (h(s) = ~ a2flP2fl(s)), que satisfacen la relación de ortogonalidad
f¿ dsPn(8)P,n(s) ~ ~ La desventaja de esta expresión es que, una vez
truncada, el carácter positivo de la serie no está garantizada, lo que hace
más lenta la convergencia. Este defecto puede remediarse parametrizando
el logaritmo de la función (ln h(s) = >¿D,, y2~P2~(s)) en lugar de la propia
función, y de hecho este método ha sido ya utilizado con éxito en la litera-
tura (Lekkerkerker ci al., 1984). La determinación precisa de h(s) requiere
retener varios términos del desarrollo (hasta 7 se han utilizado en la referen-
cia anterior); sin embargo, la potencia del método variacional reside en que
incluso una aproximación grosera de h(s) permite calcular la termodinámica
del problema con bastante precisión (Baus, 1987), ya que los detalles de la
función se pierden en la integración. Por esta razón sólo retendremos hasta
el segundo orden en el desarrollo de In h(s), lo que, unido a la condición de
normalización, conduce a la siguiente función prueba uniparamétrica:
h(.s) = fl(yY’eY~> (419a)
= JdsC>’2 (¡) = F(~ñ7Ñ) (4.19b)
que coincide con la obtenida en la teoría de Maier-Saupe (ec. (2.11)). Él
último miembro de (4.19b) está contiene la función de Dawson (Abramo-
witz y Stegun, 1965), F(x) e~
2 fdtet2. Incluir más parámetros en la
definición de h(s) altera el valor de la energía libre como mucho en un 0.5%
(Colot et aL, 1988). Por otro lado, dado que y = O corresponde a la fase
isótropa (¡«e) = 1) mientras que y > O define la fase nemática, y es, en
sí mismo, un parámetro de orden; sin embargo, como ya se discutió en la
sección 3±2,un parámetro de orden más natural viene dado por:
q(y) = j de P
2(s)h(s) = + ln fl(y) (4.20)
que cuenta con la ventaja de estar acotado (O < q < 1).
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Figura 4.3: Diferencia de energía libre por partícula, IYA& según se obtiene de
(4.9) al utilizar (4.19), en función del parámetro de orden y, para EDR con n = 3 y
fracción de empaquetamiento (de arriba a abajo) ~ = 0.4725, 0.4746, 0.4771, 0.4800
y 0.4950. Son destacables las minúsculas diferencias de energías libres y la rapidez
con que se producen los cambios con respecto a q. [Fuente: Colot el al., 1988]
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PC ?)] Ai7 p ¡? q
MC 2.75 0.561 0.009 15.7 35.7
3 0.507 0.010 9.79 25.1
Marko 2.75 0.517 0.001 0.010
3 0.493 0.001 0.017
Colot
el al.
2.75 0.501 0.011 9.62 25.7 0.548
3 0.472 0.012 7.76 22.3 0.561
Mulder y
Frenkel
215 0.449 0.015 6.55 0.553
3 0.420 0.018 5.31 0.568
Singh y
Singh
2.75 0.329 0.018 0.532
3 0.309 0.021 0.547
Tabla 4.1: Resultados de la coexistencia I-N según las simulaciones MC (Frenkel
y Mulder, 1985), la TFD de Marko (1988), la ec. (4.21) (Colot el al., 1988), el
desarrollo y de Mulder y Frenkel (1985) y la TFD de Singh y Singh (1986).
191(N)
es la fracción de empaquetamiento de la fase isótropa (nemática), ~ — nl
es la ‘anchura’ de la transición, p = /3PVmOI la presión reducida en la transición,
= 130’ — po) el potencial químico reducido (con Mo el potencial químico del
gas ideal) y q el parámetro de orden en la transición. Aunque la teoría de Marko
proporciona unos valores de q¡ ligeramente mejoresque los de Colot el al., la anchura
y el parámetro de orden que predice son excesivamente pequeños. [Fuente: Colot
el aL, 1988]
Todo lo que nos queda por hacer para completar el programa es inser-
tar estas expresiones en (4.9) y encontrar el mínimo de A.~ como función
de y. Haciendo esto se encuentra que para valores de 17 por debajo de un
umbral 9o(n) sólo existe un mínimo en y = 0; por encima de este valor apa-
rece un segundo mínimo local para un cierto y ~ O que muy rápidamente
se convierte en mínimo absoluto (estabilizándose así la fase nemática) al
seguir aumentando la densidad, hasta ser el iinico mínimo (con lo que la
fase isótropa deja de ser estable) por encima de una cierta densidad iMtc).
Este comportamiento aparece ilustrado en la figura 4.3. Las funciones ?)í(n),
= 0,1, decrecen muy rápidamente con PC (se considera sólo ,c > 1, dada la
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Figura 4.4: Ftacciones de empaquetamiento (>) en la coexistencia de las fases
isótropa (valores inferiores) y flemática (valores superiores), en función de la razón
de aspecto (x), obtenidas a partir de las simulaciones MC de Frenkel y Mulder
(1985) (círculos), la TFD según Baus y colaboradores (Baus ci al., 1987; Colot
ci al.,- 1988) <línea continua), el desarrollo y de Mulder y E~enkel (1985) (línea
discontinun con puntos) y la TFD de Singh y Singh (1986) (línea discontinua). El
inserto muestra cómo los resultados de Baus y colaboradores se aproximan al límite
de Onsager ‘>oc 1/n <lineas discontinuas). [Fuente: Baus el al., 1987]
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simetría oblato-prolato), más incluso de lo que la teoría de Onsager predice
(PCm(n) decrece ligeramente con PC), mientras que el parámetro de orden en el
umbral, yo(no(PC), PC) (o equivalentemente qo(yo)), se mantiene prácticamente
constante en el valor yo ~ 3 (qo ~ 1/3), sugiriendo la existencia de una regla
de Lindemann como ocurre para la transición F-S en ED (Hansen y McDo-
nald, 1986; Colot y Baus, 1986). Si en lugar de estudiar el comportamiento
a densidad media constante se hace a presión constante puede determinarse
la coexistencia I-N. La via más inmediata para determinar esta coexistencia
es imponer la igualdad de presiones y potenciales químicos de las dos fases.
Cuando las expresiones son exactas, estas condiciones son equivalentes a la
construcción de la doble tangente de Maxwell:
OF1 OFN _ FN—FI (4.21)
t9p> OPN PN — Pi
donde
11(N) y PI(N) son, respectivamente, la energía libre y la densidad de la
fase isótropa (nemática). Cuando hay aproximaciones involucradas la dos
formas de obtener la coexistencia (las ecuaciones de equilibrio y la doble
tangente de Maxwell) no coinciden (este fenómeno, denominado inconsis-
tencia termodinámica, es inevitable y aparece siempre que existan dos vias
alternativas para la obtención del mismo resultado). Baus y colaborado-
res utilizan (4.21) por el hecho de que este método sólainente requiere las
energías libres como dato. Sus resultados, comparados con los de las teorías
anteriores y con las simulaciones MC de Frenkel y Mulder (1985), aparecen
en la tabla 4.1 y en la figura 4.4. En la región de alta densidad (n < 2.5) la
fase nemática está precedida por la fase sólida (flenkel y Mulder, 1985), que
no ha sido considerada en la teoría; por lo tanto, la transición I-N carece de
sentido en esa región. Una vez localizada la transición, el diagrama de fases
puede completarse calculando la presión mediante la relaman:
P O
¡3— = p—134 (4.22)
p Op
Los resultados, comparados con las simulaciones MC, aparecen dibujados,
para PC = 3, en la figura 4.5 (una comparación también para PC = 2.75 puede
verse en Colot et al. (1988)).
Para terminar, se puede conectar esta teoría con la teoría de Landau para
transiciones de primer orden débiles (sección 3.2) desarrollando la energía
libre, que es una función de ‘y, en términos del parámetro de orden nemático
q, que está relacionado con y a través de la ec. (4.20). Colot ci al. (1.988)
encuentran que el desarrollo de Landau truncado en cuarto orden da unos
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Figura 4.5: Diagrama de fases presión reducida (p)-fracción de empaquetamiento
(v~) obtenido por la teoría (línea continua) y por simulación (Frenkel y Mulder,
1985) para EDR con ,c = 3. La línea de la izquierda y los círculos representan la
rama isótropa, mientras que la de la derecha y los triángulos representan la rama
nemática. Los segmentos horizontales representa las coexistencias obtenidas por
la teoría (uniendo ambas ramas) y la simulación (uniendo círculos y triángulos).
[Fuente: Baus et al., 1987]
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resultados sorprendentemente buenos para PC =3, mientras que para n> 3
la transición que predice es demasiado débil y estrecha (las densidades en
la coexistencia están muy próximas), si bien proporciona un valor aceptable
de la densidad a la que se produce la transición (q y A~/~q tienden respec-
tivamente a 0.386 y 0.043 en la teoría de Landaucuando n —. x’, mientras
que la teoría presentada en este capítulo predice 0.799 y 0.276 y la teoría
exacta de Onsager7 0.792 y 0.274).
La teoría que acabamos de analizar confirma lo que ya las teorías pre-
cedentes habían revelado, y es que la TFD permite obtener unos resultados
muy buenos cuando se aplica a problemas de transiciones de fase en cuerpos
duros; sin embargo esta teoría incluye un concepto nuevo que parece mejorar
los resultados considerablemente: la introducción de un fluido de referencia
efectivo. Las teorías similares para la transición F-S han ahondado en esta
idea y han llegado a la conclusión de que una elección consistente de este
sistema de referencia puede conducir a excelentes resultados. Esta es la idea
que vamos a desarrollar en los siguientes capítulos, comprobando su validez
también para la transición VN. Sin adelantar acontecimientos, la siguiente
cuestión que nos planteamos es: ¿qué ocurre con los sistemas bidimensiona-
les?
7Recuérdese que en eflimiten — oo]a 6nica diferencia entre esta teoriay Jade Onsager,
aparte del factor de proporcionalidad de la densidad reducida, es el uso de una función
prueba diferente (ver sección 2-1).

5La transición orientacional en
D=2
Los sistemas bidimensionales pueden también experimentar una transición
I-N si sus moléculas constituyentes son suficientemente anisótropas. El estu-
dio de estos sistemas es interesante para la física de superficies. Una forma
de modelar tales sistemas es, por ejemplo, utilizar monocapas de moléculas
adsorbidas sobre una superficie uniforme. Si uno se restringe únicamente
a] movimiento sobre la superficie (ignorando los efectos debidos a la sepa-
ración parcial del substrato que experimentan algunas moléculas) el sistema
resultante es puramente bidimensional. Otro ejemplo interesante en el que
uno encuentrasistemas de este tipo son las capas de las fases esmécticas de
ciertas sustancias. En una fase esméctica C, por ejemplo (ver figura 1.7),
las moléculas tienen una proyección anisótropa sobre el plano de cada capa,
lo que define un sistema bidimensional de partículas anisótropas; entonces,
las transiciones entre diversas fases esmécticas pueden ser interpretadas, en
virtud de esta proyección, como transiciones entre fases bidimensionales’
(Nelson y Halperin, 1980). Otro ejemplo de sistema con dimensionalidad
reducida lo constituyen las películas de cristal líquido suspendidas libre-
mente, estudiadas por Young et al. (1978). En este capítulo consideraremos
un sistema de elipses duras, como extensión del modelo de EDR, introducido
en el capítulo anterior, a] estudio de la transición I-N en D = 2.
Es bien conocido que la reducción de la dimensión espacial de D = 3 a
‘Esto no es rigurosamente cierto, ya que el acoplamiento entre capas del fluido
esméctico, por dflil que éste sea, así como las fluctuaciones transversales de las mismas,
hacen que el sistema se comporte en muchos aspectos como tridimensional (Birgeneau y
Litster, 1978; Litster y Birgenean, 1952).
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D = 2 tiene profundas consecuencias para la naturaleza de las fases ordena-
das (ver apéndice C). La reducción de la dimensión normalmente conlíeva
un aumento de la importancia de las fluctuaciones elásticas de larga longitud
de onda excitadas térmicamente, las cuales tienden a destruir el verdadero
orden de largo alcance dando lugar a cuasi-fases, cuyo orden depende del
tamaño del sistema. La dependencia en el tamaño es lo suficientemente
débil (logarítmica en D = 2) como para que la diferencia entre estas cuasi-
fases y las verdaderas fases pueda ser ignorada a efectos prácticos en la
mayoría de los sistemas que uno puede conseguir en el laboratorio. El de-
caimiento algebraico de la función de correlación asociada al parámetro de
orden, que está ligado a la presencia de este orden de cuasi-largo alcance,
ha sido observado recientemente en simulaciones MC (flenkel y Eppenga,
1985) y experimentos de laboratorio (Van Winkle y Clark, 1988). A pesar
de todo, tales efectos de tamaño finito están fuera del alcance de las teorías
actuales sobre las transiciones de fase (Haymet, 1987; Baus, 1987), por lo
que serán omitidos en lo que resta de capítulo.
5.1 El funcional energía libre
El acuerdo cuantitativo entre los resultados de la TFD aproximada y los de
las simulaciones para la transición F-S en un sistema de ED continúa siendo
bueno cuando la teoría se extiende a un sistema de discos duros (D = 2)
(Colot y Baus, 1986). Uno espera entonces que algo similar ocurra con
la transición I-N, así que lo que vamos a hacer es extender el formalismo
del capítulo anterior a » = 2 y aplicarlo a un sistema de elipses duras.
Las expresiones generales del funcional energía libre que se han obtenido
en dicho capítulo siguen siendo válidas (con la única salvedad de tener en
cuenta la bidimensionalidad del espacio) para un sistema de elipses. Así,
partiremos también de la expresión exacta (4.2), aplicaremos de la misma
forma la ALE (ec. <4.3)), utilizaremos la factorización (4.5) dc la FCD
(tomando ahora ug = a11a1), donde S(u. u’) estará dada de nuevo por (4.6)
(en el apéndice B se demuestra que dicha expresión es válida para cualquier
dimensión » > 2), y, por último, la misma condición (4.8) será impuesta
para determinar la densidad efectiva ~7(v~;x) (cuyo comportamiento, muy
similar al caso» = 3 representado en la figura 4.1, aparece en la figura 5.1).
Procediendo así se llega a un funcional formalmente igual a (4.9) (aunque
sin utilizar la aproximación de PY para la FCD de ED, para la que no existe
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Figura 5.1: Fracción de empaquetamiento efectiva, i~, como función de la fracción
de empaquetamiento, i~, para un sistema de elipses duras con razón de aspecto
= 2, 4, 6 y 8 (líneas continuas). También se han excluido los casos límites >c =
y ic = oc (líneas discontinuas).
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expresión analítica en 13 = 2):
¡SA«h] = Jduh(u)ln h(u) — ~IED(«q;x))[H(x; [h])— Ho(x)) (5.1)
donde las definiciones de las funciones en (5.1) son ahora:
nIED(fl) = ~JdrC~y(rIao;?~)= ,.— ~ (5.2)17k Oi~/
H(x;[h]) = Jdujdu’h(u)h(u’) (1 fl~~2u)
)
Ho(x) = H(x; [1])= 2E(x2) (5.4)ir(1 — x2)’12
En la obtención de la segunda igualdad de (5.2) se ha utilizado la ecuación
de la compresibilidad (ec. (4.14) con Ho(x) E 1), siendo ZED(17) el factor de
compresibilidad de discos duros. Por otra parte, la expresión final de Ho(x)
aparece en la tabla BA. Nótese que la simetría oblato-prolato de (5.1) es
trivialmente exacta en 13 = 2.
Para completar la descripción sólo nos queda encontrar una aproxi-
mación de la FCD de discos duros. Podemos utilizar, por ejemplo, la
expresión de Baus y Colot (1987) (ya comentada en la sección 4.1):
C(x;n) = —+[17ZEDOiflO(1~z)
- x {1~a2vi+~a2n [arccosE~!(1~#)1/2]} (5.5)
donde la función a(q) está dada por la ecuación implícita:
3. [a2~a2 —4) arcsen’ — (a2 + 2)(a2 — 1)1/2]
í r
_ (+‘7zEnnn) (5.6)
‘7 L J
En cuanto a la ecuación de estado a utilizar, los autores proponen también
una expresión general para ED 13-dimensionales de la forma:
= 1 + YZfl=I c~77~ (5.7)
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II B~+iI(B2)~
1 1 0
2 3
3
——
ir
3 2— 2v’S 10
2r ir
2
22 28v’3 803 ir
4 0.33355604(4)’ -0.05079452(1)
5 0.19883(1)’ -0.05337(9)
6 0.1148(5)’ -0.0410(2)
Tabla 5.1: Coeficientes del vinal reducidos, B»+
1/(.B2)~, y coeficientes del nume- -
rador de ZN(q) (ec. (5.7)) de discos duros (D = 3) para valores n = 1 6. Las
cifras entre paréntesis están afectadas por el error. [‘Datos tomados de Erpenbeck
y Luban <1985)].
que es exacta en el límite dV — oc y converge más rápidamente que la serie
del vinal. Sus coeficientes e,, pueden ser relacionados con los coeficientes
del vinal E,, sin más que desarrollar el factor (1 — 17)D en serie de Taylor
e identificar términos. Así se llega a:
n
=
p=a
( 13p (5.8)
donde b,, E 2(Dl)nB,,+1/(B2y si ir > 0, b0 = 1 y b,, = 0 si ir .c 0.
Los valores de B,,+i/(B2)~ y e,, hasta ir = 6 aparecen listados en la tabla
5.1. El estudio comparativo de diversas ecuaciones de estado (Baus y Coiot,
1987) demuestra que 26(17) es una buena aproximación a los resultados de
simulación para el factor de compresibilidad; por este motivo, salvo que
se especifique otra cosa, ésta será la fórmula que utilizaremos para ZED(’7)
tanto en la expresión de la energía libre (ec. (5.1)) como en la definición de
la FCD de discos duros (ecs. (5.5) y (5.6)).
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5.2 La fase isótropa
La ecuación de estado de la fase isótropa se obtiene por el procedimiento
descrito en la sección 4.2. Las expresiones que se manejaron allí siguen
siendo válidas cualquiera que sea la dimensión espacial, por lo cual, el factor
de compresibilidad de elipses duras vendrá dado por la misma ecuación
(4.16), o sea:
P13— Z(n;x) = 1 + Ho(x)(ZED(n) — 1) (5.9)
A
pero con Ho(x) definido ahora por (5.4). De nuevo, como en 13 = 3, la
razón de sobrepresiones es igual a la de los volúmenes excluidos medios de
elipses y discos. La figura 5.2 ilustra cómo el factor de compresibilidad
de elipses, Z(q; tI, depende débilmente de la ecuación de estado de discos
duros que se está utilizando como dato en (5.9). En la figura 5.3 comparamos
los resultados de (SS) con los obtenidos por Boublfk (1975) a partir de ¡a
‘teoría de la partícula escalada’ (TPE) aplicada a elipses. En este caso
utilizamos como ecuación de estado de discos duros el resultado de la TPE,
ZED(17) = (1— 17)2, con el fin de que ambas teorías tiendan al mismo límite
cuando te — 1. Comparando las figuras .5.2 y 5.3 podemos concluir que las
incertidumbres en la ecuación de estado de elipses duras son similares a las
de la ecuación de estado de discos duros que se utiliza para calcularla, pero
mientras que ésta ha sido contrastada con resultados de simulación (Colot
y Baus, 1986), no puede hacerse lo mismo con aquélla por la ausencia de
simulaciones en la región isótropa de un sistema de elipses duras.
5.3 La fase nemática
De modo análogo a como ocurría en 13 = 3, la distribución angular, ¡¡(u),
dependerá sólamente del ángulo e entre el director, n, y la orientación, u,
de modo que h(u) = h(s) = h(—s), siendo u n = cosO = a Y esto es
cierto para la fase nemática uniaxial cualquiera que sea la dimensión, 13, del
problema. La única diferencia está en la normalización, que deberá ser:
í1~ ds (1 — £2)(D4>/2h(8) = 1 (5.10)
ft ds(1 —
A la hora de elegir una base de polinomios, M~D>(s), adecuada para para-
metrizar la función h(s), lo natural es escogerla de modo que sea ortogonal,
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Figura 5.2: Factor de compresibilidad, OP/p, com¿ función de la fracción de em-
paquetamiento, q, de un sistema de elipses duras con razón de aspecto PC = 2, 4, 6,
8 y 10 (de abajo a arriba), tal como se obtiene de la ec. (5.9) para dos ecuaciones
de estado de discos duros diferentes: la ecuación propuesta por llenderson (1975),
ZED(’9) — (1 + 172/8)1(1 — ~)2 (líneas discontinuas), y la Ze(q) propuesta por Baus
y Colot (1987) <líneas continuas). Las diferencias en las ecuaciones de estado de
elipses duras resultantes <visibles sólo en la región de alta densidad) son compara-
bIes a las que ya existen entre las ecuaciones de estado de discos duros (Colot y
Baus, 1987).
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Figura 5.3: Presión reducida, j? = ,t3PVmoI, corno función de la fracción de em-
paquetamiento, q, de la fase isótropa de un sistema de elipses duras con razón de
aspecto x = 2, 4 y 6 <de abajo a arriba), tal como se obtiene de la ec. (5.9) con el
resultado de la TPE para discos duros (ZED(n) = (1 + Q/8)/(l — q)2) como dato(lineas continuas), y comparada con los resultados de la TPE de Boublík <1975)
(círculos). Mientras que ambas teorías son idénticas para x = 1, su diferencia
aumenta según crece n.
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es decir, que verifique:
plj ds(1 — 82)(D.3)/2M(D)(.s)M(fl)(8) & (511)
Por otro lado, la paridad de h(s) exige que M,~D>(~s) = M,~D>(s). Final-
mente, para garantizar que fduM,t~>Gs)h(s) =1 hay que elegir la nor-
majización de modo que IM4.D>(+l)I = 1. Los polinomios de Gegenbauer,
C~fl2>/2(s), definidos para » =2 (Abramowitz y Stegun, 1965), verifican
(511) y la condición de paridad, pero su normalización es tal que:
= ( ,~ + D —3 ) (5.12)
(donde para incluir el caso 13 = 2 es necesario imponer (—1)! — 1/2); en-
tonces las tres condiciones serán satisfechas por los elementos pares de la
base:
M<D)(s) = ( ‘~ + — ~ ) —‘ (5.13)
Nótese (Abramowitz y Stegun, 1965) que MV>(s) = P,,(s), los polinomios de
Legendre que aparecían en 13 = 3, mientras que M~
2>(s) = T4.s), los polino-
mios de Chebyshev (T,,(cos 6) cos(nO)). La aproximación uniparamétrica
de h(s) será, entonces:
¡¡(cosO) = fl(yfíeYeOS<29> (514a)
= 1jff(~) — Io(y) (5.14b)
donde I~(x) es la función de Bessel modificada de orden it (Abramowitz y
Stegun, 1965). Con esta parametrización el parámetro de orden nemático,
q f duT
2<u)h(u) resulta ser:
q(y) = ~-lnfl<y) — ¿XIS <5-15)
Ja (y)
y su dependencia de y está ilustrada en la figura 5.4.
Como en 13 = 3, esta elección de la función h(s) convierte el funcional
energía libre en una función del parámetro de orden y, cuyo mínimo deter-
mina la fase estable para cada densidad. La diferencia de energía libre por
partícula entre la fase nemática y la isótropa será, pues:
= — ln¡oQy) — ~kD(~(17;x))[H(x~y)— Ho(x)] (5.16)
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Figura 5.4: Relación entre el parámetro de orden nemático, q, y el parámetro de
orden y, según expresa la ec. (5.15).
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donde el funcional (3.3) ha quedado convertido en la función H(x; y), cuya
forma es:
dOH(x;y) — 1 Ir Ir 1—x2cos2
(
ir2Io(y)2 o iok 1
x expy{cos(28) + cos(20’)}
2 ~‘d (í ~x2cos2wV/2ir
2 cos ~(5.17)
4o(y)2 io4~ k
Para llegar a la segunda igualdad de (5.17) hay que pasar a las variables
= O—O’ y 49 = O + O’, usar la identidad cos(20) + cos(20’) = 2cos wcos 49
e integrar en la variable 49. La función ¡3A«y) aparece representada en la
figura 55 para varios valores de i~. En este caso, la diferencia con el caso
13 = 3 (figura 4.3) es crucial: hay una clara evidencia de que la transición de
primer orden del sistema tridimensional se ha convertido en una transición
continua en el sistema bidimensional. Resultados similares en otros sistemas
u obtenidos por métodos distintos confirman la idea de que la transición I-N
en 13 = 2 es continua (ver Frenkel y Eppenga, 1985, para una discusión
sobre el tema). Es importante destacar que este resultado se obtiene aquí
utilizando exactamente el mismo esquema aproximado que en 13 = 3, de
modo que el cambio del orden de la transición <de primer orden a continua)
sólo puede ser debido al cambio en la dimensión. A pesar de todo, uno no
puede distinguir gráficamente entre una transición continua y una de primer
orden muy débil; este hecho parece especialmente pertinente aquí dado que la
transición yaes de primer orden débil en» = 3. Paradilucidarestacuestión
podemos -usarun desarrollo de tipo Landau (ver sección 3.2) aprovechando el
hecho de que, en cualquier caso, el parámetro de orden q va a ser pequeño.
Procediendo como en Baus ci al. (1988), esto es, utilizando el desarrollo
de las funciones modificadas de Bessel, 1,.(x) = S%~.o<zI2)2k+n/k!(k + vi)!,
obtenemos el desarrollo de «~) (o equivalentemente, de y(q)) a partir de
(5.15):
q = — ~(~)~-~- ~ (~i)~+ Q<~~7) - <5.18a)
7 13
= q + + + 0(q7) (5.lSb)
con lo cual podemos desarrollar ¡9A«y) en potencias de y y usar <5.lSb)
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Figura 5.5: Diferencia de energía libre por partícula, i3A~, según se obtiene de
(5.16), en función del parámetro de orden y, para elipses con sc = 6 y fracción de
empaquetamiento (de arriba a abajo) ,~ = 0.29, 0.31, 0.33, 0.35, 0.37 y 0.39. La
isocora crítica, ,g 0.33, separa la región en que la fase isótropa (y = 0) es el
único mínimo de la energía libre (q < ,f), de aquélla <‘~ > q) en la que el único
mínimo es la fase nemática <y # 0).
t
o
5.8. La fase nernótica 73
para convertirlo en un desarrollo en q. De este modo se llega a:
3
/3At(y) = ~j a2,,92” + O(q~) (5.19)
donde Go = O, ya que y = O corresponde a la fase isótropa; los coeficientes
de los términos impares son todos nulos (a2,,+i = 0), ya que la energía libre
(5.16) es par en y y, en virtud de (5.15), también en q, y los pares, hasta 06,
están dados por:
a
2 = 1 — 17IED(7ñ(A2 — Ao) (5.20a)
1 ¡líN
a4 = ¡—17IEfl(17)t~jA4—A2+¡A0) (5.20b)
5 (2 5 5
os —— 17JEn(~) —As——A2+— Aol (5.20c)36 k 45 12 18/
donde las funciones A2,, = A2,dx) (n = 0, 1, 2, - . -) vienen dadas por la
expresión:
1— 2s~V/2cos2n4Q (5.21)(nl) .fo t ( — ~2
Dado que a
4 y a~ son positivos en todo el rango de 17 y x1 el análisis de la
sección 3.2 muestra que la transición es de segundo orden. En general, en
dimensión » uno puede probar que 03 -~ {fl<D—2)/2fl—~, y como la función
r(z) tiene una singularidad en z = 0, se concluye que 03 tiende a cero de
forma continua cuando la dimensión desciende, también de forma continua,
hasta 13 2. Esta dimensión aparece, pues, como un valor marginal para el
que la transición general de primer orden (13 > 2) se convierte en continua
(13= 2).
Vamos ahora a discutir las propiedades generales de la transición I-N
en » = 2. Si denotamos por q el valor del parámetro de orden q para el
que se alcanza el tinico mínimo de la energía libre (dados x y iv), entonces
= q&z; x) tiende continuamente a cero cuando 17 desciende desde la región
de alta densidad hasta un cierto valor crítico 77 (que se obtiene haciendo
0209*(x)) = O en (5.20a)). Para ~ =17 el mínimo de la energía Ubre
permanece en = 0, y por tanto la única fase estable es la isótropa, mientras
que para 17> ‘7* se verifica q # O, así que la dnica fase estable es la nemática.
No hay fases metastables, como como es propio de las transiciones continuas;
la extrapolación de (5.9> a la región q > if corresponde, pues, a una fase
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isótropa inestable. Se puede probar fácilmente que, en las proximidades de
17* y para cualquier valor de x1 q~ se comporta como q “‘ (t>— ~*)1/2, para
17 < ,f. Este comportamiento crítico clásico era de esperar aquí dado que no
hemos incluido en la teoría las fluctuaciones del parámetro de orden (Landau
y Lifshitz, 1982). La localización del punto crítico i7(~) es muy sensible al
va¡oi de x- Para elipses muy alargadas (te —* oc), de (5.20a) se obtine
a
que 17 —. O como ~ —‘ 3r/4n). En el limite opuesto de pequefia elongación
(te — 1), it .-. 1 corno 1—if (¡c~1)2/3. Estos comportamientos, junto con
los valores intermedios de i~ aparecen ilustrados en la figura 5.6. Habríaque
recordar aquí que en la región de alta densidad otras fases que no han sido
tenidas en cuenta pueden ocupar e] ]ugar de la fase nernática; por ejemplo,
para 1 < iv < 2.5, 17 supera el valor r~ = 0.690 en el que los discos duros
(te = 1) forman un sólido
2.
Una vez localizadas las fases estables podemos construir la ecuación de
estado completa de lafase nemática. El procedimiento más simple es utilizar
la ec. (A.31) haciendo las mismas aproximaciones que hemos introducido
para obtener la energía libre. El resultado es la siguiente ecuación:
¡3$4(’flX) — d~<’7x> 2¡EDO7&; x))[H(x; •( tI) — Ro(x)] <5.22)
• p p 2
en la que Y denota el valor de y correspondiente al mínimo de la energía li-
bre, 1% es la presión de la fase nemática y F~ la de la fase isótropa, dada por
la ec. (5.9). Nótese que J~ ha de ser evaluada en (5.22) en la región 17> 17,
donde la fase isótropa es inestable <aunque de las figuras 5.2 y 5.3 se ve que
esto no ofrece ninguna dificultad). En la figura 5.7 se comparan los resul-
tados de-(5.22) y (5.9) con las simulaciones MC de Vieillard-Baron (1972)
y Con la solución numérica de las ecuaciones de PY obtenida por Ward y
Lado (1988). A pesar de que el comportamiento global de los diferentes
resultados es bastante similar, de la comparación surgen algunos comenta-
rios. En las simulaciones de Vieillard-Baron aparece una transición I-N de
primer orden muy débil, a una densidad considerablemente mayor que la
17~ correspondiente a la transición continua que se obtiene de la teoría. Sin
embargo, los resultados de esta simulación han sido criticados por Frenkel
y Eppenga <1985) aduciendo la inestabilidad de la fase nemática obtenida
en la simulación frente al mecanismo de Kosterlizt-Thouless <Kosterlitz y
Thouless, 1973) de disociación de disclinaciones (ver apéndice C). Por este
2Aún más evidente es el hecho de que ij ha de verificar q < r/2v’i, que es el valor
correspondiente a la configuración de máximo empaquetamiento, y por lo tanto, la región
de densidad súperiár a ésta no tiene significado físico.
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Figura 5.6: Fracción de
aspecto, sc, tal como se
tamientos asintóticos en
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empaquetamiento crítica, q, en función de la razón de
obtiene de anular (5.20a) (líneas continuas) y sus compor-
los límites sc — 1 y sc — & (lineas discontinuas).
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Figura 5.7: Presión reducida p 0PVmoI en función de la fracción de empaqueta-
miento de un sistema de elipses duras con tc = 2, 4 y 6 (de abajo a arriba), según
se obtiene de las ecs. <5.9) y <5.22) (líneas continuas para las fases estables y líneas
discontinuas para la fase isótropa inestable). Las curvas están comparadas con los
resultados de simulación <Vieillard-Baron, 1972) para sc = 6 <círculos blancos) y
con la solución numérica de las ecuaciones de PY (Ward y Lado, 1988) <círculos
negros). La flecha indica la densidad a la que las simulaciones muestran una tran-
sición de primer orden débil. La teoría muestra transiciones continuas en = 0.33
y 0.46 para sc = 6 y 4 respectivamente, mientras que los datos de Ward y Lado no
exhiben transición alguna. [Las curvas han sido desplazadas hacia arriba 0.5 y 1.5
unidades para sc = 4 y 6, respectivamente.]
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motivo es necesario rehacer las simulaciones antes de perfilar una conclusión
definitiva. Algunas reservas deben también hacerse al comparar los resulta-
dos de esta teoría con los de Ward y Lado. Así, a pesar de que, sin mostrar
transición alguna, la ecuación de estado que obtienen estos autores es com-
pasable a la que se obtiene mediante la teoría, es preciso recordar que Ward
y Lado resuelven numéricamente las ecuaciones de PY para elipses duras
bajo la suposición de que el sistema es uniforme e isótropo (es decir, co-
rrespondiente a y = O), pero permitiendo correlaciones de par angula de
largo alcance, características de la fase nemática; no ea en absoluto obvio
cómo puede relacionarse esto con nuestra definición de un nemático emo
un sistema uniforme pero con una distribución angular anisótropa (y $ O).
En el límite de elipses infinitamente alargadas (te — oc) o, equivalente-
mente, infinitamente delgadas (te —. O) nuestro sistema debería comportarse
del mismo modo que el sistema de agujas duras considerado por Ftenlcel y
Eppenga (1985). Como hemos visto anteriormente (ver figura 5.6), it se
anula en este límite, de modo que podemos esperar que el desarrollo del
vinal de la energía libre (5.1) sea una aproximación razonable. Este desa-
rrollo producirá una teoría de tipo Onsager (Kayser y Raveché, 1978; Colot
a al., 1988). En 12 = 2, la correspondiente teoría de Onsager resulta ser
particularmente simple. De hecho, tomando el límite te —. ~, ~ —. O e in-
troduciendo la variable de Onsager e = (2/ir)ipc (que se mantiene finita) las
ecs. (5.1) y (5.22) se reducen simplemente a:
= —in Job’)] — (5.23)
= 1+ c —cli f¿ dtJo(2y(c)t)
]
¡ [Io(Y(c))J2 (5.24)
donde y(c) es el valor de y que minimiza (5.23). Antes de intentar una
comparación directa con e] sistema de agujas duras (FrenIcel y Eppega, 1985)
uno tiene que tener en cuenta que la ASG utilizada para estimar el volumen
excluido conduce a una predicción errónea del segundo coeficiente del vinal,
E
2, de elipses duras, así que para comparar con el sistema de agujas es
necesario imponer la igualdad entre el E2 de este sistema y el de las elipses
en el limite de Onsager, esto es, E2 = aj~/2 = ZA/ir, donde 011 es el diámetro
mayor de las elipses y L la longitud de las agujas. De hecho, como se ve
en (5.23) y (&24), el único parámetro relevante en el limite de Onsager es
la densidad reescalada, e, que puede escribirse también como e = B2p. En
la figura 5S se comparan los resultados de (5.23) y (5.24) con los datos
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Figura 58: Presión reducida, p E 0Po~, frente a la variable de Onsager,
c = <2flj,pc, según se obtiene de (6.23) y <5.24) (las líneas continuas corresponden
a las fases estables y la, discontinua a la fase isótropa inestable). La curva está
comparada con los resultados de la simulación MC a presión constante <cuadra-
dos) de Frenkel y Eppenga (1985) para un sistema de 200 agujas duras de longitud
L = ~ ,~/7i, de modo que el segundo coeficiente del vinal de ambos sistemas
coincide. La zona de baja densidad de la rama isótropa está bien aproximada por
= 2c<1 + e), y la zoná de alta densidad por p = 4c. El punto crítico teórico es
= 3/2.
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de las simulaciones de Frenkel y Eppenga (1985) para agujas de longitud
L = o,,~i7I El acuerdo entre la teoría y las simulaciones es bastante
satisfactorio. Ambas predicen una transición I-N continua y concuerdan
bastante bien en el valor del punto crítico, C = 3/2.
5.4 Elipsoides con ligaduras
Algo que viene siendo común en la literatura es considerar sistemas en los
que algunos de los movimientos de sus partículas están rigurosamente ves-
triugidos a un subespacio. Así, por ejemplo, ha sido estudiada la ordenación
esméctica de un sistema de ECD que se mantienen estrictamente paralelos
entre sí (Stroobants el al., 1987; Mulder, 1987; Holyst y Poniewierski, 1989a;
Somoza y Tarazona, 1988 y 1989; Veerman y Frenkel, 1989 y 1991; Xu el aL,
1991) o también la ordenación nemática de un sistema de varillas ‘injerta-
das’ en un plano (con uno de sus extremos unido al plano) (Halperin el al.,
1987; Chen ci aL, 1988). Aparte de ser más fáciles de simular, uno espera
que tales sistemas reproduzcan el comportamiento del sistema original bajo
la influencia de campos externos muy intensos (en principio infinitos). Con
la presente TFD aproximada es bastante sencillo estudiar estos sistemas,
gracias a que con las aproximaciones utilizadas, las variables angulares y es-
paciales se factorizan. La forma de proceder es distinguir entre la dimensión
de la variable espacial r (D) y la de la variable angular u (d), y reducir el
valor de » o d a la dimensión del subespacio al qúe se restringen los movi-
mientos de las partículas. Por ejemplo, un sistema de EDR injertados en un
plano correspondería a 1> = 2 y d = 3; o bien, un sistema de EDR paralelos
correspondería a D = 3 y d = 1. Inmediatamente surge la pregunta de qué
les ocurre a las transiciones existentes en e] sistema original cuando se lo so-
mete a una restricción de este tipo. Ya hemos visto que la transición I-N de
un sistema de EDR (D = d = 3) difiere cualitativamente de la de un sistema
de elipses duras (D = d = 2) en que aquélla es de primer orden mientras
que esta última es continua. De la presente discusión se puede conjeturar
que la naturaleza de la transción 1-N (continua o de primer orden) estará
determinada únicamente por el valor de ¿1 <d = 2 o d > 2), sea cual sea
el valor de D. No obstante, el valor de D influirá en la localización de la
transición (‘i).
Para ilustrar esta discusión, consideremos un sistema de EDR (D = 3)
cuyos ejes de simetría (u) están obligados a permanecer paralelos a un plano
dado (d = 2). La teoría general desarrollada para elipses puede aplicarse
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Figura 5.9: Igual que la figura 5.5 pero para un sistema de EDR (D = 3) con
= 6, cuyas rotaciones están restringidas a un plano dado. Las fracciones de
empaquetamiento son q = 0.17, 0.18, 0.19, 0.20, 0.21 y 0.22 (de arriba a abajo) y
el valor crítico q ~ 0.19.
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Figura 5.10: Fracción de empaquetamiento crítica, vf, como función de la razón de
aspecto sc, pata la transición 144 continua de un sistema de elipses duras (D = 2)
(línea discontinua) y de un sistema de EDR (13 = 3) con rotación restringida a un
plano (línea continua>.
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también a este sistema con la introducción de algunos cambios menores.
Para la distribución angular, ¡«u . n), se puede aún utilizar la parametri-
zación (5.14), dando por sentado que n debe ser un vector del plano de
ligadura. El estar utilizando elipsoides en lugar de elipses se introduce a
través del hecho de que la FCD, C(r/ao; ~), utilizada en (5.2> debe descri-
bir esferas duras (D = 3) en lugar de discos duros (D = 2). Esto se logra
tomando, por ejemplo, la aproximación de PY para ED, que aparece en la
nota 5 al pie de la página 48. Como se ve en Ja figura 5.9 y de acuerdo
con la conjetura que hemos hecho, la transición I-N del sistema de EDE. con
rotación restringida es continua, y no de primer orden como se encuentra en
el sistema sin ligaduras (ver capitulo 4); sin embargo, el punto crítico, ~r,
está desplazado hacia densidades considerablemente más bajas (ver figura
5.10). De la misma conjetura concluimos también que la transición orienta~
donad de EDR injertados en un plano (» = 2, d = 3) será de primer orden.
Consecuentemente, a la hora de elegir un modelo para un nematógeno real
adsorbido sobre una superficie habrá que tener en cuenta si sus moléculas
están fuertemente adheridas al substrato, en cuyo caso se comportarán como
elipses duras, o si, por el contrario, tienen tendencia a ponerse de pie, en
cuyo caso se comportarán como EDR injertados.
6Simulación Monte Carlo de un
sistema de elipses duras
Ya hemos visto en el capítuloanterior cómo la comparación de los resultados
de la TFD aplicados a un sistema de elipses duras (Ji = 2) con resultados
numéricos no se puede hacer satisfactoriamente porque la única simulación
que existe de este sistema es de hace 20 años (Vieillard-Baron, 1972), cu-
bre una franja muy estrecha de la ecuación de estado y sus resultados son
controvertidos en lo que respecta a la transición I-N (Frenkel y Eppenga,
1985). Por otra parte, tampoco hay datos de simulación de ningún otro sis-
tema bidimensional de cuerpos convexos duros. Esto, junto con el hecho de
que las grandes fluctuaciones de los sistemas bidimensionales (apéndice C)
no son tenidas en cuenta por la teoría (y es de esperar que juegen un papel
relevante a la hora de determinar el orden de la transición), justifica el llevar
a cabo una simulación más exhaustiva del sistema de elipses duras. Lo que
vamos a exponer en este capítulo son los resultados de esta simulacion.
6.1 Método de cálculo
Fijados los parámetros externos que déterminan el estado macroscópico de
un sistema estadístico (volumen, V, o presión, P; número de partículas,
Y, o potencial químico, ji; temperatura, T, o energía, E; etc), las posibles
configuraciones microscópicas compatibles con ellos siguen una cierta dis-
tribución de probabilidad, que define lo que se denomina una colectividad
(Balescu, 1975, Landau y Lifshitz, 1982, Huang, 1987). Esta distribución de
probabilidad es una función conocida, a excepción de la constante de nor-
malización. Dicha constante, que recibe el nombre genérico de función de
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partición, está directamente relacionada con algún potencial termodinámico
y, por tanto, encierra toda la información sobrela termodinámicadel sistema
(Callen, 1981). El cálculo de lafunción de partición de un sistema estadístico
es un problema irresoluble salvo en un reducido número de casos. Sin em-
bargo, la mayor parte de las veces sólo estamos interesados en magnitudes
que pueden escribirse como promedios sobre la distribución de probabilidad
de la colectividad. El método de Monte Carlo (MC) nos permite calcular
estos promedios sin necesidad de conocer la función de partición, mediante
el truco de generar un gran número de configuraciones del sistema con la
distribución de probabilidad de la colectividad y, posteriormente, hallar el
valor medio sobre esas configuraciones de la magnitud correspondiente (hay
una amplia literatura sobre el tema; véase por ejemplo: Kalos y Whithlock,
1986; Allen y Tildesley, 1987; Frenlcel, 1988b). Existen muchas técnicas para
generar configuraciones del modo requerido, pero la más ampliamente uti-
lizada es el ‘algoritmo de Metropolis’ (Metropolis ci al., 1953). La filosofía
de este algoritmo es constriur un camino aleatorio sobre el espacio de confi-
guraciones (espacio de fases) de modo que el caminante aleatorio visite los
puntos, de este espacio con una frecuencia proporciona] a su probabilidad.
Habitualmente las simulaciones MC se realizan en la colectividad canónica
(y, Y y T constantes), y en ella, la receta del algoritmo es como sigue:
(i) genérese una configuración al azar a partir de una configuración inicial
(no muy lejana de ella en el espacio de las fases, para no abandonar con
demasiada frecuencia la zona de máxima probabilidad) y calciilese la dife-
rencia de energía entre la configuración generada y la inicial (AH), y (u)
elijase como nueva configuración la configuración obtenida en (i) con proba-
bilidad r min[1,exp(—134H)], y la configuración inicial con probabilidad
1 — r, siendo /3 = 1/k.aT. Metropolis y colaboradores probaron que el con-
junto de configuraciones así generado sigue la ley de distribución canónica,
P~.»({conf}) & exp(—/YH({conf})).
Cuando, como en este caso, uno está interesado en calcular la ecuación
de estado de un fluido, la colectividad isobárica (P constante) es la más
adecuada. La generalización del algoritmo de Metropolis a esta colectividad
es inmediata (Wood, 1968; McDonald, 1972). La única diferencia es que
ahora el volumen es una variable aleatoria más, de modo que una configu-
ración consta del conjunto de posiciones y orientaciones de las partículas,
definidas en un sistema de coordenadas reescalado de volumen fijo, y el vo-
lumen real, V, del sistema. Dado que la distribución de probabilidad ahora
es o VN exp(—/3PV)’Pc.z,, la nueva configuración se aceptará con pro-
babilidad r min[1,exp{Nln(1 + AV/V) — YPAV — /3AH}]. Si además
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el sistema está formado por partículas con interacción dura, AH será O si
ninguna partícula se solapa con otra en la nueva configuración e oc si al
menos dos de las partículas se solapan; en este caso r = O y la configuración
es automáticamente rechazada.
6.1.1 Detalles técnicos
Para la simulación del modelo de elipses duras hemos utilizado sistemas
típicos de unas 200 elipses en una caja prácticamente cuadrada con condi-
ciones periódicas en los bordes (estrictamente un toro). En los cálculos a
alta densidad la forma de la caja no permance fija, sino que varía durante
el proceso (Parrinelo y Rahman, 1980; Ftenkel y Mulder, 1985) con el fin de
que influya lo menos posible en la formación de fases ordenadas. La forma
de implementar esta técnica consiste en realizar el muestreo MC sobre los
elementos de la matriz simétrica Ii, que relaciona las coordenadas reales de
las partículas, r~, con las coordenadas reescaladas a una caja de volumen
unidad, s~, de la siguiente forma: r, = h - s~, donde el índice recorre las Y
partículas del sistema. Hemos introducido, sin embargo, la simplificación
adicional de tomar Ii diagonal, lo que equivale a muestrear independiente-
mente las dos dimensiones de la caja.
Para generar una nueva configuración la coordenada x(y) de la i-ésima
partícula se desplaza una cantidad aleatoria A1,<11>, uniformemente distri-
buida en el intervalo —A =A2(~) =A, y la orientación, caracterizada por
el ángulo 6~, se desplaza también una cantidad aleatoria 66, uniformemente
distribuida en el intervalo —A~ =66 < Ae. El movimiento se rechaza si, tras
el cambio, la partícula solapa alguna otra y se acepta en caso contrario. A
y Ag están elegidos de tal modo que la probabilidad de que un movimiento
sea aceptado esté alrededor del 20—25%. Para saber si dos elipses se solapan
utilizamos el criterio de Vieillard-Baron (1972) siguiendo estos pasos en el
orden en que aparecen:
1. Si Ir~ — rsP > las elipses i y j no se solapan.
2. Se calculan las funciones (u = i, j):
A. = 1+ G — (2r. u~)
2/a~ — (2r -
donde u~ (u,) es el vector unitario sobre el eje mayor (menor) de la
partícula u y:
O = 2 + (n — l/n)2[l — (u~u
5)
2]
Si min(f~, fj) >0 entonces las elipses sise solapan.
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3. Se calcula la función:
4’ = 4(f1
2 — 3fs)(f] — 3f
1) — (9—
Si 4’ > 0(c 0) entonces las elipses no (sí) se solapan.
La razón de mantener este orden es que comprobar si una elipse se solapa
con otra involucra una gran cantidad de cálculo, que en parte se evita si la
comprobación termina en los pasos 1 o 2. Hay que tener también en cuenta
que el solapamiento de una elipse sólo ocurrirá con sus vecinas más próximas,
de modo que la mayor parte de las veces la comprobación terminará en 1 (el
criterio más simple). Otro punto a tener en cuenta a la hora de aumentar
la eficiencia del programa es que cuando una elipse no solapa ninguna de
las restantes, la comprobación necesitará más cantidad de cálculo que si se
detecta algún solapamiento, ya que en este último caso inmediatamente se
rechaza el movimiento MC y se procede con un nuevo intento
1. En otras
palabras, aceptar una nueva configuración requiere más tiempo de cálculo
que rechazarla. Por otro lado, tanto si A y A~ son demasiado grandes como
si son demasiado pequeños, el desplazamiento en el espacio de fases será muy
pequeño, en el primer caso porque prácticamente todas las configuraciones
se rechazan y en el segundo caso porque los movimientos son muy pequeños
en sí mismos. Hay que llegar, pues, a un compromiso para optimizar la
eficiencia del muestreo. Si el tiempo de cálculo consumido en aceptar y
rechazar fuese el mismo (como ocurre en potenciales continuos, en los que
hay que evaluar la energía total de la configuración), e] valor óptimo de la
probabilidad de aceptar un movimiento estada en torno al 50%; sin embargo,
como hemos visto, aceptar consume más tiempo que rechazar, así que dicha
probabilidad deberáser menor. El valor óptimo está alrededor del 20—25%,
y con este criterio se eligen A y A.
6. El último artificio para incrementar
la eficiencia de la simulación consiste en aprovechar el alcance finito (igual
a Oil) del potencial de interacción para evitar comprobar el solapamiento
con todas las elipses del sistema.. Con. este fin se divide toda la caja en
celdas cuadradas tales que la longitud de su lado sea lo más cercana posible
(siempre mayor) a aig. Con esto estaremos seguros de que cada elipse sólo
puede interaccionar con las elipses de su celda y con las de las ocho celdas
vecinas (Allen y Tildesley, 1987). Gracias a esta técnica conseguimos que el
tiempo de cálculo crezca como N en lugar de como Y
2.
‘Esta característica es, lógicamente, extensiva a todos los potenciales duros (Allen y
Tildesley, 1987, Frenkel, 1988b)
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El cambio de volumen se realiza multiplicando por un factor exp(cr¿) bien
el volumen, V, a bajas densidades, o bien uno de los lados de la caja, L~c,>,
elegido aleatoriamente con probabilidad 1/2, a. altas densidades. ¿ es una
variable aleatoria uniformemente distribuida en el intervalo —1/2< E < 1/2,
y o se determina, por las mismas razones dadas en el párrafo anterior, de tal
modo que la probabilidad de aceptar un cambio de volumen sea del arden
del 20—25%. Con este procedimiento no estamos haciendo un muestreo en
la variable V, sino en ln V. Larazón de hacer esto es que así se garantía la
reversibilidad de la cadena de Markov generada (Eppenga y Freakél, 1984),
ya que el dominio del camiuo aleatorio en In V coincide con el rango de
valores aceptables (positivos) de V. El movimiento se rechazasi tras cambiar
el volumen hay algún solapamiento entre las elipses2, y si no lo hay se acepta
con probabilidad:
r = min[1,exp{(N + l)ln(1 + AV/V) — ¡JPAV}] (6.1)
donde ahora AV = [exp(a¿) — 1]V.
6.1.2 Parámetro de orden y correlaciones
Como parámetro de orden nemático de un sistema bidimensional de N
partículas se toma:
q = ~ KZcos2O:> (6.2)
donde 8, es el angulo entre la i-ésima molécula y el director nemático, n.
Como este vector no se conoce a priori es preferible calcular q a partir
del parámetro de orden tensorial (ver ec. (3.23)) para un sistema de Y
partículas:
= { (Z[2u
0(i)utdi) — 600]> (6.3)
donde u0(i) es la coordenada a del vector (unitario) de orientación de la
molécula i. En el limite termodinámico, el mayor autovalor de q coincide
con el parámetro de orden q dado por (6.2), y su correspondiente autovector
2lntuitivamente uno piensa que cuando AV > O no es necesario comprobar el soíapa-
miento de las elipses porque se ha pasado a un sistema más diluido. Esto es de hecho
cierto cuando estamos cambiando el volumen, pero no lo es necesariamente cundo va-
riamos independientemente los ¡años de la caja. Cuando las elipses son muy alargadas
(piénsese en el caso extremo de afiujas), ciertas configuraciones producirán solapamientos
tras incrementar uno de los lados de la caja.
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con el director, u. Sin embargo, cuando N es finito, aparecen correcciones
debidas al tamaño del sistema. Para estimar estas correcciones (Eppenga y
Ftenkel, 1984) hay que diagonalizar la matriz iii = ~ u(i>u(i), cuyo
máximo autovalor, p+, está relacionado con el máximo autovalor de q (que
denotamos q(N)) mediante la ecuación q(N) = 2<s+> — 1. La ecuación de
autovalores de m es:
¡A P+CNO (6.4)
con:
CN E ~¡ Z{u~(i9uv(i)2 — Uz(i)t½(i)Ur(i)Uy(j)}= 0 (65)
~ti
Las dos soluciones de (6.4) son p~ = [1 ~ (1 — 4cN)1/2]/2, por lo que:
q(N) = <(1 — 4cM)1/2> (6.6)
No es posible hacer el promedio de esta función no ]ineal, pero sí podemos
expresar CM como CM = <CM> + AN y desarrollar (6.6) en serie de potencias
de AM (teniendo en cuenta que <AM> = 0):
«Y) = (1— 4<cy
1j)’/
2 (í — (1 .-.4<CN>)2 + -) (6.7)
Para calcular <eN) es necesario suponer que la correlación existente entre
las orientaciones de dos elipses es despreciable. Así será si la separacion
entre las elipses es mayor que la longitud de correlación, lo que en general
ocurre (si Y es grande) excepto en la proximidad del punto crítico. Por otro
lado, supondremos que el director apunta en la dirección del eje X, con lo
que <u
1(i)
2> (1 + q)/2, <u (i)2> — (1 — q)/2 y <ur(i)u~(i)> = 0, donde
q es el parámetro de orden (6.2) en el límite termodinámico. Con estas
simplificaaones:
<cI%T>=(1—q2) (6.8)
En cuanto a <A.~¿, la forma de estimarlo es considerar las variables a~
y b
1 s u~(i)u~(i), que verifican <a~bs> = O y que, por lo que he-
mos argumentado en el párrafo anterior, satisfacen en buena aproximación
<aÍa3> = <b1bs> ~ O. Supongamos que <(Aa1)
2> — y <(Ab
1)
2> = a2. en-6’
tonces, las variables a N’ ~ a, y b = ~ b
1 que definen la matriz
m tienen una distribución gaussiana cuando Y es grande, cuyos valores me-
dios son <a> = <a~> = (1 + q>/2 y <b) = (b1) = O, y cuyas dispersiones son
<(Aa)
2> = a~/N y <(Ab)2> — a2/N La variable aleatoria CM no es más que
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el determinante ¡ml y, por lo tanto, una función polinómica de a y b, luego
su dispersión puede calcularse inmediatamente a partir de la información
anterior y resulta ser:
<A2>—
_ + O(N2) (6.9)
así que (6.7) se escribe:
1 2\í/2 ¡q(N) (2+ —q~ ½—~ 2o2q2N + ... (6.10)Y) k [q2(N 1)+ 1J2 )
La corrección es, a lo sumo (cuando q2N 1), del arden de o~, que es
de esperar que sea mucho menor que 1, y será despreciable para los casos
límite q2N » 1 y q2N « 1. q(N) viene, pues, determinado por el primer
factor de (6.10). Lo que inmediatamente deducimos de esa ecuación es que
q(N) ~ q para q 1 y «Y) ~ Y”2 para q —‘ O. Así que incluso en la fase
isótropa, el parámetro de orden calculado en nuestro sistema de tan sólo 200
partículas tendrá un valor claramente distinto de cero. En la fase nemática
uno espera encontrar orden de cuasi-largo alcance (ver apéndice O), así que
también en esta fase el parámetro de orden mostrará una fuerte dependencia
con el tamaño del sistema (ec. (0.15)). Hay que hacer notar que en una
simulación de un sistema finito la fase isótropa aparentará ser nemática tan
pronto como la longitud de correlación de las fluctuaciones nemáticas exceda
el tamaño de la caja periódica. Por contra, si la longitud de correlación es
menor que el tamaño de la caja periódica, el autovalor q(N) se comportará
—1/2
como Ttd , siendo ~d el número de dominios nemáticos en la caja (hay que
recordar que en la obtención de la dependencia de «Y) hemos supuesto
independencia estadística entre partículas diferentes, lo que no es cierto si
pertenecen al mismo dominio nemático).
Para determinar el punto donde la fase nemática deviene estable con
respecto a la disociación de disclinaciones hay que estudiar los exponentes
172: del decaimiento algebraico de las funciones de correlación y
2¡(r) (ec.
(0.14)) y compararlos con el valor crítico dado por (C.19). Una análisis de
la dependencia del parámetro de orden en e] tamaño del sistema es también
útil a la vista de la ec. (C.15). Semejante estudio nos permite estimar el
punto en el que tiene lugar la transición I-N. Hay que tener en cuenta, sin
embargo, que la transición I-N en un sistema finito ocurre a una densidad
inferior a la que ocurriría en un sistema infinito, ya que la constante de Frank
calculada en aquél es mayor que la de éste último (Eppenga y Frenkel, 1984).
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5.50
6.00
6.00
6.50
6.50
7.00
7.00
8.00
8.00
9.00
p
0.499
0.511
0.542
0.545
0.582
0.589
0.614
0.623
0.632
0.656
0.658
0.696
0.701
0.715
0.724
0.746
0.748
0.763
0.772
0.781
0.784
0.794
0.780
0.822
0.824
0.841
Tabla 6.1: Datos de la ecuación de
simulación MC a presión constante de un
‘1
0.152
0.153
0.180
0.133
0.222
0.175
0.121
0.280
0.387
0.436
0.442
0.661
0.638
0.675
0.704
0.794
0.789
0.792
0.785
0.748
0.830
0.752
0.832
0.869
0.853
0.862
P
9.00
10.0
10.0
10.0
11.0
12.0
13.0
13.0
14.0
14.0
15.0
16.0
16.0
18.0
20.0
22.0
24.0
27.0
~27.O
½2.0
t20.0
tI8.0
ti6.0
ti5.0
p
0.846
0.853
0.853
0.860
0.873
0.888
0.899
0.899
0.914
0.918
0.929
0.933
0.939
0.954
0.971
0.980
0.988
0.998
1.03
1.02
0.989
0.972
0.952
0.934
0.926
q
0.853
0.853
0.853
0.847
0855
0.855
0.864
0.881
0.879
0.907
0.909
0.915
0.908
0.929
0.941
0.936
0.926
0.937
0.992
0.983
0.971
0.956
0.935
0.936
0.934
estado y el parámetro de orden obtenidos por
sistema de elipses duras con razón de
número de pasos de cálculo esaspecto ,c = 6 y número de partículas IV = 186. El
2 x í0~ en todos los casos, y la probabilidad media de que se acepte un movimento
es del 20-25%. 1’ denota la presión (en unidades k~T/c1¡ojj, pía densidad (en uni-
dades (alíai)’) y q el parámetro de orden bidimensional. La última configuración
de cada simulación se toma como configuración inicial para obtener el punto de
présión ligeramente superior (o inferiort). La configuración inicial de los puntos de
densidades máxima y mínima es una red triangular perfecta. La pequeña diferencia
(alrededor del 2-3%) entre los datos con daga y sin daga indica la existencia de una
transición de primer orden.
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Figura 6.1: Presión reducida (1» v~oaP/k»T) en función de la fracción de em-
paquetamiento (vi E vmoIp) para el sistema de elipses duras con ¿c = 6. Rama
fluida de las simulaciones MC: triángulos; rama sólida: círculos; TFD del capítulo
5: línea discontinua; TFD con B2 corregido (ver sección 6.3): línea continua. La
figura muestra también los resultados de Vieillard-Baron (1972) para la rama fluida
(aspas) y la rama sólida (cruces). La ampliación muestra con más detalle la región
alrededor de ¡a transición l-N encontrada por Vieillard-Baron.
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Figura 6.2: Parámetro de orden, q <cos2ft), en función de la fracción de em-
paquetamiento, q, para el sistema de elipses con ic = 6. Los triángulos (círculos)
representan los resultados MC de la rama fluida (sólida), mientras que la línea con-
tinua representa los resultados de la TFD (capítulo 5) con B2 corregido (ver sección
6.3).
6.2 Resultados
Con el fin de facilitar la comparación con los resultados teóricos del capítulo
5, las simulaciones se realizan para los mismos valores de la razón de as-
pecto (>c = 2, 4 y 6) que fueron estudiados allí. En los tres casos, la primera
configuración inicial se obtiene mediante una dilatación de la configuración
de máximo empaquetamiento. hasta una cierta densidad Po. Partiendo de
una Po pequeña y otra grande se obtienen dos ramas de simulación que lla-
maremos rama fluida y rama sólida. La elección del número de partículas
(Y = 170, 216 y 186) viene impuesta por el requerimiento de que la forma
de la caja sea prácticamente cuadrada. Las siguientes simulaciones de cada
rama parten de la configuración final de la simulación anterior. Una si-
mulación típica consiste en ío~ ‘pasos’ (intentos de movimiento MC por
partícula) de equilibrado y 2 x ío~ pasos de cálculo. Las unidades del pro-
blema se fijan haciendo kBT = 1 y alía: = 1. Esta últinia elección de la
escala de longitud se reduce a la definición a = 1 en el caso de discos du-
ros (Alder y Wainwright, 1962). En las tablas 6.1, 6.3 y 6.4 se muestran
los resultados de la simulación para los tres casos, y en las figuras 6.1, 6.6
*
..A.
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y 6.9 aparecen dibujadas las ecuaciones de estado (utilizando como varia-
bles la presión reducida F v,,,dP/knT y la fracción de empaquetamiento
17 v,,,~1p) junto a las curvas teóricas del capítulo 5. Vamos a hacer un
aLalisis para cada valor de n por separado.
6.2.1 Elipses con PC = 6
El primer caso que consideramos es el modelo estudiado por Vieillard-Baron
(1972). En la figura 6.1 aparecen tanto sus resultados como los de la presente
simulación. En ella se puede ver cómo ambos se ajustan la misma curva para
la ecuación de estado. En las proximidades de ‘~ ~ 0.51, donde Vieiflard-
Baron encuentra una transición de primer orden débil, la simulación acusa
fuertes fluctuaciones; también el parámetro de orden (figura 6.2) muestra un
comienzo de ordenación en torno a esta densidad. Sin embargo, el análisis
del decaimiento de las correlaciones g2(r) y g4(r), así como el comporta-
miento de q con el tamaño del sistema (figura 6.3 y tabla 6.2), prueban, de
acuerdo con lo que hemos discutido en 6.1.2 (que aparece analizado en más
detalle en el apéndice C), que la fase nemática se hace estable frente al me-
canismo de disociación de disclinaciones (o de Kosterlitz-Thouless) sólo para
19 ?. 0.59. Este análisis de estabilidad ya fue hecho por Frenkel y Eppenga
(1985) en la vecindad de la transición de Vieillard-Baron (ver la tabla IV
de dicha referencia) y los autores llegaron a la misma conclusión sobre la
estabilidad de la fase nemática. Aquí ha sido extendido el análisis a densi-
dades más altas con el resultado de que no existe fase nemática al menos
hasta 17 ~ 0.59. La razón por la que aparece una transición a una densidad
inferior es, tal como se discutió al final de 6.1.2, el tamaño finito del sistema.
En el punto donde la fase nemática se hace estable no se aprecia disconti-
nuidad de las magnitudes termodinámicas (de la presión, por ejemplo) ni
hay evidencia de histéresis; es decir, los resultados de la ecuación de estado
que se obtienen aumentando y disminuyendo la densidad son los mismos (la
presencia de histéresis sería un indicador de la existencia de estados metas-
tables, característicos de las transciones de primer orden). La conclusión es,
pues, que para PC = 6 la transición I-N se produce mediante el mecanismo
de disociación de disclinaciones descrito en el apéndice C, tal como ocurre
en el sistema de agujas duras (Frenke] y Eppenga, 1985), y es, por lo tanto,
una transición continua. A densidades más altas (‘i Z 0.76) el sistema
parece mostrar una fase sólida, como se conciuye de la estructura de picos
muy marcados de la función de correlación de par, go(r) (figura 6.4), así
como del aspecto de las configuraciones mostradas en la figura 6.5. El va-
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Figura 6.3: Gráficas logarítmicas de y~(r) s <cos2l[6(r) —a(O)]>, con) = ¡(arriba)
y 1 = 2 (abajo), del sistema de elipses duras con ¡c = 6, para varios valores de la
fracción de empaquetamiento, q. Estrellas y triángulos negros pertenecen a la fase
isótropa; círculos negros, cuadrados negros y triángulos blancos pertenecen a la fase
flemática y rombos y cuadrados blancos pertenecen a la fase sólida.
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0.562 vi = 0.586 q = 0.599
1/1
1/4
1/16
1/64
0.675
0.707
0.773
0.847
0.990
0.714
0.767
0.820
0.867
0.999
0-792
0.814
0.856
0.885
0-993
0.056 0.047 0.028
a1 -0.116 -0.088 -0.092
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62
1/1
1/4
1/16
1/64
0.461
0.513
0.618
0.778
0.988
0.127
-0.144
0.515
0.598
0.689
0.807
1.000
0.108
-0.103
0.628
0.664
0.741
0.832
0.989
0.069
-0.123
64
a4
1/1
1/4
1/16
1/64
0.221
0.286
0.421
0.677
0.991
0.270
-0.154
0.274
0.378
0.504
0.715
0.999
0.299
-0.102
0.398
0.448
0.568
0.748
0.986
0.154
-0.161
vi2 0.345
-0.309
0.252
-0.240
0.145
-0.250
0.996 0.996 0.989
vii 1.426
-0.928
1.174
-0.583
0.658
-0.844
0.976 0.988 0.990
,rK/8knT 0.868 1.059 1.736
Tabla 6.2: Análisis de la dependencia del parametro de orden en el tamaño del
sistema para IV = 186 elipses duras con ¿c = 6. q~ E <cos 26> es el momento de
orden i del parámetro de orden nemático promediado sobre el sistema completo
(1/1) y subsistemas de área 1/4, 1/16 y 1/64 del área total de la caja periódica; aí
y b~ son los coeficientes del ajuste por mínimos cuadrados lxi q~ = a~ — ¿q In N, donde
IV es el número medio de partículas del subsistema correspondiente y q~ el valor del
parámetro de orden del mismo; r1 es el coeficiente de regresión del ajuste; e2¡ y vi21
son los coeficientes del ajuste por mínimos cuadrados lng2¡(r) = e21 — vi2¡ In r para
valores asintóticos de r, donde gn(r) E <cos 21[O(r) — 6(0)]); r~ es el coeficiente de
regresión de este ajuste, y irK/8k»T se obtiene de la expresión <6> = ksT/2rK,
donde <6> viene dado por <6> = (b~ + 62/2 + 64/4 + fl2/4 + vi4/16)/5. Las discli-
naciones comienzan a disociarse cuando 1< es menor que eí valor crítico dado por
irK~/8knT = 1 (ver apéndice C).
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Figura 6.4: Función de distribución radial, 90<?), del sistema de elipses duras con
= 6, para varios valores de la fracción de empaquetamiento. Estrellas y triángulos
negros pertenecen a la fase isótropa; círculos negros a la fase nemática, y cuadrados
negros, triángulos blancos y cuadrados blancos a la fase sólida.
br v~ 0.76, que se obtiene a partir de la ecuación de estado, es tan solo
una burda estimación de la posible transición F-S; en realidad, es el punto
por debajo del cual el sistema es un fluido (nemático en este caso) y, por
tanto, una cota inferior del verdadero punto de transición. Los resultados
en esta región son muy similares a los de Vieillard-Baron, pudiéndose atri-
buir las pequñas diferencias a la distinta colectividad usada en la simulación
(Vieillard-Baron simula a volumen constante). La estimación de Vieillard-
Baron para el punto de transición F-S (vi 0.789) es ligeramente mayor que
la obtenida en la presente simulación, de acuerdo con el carácter de cota
inferior que ésta tiene. Hay acuerdo entre ambas simulaciones también en
el carácter de primer orden de la transición. A esta conclusión se llega de la
observación de histéresis en los datos de la ecuación de estado (figura 6.1 y
tabla 6.1): los puntos obtenidos aumentando la presión en una configuración
fluida y los que resultan de expandir una configuración sólida no coinciden,
sino que están distanciados unos de otros por una diferencia de densidades
de 2-3%. No se observa directamente la coexistencia F-S debido a efectos de
histéresis que son propios de las simulaciones en sistemas periódicos finitos,
y ésta es la razón de que no se puede localizar mejor el punto de transición.
Una determinación precisa de dicho punto (y de los valores de las densidades
1.0 2.0
r
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Figura 6.5: Configuraciones del sistema de elipses duras con ic = 6 para las tres
fases observadas: isótropa (vi = 0.329), nemática (r7 = 0.599) y sólida (q = 0.809)..
Nótese que la fase sólida muestra fuertes fluctuaciones anisótropas de gran longitud
de onda.
~=0.329 ~=0.599
~=0.809
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Figura 6.6: Igual que la figura 6.1, para ic = 2.
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Figura 6.7: Igual que la figura 6.2, para n = 2.
en la coexistencia) requeriría el cálculo de la energía libre absoluta de ambas
fases (Hoover y Ree, 1967; Ftenlcel y Mulder, 1985; Mulder, 1986).
Para concluir con el análisis de este caso habría que hacer notar las pe-
culiares propiedades de la fase sólida. En la imagen de una configuración de
dicha fase (figura 6.5) se puede observar la existencia de fuertes ondulaciones
anisótropas de gran longitud de onda. Parece probable que la intensidad de
estas oscilaciones aumente con el tamaño del sistema, por lo que no es en
absoluto obvio que la fase observada en la imagen sea realmente un sólido
cristalino estable. De acuerdo con el esquema teórico de la transición F-
5 en capás anisótropas mediada por defectos (Ostlund y Halperin, 1981)
podría ocurrir que a partir de una cierta escala el sistema se comportase
como un esméctico o incluso (a una escala aún mayor) como un nemático.
Estas simulaciones no permiten comprobar con detalle las predicciones de
esta teoría, aunque la fenomenología observada podría sér compatible con
una transición F-S del tipo 1 (con mediación de una fase esméctica), según
la notación de estos autores.
6.2.2 Elipses con ¿c = 2
Este es el caso más simple de todos los que se han simulado, ya que para
este valor de PC el sistema no tiene fase nemática. La fase isótropa aparece
directamente conectada con la fase sólida a través de una transición de
o
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o
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para las dosFigura 6.8: Configuraciones del sistema de elipses duras con x = 2
únicas fases observadas: isótropa (vi = 0.712) y sólida (vi = 0.810).
primer orden situada en ‘i ~ 0.78 (ver figura 6.6). De nuevo, el carácter de
primer orden de la transición viene indicado por la existencia de histéresis
entre las ramas fluida y sólida de la ecuación de estado (figura 6.6 y tabla
6.3). El parámetro de orden (figura 6.7) no muestra evidencia de orden
orientacional, sino que salta abruptamente desde valores proximos a O hasta
valores cercanos a 1 en 17 ~ 0.78, así que tampoco hay fase cristal plástico
(ver capítulo 1; Vieillard-Baron, 1972, encuentra unafase así pata n = 1.01).
Así pues, sólamente dos fases, la isótropa y la sólida, están presentes en este
caso, separadas por una transición de primer orden; sin embargo, como en
= 6, la fase sólida exhibe fuertes fluctuaciones de larga longitud de onda
(ver figura 6.8), si bien menos pronunciadas que las de la figura 6.5, así que
las conciusiones acerca de la fase sólida son las mismas.
Este es el caso más interesante de los tres, ya que muestra un resultado
totalmente inesperado y cualitativamente diferente de los otros dos. De
nuevo aparecen tres fases: sólida, nemática e isótropa; pero a diferencia
del caso PC = 6, para este valor de la razón de aspecto el sistema sufre dos
transitiones de fase de primer orden (ver figuras 6.9 y 6.10 y tabla 6.4). A
medida que ascendemos por la rama fluida desde la fase isótropa el sistema
experimenta un incremento del orden orientacional local, pero fracasa en
su intento de formar un verdadero nemático (estable frente al mecanismo
.7 12 19=0.810
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Figura 6.9: igual que la figura 6.1, para ‘c = 4.
6. Simulación Monte Carlo de un sistema de elipses duras
,c=2
E p 4’ 1’ 4’
0.20 0.151 0.0687 12.0 0.899 0.121
0.50 0.288 0.0699 13.0 0.907 0.0939
1.00 0.421 0.0721 15.0 0.930 0.0668
1.50 0.503 0.0726 17.0 0.950 0.124
2.00 0.568 0.0752 19.0 0.960 0.134
2.50 0.610 0.0765 21.0 0.975 0.126
3.00 0.645 0.0741 23.0 0.985 0.159
3.50 0.676 0.0824 26.0 0.998 0.125
4.00 0.713 0.0839 28.0 1.01 0.157
4.50 0.730 0.0804 ~28.0 1.03 0.878
5.00 0.745 0.0766 ½6.0 1.01 0.757
6.00 0.778 0.0819 ½4.O 0.999 0.525
7.00 0.812 0.0743 ½3.0 0.991 0.305
8.00 0.831 0.0788 ½í.o 0.976 0.122
9.00 0.853 0.0884 ú9.0 0.961 0.091
10.0 0.871 0.102 ~j70 0.950 0.074
11.0 0.884 0.0908 ~150 0.935 0.077
Tabla 6.3: Igual que latabla 6.1
N = 170.
para razón de aspecto n = 2 y número de partículas
de Kosterlitz.Thouless) (ver figura 6.11). Cuando descéndemos por la rama
sólida cruzamos un intervalo de densidades donde aparece una fase nemática
estable (ver figura 6.10 y tabla 6.5). Durante este descenso el sistema parece
cruzar una transición F.S de primer arden, ya que una vez alcanzado el
punto de presión reducida P = 18.8, la fase sólida no puede recuperarse
recomprimiendo. Así pues, por debajo de este valor el sistema deja de ser
sólido; sin embargo, el parámetro de orden nemático muestra un alto grado
de ordenación orientaciónal. Un análisis del decaimiento de 92<?) y 94(r), y
de la de dependencia del parámetro de orden en el tamaño del sistema (ver
tabla 6.5), indica que esta fase nemática es estable frente a la disociación
espontánea de disclinaciones. A densidades en torno a i~ ~ 0.74 el parámetro
de orden experimenta grandes fluctuaciones, y por debajo de esta densidad
decrece rápidamente a valores típicos de la fase isótropa. Aumentando el
número de pasos de la simulación (basta ío~ en algunos casos) uno encuentra
que todos los puntos con i~ < 0.74 son inestables (no así los de densidad
superior). La existencia de histéresis, el salto de] parámetro de arden y la
102
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‘(=4
P p q P p P p q
0.20 0.143 0.0636 10.0 0.840 0.229 t240 0.998 0.932
0.50 0.263 0.0678 11.0 0.859 0.335 t220 0.985 0.906
1.00 0.379 0.0735 12.0 0.874 0.324 ~2O.0 0.969 0.867
1.50 0.456 0.0824 13.0 0.887 0.344 ~200 0.968 0.862
2.00 0.522 0.0922 14.0 0.899 0.328 ~2O.O 0.966 0.860
2.50 0.560 0.0995 15.0 0.907 0.323 ~19.0 0.960 0.835
3.00 0.608 0.0896 16.0 0.920 0.268 ~i8.0 0.954 0.806
3.50 0.638 0.103 17.0 0.927 0.321 ½7.O 0.946 0.802
4.00 0.665 0.0985 18.0 0.939 0.404 ~160 0.941 0.821
4.50 0.691 0.168 19.0 0.948 0.503 ½6.O 0.941 0.821
5.00 0.702 0.211 20.0 0.957 0.528 ~150 0.929 0.823
5.50 0.724 0.149 22.0 0.972 0.483 t150 0.924 0.835
6.00 0.740 0.108 24.0 0.981 0.514 ~14Q 0.909 0.759
6.50 0.766 0.198 26.0 0.992 0.545 t130 0.903 0.748
7.00 0.770 0.183 28.0 1.00 0.588 t120 0.884 0.639
8.00 0.805 0.229 ~28.0 1.03 0.977 ~1¶0 0.865 0.464
9.00 0.820 0.117 ~260 1.02 0.965 tíO.O 0.851 0.470
Tabla 6.4: Igual que latabla 6.1, pararazón de aspecto n = 4 y número de partículas
N = 216.
estabilidad de la fase nemática frente al mecanismo de Kosterlitz.Thouless
nos lleva a la conclusión de que la transición VN para n = 4 es de primer
orden. Este resultado sorprende ya que en todas las teorías de la transición
VN en D = 2 se obtiene-una transición continua (ver capítulo 5). En
consecuencia, una de las predicciones de esta simulación es la existencia de
un punto tricritico (ver el final de la sección 3.2) para algún valor de n entre
4 y6.
6.3 Comparación con la teoría
Antes de comparar los resultados de la TFD desarrollada en el capítulo 5 con
los de la simulación hay que hacer notar que hay un factor de discrepanciaen
cierto modo irrelevante, como es el hecho de haber utilizado para la teoría el
volumen excluido que da la ASG (apéndice B) y para la simulación el criterio
exacto de Vieillard-Baron (sección 6.1.1). El segundo coeficiente del vinal
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= 0.761 ‘~ = 0.785
q~ 1/1 0.867 0.588
1/4 0.870 0.715
1/16 0.882 0.812
1/64 0.929 0.913
0.889 0.992
0.016 - 0.104
a1 -0.068 0.053
q2 1/1 0.752 0.346
1/4 0.757 0.516
1/16 0.781 0.669
1/64 0.870 0.845
0.895 0.991
0.034 0.212
a2 -0.126 0.125
q4 1/1 0.566 0.120
1/4 0.575 0.275
1/16 0.619 0.470
1/64 0.774 0.744
0.906 0.990
0.073 0.434
a4 -0.224 0.314
0.087
C2 -0.214
0.954
174 0.388
e4 -0.790
0.930
lrK/8kBT 3.289 0.590
Tabla 6.5: Análisis de la dependencia del parámetro de orden en el tamaño del
sistema para IV = 216 elipses duras con tc = 4. La natación es la misma que la de
la tabla 6.2. El punto de densidad q = 0.761 se obtuvo descendiendo por la rama
sólida y muestra un nemático estable. El punto de densidad q = 0.785 se obtuvo
ascendiendo por la rama fluida y corresponde a un nemático inestable (a pesar de
que la densidad es superior a la del punto anterior). De hecho, el decaimiento de
g~(r) y g4(r) es, para este valor, exponencial <como ocurre en la fase isótropa) en
vez de algebraico, por lo que no tiene sentido el ajuste a una recta. La estimación
de <1’) es, en este caso particular, <6> = ~ (b~ + +
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Figura 6.10: Igual que la figura 6.2, para ¿c = 4.
(e] volumen excluido medio) que produce la ASG (tabla B.1) es bastante
aproximado al exacto (ver figura 6.12), que está dado por la fórmula de
Boublík (1975):
B2(K)/vxnoi = 1 + y[E(1 — ‘(2)12 (6.11)
con E(x) f¿’
12(1 — xsin2t)’/2dt la función elíptica de segunda especie
(Abramowitz y Stegun, 1975); sin embargo, se separa bastante del valor real
a altas excentricidades (hasta un 57% en el limite de excentricidad infinita).
Esta inexactitud puede conducir a discrepancias adicionales entre teoría y
simulación y enmascarar en parte el efecto de las aproximaciones relevantes,
que es en lo que estamos interesados. Podemos corregir gran parte del daño
reescalando el volumen excluido con el factor:
A B
2(tc
)
2vmoiHo(x) (6.12)
con B2(~) dada por (6.11) y Ho(x) por (5.4), siendo x = (,~2 — 1)/fr2 + 1).De este modo obtenemos una versión ‘mejorada’ de la teoría descrita en el
capítulo 5, en la que el volumen excluido para iv — O y iv .— ~, así como el
segundo coeficiente del vinal, son exactos.
A la hora de realizar una comparación entre resultados teóricos y simu-
laciones MC hemos de distinguir dos aspectos diferentes: cómo reproduce
o
e
e
o
.‘
oc
•a~t.
1
a A a •~
106 6. Simulación Monte Carlo de un sistema de elipses duras
Figura 6.11: Configuraciones del sistema de elipses duras con n = 4 para las fases:
isótropa (~ = Q.440), nemática inestable (‘j = 0.785), nemática estable (v = 0.761)
y sólida (,~ = 0.809). Las dos primeras configuraciones se obtuvieron ascendiendo
por la rama fluida, mientras que las dos últimas se obtuvieron descendiendo por la
rama sólida. Nótese la existencia de dominios nemáticos en el nemático inestable.
~=0.440 rj=0.765
~y=0.761 ~=O. 809
6.3. Comparación con la teoría 107
.3
fi
CV
0.0 0.2 0.4 0.6 0.8 1.0
LO
0.6
0.6
0.4
0.2
0.0
x
Figura 6.12: Comparación entre el segundo coeficiente del vinal exacto y el obtenido
mediante la ASO. La línea continua representa 32/2écvmoI, con B2 dado por (6.11),
y lalínea discontinua representa Ho/tv, con H0 dado por (5.4); ambas curvas están
dibujadas frente a la variable x = (~2 — 1)/fr
2 + 1), siendo it la razón de aspecto
de las elipses. Para los tres casos simulados, x&c) vale: x(2) = 0.6, x(4) = 0.882 y
x(6) = 0.946.
la teoría los datos MC y cómo reproduce la transición l-N. En cuanto a
cómo se comparan las curvas de la ecuación de estado con las simulaciones
podemos echar un vistazo a las figuras 6.1, 6.6 y 6.9. En ellas están repre-
sentadas tanto las curvas obtenidas en el capitulo 5 como las resultantes de
la modificación que hemos hecho. De ellas se desprende inmediatamente que
cuanto menor es la excentricidad de las elipses, mejor se ajustan las curvas
a los resultados de simulación. Para iv = 2 (figura 6.6) no hay diferencia
entre corregir y no corregir el E
2, y el acuerdo entre la teoría y los valores
MC se muestra excelente incluso a densidades altas. Por encima de la tran-
sición F-S la comparación pierde significado ya que no hemos excluido la
fase sólida en la teoría. Para iv = ~ (figura 6.9) la teoría modificada ajusta
bastante bien la fase isótopa a bajas densidades y la nemática completa,
pero subestima la presión a densidades medias; la versión original ajusta
mejor la fase isótropa, pero sobreestima la presión en la nemática. Final-
mente, para iv = 6 (figura 6.1) se aprecia una desviación considerable con~
respecto a los resultados MC a medida que aumenta la densidad, si bien la
teoría modificada queda más cerca de ellos.
6. SimuLación Monte Carlo de un sistema de elipses duras
TFD Mc
‘h—N flI-N A(%)
2 0.74 ZO.78
4 0.49 —.0.74 34 Z~0.79
6 0.38 —0.59 36 ~0.76
Tabla 6.6: Localización de los puntos de la transición I-N del sistema de elipses
duras. Columna 1: estimación de la densidad de la transición (q72’R) basada en
la TFD modificada (ver tato); columna 2: estimación de la densidad de la tran-
alción basada en la presente simulación MC; columna 3: desciación relativa
(A (~!N — ni~)/nfl~) en %, y columna 4: estimación del punto de transición
F-S (n~S~) obtenido de la presente simulación. Nótese que al no haber sido calcu-
ladas las energías libres absolutas de las fases involucradas, la localización de las
transiciones de primer orden no es muy precisa.
Pero mientras que la TFD proporciona una descripción razonablemente
buena de la ecuación ae estado de elipses duras, fracasa en la predicción
de la transición I-N. En primer lugar, predice una transición continua para
cualquier valor de iv; no hay ninguna evidencia de punto tricrítico y el único
efecto que produce reescalar el volumen excluido (ec. (6.12)) es un des-
plazamiento de la línea de transiciones de fase. Además, los valores de las
densidades de la transición que resultan de la teoría están muy desviados de
los que se obtienen por simulación, como se puede ver en las gráficas de los
parámetros de orden (figuras 6.2, 6.7 y 6.10) y en la tabla 6.6.
No sabemos cuál es la razón de este fallo de la teoría. Ciertamente, en
lo que concierne a las transiciones continuas se puede ver en la simulación
cómo las fluctuaciones del sistema juegan un papel crucial, mientras que
como ya se comentó en el capítulo 5, la teoría desarrrollada tiene carácter de
campo medio, en el sentido de que no se tienen en cuenta las fluctuaciones
del parámetro de. orden. Es, pues, razonable que haya discrepancia en la
localización de las transiciones continuas, aunque uno esperaría que versiones
mejoradas de la teoría, que tengan en cuenta la interacción (contenida en
la densidad efectiva) de una forma autoconsistente, pudieran corregir este
defecto. Sin embargo, el origen del cambio de orden de la transición l-N
es del todo desconocido, y por esta razón no sabemos qué aproximación de
la teoría omite~este hecho. Este problema aparenta ser mucho más grave
que el anterior. En principio, el hecho de que el desarrollo de Landau para
un nemático en D = 2 dependa de q2 (ecs. (3.25) y (5.19)) nos lleva a
pensar que la transición que predice cualquier teoría de tipo campo medio
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esnecesariamente de segundo arden. Como ya se mencionó al final de 3.2,
hay una vía de escape dentro de la propia teoría de campo medio, ya que la
ec. (3.25) admite un punto tricrítico siempre que el coeficiente de q4 cambie
de signo. No ocurre esto en la TFD que hemos elaborada en el capítulo 5.
pero no podemos excluir la posibilidad de que ocurra en futuras versiones
de la teoría.

‘7
Generalización de la teoría del
líquido efectivo
La TFD desarrollada en los capítulos 4 y 5 para describir la transición VN
de moléculas anisótropas duras se basa en una idea fundamental que la hace
diferente de versiones anteriores (Singh y Singh, 1986; Marko, 1988), como
es la introducción de un liquido efectivo que de algún modo incorpore en
la teoría los efectos de la interacción molecular en la fase ordenada (este
método se aplicó par primera vez en el contexto de la transición F-S: Baus
y Colot, 1985; Colot y Baus, 1985; Colot ci al., 1986). Sin embargo, la
forma de determinar este liquido efectivo es insatisfactoria porque se basa
en argumentos geométricos ad hoc y depende de la densidad local de la fase
ordenada sólo a través de su valor medio, ignorando así la informacion so-
bre la estructura de esta fase. Sin introducir consideraciones extrañas a la
TED se puede buscar una condición que determine la densidad efectiva im-
poniendo que la energía libre por partícula del sistema iguale la de] líquido
efectivo (Baus, 1989), y llegamos así a una nueva formulación de la ALE,
que recibe el nombre de ‘apraimación autoconsistente del liquido efectivo’
(AACLE). Un análisis más detallado lleva a una reformulación mis general
de la AACLE (Lutslco y Baus, 1990a y b) denominada ‘aproximación gene-
ralizada del liquido efectivo’ (AGLE). Es esta aproximación la que vamos
a desarrollar aquí, en una versión ligeramente modificada (la original está
escrita para la transición F-S) que permita incorporar grados de libertad
internos (orientaciones en nuestro caso) de las moléculas.
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7.1 Formulación general
Tomemos como punto de partida la ecuación (A28) del apéndice A, que nos
permite escribir la energía libre de interacción por partícula como:
/5tint[P] = —~ J dA(1 — A)f dic ¡dx’C(x,x’; [ApDp(x)p(x’) (7.1)
Hay dos formas de definir un líquido efectivo que, juntas, conducen a una
ecuación exacta para #mt[p] (Lutska y Baus, 1990b); estas dos faunas son:
a través de una transformación termodinámica y a través de una transfor-
mación estructural.
La transformación termodindmica consiste en encontrar un liquido cuya
energía libre de interacción por partícula sea igual a la del sistema conside-
rado; en otras palabras, si p~ es la densidad de tal liquido:
~ñ.t[p]= ,ñ(~) (7.2)
(el funcional ~int[p] se convierte en la función ti,,t(p) cuando la densidad
local es uniforme). La ecuación (7.2) nos lleva inmediatamente a la siguiente
ecuación para ~ (que será un funcional de p(x)):
~¿p] — * JdxJdx’p(x)p(x’)w(x x’; [p]) (7.3a)
f¿ dA(1 — A)C(x,x’; [Ap])
w(x,x’; ~‘]~ f~ dA(1 — A) f dr fdu fdu’ C(r; u, u’; A~~[p]) (7.3b)
Nótese que (7.2) conduce, en el caso en que la densidad sea uniforme, a la
relación ~ = p, y en este caso particular (7.3b) implica que la función péso,
w(x,x’; [pD, está normalizada a la unidad.
La transformación estructural se hace necesaria porque ~ aparece defi-
nida (ec. (7.3)) a través de la (desconocida) FCD de la fase no uniforme. En
principio parece que lo que habría qué hacer es inventar uña transformación
que convirtiera dicha FCD en la de un liquido a una cierta densidad efectiva,
pero tal transformación no puede existiT debido a que las simetrías de la fase
líquida están rotas en la fase no uniforme. Sin embargo, en la expresión de
la energía libre (ec. (7.1)) la FCD de la fase no uniforme aparece siempre
bajo el signo de integración, hecho que podemos utilizar para imponer la
condición más débil:¡ dxJdx’p(x)~(x’)C(x,x’;
— JdxJdx’p(x)~(x’)C(r — (7.4)
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que define perfectamente una nueva densidad efectiva ~, también funcional
de p(x) y que, al igual que en la transformación termodinámica, se reduce
a p en el limite de densidad uniforme.
Como es de esperar, estas dos transformaciones no son independientes;
de hecho las ecs. (L3) y (7Á) conducen inmediatamente a la relación:
= f dx f dx’p(x)p(x’) fJ(í — A) C(r — r’; u, u’; ~e[Ap]) (‘LS)pVfdxf¿(1 — >i)C(r;u,u’;A~~[p])
Hasta aquí todas las ecuaciones son exactas, pero el problema sigue sin
resolverse porque las definiciones de p~ ~ involucran la FCD de la fase no
uniforme. La estrategia a seguir es tomar (7.5) como una ecuación qué liga
las densidades efectivas e introducir una nueva ecuación ad hoc que permita
calcularías. Cada elección que hagamos de ella definirá una aproximación;
la más simple consiste en hacer:
~[p] = ~[p] ~[p] (7.6)
lo que convierte (7.5) en una ecuación de autoconsistencia que define la
densidad efectiva ~. Esta es la AGLE (Lutsko y Baus, 1990b).
Existe otra forma de obtener ~, alternativa ala resolución de la ecuación
integral (LS), y es convertir ésta en un sistema de ecuaciones diferenciales
cuya solución nos defina la densidad efectiva. Para ello introducimos la
notación:
= —~ [dxl dx’p(x)p(xjC(r — r’;u,u’;k) (7.7a)pV ji
—p] dA(1 — A) Jdu ¡ du’ JdrC(r; u, u>; Ap) (77b)
De (7.5) y (7.6) se puede obtener (Lutsko y Baus, 1990b):
52 (7.8)
¡Yek(P[ Pl)) = ~(mAk);[p])
Así que si definimos las funciones de A:
8y(A) (7 .9b)
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(7.8) se convierte en el sistema:
dx _ y—t(x) (7.lOa)
dA A49(x)
2 — ‘P(x; [p]) (7.lOb)
dA
donde las primas denotan las derivadas respecto alas respectivos argumentos
(la ecuación (7.lOa) se obtiene de desarrollar (7.9b)). El sistema anterior no
está definido para A 0, pero se puede extender por continuidad tomando
limites en los miembros de la derecha de (7.10) y utilizando el desarrollo del
viriai p4/(p) = ~ B,~1p”. De este modo se obtiene:
2B2x’(0) = y’(0) = 9(0; [p]> (7.11)
Finalmente, el sistema (7.10) se completa con la condición inicial x(0) =
y(O) = 0, que se obtiene de utilizar ~[0] = O y de imponer jz’(0)I < oc. La
densidad efectiva ~[p]se obtiene a partir de la solución, 4A), del sistema
(7.10) como ~[p]= z(1).
Dentro de la filosofía de la TFD, y de forma paralela a la ALE, se ha
desarrollado otro método no perturbativo conocido como ‘aproximación de
la densidad suavizada’ (ABS). La aproximación, introducida por Tarazona
(1984) y posteriormente desarrollada por Crtin y Ashcroft (1985), mejora
la ‘aproximación de la. densidad local’ (ADL) mediante la introducción de
una densidad suavizada a través de su convolución con una cierta función
peso. En la ADL la energía libre de interacción (Fi,,1) de un sistema con
densidad local p(x) se obtiene a partir de la. energía libre de interacción por
partícula de la fase fluida (#~~~) mediante:
FintIP] = ¡dxP(x)tint(P(x)) (7.12)
Esta aproximación sólo vale para perfiles p(x) muy suaves, ya que debido
a las singularidades de la energía libre de interacción, 4~~~~(p(x)) puede no
estar definida en los picos de p(x). La ABS evita esta dificultad calculando
~mnt a partir de la siguiente versión modificada de (7.12):
Fin1[p] = ¡dXP(X)#mt(~(X)) (7.13a)
= ¡ dx’p(x’)n4r — r’; u, u’; ~(x)) (L13b)
La función peso se elige de tal modo que (7.13) satisfaga dos requerimientos
en el limite de densidad uniforme:
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(i) que reproduzca la energía libre del fluido, lo que implica:
¡dx’w(r’; u,u’;p) = 1 (7.14)
(Ii) que reproduzca la FCD del fluido, es decir:
— ~{bp(x)bp(x’) } p(x>~p — C(r — r’; u, u’; p) (7.15)
Bajo la hipótesis adicional de que tanto la función peso como la FCD del
fluido admiten un desarrollo del vinal, (i) y (u) pueden ser satisfechos
truncando las series a orden cero (Tarazana, 1984), uno, dos (Tarazona,
1985),... Este procedimiento plantea la cuestión de si un desarrollo tal con-
verge. Por esta razón Curtin y Ashcroft (1985) consideraron la resolución
de la ecuación integral no lineal completa (7.15), que en transformada de
Fourier se convierte en una ecuación diferencial no lineal ordinaria en la
densidad. El método, sin embargo, involucra una gran cantidad de cálculo
numérico debido a que dicha ecuación ha de ser resuelta para cada valor del
vector de ondas. Denton y Ashcroft (1989) propusieron una versión modifi-
cada de la ABS (ABSM) en la que la ecuación a la que se llega transformando
Fourier es algebralca y lineal, por lo que puede ser resuelta analíticamente.
Los resultados de la ABS y la ADSM son muy similares cuando se aplican a
la transición F-S en ED, pero la ADSM es ya en su formulación una teoría
de liquido efectivo (Baus, 1990) en el sentido de que la densidad ‘súavizada’
tiene la forma (7.3a) y satisface (7.2) (aunque se determina utilizando (7.15)
en lugar de (73b)). Es en este punto donde los métodos de la ABS y la ALE
convergen, ya que Lutslco y Baus (1990b) han demostrado que la ADSM se
obtiene de la AGLE cuando la densidad efectiva de esta última se desarrolla
en serie de la forma:
p[Ap] = A [f(>~— 1fl~~~k~]J (7.16)
y se trunca en segundo orden’.
‘Cuando se trunca en orden cero, esto es, = Ap(O>[p], uno obtiene la AACLE
(Baus, 1989) siendo ~<o)la. correspondiente densidad efectiva.
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7.2 La transición orientacional en dimensión D
Utilizando las nuevas posibilidades que ofrece la AGLE vamos a continuación
a estudiar la transición I-N para un fluido de cuerpos duros convexos (CDC)
anisótropos en dimensión 19. Como hicimos en el capítulo 4, escribimos la
energía libre por partícula, 4p], como suma de tres términos (ec. (A.22)):
<¡‘[pl = <kext[p] + 4~id(P] + ‘ki,it[p] (7.17)
y eliminamos el término de campo externo (4~t[p]) imponiendo directa-
mente sobre p(x) la simetría de la fase nemática; en otras palabras, toma-
mos p(x) = ph(u) con fduh(u) = 1. En cuanto a los términos ideal (t¡d[p])
y de interacción (ti»t[p]), para aplicar la AGLE es preciso que estén referi-
dos al sistema infinitamente diluido, en lugar de al sistema isótropo, como
hacíamos en los capítulos 4 y 5; así, su forma será:
P4~d(h] = ln(A2Dp) — 1 + Jduh(u)ln h(u) (718)
— —~J áuj du’h(u)h(u’)
x ¡ ¿>41 — A) JdrC(r; u,u’; [Ah]) (7.19)
donde ya se ha utilizado la invariancia traslacional de la fase nemática A
es la longitud de onda térmica generalizada (ver ec. (A.19)). Para aplicar
la AGLE echamos mano de la relación (7.4), con la densidad efectiva obte-
nida a través del sistema (7.10). Este paso nos permite obviar el problema
de calcular la FCD de lá fase nemática y utilizar en su lugar la FCD de
la fase isótropa. Igual que en el capítulo 4, la FCD de la fase isótropa la
obtenemos de la de ED mediante la aproximación de Pynn (ec. (4.4)) o equi-
valentemente (dado que nos restringimos a estudiar sólo la fase nemática)
mediante la aproximación de factorización (ec. (4.5)). En consecuencia,
(7.19) adoptará la siguiente forma:
= {~D2Dnj dA(1 — A)J7 dZZD1CED(z;¶Ah])}
x {J du ¡ du’h(u)h(u’)E(u - u’)} (7.20)
donde i~ = VmOIP es la fracción de empaquetamiento, siendo Umol e] volumen
molecular, y:
S(u-u’) dt{a(t; u,
D2~VmoI J
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1 ~
— 2Dv,,~¡ J arvi~ui.r;u,u> — r) (7.21)
es la relación del volumen excluido de dos CDC de orientaciones u y u’ al
de dos ED de volumen molecular Vmd (a(f-; u, u’) es la distancia de contacto
de los dos CDC y 43(x) es la función escalón). En este punto ya se puede
ver que una consecuencia directa del uso de la aproximación de Pynn (o de
la de factorización) para la FCD es que la energía libre (7.20) se factoriza
en una parte radial y otra angular, dando lugar de este modo a una teoría
tipo Onsager (1949). De hecho, el resultado original de Onsager se recu-
pera reemplazando la FCD de ED en (7.20) por su límite de baja densidad
(CED(x;0) = —0(1 — x)). La ecuación (7.20) se puede simplificar aún más
utilizando algunas identidades del fluido de ED D-dimensionales (Baus y
Colot, 1987). Si como en los capítulos 4 y 5 denotamos por ZED(’1> el fac-
tor de compresibilidad de las ED (I3ltD/p) y definimos la función IED(i~) a
través de la relación:
ZEDO?) = 1— !jdyyIEn(y) (7.22)
entonces la ecuación de estado de la compresibilidad (fiOPED/OP = 1 —
p f dr CED(r/o-; ,j)) conduce al resultado:
IED(fl) — D2DjdZXD1CED(z;??) (7.23)
que sustituido en (7.20) permite excribir #~,,t[h] como:
~1~4h] = {—~j ¿>41 — A)IEDe7[Ah])}
>< {J du ¡ du’h(u)h(u’)Z(u - u’)} (7.24)
En el espíritu de la AGLE, la forma de determinar la densidad efectiva ¶h]
es imponer la condición (7.2), que equivale a resolver el sistema (7.10). La
forma de este sistema, reescrito en las variables z(A) iJ[API] e y(A) =
8(AV4z/v~oO)/8A y utilizando las identidades para ED, es la siguiente:
dx z (y—QED(r)
\
dA A k. ZED(x)—1) (7.25a)
dy ‘1i[h]f(ZED(z) — 1 + QED(z)) (7.25b)
40) = y(O) = O <7k25c)
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con la función QED(n) definida como:
QED(n) J dyZED(Y) — 1 (7.26)1/
y el funcional i14hJ dado por:
f du ¡ du’h(u)h(u’)S(u -u’) (7.27)
fdufdu’Z(u -u’)
La solución de este sistema es
2:
¶Ah] = A
174h] (7.28)
Este resultado es hasta cierto punto extraño porque, debido a la factori-
zación, la densidad efectiva entra sólo en la parte radial de (7.24), mientras
que según (7.27) y (7.28) está definida puramente (y de forma explícita) en
función de las variables angulares; con ello, la idea de autoconsistencia se
pierde de algún modo. Sin embargo, se puede aprovechar la factorización de
(7.24) para imponer la condición (7.2) sólamente sobre la parte radial de la
energía libre de interacción. Cuando se hace esto la densidad efectiva viene
dada también por el sistema de ecuaciones (7.25), pero ahora el funcional
i.Ihl está definido por:
tMh] (7.29)
de modo que la solución (7.28) sigue siendo válida, pero esta vez con la
definición (7.29). Así pues, hay dos versiones alternativas de la AGLE en
el problema de la transición I-N: la que llamaremos ‘completa’ (AGLE-c),
dada por la siguiente expresión para t~nt[h]:
= QED(iflh]){Jdufdu’Z(u.u’)} (7.30a)
~[h] fdu fdu’h(u)h(u’)E(u -u’) (7.30b)fdufdu’S(u- u’)
y la que llamaremos ‘factorizada’ (AGLE.f), cuya expresión para ~ es:
‘3#L [h]=QED(n) {J du J du’h(u)h(u’)S(u. u’)} (7.31)
La AGLE-c es idéntica a la expresión obtenida por lIolyst y Poniewierski
(1989b) siguiendo el formaliÉmo de la ABS (ver final de la sección 7.1), mien-
tras que la AGLE.f coincide con el funcional obtenido por Parsons (1979),
2Nótese que como se verifica rnxh] = Arnh] la AGLE y la AACLE coinciden.
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posteriormente aplicado por Lee a la transición I-N en ECD (Lee, 1987) y en
EDR (Lee, 1988) en 19 = 3, al que también se reduce el funcional propuesto
por Somoza y Tarazona (1988; 1989) dentro del marco de la ADS cuando
éste se aplica a la transición I-N. En el marca general de la ALE, estos dos
funcionales surgen, como acabamos de ver, de una forma natural, según im-
pongamos una condición u otra para determinar la densidad efectiva. La
ventaja de este enfoque es que las aproximaciones involucradas están loca-
lizadas en dos puntos: la aproximación de factorización para la FCD (ecs.
(4.4) y (4.5)) y la condición de autoconsistencia sobre la energía libre de
interacción. La primera es la responsable de la factorización final del fun-
cional, mientras que la segunda es necesaria para encontrar una expresión
explícita del mismo. La primera es mejorable buscando expresiones más pre-
cisas de la FCD; respecto a la segunda, no es evidente cómo introducir una
forma sistemática de mejorarla. Esto último constituye el principal defecto
de la ALE (compartido también por la ABS); pero no es más que el precio a
pagar por disponer de una teoría no perturbativa de las fases inhomogéneas.
La ventaja es que, cuando se aplican, por ejemplo, a la transición F-S (y lo
mismo veremos que ocurre para la transición I-N), las teorías no perturba.
tivas demuestran ser más eficaces que los desarrollos perturbativos (Baus,
1990).
Una vez obtenidas las expresiones para la energía libre, las de la presión
y potencial químico se derivan de las ecs. (A.31) y (K32) respectivamente,
que escritas para un sistema de referencia infinitamente diluido (PR 0)
tienen la forma:
— 1—-’.. ¡dic ¡ dx’p(x)p(x’) 1 dA AC(x,x’; [Ap]) (7.32)
p pV o
— ~EÉi+13~[~] (7.33)
p
Aplicando las mismas aproximaciones que para la energía libre obtendremos
para la presión dos expresiones distintas, según que utilicemos la AGLE-c o
la AGLE-f; estas expresiones son, respectivamente:
— 1+ (Z~(i7[h]) —1) {Jdu Jdu’S(u - u’)} (7.34)
—1+ (ZED(’7) —1) {JduJdu’h(u)h(u’)S(u. u’)} (735)
p
Las correspondientes al potencial químico (p
t y gO se siguen de (7.33)
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utilizando para la presión y la energía libre las respectivas expresiones apro-
ximadas.
Por último, antes de seguir adelante es interesante mencionar el hecho de
que ambos funcionales de la energía libre (AGLE-c y AGLE-f) se reducen al
mismo (el correspondiente a la teoría de Onsager) cuando se toma el limite
de bajas densidades (QED(’7) =
7.2.1 Volumen excluido de dos cuerpos duros convexos
Al hablar de cuerpos duros hay que hacer una distinción fundamental entre
cuerpos convexos y no convexos (Boublík y Nezbeda, 1986). Un cuerpo
convexo (Ishihara y Hayashida, 1951; Kiha.ra, 1953; Mulder, 1986) se puede
definir como una región del espacio euclídeo tal que dos puntos cualesquiera
de la misma pueden unirse por una recta completamente contenida en ella.
En sistemas de CDC que se mueven libremente, la interacción es debida al
volumen excluido de pares de cuerpos, por lo que la TFD desarrollada en la
sección precedente es perfectamente aplicable a estos sistemas. En sistemas
de cuerpos duros no convexos pueden darse situaciones, a altas densidades,
en las que dos o más cuerpos bloqueen el movimiento de otro atrapándolo
en los huecos que dejan sus concavidades. Este efecto produce interacciones
importantes de tres o más cuerpos, que no están contempladas en la teoría
que hemos elaborado.
Los CDC más estudiados en la literatura son los EDR, tanto oblatos
como prolatos, y los ECD, fundamentalmente prolatos (cilindros rematados
por semiesferas), aunque también oblatos (toros rematados por discos). El
sistema de EDR es la extensión inmediata del modelo de ED a moléculas
anisótropas, y. de hecho ha sido uno de los primeros modelos en los que se
ha estudiado la fase nemática; los ECD fueron introducidos para estudiar
fases esmécticas, ya que tienen mayor capacidad de empaquetamiento que los
EBR. Otros tipos de formas geométricas han sido también consideradas en la
literatura (Kihara, 1953; Boublik y Nezbeda, 1986), pero se les han dedicado
pocos y muy específicos estudios (normalmente a la búsqueda de alguna fase
concreta o para modelar algún tipo particular de mélécula), por lo que para
nuestro propósito general las ignoraremos. También son interesantes los
casos límites de moléculas extremadamente alargadas (agujas; ver Frenkel
y Eppenga, 1985, y el capítulo 5) o extremadamente planas (discos; ver
Eppenga y Frenkel, 1984; Colot et aL, 1988, y el capitulo 4), ya que en estos
límites la fase nemática no está perturbada por la presencia de una fase
sólida (agujas y discos carecen de volumen molecular).
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El cálculo del volumen excluido de un sistema de EDIL en dimesnsión 19
es un problema sin resolver. Para 19 = 2 y 19 = 3 Vieillard-Baron (1972)
obtuvo sendos criterios para comprobar el solapamiento de dos EDR y, pos-
teriormente, Perram y Wertheim (1985) obtuvieron un criterio alternativo,
válido para cualquier dimensión. Tales criterios se utilizan en las simula-
ciones de estos sistemas, pero no proporcionan una expresión analítica para
el volumen excluido de dos EDR. A veces se utilizan desarrollos de Fourier
(Tjipto-Margo y Evans, 1990) o integraciones numéricas de la ec. (7.21)
(Perera et a14 1988; Holyst y Poniewierski, 1989b) para calcular dicho volu-
men excluido, pero el método más extendido es laASG de Berne y Pechuka.s
(1972), que aparece descrita en detalle en el apéndice B. La gran ventaja de
esta aproximación es que proporciona una expresión analítica (ec. (fl Al))
para S(u - u’) (ec. (7.21)) válida siempre que 19 > 2. La ASG ha sido
empleada exhaustivamente en la literatura (Singh y Singh, 1986; MarIco,
1988; Colot el al., 1988; Lee, 1988) y su principal defecto es que sobreestima
el volumen excluido exacto de dos EDR (Tjipto-Margo y Evans, 1990), de
manera que el segundo coeficiente del vinal (ecs. (B.13) y (BIS)) difiere
del valor exacto (como puede verse, por ejemplo, en la figura 6.12). Una
ligera corrección de la TFD se puede conseguir (ver sección 6.3) reescalando
el volumen excluido con el factor Bx~o/B~tsG, siempre que el segundo co-
eficiente del vinal se conozca de forma exacta (lo que ocurre para 19 = 3 y
19 = 2; Boublfk, 1974; 1975). En lo que sigue, los cálculos referidos a EDR
utilizarán la ASG, reescalando siempre que sea posible.
Para ECD el problema es mucho más simple (Balberg et aL, 1984). Los
parámetros que definen un ECD son la longitud del cilindro, L, y el diámetro
de las semiesferas (o del cilindro), W. La razón de aspecto (la relación de
la longitud total al diámetro) será entonces it = 1 + L/W. En 19 = 2 el
volumen (área) excluido está dado por el área del objeto generado en la
figura 7.1 por el deslizamiento de un ECD sobre otro que permanece fijo,
manteniendo constante la orientación relativa. Tal objeto está formado por
cuatro rectángulos de lados L y W, cuatro sectores de circulo que en total
forman un círculo completo de radio W, y un paralelogramo de lado L y
ángulo 6, siendo u - u’ = cosO (con u y u’ las orientaciones de los ECD).
Así:
V2EcD (6) = 4LW + rW2 + L2IsinOL (7.36)
De la figura 7.1 se puede también inferir cómo es el volumen excluido en
D = 3: los rectángulos se reemplazan por semicilindros de altura L y radio
W; los sectores de círculos se convierten en casquetes de esfera con el mismo
radio, W, y el paralelogramo adquiere un espesor 2W convirtiéndose en un
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Figura 7.1: Área excluida de dos ECU en 19 = 2 (o circulo-rectángulos) con orien-
tación relativa O; o, equivalentemente, proyección del volumen excluido de dos ECU
en D.= 3 con la misma orientación relativa, 6, sobre el plano que contiene sus ejes
de simetría. La figura está generada por el tentro de masas del cuerpo B cuando
éste se desliza alrededor del A manteniendo al menos un punto de contacto.
paralelepípedo, así que:
= 2LirW2 + + 2WL21 sin 6¡ (7.37)
El paso de 19 = 2 a 19 = 3 da idea de como generalizar la figura 71 cuando
aumentá D. Procediendo de la misma forma se llega a3:
VD. ECD _(6) — 2LVDíWD1 + + V
02WD
2L21 5~fl 6¡ (7.38)
3Parece claro que los cilindros se transforman en hipercilindros y las esferas en hiper-
esferas cuando aumentarnos el número de dimensiones por encima de 19 = 3; sin embargo,
no es trivial en qué se convierte el partielepipedo Central. Sabemos que la. proyección
sobre el plano que contiene los ejes de simetría debe ser la figura 71, de modo que dos
de las caras de la extensión del paralelepípedo a un espacio 19-dimensional conservarán
esta forma. Los otros 19— 1 pares de caras han de estar producidos por la intersección de
caña uno de los hipercilindros con los hiperpíanos que contienen sus respectivos ejes de
simetría. Si escribimos la ecuación de un tal hipercilindro como z! + - - - + r%
1 < w
2,
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donde 14, denota el volumen de una esfera n-dimensional de radio unidad,
es decir, 14, = ir”/2¡r(í + n/2). Ahora, si tenemos en cuenta que el volumen
de un ECD es u
0 = VD(W12)D + LVDí(W12)
0’, el volumen excluido
reducido (7.21) adoptará la forma:
19 (n—1)2SECD(u - u’) = 1 + 2r [1+ (iv — 1)/Nn+
2] [1 — (u- u¡)91/2 (7.39)
con:
Nótese que lim~.o nEAsG( u - u’) oc SECD(u - u’) — 1, de modo que el com-
portamiento de un sistema de ECD está contenido en el limite de muy alta
excentricidad de un sistema de EDIL, como veremos en la sección 7.2.5.
7.2.2 La fase isótropa
Una de las características másinteresantes de las ecuaciones de estado (7.34)
y (7.35) es la libertad que nos da el hecho de que ambas estén expresadas en
función de la ecuación de estado de ED, sin hacer uso exÉlícito de la forma
analítica de la FCD. Gracias a ello la teoría conduce a resultados diferentes
según la elección que hagamos de ZED(n), así que es conveniente hacer un
estudio de esta dependencia. Vamos a considerar en primer lugar-la fase
isótropa.
La ecuación de estado de la fase isótropa se obtiene tomando h(u) E 1
en las ecs. (7.34) y (7.35). Ambas ecuaciones conducen al mismo resultado:
= 1 + 112,(ZED(’7) — 1) (7.41a)
P
¡duS(u.n) (7.41b)
resultado que, por otra parte, coincide con el que ya se obtuvo para EDIL
en 19 = 3 y 19 = 2 (ecs. (4.16) y (5.9)). La ecuación (7.41) es también una
consecuencia directo de la aproximación de factorización utilizada para la
FCD (ecs. (4.4) y (4.5)). El factor de compresibilidad de ED, ZED(n), se
puede obtener de las distintas aproximaciones disponibles en la literatura.
con la restricción 4, < L2/4, y la del correspondiente hiperpiano como z2 = O, entonces
la intersección aparece como otro (hiper)ciuindro (D — 1)-dimensional (nótese que esto
equivale a un segmento de longitud L en D = 2 y a un rectángulo de lados L y 2W en
D = 3, como de hecho ocurre).
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Como vimos en capítulo 5, para ED 19-dimensionales Baus y Colot (1987)
proponen una versión reescalada del desarrollo del vinal (ecs. (5.7) y (5.8)).
Cuando se compara con resultados de simulación y con otras ecuaciones
de estado aproximadas, hasta D = 5 (Baus y Colot, 1987), se ve que los
resultados de este método son muy precisos. Luban y Michels (1990) ofrecen
una forma alternativa para ZED(n):
ZED(n) = 1 + (7A2a)
5(x) = E;x{í+ (~—C(x)~)z} (7.42b)
T(x) = 1 — «x)~’x + («x) — 1)~x2 (7.42c)
3 2
donde B = BEDP~r1) y q~, = VOPcp, siendo pa,, la densidad de la configu-
ración de máximo empaquetamiento. «x) es una función desconocida cuya
relación con el desarrollo del vinal está definida a través de (7.42), y que
Luban y Michels determinan empíricamente mediante un ajuste lineal a los
datos de simulación.
Es interesante comparar los resultados de la ec. (7.41) (utilizando las
ecuaciones de estado de ED (5.7) y (7.42)) con otras ecuaciones de estado
aproximadas propuestas para fluidos de CDC y, por supuesto, con los resul-
tados de simulación, cuando los haya. Entre las aproximaciones tenemos,
por ejemplo, la de Song y Mason (1990), que construye la ecuación a partir
del conocimiento de los tres primeros coeficientes del vinal, es decir:
ZSM = 1+B§~DcpG(’7) (7.43a)
1 707 + y2’t (7.43b)
=
= D~2D1b§~DCJiD (743c)
= ~D(D —1)-- 2D1 Db?DCRD + 4DIbBCHD (7.43d)
con B~+i/(D2)~. Otra aproximación es la obtenida mediante la la
TPE, en sus dos versiones (Boublfk, 1974; 1975; Rosenfeld, 1988), que no
tiene una expresión general con la dimensión. También es interesante com-
parar los coeficientes del vinal que predicen estas teorías con los exactos,
obtenidos mediante integración numérica de los desarrollos en diagramas de
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19 EDIL ASO
2 í+4~4E(í—#)f 4 E(~2)
rv77
3 3[~ ln(X + ~/rti) ir >2arccos ~i>vW~T
~/3Yw-~; 1
r arcsmx 1l+v/i~Z?.j
2»’ F (—4,4; I;x’)
Tabla 7.1: Expresiones para el segundo coeficiente del vii-ial de EDIL D-di-
mensionales y su forma aproximada en la ASO. it es la razón de aspecto,
x = (it2 — 1)/fr2 + 1), A = [(1+ IxI)/(l IxI)1’12 — max(¡’c, 1/¡c), MD está dado por
la ec. (7.40), E(x) — y/2 d~jl — zsin2 ~ es la función elíptica de segunda especie
y E(a,fi;y;z) es la función hipergeométrica (Abramowitz y Stegun, 1965). ~
para D = 2 y D = 3 han sido obtenidos a partir de las fórmulas generales para el
volumen excluido de dos CDC (Ishihara, 1950; Kihara, 1953; Boublík, 1974; 1975;
Barker y Henderson, 1976; Boublík y Nezbeda, 1986); B~50 está calculado en el
apéndice B.
19 ECD2 2+
ir2 + 4ir(n — 1)
1
19 ~D-i
4+
[1+~Í(D
3(tc— 1)2
1)]]1)
Tabla 7.2: Expresiones para el segundo coeficiente del vinal de ECD D-dimensioi
nales. it es la razón de aspecto (it = 1 + L/W, con L la longitud del cilindro yW
el diámetro de las semiesferas), y N» está dado por la ec. (7.40).
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dichos coeficientes4 (Ree y boyer, 1964). De la ec. (7A1) se sigue inme-
diatamente que:
b~DC — (H0 )«fl1)bED (744)
Puesto que
4DC se requiere como dato en todas las teorías, sus expresiones
para EDIL (exactos y en la ASO) y ECD en dimensión 19 aparecen, respec-
tivamente, en las tablas 7.1 y 7.2. En lo que sigue, la comparación se hará
independientemente para D = 2, 19 = 3 y 19 > 3.
19=2
Para evaluar (7.41) hemos utilizado tanto Z6 (en la notación (5.7) con los
coeficientes de la tabla 5.1) como (7.42). Como ya se discutió en el capitulo
5, la ecuación de estado (7.41) no es demasiado sensible a la eleccion que
uno haga de ZED(n) y, de hecho, se encuentra poca diferencia en utilizar
una u otra aproximación (excepto a muy altas densidades). La ecuación de
estado de Song y Mason se calcula utilizando las estimaciones numéricas de
Tarjus et al. (1991) para y 4DR Por último, la ecuación de estado
de la TPE (Boublík, 1975) es:
ZTPE = 1 + (a — 1)~ (7.45)(1 ~)2
donde a = 4
00/v~,í — 1. La fórmula anterior nos lleva a una expresión
muy simple para los coeficientes del vinal reescalados:
1+na(l+aV’ (746)
Paz-a EDIL en 19 = 2, la ecuación de estado de Song y Mason y el desarro-
llo del vinal hasta el término en B
4, para it = 2, 4 y 6 han sido comparados
por Tarjus ci al. (1991) con los resultados MC del capítulo 6. En la figura
7.2 se comparan las ecuaciones de estado aproximadas mencionadas ante-
riormente (incluyendo por completitud la de Song y Mason) con los mismos
resultados MC, y en la tabla 7.3 se proporcionan algunos valores de los
4E1 método de integración es de tipo MC. Consiste en generar una cadena de vi
moleculas cada una de las cuales solapa la anterior y comprobar los eventuales solapa-
mientos producidos entre moléculas no contiguas. Si representamos cada molécula por un
punto y cada uno de estos solapamientos por una línea continua que una las moléculas
que se solapan, estaremos asociando un diagrama a la configuración generada. Si tal dia-
grama aparece en el desarrollo de B~DC, la configuración generada contribuirá, con el
peso asociado al diagrama, a la correspondiente integral.
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Figura 7.2: Presión reducida, P I3Pvmo¡ de EDIL en D = 2 (elipses duras)
como función de la fracción de empaquetamiento ~ V,,,~O, para sc = 2, 4 y
6 (de izquierda a derecha). Las lineas continuas representan la ec. (7.41) (los
resultados utilizando (5.7) o (7.42) son indistinguibles en la escala del dibujo),
las lineas discontinuas de trazos largos muestran los resultados de la TPE (Cc.
(7.45)), las de trazos cortos muestran los resultados de la ecuación de Song y Mason
(ce. (7.43)) con los coeficientes del vinal numéricos obtenidos por. Tarjus ci ci.
(1991). Por último, los círculos representan las simulaciones MC del capítulo 6. -
Los valores de q para sc = 4 y 6 están desplazados hacia la derecha 0.2 y 0.4
unidades respectivamente. Para sc = 2 todas las líneas se superponen. Para sc 6
hay una transición Kosterlitz-Thouless (ver capítulo 6) a una fase nemática en
= 0.59; además, una transición de primer orden aparente <debida al tamaño
finito del sistema) aparece en ,~ = 0.51, de modo que los resultados por encima de
estos valores han de analizarse con cuidado.
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iv n/i-~, ZMC ZLM ZTPE ZSM
0.1308 1.325 1.317 1.317 1.316 1.320
0.2497 1.734 L746 12146 1.743 1.760
0.4352 2.985 2.947 2.946 2.932 3.014
2 0.5588 4-650 4.526 4.526 4.503 4.700
0.6736 7.714 7.383 7.377 7.366 7.810
0.7788 13.344 13.068 13.043 13140 14.148
0.8747 27.723 26.389 26.412 26.899 29.390
01238 1.400 1.388 1.388 1.392 1.404
0.3279 2.641 2.500 2.500 2.546 2.659
0.4520 3.832 3.760 3.760 3.889 4.158
4 0.5521 5-490 5.466 5.465 5.746 6.247
0.6634 8.486 8.897 8.890 9576 10.560
0.7786 15.573 16.763 16130 18.637 20.733
0.8669 27.972 31.984 31.985 36.732 40.934
0.1158 1.524 1.453 1.453 1.460 1.485
0.3341 3102 2.956 2.956 3.067 3334
0.4422 4.314 4.327 4.326 4.595 5.140
6 0.5679 6.097 7.096 7.094 7.793 8.906
0.6682 7.772 1L241 11.232 12156 14.660
0.7785 14.462 20.900 20.858 24.781 28.264
0.8645 27.054 39.318 39.311 48.614 54.506
Tabla 7.3: Resultados para el factor de compresibilidad, Z(q) = ¡3P/p, de un
sistema de EDR en 19 = 2 (elipses duras) de razón de aspecto sc, como función de
con viía fracción de empaquetamiento del fluido isótropo y qcp la fracción de
empaquetamiento máximo (ver tabla 7.9). 2MC son los resultados MC del capítulo
6; 4 y ZLM se obtienen de (741) con (5.7) y (7.42), respectivamente, como ecuación
de estado de ED; ZTPE son los resultados de (7.45), y ZSM son los resultados de
(7.43) con los coeficientes del vinal de Tarjus et al. (1991). Para sc = 6 se produce
una transición de Kosterlitz-Thouless a una fase nemática en ~1/rh,,= 0.65; además,
hay una transición de primer orden aparente en q/q
0, = 0.56 debido al tamaño finito
del sistema, así que los resultados por encima de estos valores deben analizarse con
cuidado.
128
t7.2. La transición orieniacional en dimensión 19
o-
0.0 0.2 0.4 0.6
.77
129
15
10
5
Figura 7.3: Igual que la figura 7.2 para ECU en 19 = 2 (circulo-rectángulos). No
hay resultados de simulación disponibles para este sistema, así que sólo aparecen
las ecuaciones de estado aproximadas que predicen las diferentes teorías.
factores de compresibilidad. Nótese que el comportamiento general de las
diferentes aproximaciones verifica 2LM $ 4 c ZSPT < ZSM (siguiendo la
notación descrita en el pie de la tabla 7.3). Para excentricidades pequeñas
todas días proporcionan muy buenos resultados (la de Song y Mason es
la mejor, ya que reproduce de forma exacta el tercer y cuarto coeficientes
del vinal), sin embargo, cuando la excentricidad aumenta tienden a sobre-
estimar el valor de la presión; así pues, son ZLM y Z
6 las que tienen un
rango de validez más amplio. En cualquier caso, al aumentar la excentrici-
dad se pone de manifiesto que ninguna de las aproximaciones proporciona
una buena descripción del fluido bidimensional isótropo de EDIL. La razón
de este fallo se hará evidente un poco mis adelante, cuando analicemos el
comportamiento de los coeficientes del vinal.
Para ECU en 19 = 2 no hay resultados de simulación disponibles con los
que hacer comparaciones. A pesar de ello, en la figura 73 y en la tabla 7.4 se
muestran los resultados de las diferentes ecuaciones de estado aproximadas
o
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sc t~/v~q, Z6 ZLM
2TPE ZSM
0.1 1.2442 12442 L2437 1.2458
0.2 1.5842 1.5842 1.5815 1.5920
0-3 2.0752 2.0752 2.0680 2.0974
2 0.4 2.8184 2.8183 2.8035 2.8707
0.5 ‘[0241 4.0137 3.9890 4.1305
0.6 6.1080 6.1049 6.0765 6.3697
0.7 10.2654 102499 10.2639 10.8999
0.8 20.4206 20.3919 20.6550 22.2291
0.1 1.3175 1.3175 1.3199 L3265
0.2 1.7634 1.7634 1.7755 1.8041
0.3 2.4143 2.4143 2.4505 2.5208
4 0.4 3.4129 3.4129 3.5030 36404
0S 5.0493 5.0486 5.2603 5.4963
0.6 7.9898 7.9849 8.4894 8.8574
0.7 14.0667 14.0421 15.3448 15.8499
08 30.0094 30.0019 33.9242 34.3346
0.1 12921 1.3921 1.3978 1.4124
0.2 1.9442 1.9442 1.9729 2.0340
0.3 2.7529 2.7529 2.8378 2.9791
6 0.4 3.9992 3.9991 4.2076 4.4569
0.5 6.0535 6.0526 6.5324 6.8868
0.6 9.7764 9.7699 10.8838 11.2235
0.7 17.5737 17.5415 20.3369 20.0827
0.8 38.5379 38.5509 46.8397 43.1488
Tabla 74: Igual que la tabla 73, pero para ECD en D= 2 (circulo-rectángulos).
Las fracciones de empaquetamiento máximo, qq,, aparecen en la tabla 7.9.
sc = 1 + L/W, siendo L la longitud del rectángulo y W su anchura y el diámetro
de los semicírculos.
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Figura 7.4: Coeficientes del vinal reducidos 6 = B~~
1/(B2)» (n = 2, 3 y 4, de
arriba a abajo) en función de la razón de aspecto, sc, para un sistema de EDIL en
19 = 2 (elipses duras). Los círculos representan los resultados numéricos de Tarjus
et cl. (1991) junto con los que han sido obtenidos aplicando el método de Ree y
Hoover (1964); las lineas continuas son los coeficientes del vinal predichos por la
ec. (7.44); las discontinuas de trazo largo, los que predice la TPE (ec. (746)), y
las discontinuas de trazo corto son los resultados de la teoría de Song y Mason (en
la que ¿‘2 y ¿‘a entran como datos).
para este sistema. El comportamiento es similar al descrito para EDIL en
19 = 2, de modo que uno espera el mismo tipo de fallo para altas excentri-
cidades. Esta conjetura será también confirmada por las propiedades de los
coeficientes del vinal, que pasamos a estudiar a continuacion.
El tercer, cuarto y quinto coeficientes del viria] de un sistema bidimen-
sional de EDIL, tal y como los predicen la ec. (7.44), la TPE (ec. (7.46))
y la teoría de Song y Mason (en este caso sólo el quinto, porque los otros
dos son datos de la teoría), aparecen dibujados en la figura 7.4 y listados en
la tabla 7.5, junto con los valores ‘exactos’ obtenidos numéricamente (parte
extraídos del artículo de Tarjus et al., 1991, y parte obtenidos por el método
de Ree y 1-boyer, 1964). En dicha figura se puede ver que todas las teorías
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c Num. SMsc. (7.44)
0.75825
0.71454
0.54608
0.48328
0.43234
0.39057
0.30173
017029
0.09063
0.06 169
0.03764
o
0.50039
0.44436
0.25954
0.20327
0.16268
0. 13277
0.07923
002524
0.00715
0.0033 1
0.00123
O
0.30407
0.25446
0.1135 9
0.07873
0.05637
0.04156
0.019 16
0.00344
0.00052
0.000 16
0.00004
o
TPE
0.73458
070501
0.57640
0.52252
0.47645
0.43709
0.34862
0.20590
0.11253
0.07734
0.04755
0
0.47722
0.43546
0.28060
022743
0.18700
0.15594
0.09729
0.03298
000968
000455
0.00 171
o
0i9007
0.25074
0.12568
0.09066
0.06698
0. 05063
0.02456
000474
000074
0.00024
0.00005
O
1.5 6.770(6)
2 0750(6)~
4 0676(2)
5 0.651(1)0
6 0631(8)
62 7 0.615(6)
10 0586(2)
20 0.548(6)
40 0530(8)
60 0.525(5)
100 0.520(3)
— 0.5142. -
1.5 0.51(1)
2 0.47(1)0
4 0.32(4)0
5 027(1)
6 0.23(0)~
¿‘3 7 0.19(6)
10 0.13(3)
20 0.04(8)
40 0.00(7)
60 -0.00(7)
100 -0.01(8)
—. -0.03(1)
1.5 0.31(0) 0.31406
2 0.26(5) 0.27388
4 0.10(3) 0.14354
5 0.04(4) 010543
6 0.00(0) 007877
64 7 -0.03(6) 0.05970
10 -0.10(6) 0.02938
20 -0.19(8) 000386
40 -0.24(4) -0.00095
60 -0.26(3) -0.00135
100 -0.27(5) -0.00114
:c -0.28(8) 0
Tabla 7.5: Valores de los coeficientes del vinal reducidos 6,, B~41/(B2y’ (vi = 2,
3 y 4) para un sistema de EDIL en 19 = 2 con razón de aspecto it, tal como se
obtienen del cálculo numérico (Num.), de la ec. (744), de laTPE (ec. (7.46)) y de
la teoría de Song y Mason (SM), para la que ¿‘2 y ¿‘3 son datos. [aVa]oresobtenidos
numéricamente por Tarjus ci cl. (1991); bresultado exacto (Tanjus ci aL, 1991).]
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predicen:
hm ¿‘¶DC =O, n>2 (7A7)
n—.oo
La razón de esto es que B~DC crece linealmente con sc cuando iv —. ~.
Onsager (1949) demostró que el resultado (7.47) es estrictamente cierto para
19 = 3 (y de hecho se puede probar que también para 19 = 3), sin embargo
no se verifica en 19 = 2 (Frenkel y Eppenga, 1985; Tarjus a al., 1991), como
muestra la figura 74. El resultado (7.47) pone de manifiesto un defecto
fundamental de la TFD tal como está formulada para 19 = 2, sugiriendo
que la simple factorización, consecuencia de la aproximación utilizada para
la FCD y responsable de (7.47), no es válida en esta dimensión.
19=3
La ecuación de estado de la fase isótropa para 19 = 3 se obtiene también a
través de (7.41), usando cualquiera de las dos versiones del factor de compre-
sibilidad de ED que hemos introducido (ecs. (5.7) y (7.42)). Sin embargo,
en esta caso tenemos una gran variedad de posibilidades a elegir. Si nos
restringimos a N = 4 en (5.?) y escribimos:
— 1 +fl+r12 —a~73 —b19~ (7.48)ED~fl) —
eligiendo adecuadamente los parámetros a y b tendremos la ecuación de es-
tado PY-c (a = 0, b = 0), que es idéntica a la que se obtiene a través de la
TPE (Hansen y McDonald, 1986); la PY-v (a = 3,6 = 0); la CS (a = 1,
b = 0), o la Z
4 (a = 06352, b = 0.8697) de Baus y Colot (1987). En la
figura 7.Sa y la tabla 7.6 se comparan todas estas posibilidades con los re-
sultados MC (Frenkel y Mulder, 1985; Mulder, 1986) para sistema de EDIL
con ic = 1.25, 2, 2.75 y 3. Se puede ver en ellas que Zcs, Z4 y ZLM (con la
notación descrita en el pie de la tabla t6) dan aproximadamente el mismo
resultado, que, por otra parte, es más preciso que el que proporcionan las
restantes aproximaciones. Como ZPYc > ZCS por construcción (Hansen y
McDonald, 1986), ZPYc da mejores resultados a altas densidades para los
casos de mayor excentricidad (it = 2.75 y 3). Por otro lado, al igual que ocu-
rr-e en el sistema de ED, Zpy~ es siempre demasiado pequeño, por lo que sus
resultados son peores. En la figura 7.6a y la tabla 7.7 se ha hecho el mismo
tipo de comparación para ECD (sc = 2 y 4), en este caso con resultados de
simulación obtenidos por Dinámica Molecular (DM) (Veerman y Frenkel,
1990; Veerman, 1991). Hay también resultados de simulación disponibles
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it Zfl~ Z~fl9y ZTPE ZTCE ZSM‘1/qe,
0.2793
0.4943
0.5516
125 0.6039
06364
0.6696
0.7128
0.7488
0.2666
04745
0.5926
2 0.6703
0.6972
0.7467
0.7778
0.8047
0.2560
0.4618
05565
2.75 0.6230
06930
0.7212
0.7496
0.7778
02546
04441
0.5494
3 0.6124
06520
0.6930
0.7071
0.7354
2MC
0.524
2.094
3.142
4.189
5.236
6.283
8.378
10.472
0.524
2.094
4.189
7.330
8.901
12566
15.078
18.792
0.524
2.094
4189
6.283
9.822
12.043
14.890
18.705
0.524
2.094
4.189
6.283
7.854
10.061
11.184
13.626
0522
2.178
3.143
4.411
5.463
6.823
9.168
11.824
0.509
2.107
4-535
7.617
9.157
12.974
16.273
19.901
0.5 11
2039
4054
8.295
10.133
12.352
15.119
18.598
0.520
2.011
4.031
6117
7.986
10.582
11680
14270
0.511
1.964
2.735
3.692
4-449
5,389
6.928
8.574
0.499
1.917
3.822
5-999
7.020
9.414
11.360
13.401
0.502
1.872
3-499
5.163
7.786
9.209
10911
12.957
0.511
1853
3-494
5.058
6.380
8.125
8.836
10.463
ZLM
0.6 19
2.113
3.016
4180
5.134
6.352
8.424
10.744
0.506
2.050
4.308
7085
8.449
11790
14.647
17.772
0.509
1.990
3.880
6.929
9-357
11.308
13.720
16.731
0.518
1.965
3.864
5.776
7.461
9.769
10.737
13.004
0.623
2.193
3.168
4.451
5.516
6.894
9.271
1 1. 986
0.522
2.243
4-939
8.419
10.172
14.544
18.345
22.542
0.540
2319
4804
7.654
12650
15.579
19.266
23.936
0.555
2.336
4.914
7.670
10.189
13.741
16.257
18.862
0.623
2.187
3.158
4.435
5-495
6.865
9.229
11.908
0.516
2.175
4.734
8.008
9650
13.733
17270
21.168
0.524
2.157
4.365
6.854
11.158
13.660
16792
20.742
0536
2.141
4-379
6.723
8.840
11.799
13 .055
16.027
0.515
2.123
4.512
7-473
8.931
12.501
15.645
18.857
0.535
2.060
4.031
5.973
7.653
9.911
10.844
13.001
2cs
0518
2.107
3.007
4.171
5.125
6.345
8.421
10.741
0.506
2.043
4.297
7.078
8.446
11787
14.636
17.734
0.508
1983
3.869
5.918
9.351
11.304
13.716
16.718
0.517
1958
3.852
5.764
7.451
9.763
10732
13001
24
0.519
2.107
3.003
4.155
5.094
6.290
8.311
10554
0.506
2.045
4.283
7.015
8.348
11.584
14.318
17.273
0.508
1.985
3.862
5887
9.247
11144
13.473
16.353
0.5 18
1961
3847
6.738
7-395
9.654
10.596
12.794
Tabla 7.6: Resultados para el factor de compresibilidad, Z(~) = fiP/p, de un sis-
tema de EDR de razón de aspecto sc en D = 3, como función de ‘1/7)q,, con ‘1 la
fracción de empaquetamiento del fluido isótropo y qq, la fracción de empaqueta-
miento máximo (ver tabla 7.9). 2MC son los resultados MC (Frenkel y Muldex-,
1985); Za, ZPYc, Zpy.~, 24 y 2LM se obtienen de (7.41) con las ecuaciones de
estado de ED de CS, PY-c, PY-v y 24 (ec. (7.48)) y (7.42), respectivamente; Zn’E
son los resultados de la TPE, dados por la ec. <7.49); 2TCE son los resultados de
la TCE, dados por la ec. (7.50); y Z5M son los resultados de la teoría de Song y
Mason (ec. (7.43)) con los coeficientes del vinal de Rigby (1989), que aparecen en
la tabla 7$.
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Figura 7.5: Presión reducida, P 13Pvm0¡ de EDR en D = 3 como función de la
fracción de empaquetamiento i~ V,noIP, para sc = 1.25, 2, 215 y 3 <de izquierda
a derecha), según se obtiene: (a) de la ec. (7.41), utilizando las ecuaciones de
estado de ED de CS (líneas continuas; estos resultados son indistinguibles, en la
escala del dibujo, de los calculados usando la ecuación de Luban y Michels (7.42)),
de PY-c (lineas discontinuas de trazos largos), 24 (líneas discontinuas de trazos
medios) y de PY-v <lineas discontinuas de trazos cortos), y <b) de la ec. (7.41) con’
la ecuación de estado de ED de CS (líneas continuas) y de PY-c (líneas discontinuas
de trazos largos); de la TPE, dada por la ec. (7.49) (líneas discontinuas de trazos
medios); de la TCE, dada por la ec. (7.50) (líneas discontinuas de trazos cortos),
y de la ecuación de estado de Song y Mason (ec. (7.43)) (puntos; sólo para sc = 2
y 3). Los círculos representan las simulaciones MC (Frenkel y Mulder, 1985). Las
curvas para sc = 2, 2.76 y 3 están desplazadas a la derecha 0.2, 0.4 y 0.6 unidades
respectivamente.
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para sc = 6 (flenIcel, 1988a), pero muestran una transición de segundo or-
den (o quizá de primer orden débil) a densidades relativamente bajas, con
lo que no hay mis que cinco vajores de la ecuación de estado isótropa (ver
tabla 7.7). Sobre Zcs, Z4 y ZLM se pueden extraer aquí conclusiones si-
milares a las del análisis para EDR, excepto por el hecho de que, en este
caso, al aumentar la excentricidad los resultados de simulación quedan por
debajo de los teóricos a altas densidades, lo que hace que ZPYc sea peor en
este caso. Zpy~ es de nuevo la peor de todas. Hay algo más a destacar de
los resultados para ECU, y es que para sc = 4 los resultados teóricos y las
simulaciones se cruzan a una cierta densidad, de manera que la pendiente
de las curvas teóricas difiere apreciablemente de la de la simulación.
En la figura t5b (t6b) y en la tabla 7.6 (7.7) se comparan los resultados
para EDR (ECU) de (7.41), obtenidos mediante las ecuaciones de estado de
ED de CS y PY-c (o equivalentemente TPE), con otras ecuaciones de estado
para CDC disponibles en la literatura, a saber, la mencionada ecuación de
Song y Mason (ec. (7.43)) (para la que se utilizan los vajores de B3 y E4
que da ILigby (1989) para EDIL, y los que dan Boublílc y Nezbeda (1986)
para ECU, que aparecen en las tablas 7.8 y 7.9 respectivamente), la IPE de
Boublík (1974) y la ‘teoría del campo escalado’ (TCE) de ILosenfeid (1988).
Estas dos últimas tienen las siguientes expresiones:
pTPE 1+ (302 — 2)~+ (302(02 —1) + 1)29 (7.49)
4— —p
pTCE 1 + (3o2—
2)n + (1 — 3~2 + 03)29 (7.50)
=p
donde ~2 (B
2/vo — 1)/a y a~ E S~/12rvg, siendo
5o la superficie del
CDC. Para EDIL 03 toma el valor:
1’ it2 í V
J ~¡1+ arccos— ¡ ,si>c>1
03= 3 1.1+ ln (1 ~-VfW~)]3 . (7.51)
r 2~/FW~ v§—3 ,sHC<1
y para ECU:
12sc3
= (3#c — 1)2 (7.52)
Cuando para un valor de iv dado se conocen E
3 y E4, la ecuación de estado
de Song y Mason (7.43) proporciona los mejores resultados de entre todas
7.2. La transición orientacional en dimensión 19
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Figura 7.6: Igual que la figura 7.6, pero para ECD en D = 3. Los círculos repre-
sentan las simulaciones por DM (Veerman y Fxenkel, 1990). La curva para sc = 4
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Figura 7.7: Coeficientes del vinal reducidos 6,, E ~,,+1/(~2r<u = 2, 3 y 4, de
arriba a abajo) en función de la razón de aspecto, sc, para un sistema de EDR en
D = 3. Los círculos y cuadrados representan los resultados numéricos (Rigby, 1989;
Frenkel, 1988c); las líneas continuas son los coeficientes del vinal predichos por la
ec. (7.44); las discontinuas de trazo largo, los que predice la TPE (ec. (7.53)); las
discontinuas de trazo medio los que predice la TCE <ec. (7.54)), y las discontinuas
de trazo corto son los resultados de la teoría’ de Song y Mason (en Ja que ¿‘2 y b~
entran como datos). (a) Gráfica logarítmica’ de ¿‘2; para grandes sc las pendientes
de las líneas continua y discontinua de trazo medio valen 1, mientras que la de la
discontinua de trazo corto vale 0.9. (b) Gráfica de ¿~y ¿4. Los resultados numéricos
están unidos por una línea discontinua de trazos muy cortos para guiar el ojo.
(b)
-n
7.2. La transición orientacional en dimensión 19
it fl/’1cp ZMD Zcs ZPYc Zpyy Z.< ZLM ZSPT 25F? ZSM
0.20 0.375 0.358 0270 0.365 0.368 0.368 0.377 0.374 0.374
0.32 1.009 0.982 0.997 0.953 0.984 0.985 1.044 1.021 1.013
0.42 2.090 2.034 2.096 1.909 2.036 2.041 2.246 2.172 2.125
2 0.52 4.289 4.129 4.350 3.688 4.117 4.140 4.774 4.561 4.361
0.60 7.54 7.354. 7.924 6.216 7.286 7.361 8.861 8.385 7.825
0.64 10.15 9.899 10804 8.090 9.762 9.903 12194 11484 10.565
0.66 11.88 11.535 12.677 9.251 11.344 11.538 14.373 13.505 12.328
0.70 16.33 15.784 17.603 12.145 15.420 15.801 20.136 18.832 16.909
0.20 0.518 0.492 0.495 0.487 0.493 0.493 0.547 0.614 0.616
0.36 2.117 1.970 2.019 1.874 1.973 1.977 2.544 2.203 2.083
0.46 4.438 4.255 4.448 3.867 4.250 4.268 6.077 5.009 4.350
4 0.52 6.81 6.719 7.134 5.887 6.688 6.733 10.212 8182 6606
0.553 845 8655 9.280 7.406 8.591 8.667 13616 10.746 8.268
0.58 9.94 10.688 11.558 8.948 10.579 10.697 17.298 13.489 9.925
0.62 13.14 14.683 16.096 11.856 14.458 14.687 24.786 18.997 12.966
0.64 15.73 17.273 19.075 13.670 16.956 17.279 29.783 22.634 14.809
0.20 0.649 0.606 0.609 0.598 0.606 0.607 0.737 0.645 0.6S5
0.30 1.678 1.557 1.583 1.505 1.560 1.562 2.185 1.746 1.561
6 0.35 2.530 2.372 2.430 2.255 2.375 2.379 3575 2.737 2253
0.40 3.626 3.553 3.674 3.310 3.556 3.565 5.750 4.225 3.104
0.45 4.886 5.271 5.512 4.791 5.266 5.288 9.154 6.468 4.073
Tabla 7.7: Igual que la tabla 7.6, pero para ECD en D
empaquetamiento máximo, 7cp¡ aparecen en la tabla 7;9.
la longitud del cilindro y W su diámetro y el de las semiesferas.
— 3. Las fracciones dc
sc = 1 + L/W, siendo L
las ecuaciones de estado aproximadas. Para EDR (ver figura 75 y tabla 7.6)
Zcs y ZLM están muy próximas a ella, mientras que para ECD, la de Song
y Masan es la única capaz de reproducir bien la pendiente de los datos de
simulación. Sin embargo, esta ecuación tiene la desventaja de que necesita
los valores del tercer y cuarto coeficientes del vinal como datos, mientras
que las demás dan una expresión explícita para todo valor de t~. La TPE y
la TCE siempre sobreestiman la presión (la primera más que la segunda),
tanto más cuanto mayor es sc (ver figura 7.6b). En favor de la TCE hay
que decir que proporciona una ecuación de estado que, al igual que la de
Song y Mason, diferencia entre EDIL prolatos y oblatos con la misma iv, tal’
y como ocurre en las simulaciones (Frenkel y Mulder, 1985). Este hecho es
consecuencia de la’ asimetría de o~ (ver ec. (7.51)). El resto de las teorías
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tienen simetría exacta oblato-prolato, mientras que en las simulaciones ésta
es sólo ‘aproximada.
Los coeficientes del vinal reescalados que se obtienen de (744), hasta
se pueden contrastar con los que resultan de las demás teorías. Las
expíesionesde la TPE y la TCE para b5 son, respectivamente:
1 + 3a2n + ¶a~n(n — 1) ()
(1 + 3a2)”
TOE _ 1+ 3o2n + ~aan(n — 1) (7.54)
(1 + 3a2»
válidas para todo it > 1. Mientras que (7.44) y (7.54) satisfacen (7A7),
de (t53) se puede probar que bJPE —. 1/3 cuando it —* ~, lo que está en
clara contradicción con el resultado de Onsager (a pesar de que los restantes
coeficientes se comportan correctamente). Una comparación numérica de los
b,, óbteñidos según las diferentes teorías aparece en la tabla 78 y la figura
7.7 pará EDIL, y en la tabla 79 para ECU. Se puede ver en ellas que los
mejores resultados para ¿‘2 son los de la TCE, ya que son bastante precisos
a baja excentricidad (tanto para EDIL oblatos y prolatos como para ECD),
reproduce el comportamiento asintótico cuando sc —* ~ (aunque un orden de
magnitud par debajo del valor exacto, como se ve en la figura 7.7a) y rompe
la simetría oblato—prolato para EDIL. Los valores de la TPE son muy buenos
para EDIL oblatos no muy excéntricos y tienen el mismo grado de precisión
que los de la TCE para EDIL prolatos y ECD, hasta elongaciones no muy
grandes. Sin embargo, tienen simetría oblato-prolato cuando se aplican a
EDIL y muestran un comportamiento asintótico erróneo. Por último, los
resultados de la ec. (7.44) están ligeramente por debajo de los de la TCE
para EDIL prolatos y ECU (de lo que además se sigue que el comportamiento
asintótico es correcto), pero predicen simetría oblato-prolato para EDIL. Sin
embargo, ¿‘3 y ¿‘4 están, en general, mejor reproducidos por la ec. (T44) que
por las demás teorías, aunque los resultados de la TCE y la predicción de
Song y Ma~on (ec. (7.43)) para ¿‘4 compiten con ella. No obstante, todas las
comparaciones dejan de tener sentido para excentricidades fuera del rango
1/6 £ it .~, 6, yaque entonces el comportamiento de ¿‘ay ¿‘4 se hace ‘exótico’
(¿‘a es’ negativo por encima de iv 8 y ¿‘4 por debajo de sc -~ 1/6, y, al menos
para EDIL, este último muestra una ancha joroba alrededor de it -‘- 50). Es
destacable’que el ¿‘4 de Song y Mason se vuelve negativo en sc ‘~ 6 (para
EDIL Ñ ECU) mientras que permanece siempre positivo para EDIL oblatos,
exactamente al revés de como ocurre con el ¿‘4 exacto.
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sc Num. ec. (7.44) SM
2 0586
(0.595)
3 0.532
(0.562)
4 0.484
¿‘2 (0.540)
5 0443
6 (0.523)
0.409
(0.5 11)
8 0.355
(0.496)
2 0.235
(0.242)
3 0.167
(0.19 3)
4 0.113
(0.159)
5 0.073
(0.134)
6 0.043
(0.116)
8 0.004
(0.092)
2 0.076
(0.078)
3 0.041
(0042)
4 0.020
(0.020)
5 0.013
(0.004)
6 0.011
(-0.007)
8 0.014
(-0.0 23)
TPE
0551 0.595
TCE
0.574
(0.584)
0.458 0.555 0.500
(0.533)
0.386 0.523 0.434
(0.493)
0.331 0.498 0.381
(0.462)
0.289 0.479 0.339
(0.438)
0.229 0.450 0.275
(0.404)
0.223 0.258 0.244
(0.251)
0.154 0.211 . 0i80
(0.198)
0.109 0.175 0.133
(0.160)
0.080 0.148 0.101
(0.133)
0.061 0.127 0.079
(0.113)
0.039 0.099 0.051
(0.087)
0.075 0.095 0.089
(0.091)
0.040 0.066 0.055
(0062)
0.026 0.047 0.034
(0.043)
0.016 0.035 0.022
(0.03 1)
0.011 0.027 0.015
(0.023)
0.005 0.017 0.008
(0.014)
Tabla 7.8: Valores de los coeficientes del vinal reducidos 5,,
~Bn+1/(B2Y (n=2,3 y 4) para un sistema de EDR en 19 = 3 con razón de aspecto sc, tal como se
obtienen del cálculo numérico (Rigby, 1989) (Num.), de la ec. (7.44), de la TPE
(ec. (753)), de la TCE (ec. (754)), y de la teoría de Song y Mason (SM), para la
que ¿‘2 y ¿‘a son datos. Entre paréntesis aparecen los valores de los coeficientes de
EDR con razón de aspecto 1/it, en los casos en que la simetría oblato-prolato está
0.08 1
(0.084)
0.044
(0.056)
0.021
(0.039)
0008
(0.028)
0.000
(0.021)
-0.007
(0.014)
rota.
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¡c Num. eq. (7.44) TPE TCE SM
2.2
1.4
1.6
1.8
2
62 2.5
3
4
5
6
11
0.624
0.618
0.809
0.602
0.583
0.563
0536
0.490
0.452
0.419
1.2 0.284
1.4 0.269
1.6 0.261
1.8 0.246
2 0.231
5, 2.5 0.204
3 0.168
4 0.119
5 0.081
6 0.053
11 -0.016
1.2
1.4
1.6
1.8
2
54 2.5
3
4
5
6
11
0.071
0.040
0.023
0.013
0.013
Tabla 79: Igual que la tabla 7.8 pero para ECD de
Los resultados numéricos están tomados de Boubh’k
razón de aspecto sc en D = 3.
y Nezbeda (1986).
0.622
0.611
0.598
0.584
0.569
0.532
0.498
0.438
0.390
0.350
0.231
0.292
0.28 1
0.268
0.254
0.240
0.207
0.178
0135
0.105
0.084
0.035
0615
0.602
0554
0.584
0.543
0.496
0455
0.387
0.337
0.297
0.187
0.280
0.267
0.250
0.233
0.217
0.181
0.152
0.110
0.083
0.065
0.026
0.107
0.099
0.090
0.081
0.072
0055
0.042
0.026
0.017
0.012
0.003
0.622
0.6 16
0.608
0.600
0.592
0.572
0.554
0.524
0.501
0.482
0.429
0.293
0.285
0.275
• 0.265
0.254
0.230
0.209
0.175
0.150
0.131
0.080
0.118
0.113
0.106
0.099
• 0.092
0077
0.065
0.047
0.036
0028
0.0 11
0.118
0.111
0.103
0.094
0.086
0.068
0.054
0035
0.024
0.017
0.005
0.111
0.101
0.096
0.086
0078
0.063
0.044
0.024
0.0 11
0.003
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19 ,fIE
02
,~HSC
<=2 ¡<=4 ¡<=6
2 ir/2x/~ 0.9069 - 4/ir 2/x/~ 0.9568 0.9791 0.9863
3 ir/3x/2 0.7405 3/2 \/~7~ 0.8321 0.8713 0.8835
4 ir2/16 0.6169 16/3; 12 0.6893 0.7169 0.7252
5 ,r~/15x/~ 0.4653 15/8 12 05541 0.5879 0.5981
6 ,r3/96 0.3230 32/5; 12 0.4063 0.4381 0.4476
7 ié/10512 0.2088 35/16 .,/2 0.2757 0.3012 0.3088
8 ;~/768 0.1268 256/35; vI2 0.1749 0.1932 0.1987
9 ir~/945x/5 0.0729 315/128 «2 0.1045 01165 0.1202
Tabla 7.10: Fracciones de empaquetamiento máximo, tIq’¡ para EDR y ECD en
dimensión 19. La expresión analítica para EDR se da explícitamente, mientras para
ECD sólo se dan los coeficientes al y o~ que definen su fracción de empaquetamiento
máximo como
11ECD /,1EDR.. [1 + a1(n — 1)]/[1 + a2(’c — 1)].
19>3
La única ecuación de estado conocida para 19 > 3 es (7.41), ya que no se
ha extendido la TPE a dimensiones superiores a 3 y sólo existen valores
numéricos para los coeficientes del vinal en 19 = 2 y 3 (lo que excluye la
ecuación de Song y Mason (7.43)). Puesto que hay resultados de simulación
para la ecuación de estado de ED para 19 =5, la aproximación de Luban y
Michels (ec. (7.42)) puede utilizarse basta esa dimensión; por su parte, la
aproximación de Baus y Colot (ec. (5.7)) es la única que proporciona una
expresión para 19 arbitrario, permitiéndonos así disponer de una ecuación
de estado para CDC en cualquier dimensión (algo muy útil a la hora de
estudiar limites y comportamientos asintóticos). En 19 = 4 y 5, Z3 es
lo suficientemente precisa (Baus y Colot, 1987) corno para ser utilizada
5,
mientras que para 19 > 5 la densidad de máximo empaquetamiento es ya
lo bastante pequeña (ver tabla 7.10) cómo para poder utilizar Z
2. Esta
es siempre calculable puesto que existe una expresión analítica para ¿‘2 en
Esto es posible gracias a las estimaciones numéricas que se tienen para b, (Luban y
Michels 1990): ba(D = 4) = 0.151846054(20) y b3(D = 5) = 0.075972512(4).
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C.C 0.2 0.4 0.0 0.2 0.4
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~C C>2 CtA
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N
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(c) ~
r
-. CA Oc ‘8
~?/fl.p
-= -n
.5.
0.6 0.8
0.0 0.2 0.’ 0.6 0.3
7)/U?’,
Figura 7.8: Factores de compresibilidad, Z(q), como función de la fracción de
empaquetamiento ‘1~ ~ relativa a la de máximo empaquetamiento, 1)q’, parala fase isótropa, en dimensión D (con D variando de 4 a 9, de abajo a arriba), de
EDR con (a) sc = 2(b) sc = 4 y (c) it = 6, y ECD con (d) it = 2, (e) sc = 4 y (f)
sc = 6, según se obtiene de la ec. (7.41), utilizando las ecuaciones de estado de El)
de Baus y Colot (ec. (5.7)) (líneas continuas) y de Luban y Michels (Cc. (742))
(líneas discontinuas), esta última sólo para D = 4 y 5.
(a) E
~0 -
E’
(d)
r
‘o’ (e)
12’ (f)
.3.5 0.8
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cualquier dimensión, que se obtiene mediante la recurrencia (Baus y Colot,
1987):
3ÚD—1)/2r(U
)
b2(19) = ¿‘2(19 —2) — 2D45r(fl~i) (7.55)
sabiendo que b2(0) = 2/3 y ¿‘2(1) = 1/2. Los resultados del factor de com-
presibilidad de EUR y ECU, para it = 2, 4 y 6 y 19 = 4,... ,9, aparecen
en la figura 7.8. Los datos están expresados en función de las fracciones de
empaquetamiento relativas a las de las configuraciones de empaquetamiento
máximo, ~kp, cuyas expresiones para 19 > 4 son:
= 2r (í+ (,r)D/2 (7.56a)
2 r(í+f) 1
ECD 1 ______________
= [1+ (756b)2r(1+~)
En la tabla 7.10 están listadas las expresiones de las fracciones de empaque-
tamiento para 19 =2 y algunos de sus valores numéricos.
7.2.3 La fase nernática
Una vez discutida la validez de la teoría aplicada a la fase isótropa nos
preguntamos sobre la fase nemática. Para calcular la energía libre de esta
fase utilizaremos la aproximación uniparamétrica, introducida al comienzo
de la sección 4.3 y generalizada a dimensión 19 en la sección 5.3, según la
cual:
hD(cosb) = Qn(y7’ exp{~rMjL~)(cosO)} (7.S7a)
2
£ZD(y) f’ ~~—(1— z2 ) ~ exptIvs2kx)¡ (7.57b)
donde Mk~
1(z) son los polinomios ortogonales definidos en (5.13) y Nj~ es
el factor de normalización definido en (7.40). Teniendo en cuenta que el
polinomio de Gegenbauer de segundo orden es C~ú>(z) = 2a(a + l)z2 — o
(Abramowitz y Stegun, 1965), M~D> se puede escribir como:
19 2 1 (758)
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por lo que:
= e’ {(d) L~] We012(z)} (7.59)
siendo LzJ la función ‘suelo’, que da como resultado el mayor entero menor
o igual a x, y definiendo W*(z) como:
(760b)W4z)
con F(x) = e~2 gdye~2 y Io(z) = ff ~Je*±C~Ó la función de Dawson
y la de Bessel modificada de orden cero, respectivamente (Abramowitz y
Stegun, 1965). En la tabla 7.11 aparecen las expresiones explicitas de W~
para un conjunto de valores de 19. Aunque y es un parámetro de orden
en sentido estricto, es preferible trabajar con el denominado parámetro de
orden nemático, definido en dimensión 19 como:
qn = (M~D>(cos 6)> = ~lnflnQ~) (7.61)
que tiene la útil propiedad de estar acotado (0 ~ qjj = 1).
Una iSlilma definición:
HnI«í) Jdujdu’hzftu)hn(u’)Z(u.u’)
= 2 r (~) f’dsj’ ds’f dx[(1 — .52)(l — sfl)12?1(D(z)
,rS/2 r
x hn(.s)hn(s’)E(ss’ + (1 — ~2)1/2(í — .sfl)1/2 cos irz) (7.62)
con:
,si 19>2
= { f
45;2)Isinrz?D
3 ,siD=2 (7.63)
nos permite escribir las ecs. (718), (7.30) y (7.31), que dan la energía libre
por partícula del sistema, como:
= ln(Ap) — 1 + yq~(y) — In £2n(’-y) (7.64)
/Y4,,~tr) = Qrn(170ñ)HZ (7.65)
~ít,tk) = Qrrdn)JInb’) (7.66)
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19 W<>n(z)
2 lcz/210(z/2)
2
3 ____
1~
4 ~e~/2 {Io(z/2) — Ii(z/2)}
4
(1Jfl 15
k+2) 2z
ir —z 1 XV
6 —e /2 ¿I(z/2) — .Tx(z/2) il+—i >4 ‘~ 2z/J
7 FU~/7)(í 1+3) (1 3)
8 ~ {Io(z/2) (í + — h(z/2) (í + + + ¿) }
9 F(fi)(~3915) (1115)
Tabla 7.11: Expresiones de las derivadas de las funciones W~ definidas en (7.60),
para algunos valores de D.
(nótese que HS Ho(o) y i7(y) = nHDCy)/4). La minimización de
= ~id(Y) + 4’~~~c1y) como función de y da como resultado una curva
en términos de la cu’al la presión se caicula como (ver ecs. (7.34) y
(T35)):
PC
¡3— = 1+(Zrn(iXfl~)))—1)H% (7.67)
p
pf¡3— = 1 + (ZEr«ul) — l)11j«fl,>)) (7.68)
p
El potencial químico siempre está dado por (7.33).
Al final de la sección 7.2.1 comentamos brevemente la equivalencia que
había entre el volumen excluido de ECD y el limite de muy alta excentricidad
del de EDIL; esta equivalencia se transfiere a las ecuaciones de la energía libre
y la presión, y nos permite establecer una relación entre la termodinámica
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de ECU y el limite de Onsager de EDIL. Por este motivo en lo que sigue nos
vamos a centrar en el estudio de la fase nemática de EDIL, dejando la de
ECU para la sección 7.2.5, en la que analizaremos su conexión con el limite
de Onsager de EDR.
Tanto en la AGLE-c como en la AGLE-f, al minimizar «‘-y) con respecto
a -y se encuentra una única solución, -y = 0, para fracciones de empaqueta-
miento inferiores a una cierta ~ Esto significa que la fase isótropa es la
única fase estable en esta región. Sin embargo, por encima de 110 un segundo
mínimo, y(i~) # 0, coexiste con el anterior, indicando la aparición de la fase
nemática. Los valores de ‘lo y y(~) dependen de la versión de la AGLE (-c
o -1) que estemos utilizando. Para 19 = 2, y(o) tiende a cero cuando ~ se
aproxima a ‘lo por arriba, de modo que en i~o ambas soluciones coinciden;
además, la fase isótropa se vuelve inestable por encima de ‘lot con lo que no
hay coexistencia de las dos fases para ningún valor ~l # i~o. La transición
es, pues, de segundo orden, de acuerdo con lo que ya habíamos encontrado
en el capítulo 5 y par la misma razón, a saber, que el desarrollo de Landau
es una función par del parámetro de orden, con el coeficiente de cuarto or-
den siempre positivo, prohibiendo la existencia de un punto tricrítico (ver
sección 3.2). Como ya discutimos en el capítulo 6, esta conclusión está en
desacuerdo con las simulaciones MC, donde la transición pasa de ser de pri-
mer orden a bajas excentricidades a ser de Kosterlitz-Thouless (continua)
a excentricidades mayores. Para 19 > 2, y~j) es discontinua en ‘lo, y por
encima de este valor y hasta 172<> no), donde la solución -y = O se vuelve
inestable, ambas soluciones son mínimos locales de la energía libre. El valor
de «r) para cada mínimo es lo que determina cuál de ellos es el mínimo
absoluto, distinguiendo así entre la verdadera fase estable y la metastable.
Para un cierto valor de la fracción de empaquetamiento, 171 (‘lo < rn -C 172),
el valor de la energía libre de los dos mínimos coincide6. Toda esta feno-
menología identifica esta transición como una transición de primer orden.
Esta conclusión coincide con las simulaciones MC (Frenliel y Mulder, 1985)
y son cualitativamente válidas también para ECD, para los que las simula-
ciones no son lo suficientemente concluyentes como para distinguir entre una
transición de segundo orden y una de primer orden débil (Frenl<el, 1988a).
Las conclusiones a las que hemos llegado se obtienen numéricamente,
60e hecho es en este punto donde ocurre la transición de fase si consideramos un sistema
a densidad medio constante; pero ea la región ~io < q C ~ las dos fases coexisten, cada
una con una densidad distinta, y es por ello por lo que estas transiciones se caracterizan
determinando las densidades de cada fase cuando éstas coexisten en equilibrio, como
veremos uds adelante.
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Figura 7.9: Presión reducida, 1” /JPvo, de un sistema de EDR en 19 = 2
(elipses duras) como función de la fracción de empaquetamiento q E vop, para
razones de aspecto sc = 2, 4 y 6 (de izquierda a derecha, cada curva desplazada
0.2 unidades a la derecha de la anterior). Las lineas continuas muestran la presión
de la fase estable (bien isótropa bien nemática) según se obtiene de la AGLE-f.
Las discontinuas de trazo corto muestran la presión de la fase isótropa inestable.
Las de trázo largo representan la presión de la fase nemática que se obtiene de la
AGLE-c. Los círculos blancos son los resultados MC del capítulo 5 obtenidos a
partir desde una configuración a presión más baja. Para sc = 2 y 4 corresponden a
la fase isótropa. Para sc = 6 pertenecen a la fase nemática por encima de 29 = 0.59,
donde tiene lugar una transición de Kosterlitz-Thouless. Los círculos negros son los
mismos resultados MC pero obtenidos desde una configuración a presión más alta.
Por encima de y> = 0.78, 0.79 y 0.76 para sc = 2, 4 y 6 respectivamente, aparece
otra fase más ordenada. Por debajo de esas densidades los círculos blancos y negros
coinciden para sc = 2 y 6, pero para sc = 4 pertenecen a una fase nemática que se
transforma en isótropa discontinuamente por debajo de 17 = 074. Nótese el fuerte
desacuerdo entre la presión nemática resultante de la AGLE-c y las simulaciones.
o
0.8 1.0 1.2 1.4
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Figura 7.10: Líneas de la transición I-N para EDR en dimensión D, para D = 2,
3, 4 y 5 (de arriba a abajo) obtenidas con la AGLE-f? Para D 2 la transición
es de segundo arden, mientras que para 19 > 2 es de primer orden. Las regiones
sombreadas de ]as transiciones de primer orden representan la región de coexisten-
cia. Los círculos blancos corresponden a la transición en 19 = 2 obtenida por MC
(capítulo 5). En este caso, para sc iS 2 la fase nemática ha sido sustituida por otra
más ordenada. Los círculos negros corresponden a la transición en D = 3 obtenida
por MC (Frenkel y Mulder, 1985). Nótese el buen acuerdo con la teoría. En todos
los casos, la fase isótropa ocupa la región por debajo de las líneas mientras que la
nemática ocupa la que hay por encima.
1
K
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k A~ P p:x 9
MC (Frenicel y
Mulder, 1985)
AGLE-f con OS
AGLE-f con
AGLE-f con TPE
(o PY-c)
AGLE-c con OS
Lee, 1988
3
1/3
2.75
1/275
2
1/2
3
2.75
2
3
2.75
3
275
3
2.75
2
0.507
0.498
0.561
0.545
(0.620)
(06 15)
0523
0.557
0.693
0.524
0558
0.515
0.547
0.394
0.4 17
0.523
0.010
0.010
0.009
0.0 14
0009
0.008
0.003
0.009
0.00 8
0.009
0007
0.020
0.0 19
0.011
9-79
9.15
15.70
1345
(24.59)
(23.96)
10.72
14.00
50.10
10.64
1388
1077
14.05
3.43
4.06
897
25J5
24.03
35.68
41.69
(49.03)
(48.23)
28.1
33-7
88.3
28.0
33.5
28.5
34.3
12.5
14.1
25.3
0.536
0.522
0.477
0.538
0.523
0.538
0.523
0488
0.480
0.453
3 0.508 0009 10.00 25.63 0.533
275 0.544 0008 13.19 31.22 0517
Marko, 1988
ColeÉ a aZ., 1988
Holyst y
Poniewierski, 1989b
Mulder y Frenkel,
1985
Pereza et al., 1988
3
2.75
3
2.75
2
3
2.75
3
1/3
2.75
1/275
2
1/2
3
1/3
0.493
0.517
0.472
0.501
0612
0.454
0.475
0420
0.413
0449
0A43
0.576
0.573
0.001
0.0 12
0.011
0.006
0.02
0.018
0.018
0.0 17
0.0 15
0.015
0.007
0.007
7.76
962
24.3
468
5.48
5.31
5.27
6.55
6.52
17.84
17.86
0.418 0.018
0.405 0.015
0017
0.010
22.3 0.561
25.7 0.548
50.2 0.50
0.485
0.477
0568
0.546
0553
0.550
0.498
0.497
0.657
0.638
Singh y Singh, 1986
3 0.309
275 0.329
2 0.415
Tabla 7.12: Resultados de
sistema de EDR de razón
la coexistencia de las fases isótropa y nemática de un
de aspecto sc en 19 = 3, según se obtienen de las dos
versiones de la AGLE, comparados con los resultados MC y con las demás teorías.
y>~ y y>,, son las fracciones de empaquetamiento de las fases isótropa y nemática
respectivamente; Ay> = y>,, — y>í; P = f3.Pv0 y p~ = son la presión y el
potencial químico de interacción reducidos en la coexistencia, y q es el parámetro
de orden de la fase nemática en y>,, - Los valores entre paréntesis corresponden a los
datos de la fase sólida, cuando ésta sustituye a la nemática.
0.02 1
0018
0.008
0.547
0.532
0.480
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a partir de la aproximación uniparamétrica (7.57). Sin embargo, algunos
resultados pueden ser obtenidos analíticamente; por ejemplo, el orden de la
transición surge de un desarrollo de Landau de la energía Ubre en términos
del parámetro de orden qr>, y el límite de estabilidad de la fase isótropa, v>~,
se calcula como el punto en el que cambia el signo de la segunda derivada
de’la energia libre en ‘y = O (si 4”’(O) c O la fase isótropa es estable y si
4/’(0) > O es inestable). Ttas algunas manipulaciones algebraicas y el uso
de la regla de las sumas de los polinomios ultraesféricos (ec. (8.934.3) del
Gradshteyn y Ryzhilc (1980)), las condiciones de estabilidad que se obtienen
de la AGLE-c y la AGLE-f son, respectivamente:
2(ZED(172) — 1)JduM{”>(u)Z(u) + 1 = 0 (7.69)
2Qsu(rn)JduMY»(u)S(u)+l = 0 (7.70)
Para determinar las densidades de ambas fases cuando éstas coexisten
se resuelven las ecuaciones de equilibrio de fases, P
1(i>í) = ~ y p1(r¡í) =
y~(n,~j, siendo 1’~ (Pu) y p~ (g,~) la presión y el potencial químico de la fase
isótropa (nemática), y 29j y ~ las fracciones de empaquetamiento de las fases
isótropa y nemática en la coexistencia.
En la figura 7.9 aparecen dibujadas las ecuaciones de estado de EUR
en 19 = 2, tal y como se obtienen de la AGLE-c y la AGLE-f y de los re-
sultados MC del capitulo 5 para it = 2, 4 y 6. Se puede ver que aunque
el orden (siempre de segundo orden) y la localización. (siempre a densida-
des más bajas) de la transición I-N están incorrectamente dados por ambas
teorías (ver también figura 7.10), los valores numéricos de la presión que
resultan de laAGLE-f (con Z5 como ecuación de estado de ED) están bas-
tante próximos a los simulaciones. Además, para it = 2, donde, de acuerdo
con las simulaciones, la fase nemática está reemplazada por una fase más
ordenada, la transición VN que predice la AGLE-f queda por encima de la
densidad a la que aparece la nueva fase. Esto sugiere que la AGLE-f es
una teoría fiable a la hora de describir la termodinámica de un sistema de
EDR no muy elongados en D = 2. Sin embargo, la AGLE-c predice una
rama nernática excesivamente desviada de los resultados MC. Incluso la lo-
calización de la transición es, en este caso, peor que la obtenida a partir
de la AGLE-f. En particular, para it = 2 dicha transición se obtiene para
un valor de la densidad en el que las simulaciones muestran claramente un
fluido isótropo. Para EDR en 19 = 3 la AGLE-f proporciona muy buenos
resultados para la fase nemática, cuando se comparan con las simulaciones
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Figura 7.11: Presión reducida, P ¡3Pvo, de un sistema de EDR en = 3
como función de la fracción de empaquetamiento y> vop, para razones de aspecto
sc = 2.75 y 3 (de izquierda a derecha, la segunda curva desplazada 0.2 unidades
a la derecha de la primera). Las líneas continuas muestran la presión de las fases
isótropa y nemática obtenida con la AGLE-f utilizando la ecuación de estado de
ED de CS. Las discontinuas de trazo corto y medio muestran lo mismo pero usando
la TPE y A como ecuaciones de estado de ED. Las de trazo largo representan
la presión de la fase nemática que se obtiene de la AGLE-c con la ecuación de
estado de CS. Los círculos blancos y negros y los cuadrados son los resultados MC
(flenkel y Mulder, 1985) para las fasesisótropa, nemática y sólida, respectivamente.
Los segmentos horizontales corresponden a la coexistencia de las fases. Como en
19 = 2 (figura 7.9) la presión de la fase nemática obtenida con la AGLE-c discrepa
ostensiblemente de las simulaciones.
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de Ftenkel y Mulder (1985) (ver figura 7.11), y da valores para la locali-
zación de la transción en excelente acuerdo con los obtenidos por MC (ver
figura 7.10 y tabla 7.12). Por el contrario, la AGLE-c muestra el mismo
tipo de fallo que en 19 = 2. También en la figura 7.11 se puede ver como
varía la presión en función de la ecuación de estado de EU utilizada (se han
probado tres tipos diferentes: CS, 24 y TPE —o equivalentemente PY-c—).
Los resultados dependen sólo débilmente de la elección que se haga, aunque
parecen ser los obtenidos con la TPE los que mejor se ajustan a los datos
MC. En la tabla 7.12 se comparan entre silos resultados para la coexisten-
cia obtenidos con la AGLE-f usando las tres ecuaciones de estado de ED
mencionadas, los obtenidos con la AGLE-c, las simulaciones MC (Ftenlcel y
Mulder, 1985) y las teorías alternativas existentes en la literatura (Mulder y
Frenkel, 1985; Singh y Singh, 1986; Marlco, 1988; Perera et al., 1988; Colot
et aL, 1988, cuyos resultados aparecen en el capitulo 4; Lee, 1988; Holyst
y Poniewierski, 1989b). La poca influencia que tiene la elección de una
ecuación de estado de ED también se ve reflejada en estos resultados. Lee
(1988) utiliza también la AGLE-f (aunque obtenida de forma heurística),
pero resuelve numéricamente la ecuación para h(u). Las pequeñas diferen-
cias entre sus resultados y los de la presente teoría se deben a este hecho y
al reescalamiento del volumen exciuldo que estamos utilizando (ver sección
7.2.1). Por otro lado, llolyst y Poniewierski (198%) utilizan la AGLE-c
(aunque obtenida dentro del marco de la ADS), pero tanto sus resultados
como los obtenidos aquí con este procedimiento son mucho peores que los
de la AGLE-f. También es destacable la superioridad de la AGLE-f sobre
todas las demás teorías en la obtención de la termodinámica de la transición
(por ejemplo, la presión y el potencial químico en la coexistencia>.
Resultados para los límites de estabilidad de las fases isótropa y nemática
(no y r~ respectivamente) para el sistemade EUR en dimensión D se mues-
tran en la tabla 7.13. También aparecen en ella los valores del parámetro
de orden, QD, así como la diferencia entre las energías libres de las dos fases
en ‘lo y 172- Se puede ver que el parámetro de arden es una función que
varía lentamente con it. Esta propiedad ha sido interpretada como una re-
gla de Lindemann para la transición I-N (Colot et al., 1988; ver también el
capitulo 4). Las diferencias de energías libres en los límites de estabilidad
son también funciones que varian muy despacio con sc. Para 19 = 3 estas
diferencias son muy pequeñas, pero aumentan rápidamente con D. Los re-
sultados para la coexistencia obtenidos de las ecuaciones de equilibrio de
fases figuran en la tabla 7.14, y una gráfica de las lineas de transición (con
sus correspondientes anchuras para las transiciones de primer orden) aparece
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19 it no 4?> fl~(O)/p 1)2 4?) ffáf(2>/p
2 0.6926 0.344 0.00458 01096 0.632 -00744
3 0.5248 0.365 0.00507 0.5482 0.654 -0.0835
3 4 0.4269 0.372 0.00559 0.4521 0.672 -0.0917
5 0.3629 0-382 0.00594 0.3881 0.685 -0.0980
6 0.3173 0.378 0.00631 0.3420 0.696 -0.1036
10 0.2157 0.408 . 0.00685 0.2366 0120 -0.1155
2 0.4826 0.445 0.0298 0.5252 0.778 -0.503
3 0.3302 0A72 0.0331 0.3766 0.802 -0.566
4 4 0.2541 0.486 0.0361 0.2990 0.820 -0.620
5 0.2081 0.493 0.0385 0.2505 0.833 -0.666
6 0.1771 0.506 0.0400 0.2168 0.844 -0.702
10 0.1130 0.534 0.0432 0.1438 0.865 -0.784
2 0.3654 0.496 0.0757 0.4266 0.836 -1.36
3 0.2404 0.525 0.0839 0.2985 0.862 -1.54
5 4 0.1834 0.527 0.0919 0.2373 0.881 -1.70
5 0.1501 0.544 0.0971 0.2000 0.892 -1.82
6 0.1279 0.551 0.1012 0.1743 0.899 -1.92
10 0.0823 0.579 0.1092 0.1185 0.913 -2.15
Tabla 7.13: Limites de estabilidad
de EDR en dimensión 19, según se
de las fases isótropa y nemática de un sistema
obtiene de la AGLE-t Para y> vio (vi > ‘72) la
fase nemática (isótropa) es inestable. q~ (q%~>) y Af<0~ (Af<2~) son el parámetro
de orden de la fase nemática y la diferencia de energía libre entre la fases nemática
e isótropa, ambos calculados en ‘lo (172)- Nótese la poca sensibilidad de estas mag-
nitudes a las variaciones de it, pero su rápido incremento cuando crece 19.
en la figura 7.10. Dichos resultados muestran cómo la transición I-N empieza
siendo muy estrecha a bajas excentricidades (A~/q,,, con Ai~ = — 17¿, es
menor que un 10% hasta ~ r.¿ 4, para cualquier 19) pero se ensancha según
aumenta it, como es de esperar. El salto en el parámetro de orden, qn, es
siempre muy abrupto, en contra de la idea de que la transición I-N es de
primer orden débil e invalidando la posibilidad de utilizar un desarrollo de
Landau convergente.
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19 ~ 171 A17 ¡5* j~*
2 0.693 0.003 50.1 88.3 0.477
3 0.523 0.009 101 28.1 0.536
3 4 0.424 0.015 5.21 17.9 0.588
5 0.358 0.020 3.37 14.2 0627
6 0.312 0.024 2.49 12.3 0.657
10 0.208 0.027 1.24 9.64 0.709
2 0.503 0.007 35.4 95.7 0.729
3 0.346 0.018 794 35.1 0.767
4 4 0.266 0.025 3.85 23.5 0.797
5 0.217 0.029 2.46 19.1 0.820
6 0183 0.031 1.79 16.8 0.837
10 0.115 0.032 0.86 13.6 0.875
2 0.369 0.006 28.8 107.1 0.661
3 0.241 0.012 6.94 43.1 0.715
5 4 0.182 0.016 3.47 29.8 0.754
5 0.148 0.018 2.26 24.6 0.782
6 0.125 0.019 1.66 21.8 0.802
10 0.079 0.020 0.82 17.8 0.846
Tabla 7.14: Resultados para la coexistencia de las fases isótropa y nemática de un
sistema de EDR de razón de aspecto sc en dimensión 19, según se obtienen con la
AGLE-f. La notación es la misma que la de la tabla 7.13 (excepto por el subíndice
D del parámetro de orden).
7.2.4 El orden de la transición
Aunque la aproximación uniparamétrica reproduce con gran precisión la ter-
modinámica de la fase nemática, no hay ninguna garantía de que la forma
particular (ec. (7.57)) elegida para la distribución angular no altere cua-
litativamente el orden de la transición. Que esto no ocurre así es lo que
vamos a ver en esta sección, haciendo un análisis de la ecuación de Euler-
Lagrange. Dicha ecuación se obtiene al anular la derivada funcional de ~[h]
con la restricción fduh(u) = 1 (ver ec. (A.17)). Centraindonos únicamente
en la AGLE-f, esta operación conduce al resultado:
lnh(u) + 1 + r + 2QED(rñJdu’S(u. u
t)h(u’) = O (7.71)
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siendo i- el multiplicador de Lagrange asociado a la normalización (y relacio-
nado con el potencial químico por la ecuación (A.18)). Este multiplicador
se puede eliminar despejando h(u) en la ecuación anterior y eligiendo i- de
modo que siempre se satisfaga la condición de normalización; de este modo
se obtiene:
= exp{—2QED(’l) f du’Z(u -u’)h(u’)}h(u) f du exp{—2QED(’l) f du’Z(u- u’)h(u’)} (7.72)
Esta ecuación posee siempre la solución trivial h(u) = 1, correspondiente a
la fase isótropa, pero además tiene una segunda solución no constante que
se bifurca de la anterior a partir de una cierta densidad, ‘la- Mediante un
análisis de la bifurcación podemos determinar tanto ‘lo como la forma de
h(u) en las proximidades de ‘k (Kay~er y Raveché, 1978), lo que nos dará
información sobre el orden de la transición. Para ello consideramos que en
la vecindad de ~j,. la solución no constante es una pequeña perturbación de
la solución isótropa, que podemos escribir como 1(u) h(u) — 1. La ec.
(7.72) se reescribe en términos de esta fuución como:
f(u) = —1 + exp{—2QED(’l)Kf(u)}f dii’ exp{—2QED(’l)Kf(u’)} (7.73)
donde para simplificar notación se ha introducido el operador integral A’,
definido por:
Kf(u) ¡ du’Z(n - u’)f(u’) (714)
Suficientemente cerca de la bifurcación, f(u) será tan pequeña como que-
ramos, así que en esta región se puede desarrollar el segundo miembro de
(7.73), como funcional de f(u):
f(u) = —2QEr,(’lc)Kf(u) + 0(12) (7.75)
De este modo, la aparición de la bifurcación está ligada a la existencia de
al menos un autovalor del operador 1< cuya autofunción verifique f(u) =
f(—u) y fduf(u) = O y no tenga más que dos máximos, localizados en
u. n = cosA = ±1. Si tal autovalor existe (llamémoslo ~),la bifurcación
estará dada por:
1
= —— (7.76)
Utilizando la regla de las sumas de los polinomios de Gegenbauer se puede
probar fácilmente que los polinomios M~D> son autofunciones del operador
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1< con autovalores
= JduS(u.n)MáD)(u) (7.77)
La restricción de paridad (f(u) = f(—u)) elimina los elementos impares de
la base de polinomios; la condición f duf(u) = O elimina M~D)(u), así que
sólo M~~(u) con u > O forman una base en la que desarrollar f(u). Por
último, la restricción de que f(±l) sean los únicos máximos de f(cosfi) hace
que sólo sobreviva M~D>(u) en las proxii+idades de ,~. Esto hace que (7.76)
se convierta, tras insertar .4§>, en la condición de estabilidad marginal de
la fase isótropa que determinamos con la aproximación uniparamétrica (ec.
(7.70)), así que ‘le = 172- Este hecho no es sorprendente si se tiene en cuenta
que, en dicha aproximación, h(u) es una función de Mf~(u) (ec. (7.57)).
Aún más, la obtención que hemos hecho aquí de la base de polinomios es la
auténtica justificación de su empleo en la definición de h(u);
Podemos seguir un poco más adelante con este foymalismo y desarrollar
f(u) y r(’l) 2QED(’l) en torno a
1(u) = fí(u)a + f
2(u)a
2¡2! + -- (738a)
r = r
0 + r1a + r2a
2/2! + - - (7.78b)
donde a es un parámetro que mide la ‘distancja’ al punto de bifurcación y que
ha de ser eliminada para encontrar f(u) como función de ,~. Insertando estos
dos desarrollos en (7.73) llegamos a la siguiente jerarquía de ecuaciones:
—r
0Kf1(u) = fi(u) — Jdu’fi(u’) (7.79a)
—r0Kf2(u).— 2riI<fí(u) = f2(u) — [fí(ut — Jdu’{f2(u’)
— [fdu’)]
2} (7.79b)—r
01<f3(u) — 3r11<f2(u) — 3r2Kfí = fa( ) — 3f2(u>f«u) +Jd {f3(u’) — 3f2(u’)fl(u’)
+ 2[fi(u’)]~} (779c)
donde fdu’f~(u’) = O (nótese que la primera ecuación implica fi(u) =
M4D>(u) y r0 = —i14”>, como ya habíamos obtenido). Multiplicando las
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ecuaciones por fí(u) e integrando sobre u (teniendo en cuenta que K’es un
operador autoadjunto e imponiendo ortogonalidad ente las f~(u)) llegamos
al siguiente resultado:
fi(u) — M<D>(u) (7.80a)
12(u) 192(19+1> A<D) M<”’)(u) (TSOb)
2(192> 1 (7.80c)
(19 + 4)(D — 1) A(D>
= {(5D2 — 13D +U2)A~D>
2(D~ + 7193 — 13192 — 1619 + 48) gDil
(19+ 4)(D +2)
4
(19 + 6)(D + 4)(D — l)2A(D)(A(D) — (7.80d)
Si se tiene en cuenta que A2 Z O .(de lo céntrario la fase isótropa sería
siempre inestable) y que QED(17) es una función monótona creciente de ~,
de (7.80c) se deduce que r1 < O para 19 > 2, luego existe una solución no
constante de (7.73) a densidades inferiores a rn- La. transición es, pues, de
primer orden, de acuerdo con lo que habíamos deducido con la aproximación
uniparamétrica. Por otro lado, r1 se anula en 19 = 2, así que hay que echar
mano de r2 para discernir el orden de la transición. Haciendo D = 2 en
(7.SOd) se obtine:
r2 = 442)(112) ~A12)) (7.81)
Se puede comprobar numéricamente que r2 > O, luego no existe más solución
que la trivial a densidades iúferiores a ‘lo. La transición en 19 = 2 es enton-
ces de segundo orden. Vemos, pues, que las condusiones a las que habíamos
llegado con la aproximación uniparamétrica son rigurosamente exactas; lo
unico que se altera (y sólo ligeramente) es la localización precisa de la den-
sidades de coexistencia de las fases en las transiciones de primer orden y los
resultados para las magnitudes termodinámicas.
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i~ A17 ¡5* q
MD 0.4 49
Lee, 1987 0.400 0.018 5.36 0.67
Holyst y Poniewierski, 198Gb 0.38 0.03 2.9 0.59
AGLE-f 0.401 0.017 5.42 0.67
AGLE-c 0.315 0.039 2.5 0.71
Tabla 7.15: Datos de la coexistencia de las fases isótropa y nemática de un sistema
de LCD de razón de aspecto it = 6 en D = 3, según se obtienen de las simula-
ciones por DM (Frenkel, l988a; Veerman y Frenkel, 1990; Veerman, 1991), de la
solución numérica de la AGLE-f (Lee, 1987), de la AGLE-c en la versión de Holyst
y Poniewierski (1989b) y de los presentes cálculos con la AGLE-f y la AGLE-c. La
flotación es la misma que la de la tabla 7.12.
7.2.3 El limite de Onsager y la fase nemática en esferocilin-
dros duros
En su primer intento de describir la transición UN, Onsager (1949) probó
que en D = 3 el desarrollo del vinal hasta segundo orden es exacto en
el límite combinado (que por ello re.gibe el nombre de límite de Onsager),
—. 0, it —~ ~, mantehiendo ¿vq = constante. Tomando este límite en los
funcionales’ AGLE-f y AGLE-c se puede comprobar si el preéent~ formalismo
es consistente con la teoría de Onsag&. En primer lugar hemos de tener
en cuenta que, en el límite r~ —. 0,’ el factor de compresibilidad de ED se
comporta como ZED(n) = 1 + ~ + Q(~2), lo que implica QED(n) =
2~’n+Ó(n
2). En segundo lugar, cuando it -~ ~ tendremos (1~x2)í/2
<2 + 0(11K). Combinando estas dos expresiones y definiendo la variable de
Onsager c B
2p 2D
3rn’l/(D — 1)NL, las ecs. (7.65) y (7.66) se reducen
a la misma:
= irN~~
1 f ds ds’ ¡ dx[(1 — s2>(1 — s~2)1~f~CD(x)
x [1 — (ss’ + (1 — s2)L/2(í — ~i2)í/2 cos ,rx)2]1/2
>< hn(s)hn(s’) (7.82)
Si ‘y(c) es el mínimo de ~OflS(y; e) con respecto a y para una e dada, el
factor dé comjresibilidad del sistema adopta la simple expresión:
ZOflS(c) = 1 + fit~~(’y(cf e) (7.83)
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Estos resultados coinciden exactamente con los que se obtuvieron en los
capítulos 4 y 5. Para D = 3 también coinciden con la teoría de Onsager
(sección 2.1), exacta para varillas infinitamente largas. Sin embargo, a pesar
de la simetría oblato-prolato, estas ecuaciones sólo describen de forma apro-
zzmada el sistema de discos duros en D = 3 (Eppenga y Frenkel, 1984), y lo
mismo ocurre con el sistema de agujas duras en D = 2 (FrenIcel y Eppenga,
1985), ya que en ambos casos el desarrollo del vinal tiene contribución no
nula a todos los órdenes.
Hay una consecuencia interesante del limite de Onsager que surge de
la similaridad existente entre el volumen excluido de dos EDR en el limite
de Onsager y el de dos ECD. Desarrollando las expresiones para la energía
libre y la presión de este último sistema en la AGLE-f encontramos una
interesante relación con el limite de Onsager:
= QED(’l) + ZOns(~(’l)) —‘ (7.84a)
ZECD(’l) = ZED(’l)+ ZED(’l) — ‘[zom(~(17)) — 1] (7.84b)
QED(n)
donde la densidad ‘equivalente’ 4ij) está dada por:
= DND+l (it — 1)2 (7.85)21rND 1 +&t — l)/ND+2]QED(’l)
Estas ecuaciones nos permiten obtener casi todas las propiedades de la fase
nemática de ECU con it finita a partir del conocimiento de la termodinámica
del sistema de agujas duras (limite de Onsager). Así, el parámetro de or-
den está dado simplemente por q~SC(17) = q3flS(~(’l)); la termodinamica se
calcula con la ayuda de (7.84), y los límites de estabilidad de ambas fases
(no y 772) más el punto de estabilidad marginal (‘u) se pueden obtener de
la relación ~(w) = c1 (j = 0,1, 2, siendo c¡ las cantidades equivalentes en
la teoría de Onsager). Sin embargo, dado que (7.84) está escrita en función
de ~y Z simultáneamente, la coexistencia ha de ser resuelta independiente-
mente para cada it. En la tabla 7.15 se muestran los resultados para ECD
con it = 6 en D = 3: las simulaciones por DM disponibles (flenkel, 1988a;
Veerman y Erenkel, 1990; Veerman, 1991), los resultados de la. AGLE-f con
determinación numérica de h(u) (Lee, 1987), los resultados de la AGLE-c
de Holyst and Poniewierski (1989b) y los presentes cálculos con la AGLE-f
y la AGLE-c. La superioridad de los resultados obtenidos con la AGLE-f
puede apreciarse también para este sistema. Además, se puede ver que la re-
solución numérica de la ecuación de Enler-Lagrange (Lee, 1987) no coníleva
162 7. ‘ Generalización de la teoría del liquido efectivo
una mejora seria respecto a la aproximación uniparamétrica, lo que hace a
ésta más conveniente por su simplicidad.
7.3 La transición orientacional para D —* oc
El estudio de las transiciones de fase de primer orden en límite 19 —# oc
7es interesante porque en este límite la teoría de campo medio es exacta
La razón es que el número de próximos vecinos tiende a infinito con la
dimensión, verificando así uno deles re4úisitos de la teoría de campo medio
(Manii’ et aL, 1989). El límite de alta dimensión ha sido aplicado en los
últimos años a algunos problemas clásicos en materia condensada, a saber,
la transición F-S en BU (Frisch et al., 1985; Ftisdh y Percus, 1987), la
transición UN en varillas duras (Carmesin et al., 1989) y el diagrama de
fases de una mezcla binaria de ED (Carmesin et al., 1991). En esta sección
vamos a extender el estudio de Carmesin et al. ‘(1989) a la transición I-N de
EDR en la ASG y a probar que el presente formalismo con la aproximación
uniparamétrica es exacto en este límite.
En primer lugar tenemos que defl ir una nueva variable densidad que
se mantenga finita cuando -la dimensión tienda a infinito; tomaremos ¿
2DH2rn/D como densidad reescalada. En el límite D —~ oc el desarrollo
del vinal de la energía libre se truirra en segundo orden, de modo que el
funcional de Onsager se hace exacto (y coincide, además, con la AGLE en
sus dos versiones). Supongamos que la distribución de probabilidad an-
gular h(6) sinD2 6, o sea, la probabilidad de encontrar una molécula cuya
orientación esté entre O y O + dO, está fuertemente picada en torno a un
cierto ángulo Oo. Entonces, un desarrollo asintótico en la ecuación de Euler-
Lagrange conduce a:
h(6) = Rexp{~DsC(1 — x2 ces2 Oocos26)1/2} (7.86)
con 1? el’ factor de normalización. Imponiendo que 6o sea el máximo de la
distribución de piobabilidad angular obtenemos:
u=O
¿2 —
ffi ¿ > ¿nI (7.87)
donde u _ ces2 6o y (1— x2u)Ix4u~,.(l — u,,,)2, con u,,, la. solución
de x2~4, — 2tt,,, + 1 = O que satisface O < u,,, < 1. Por otro lado, para 19
7En transiciones continuas, la teoría de campo medio es exacta por encima de una
cierta dimensión crítica finita (Stanley, i971; Balescu, i975; Huang, 1987).
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grande un nuevo desarrollo asintótico conduce a:
ln R = — ín Jlr/2 ~ exp{—D¿(1 — x2 ces2 6o cos2 6)’/=}sin~~ O
— x2 cos4 Ao)í/2 — ln(sinfio)} (7.88)
donde se ha utilizado que ATD = O(ln 19) y puede, por tanto, ser ignorado.
Entonces, para ¿ > ~ es decir, en la fase nemática:
lnR 1—X2tt2 1
x2n(1—u) —~ln(1—u) (7.89)
La energía libre de interacción se comporta en este limite como
19(1 — x2u¾”k/2, lo que nos lleva a la siguiente expresión para la energía
libre de la fase nemática:
~ — ln(1 — U)} + C~ (7.90)
con CD D ln(A2/2) la contribución del gas ideal. La presión se puede
obtener mediante la conocida relación termodinámica /3P/p =
resultando:
¡5,, 19
p 2X2141—U) (7.91)
y el potencial químico puede calcularse usando (7.33):
~
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Finalmente, si ¿ < ¿~, ~ I~x2u(1—n) 2~>f +cD (7.92)sea, en la fase isótropa:¿
= — + en (793a)2
Pi ¿/3— _p 2 (7.93b)
= ¿ + CD (7.93c)
Retomemos ahora nuestro formalismo con la aproximación uniparamé-
trica. En el límite 19 —~ .& la base de polinomios (5.13) se convierte en
(Abramowitz y Stegun, 1965) Máx~>(x) = x”, y la ec. (757) se reduce a:
hD(6) “-‘ f?n(y7’ exp{’y cos2 O} (7.94a)
rr/2
ln fl~(’y) ln dO sinfl2 O exp(’y ces2 6) (L94b)
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Si la distribución de probabilidad angular ha de ser picada en torno a 60, it
tiene que crecer linealmente con 19 para 19 muy grande, es decir, ‘y e., Dg,
con g un parámetro independiente de 19. Con estas hipótesis (7.94b) se
reescribe:
ir/2
ln fl~ lnJ dO exp(D[g cos2 6 + ln(sin 6)]) (7.95)
La contribución dominante de esta integral viene del máximo del argumento
de la exponencial, y(O) g cos2 O + ln(sin 6), es decir, del valor en el ángulo
Op tal que y’(Oo) = 0. Esta condición se traduce en la ecuación cot 60 =
g sii426o), cuyas soluciones son:
cos6
0=O ,si2g<1
2gsin
26o—1 ,~i2g>1 (7.96)
Con este resultado se puede calcular la integral (7.95):
lnfD~{Q(2g~ín(2g)) ,si 2g < 1 (7.97)
,si2g>l
Por su parte, el parámetro de orden qn se puede calcular a partir de (7.61):
8/. 1
= —lhm —In Qc4Dg)i
Ogkp-.ooD
= { O ‘ si 2g <1 (7.98)
,si2g>l
Utilizando esta relación junto con (7.97) en (7.64) se llega a la siguiente
expresión para la contribución ideal a la energía libre:
D
= —~ ln(1 — q) + cn (7.99)
Nótese que esta fórmula es válida para todo g. Para calcular la energía
libre de interacción tenemos que desarrollar (7.62) asintóticamente cuando
19 -~ oc. Como la distribución de probabilidad está fuertemente picada
obtendremos:
Además, QED(n) ‘--‘ D¿/2H%, de modo que tanto la AGLE-f como la AGLEc
conducen a la misma expresión para 4’i~t:
19
.-.~ —¿(1 —2 (7101)
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Figura 7.12: Presión reducida, P ¿/JP/Dp, en función de la densidad reescalada,
= p20v0/D(l — x
2)”2 con x r(k2 — l)/(k2 + 1), para un sistema de LOR en
la ASG, cuando D — oc. La rama isótropa está representada por una línea recta
independiente de it. La rama nemática está dibujada para it = 2, 3, 4, 5, 6 e oc (de
arriba a abajo). Los segmentos horizontales indican claramene cómo la transición
I-N se desplaza hacia densidades más altas y se hace cada vez más estrecha amedida
que it decrece desde el límite original de Onsager (it = 00) al límite esférico (it = 1)
donde la transición desaparece.
La forma final de la energía libre en este formalismos es, pues:
19
—{--- ln(1 — q) + ¿(1 — ~2q2)1/2} + cn (7.102)
2
Una vez obtenida la expresión de la energía libre como función del parámetro
de orden, q, no tenemos más que determinar el valor de q que la hace mínima
para saber dónde es estable la fase nemática. Si hacemos esto llegamos a la
ecuación que determina q como función de ¿:
¿2 1— Qq2
x4q2(1 —
(7.103)
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Figura 7.13: Parámetro de orden, q, como función de la densidad reescalada ¿
(ver pie de figura 7.12) para un sistema~rie EDR en la ASG, cuando D —* oc, para
razones de aspecto iv = 2, 3, 4, 5, 6 e oc (líne~ sólidas, de izquierda a derecha). Las
líneas discontinuas de trazo largo representan elparámetro de orden a la densidad,
Em, en que lafase nemática aparece por primera vez como fase metastable (cuando
aumenta ¿). Las de trazo corto representan el parámetro de orden a la densidad,
en que la fase nemática coexiste con la fase isótropa.
Comparando esta fórmula con (7.87) podemos hacer la identificación q = u,
de la que se concluye que q(¿) obtenido mediante el presente formalismo
resulta exacto. Además, podemos utilizar (7.103) para eliminar ¿ en (7.102)
y obtener la energía libre de la fase nemática:
2k11~X~x— q) —ln(1 —~)}+cD (7.104)
que con la anterior identificación del parámetro de orden resulta ser idéntica
a la obtenida en (7.90). En consecuencia, el formalismo que hemos desa-
rrollado (que incluye la aproximación uniparamétrica), resulta ser exacto en
el limite de alta dimensión, independientemente de la versión de la AGLE
5 10
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que se utilice5. Las expresiones para la presión y el potencial químico y las
correspondientes ala fase isótropa serán también idénticas a las exactas. En
la figura 7.12 aparece dibujada la ecuación de estado para EDR en » = oc
como función de la densidad reescalada ¿ para varios valores de iv. La rama
isótropa es independiente de iv (ver ec. (793b)). Las ramas nemáticas están
unidas con la isótropa por una línea horizontal que representa la Unea de
coexistencia. La coexistencia está calculada a través de las condiciones de
equilibrio de fases (igualdad de presiones y potenciales químicos) y conduce
a las siguientes densidades para las fases:
— (1 — XQt) (7.lOSa)
x2q
0(l — qe)
— (1 — ~2qflh/
2 ‘ (7.105b)
x2q~(1 — qc)
donde q~ es el parámetro de orden en ¿,, obtenido a través de la ecuacion:
2
— q~)ln(1 — qe) (7.106)(1— x2q~)314 —1— — 2
La figura 7.13 representa el parámetro de orden, q, como función de ¿ para
varias it. También en esta figura están representados q~(¿,,) y Qm umÚEm),
siendo 4,,. (ec. (7.87)) el limite de estabilidad de la fase nemática. Nótese
el gran salto que experimenta el parámetro de orden en la transición I-N,
indicando que la transición de fase es marcadamente de primer orden.
La razón es que ambos funcionales son iguales hasta segundo orden en el desarrollo
del vinal.

III
Conclusi6n

8Conclusiones y cuestiones abiertas
8.1 Conclusiones
La contribución original del presente trabajo está contenida en los capítulos
5, 6 y 7 y en el apéndice B. En ellos se ha llegado a una serie de conclusiones
que pasamos a ver a continuación de una forma esquemática:
1. En el capítulo 5 se ha extendido la teoría del funcional de la densi-
dad (TFD) elaborada por Baus a al. (1987) para la transición I-N de
elipsoides duros de revolución (EDR), al caso bidimensional (elipses
duras). En su desarrollo se ha utilizado la aproximación del liquido
efectivo (ALE), determinando la densidad efectiva a través de argu-
mentos geométricos, y se ha empleado un método variacional para
extraer información del funcional energía libre. Los resultados princi-
pales son los siguientes: -
• La ecuación de estado isótropa contrasta bien con la obtenida
mediante la teoría de la partícula escalada (TPE), y con los re-
sultados del cálculo numérico de la función de ¿orrelación directa
(FCD) en la aproximación de PY.
• La transición isótropo-nemático (I-N) experimenta un cambio en
su naturaleza, pasando a ser continua en 19 = 2 (en 19 = 3 es de
primer arden). Una variación continua de la. dimensión muestra
que el coeficiente de! término cúbico del desarrollo de Landau se
anula cuando la dimensión angular alcanza el valor 19 = 2 por
arriba, resultando así que 19 = 2 es un valor marginal.
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• Los resultados para la ecuación de estado de la fase nemática
están más próximos a los escasos datos de simulación existen-
tes (Vieillard-Ba.ron, 1972) que los obtenidos de la resolución
numérica de la FCD en la aproximación de PY. La transición
no coincide con la que aparece en la simulación, si bien los resul-
tados de ésta son controvertidos.
• En el límite de Onsager la teoría reproduce muy bien los resulta-
dos de simulacián para agujas duras, cuando se toman el diámetro
mayor ‘de las elipses y la longitud de las agujas de modo que coin-
cidan los segundos coeficientes del vinal.
• La extensión de la teoría a sistemas con restricciones, en los que
las dimensiones espaciales y angulares son distintas, muestra que
el orden de la transición está vinculado sólamente al valor de la
dimensión angular.
2. Se ha llevado a cabo una simulación Monte Carlo (MC) del sistema
de elipses duras que aparéce descrita en el capítulo 6. La simulación
está hecha a presión constante en una caja cuadrada con condicio-
nes periódicas, cuya forma se permite variar cuando se calcula a alta
presión. Se han simulado tres casos, con razones de aspecto iv = 2, 4
y 6, de los que se signen los siguientes resultados:
• El diagrama de la transición UN tiene, al menos, tres regiones
distintas: en la primera no hay fase nemática, en la segunda la
fase nemáticase alcanza a través de una transición I-N de primer
orden débil y en la tercera la transición UN está producida por
un mecanismo de disociación de disclinaciones (o de Kosterlitz-
Thouless) y es continua. Los casos iv = 2, 4 y 6 pertenecen a cada
una de estas tres zonas respectivamente.
• Las funciones de correlación angulares decaen algebraicamente
con la ‘distancia en la fase nemática, debido a la divergencia lo-
garítmica de las fluctuaciones con el tamaño del sistema, carac-
terística de los sistemas bidimensionales. El parámetro de orden
también decae algebraicamente con el número de partículas.
• Por encima de la fase nemática (o de la isótropa en el caso iv = 2)
aparece una tercera fase más ordenada, por cuyo aspecto podría
identificarse como un sólido. Sin embargo, en las imágenes de
las configuraciones finales de esta fase se aprecian oscilaciones
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anisótropas demasiado fuertes para que un sólido sea estable.
Aunque de los datos obtenidos no se puede extraer ninguna con-
clusión al respecto, se apunta la posibilidad de que la transición
fluido-sólido (F-S) tenga lugar a través del mecanismo descrito
por Ostlund y Halperin (1981) y resulte ser en realidad una fase
esméctica (la cual se observaría en sistemas de mayor tamaño).
• No se ha encontrado evidencia directa de ninguna otra fase dis-
tinta de las tres descritas.
• Los resultados de la TFD del capítulo 5 se ajustan razonable-
mente bien abs valores MC, pero predicen incorrectamente tanto
el orden como la densidad a la que se produce la transición I-N.
3. En el capítulo 7 se ha estudiado la fase nemática de cuerpos duros
convexos (CDC) en dimensión 19, con la generalización de la ALE
desarroliadapor Lutslco y Baus (1990a y b) y conocida como aproxi-
mación generalizada del líquido efectivo (AGLE) - Su aplicación a EDR
y a esferocilindros duros (ECD) ha permitido obtener los siguientes re-
sultados:
• La extensión de la AGLE a la fase nemática pone de manifiesto
la relación que existe entre diversas teorías (incluída la original
de Onsager) que aparecen en la literatura.
• Para aplicar a los funcionales resultantes el método variacional,
se ha discutido la forma de una base de polinomios ortogonales
en la que desarrollar el logaritmo de la distribución angular y se
han elaborado las expresiones de la energía libre y la presión para
una dimensión arbitraria 19.
• Se ha discutido el volumen excluido de LUR y ECO en dimensión
19. Para BOR se ha utilizado la expresión que proporciona la
aproximación del solapamiento gaussiano (ASG), dado que su
forma exacta se desconoce; para ECO se ha calculado la expresión
exacta.
• Se ha estudiado la ecuación de estado de la fase isótropa utili-
zando distintas ecuaciones de estado de ED de referencia. Se han
comparado los resultados con los de otras aproximaciones (como
la lEE, la teoría del campo escalado (TOE) y la de Song y Ma-
son (1990)) y con las simulaciones. La comparación resulta, en
general, buena.
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• Se han comparadolos coeficientes del vinal reducidos hasta b4 con
los que r~sultan de otras ecuaciones de estado y con los calculados
numéricamente (algunos publicados en la literatura, otros calcula-
dos expresamente). En 19 = 3 los resultados son razonablemente
buenos ‘y se consigue reproducir el decaimiento asintótico hacia
cero de los coeficientes cuando la excentricidad crece. En 19 = 2
se vuelve a obtener el mismo comportamiento (que coincide con
el encontrado para otras teorías), pero en este caso los resultados
numéricos muestran que los coeficientes del vinal tienden a un
valor no nulo. Este defecto parece ser consecuencia de la simple
aproximación de factonización utilizada para la FCD de] fluido
isótropo.
• Los resultados encontrados para la fase nemática confirman lo
que se había obtenido con la ALE original: para 19’> 3 la tran-
sición I-N es de primer orden mientras’ que para 19 = 2 es con-
tinua. Aquí se produce una grai diferencia entre dos versiones
que se obtienen de la AGLE, denominadas AGLE-c (completa) y
AGLEf (factorizada). Los resultados de la AGLE-f (cuya den-
sidad efectiva es igual a la densidad del fluido) en 19 = 3 están
en muy buen acuerdo con las simulaciones y superan los de las
restantes teorías; en 19 = 2, sin embargo, la teoría falla en la pre-
dicción de la transición, igual que la ALE original (aunque con
una desviación menor de la densidad de la transición, lo que la
hace válida en la región en que no aparece la fase nemática). La
AGLE-c, en cambio, predice un comportamiento completamente
erróneo de la ecuación de estado nemática y proporciona peores
resultados para la transición.
• Haciendo un análisis riguroso de la bifurcación asociada al fun-
cional AGLE-f se ve que el uso del método variacional no altera
el orden de la transición I-N predicho por la teoría: en D = 2 y
D > 3 es’ continua y de primer orden respectivamente. La base
de polinomios discutida para el método variacional aparece aquí
de una forma natural.
• El limite de Onsager se recupera de forma exacta (como ocurría
con la teoría del capítulo 5) y se establece la validez de sus ecua-
ciones para determinar la termodinámica de un sistema de ECD.
• La teoría (en sus dos versiones) resulta ser exacta en el limite
D-*,x,.
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4. Por ditimo, en el apéndice B se han obtenido analíticamente las expre-
siones para el volumen excluido de dos EDR con orientaciones dadas
y para el segundo coeficiente del vinal, en la ASG.
8.2 Cuestiones abiertas
Las dos cuestiones más importantes que deja abiertas el presente trabajo
se refieren al sistema bidimensional. La primera es cómo ir más allá con la
formulación teórica de manera que se pueda reproducir el peculiar compor-
tamiento de la transición I-N. La cuestión parece difícil. La teoría de Landau
que se anailzó en la sección 3.2 es tajante a este respecto; la transición es
de segundo orden como consecuencia de la simetría exacta oblato-prolato
obligada por la dimensionalidad del sistema. Si las moléculas no tienen
esta simetría (como ocurre en 19 > 3) los valores del parámetro de orden
+q y —q representan sistemas distintos (moléculas prolatas y oblatas, res-
pectivamente), pero si poseen dicha simetría, ambos valores describen el
mismo estado del sistema y la energía libre es una función par de q. A la
búsqueda de una aplicación del cambio de orden de la transición 1-14 que
aparece en las simulaciones al variar la excentricidad de las moléculas, se
ha propuesto recientemente un modelo de red con interacción de tipo XY
anisótropa (Leitán y Telo da Gama, 1991). La transición que predice es con-
tinua (de Kosterlitz-Thouless) en todo el rango de anisotropías. Una idea
sugerida en la presente memoria es que el fallo podría deberse a la forma tan
simple utilizada como aproximación de la FCD del fluido isótropo (aproxi-
mación de Pynn o de factorización). En contra de esta idea ha aparecido un
trabajo reciente (Ferreira fl aL, 1991) en el que se utiliza como FCD la so-
lución numérica de la ecuación de Ornstein-Zernike con las aproximaciones
de cierre PY y HNC y se estudia la transición mediante técnicas perturba-
tivas. El resultado de nuevo predice una transición 1-14 continua, a pesar de
que los resultados numéricos reproducen bien la forma de las correlaciones
obtenidas en la simulación.
La segunda cuestión que suscita la simulación se refiere a la fase más
ordenada que aparece a muy alta densidad (por encima de la fase nemática o
en sustitución de ésta). En un principio esta fase se identificó como un sólido
(en red triangular), pero las fuertes oscilaciones anisótropas que aparecen
hacen dudar del verdadero carácter ‘sólido’ de estafase. La teoría de Ostlund
y Halpenin (1981) predice una fase esméctica intermedia entre el sólido y el
nemático; sin embargo, unas simulaciones recientes llevadas a cabo en la
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región conflictiva parecen más bien identificar la fase como un hexático. Su
aparición estaría relacionada con el esquema teórico propuesto por Nelson
y Halperin (1980) para transiciones en capas de fluidos esmécticos. Aún no
es definitiva esta conclusión, pero lo que parece daro es que no se trata de
una fase sólida.
‘A otro nivel, el presente trabajo suscita interés por otras cuestiones más
generales, como el estudio de nuevas fases (esmécticas, nemáticas biaxiales
o sólidas) mediante el formalismo de la ALE. En esta línea queda por zan-
jar el tema de la existencia de fase esméctica en el sistema de EDR. Existe
una conjetura contra este hecho, y es que el sistema de EDR paralelos es
equivalente, mediante una transformación de escala, al sistema de ED, en
el cual la fase supuestamente formada por capas apiladas de fluidos bidi-
mensionales es inestable. Por otro lado, en las simulaciones de EDR libres
(hasta iv = 3) no aparecen indicios de fase esméctica. Sin embargo, ninguna
de las dos objeciones es concluyente, la primera porque se refiere a ED1i.
perfectamente paralelos (la equivalencia con el sistema de ED deja de ser
exacta para EDR libres) y la segunda porque en el sistema de ECU, cuya
capacidad de empaquetamiento favorece la formación de un esméctico, dicha
fase no aparece hasta iv ~
Otra posibilidad interesante es el comportamiento de la transición I-N
en mezclas’ de EDIl. Estos sistemas son interesantes porque en fluidos coloi-
dales los componentes rara vez tienen todos exactamente el mismo tamaño
(Vroege y Leklcerlcerker, 1991). De entre las posibles mezclas, una espe-
cialmente interesante es la mezcla binaria de EDR oblatos y prolatos con
la misma excentricidad, ya que el volumen excluido de EDIl tiene simetría
oblato-prolato, lo que permitiría trabajar con una mezcla ‘ideal’, y además
la interacción oblato-prolato favorece orientaciones perpendiculares y podría
originar una fáse bia.xial, quizá diferente a la que forman las moléculas bia-
xiales.
Por último, sería interesante extender la teoría mediante algún método
de perturbaciones para incorporar potenciales continuos anisótropos, de los
que existe abundante información obtenida por simulación (ver; por ejemplo,
de Miguel et al., 1991).
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ATeoría del Funcional de la
Densidad
El estudio estadístico tradicional de los fluidos en equilibrio partía de una
jerarquía de ecuaciones, conocida como jerarquía Born-Green-Yvon, o BGY
(Hansen y McDonald, 1986; Gray y Gubbins, 1984), que relacionan las fun-
ciones estructurales (las densidades de it-cuerpos) entre sí, y que, una vez
resueltas (truncando a un cierto orden e introduciendo alguna aproximación
de cierre), permiten calcular las propiedades termodinámicas del sistema.
Este método resulta bastante laborioso y falla cuando se aplica & transiciones
de fase. Por ello, actualmente se sigue una estrategia distinta que consiste
en considerar los potenciales termodinánuicos como funcionales de dichas
funciones estructurales. Este nuevo método recibe el nombre de ‘teoría del
funcional de la densidad’ (TFD) y en sus múltipes formulaciones ha demos-
trado ser muy eficaz en la resolución de problemas de transiciones de fase
y de inteifases en fluidos. ‘Así, por ejemplo, ha sido aplicado con éxito a
la interfase líquido-vapor y otros problemas de fluidos no uniformes (Evans,
1979; esta referencia incluye un review detallado de la TFD), y al estudio de
la transición sólido-líquido en esferas duras (dos reviews sobre este tema se
pueden encontrar en Baus, 1987; 1990). Vamos a introducir a continuación
los fundamentos de esta teoría y una de sus formulaciones más extendidas
(ver Evans, 1979; y Hansen y McDonald, 1986).
Equivalencia densidad-potencial externo
La teoría del funcional de la densidad está basada en un resultado funda-
mental, debido a Mermin (1965), que establece la existencia de una corres-
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pondencia biunívoca entre el potencial externo que actúa sobre un sistema
y su densidad local. Para probar este resultado utilizaremos la colectividad
macrocanónica. La distribución de probabilidad de dicha colectividad puede
escribirse como:
fo = Q’ exp{—¡3(HN — ~iN)} (A.la)
Q = Trexp{—13(HN—PN)} (A.Ib)
con ¡3 = 1/k»T (kB la constante de Boltzmann y T la temperatura absoluta),
HN el hamiltoniano de un sistema de 1V partículas y ji el potencial quimico.
En la notación anterior, la traza denota el promedio sobre la colectividad,
esto es:
00
Tr~ZMNN!Jdr1drNdP1rN (A2)
siendo it la constante de Planclc y g el número de grados de libertad de las
partículas del sistema1. Definamos a continuación el siguiente funcional2
sobre el conjunto de las funciones, f, normalizadas (Trf = 1):
£4!] Ttf(Hp¿ — gN + ~ Inf) (A.3)
Inmediatamente puede verse, sin más que sustituir (A.1) en (A.3), que
= ¡31 in Q es el macropotencial (el cual, en fases homogéneas, ven-
fica fl = —pV, con pía presión y y el volumen) del sistema en consideracion.
Pero la propiedad más importante que posee el funcional (A-a) es que su
mznzmo absoluto sealcanza para 1 = fo- Para verlo eliminamos HN — pJV
en términos de ¡o y Ollo] (= —¡3’ lnQ) y sustituimos el resultado en (A.3),
con lo que obtenemos la relacion:
£41] = litio] + ¡Y’Trfln (j-) (A.4)
Teniendo en cuenta la normalización de f, el segundo sumando de (A.4) se
puede reescribir:
Trfln (j¿) = Trfo [j-ín (j) —~+i] (AS)
‘Estamos considerando el caso general de que las partículas tengan grados internos de
libertad (como sus orientaciones, por ejemplo, en el caso de moléculas rígidas) además
de los grados de libertad de traslación, y de que el espacio sea U-dimensional, con U
arbitraria.
‘Denotaremos los funcionales encerrando eí argumento entre paréntesis cuadrados, para
diferenciarlos de las funciones, que se denotan con paréntesis curvos.
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Es fácil ver que el miembro de la derecha es estrictamente positivo cuando
1 # fo, para lo cual basta comprobar que zlnx — x + 1 > 0, Vz # 1. Así
pues, el segundo sumando de (AA) es una cantidad positiva y, por lo tanto:
SJ[f] > flL~o] VI # fo (A.6)
Supongamos ahora que tenemos un hamiltoniano de la forma HN =
K + U + V, donde K = S~1 E~1p~,1/2m1 es la energía cinética de las
partículas del fluido (m~ denota la masa, momento de inercia o constante
de proporcionalidad asociada al momento, POá, correspondiente al grado
de libertad cy de la i-ésima partícula, y g es el número total de grados
de libertad); U = U(xj, -. - ,XN) es la energía de interacción (x, = (re, u,)
siendo r1 y u, respectivamente la posición y las coordenadas de los grados de
libertad internos asociados a la i-ésima partícula), y V = 2?%~ «xi), donde
«x) es el potencial externo que actúa sobre cada partícula del sistema. El
perfil de densidad de equilibrio se define como:
po(x) = (~(x)> (A.7a)
N
fi(x) = Z6(x—x,) (A.7b)
t=1
donde <a> = nf0a denota el promedio de la función de estado a(x1,... ,
Pi,-- - , p~-4. Por último, definimos el potencial externo generalizado como
x4x) E — «x). Dado que V — = — Sdxu(x)A(x), de la misma defi-
nición de po(x) se sigue que a cada potencial externo generalizado, u(x), le
corresponde una única densidad de equilibrio, po(x), así que el teorema de
Mermin puede enunciarse simplemente diciendo que dos potenciales exter-
nos generalizados distintos, u(x) y u’(x), dan lugar a dos densidades de
equilibrio distintas, po(x) y p’0(x). La demostración se hace por reducción
al absurdo. Supongamos que po(x) = 4(x) y calculemos la diferencia de los
macropotenciales, £1 y fi’, correspondientes a los dos sistemas que estamos
considerando:
li—li’ = Trfo(RN—PN+Wtnfo)
— Trf¿(Hk—g’N+W’lnf¿) (AS)
Aplicando (A.6) al primer término del miembro de la derecha llegamos a:
li—fi’ < Trf¿}V—pN—V’+p’N)
= J dxp~,(x)~u’(x) — u(x)] (A.9)
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mientras que si lo aplicamos al segundo término obtenemos:
Li—fi’ > T4fo(V—gN—V’+g’N)
= Jdxpo(x)[u’(x) — u(x)] (A.10)
Pero como po(x) = p~,(x), combinando (A.9) y (A.10) obtenemos li — O’ <
O — O’, lo cual es imposible. De esta contradicción se deduce que po(x) #
p’0(x), tal como queríamos demostrar, quedando así probado el teorema de
Mermin -
Formulación de la TFD en términos de la energía
libre
Una consecuencia inmediata del teorema de Merrnin es que también existe
una correspondencia biunívoca entre la distribución de probabilidad macro-
canónica! y el perfil densida p(x), por lo tanto, cualquiera de los potenciales
termodinámicos se puede escribir como un funcional de la densidad local.
Así por ejemplo, el funcional macrocanónico pasa a ser un funcional O[p], y
la propiedad (A.6) se convierte, en virtud del teorema de Mermin, en:
li[p]> li[po] Vp(x) # po(x) (Ah)
o bien, reescrita en forma diferencial:
[6li[P]1 — (A.12)
óp(x)J p(xfrpo(X>
Definamos ahora el funcional:
Y[p] = Ttf(K + U + W’lnf) (A13)
que por lo dicho en el párrafo anterior, será un funcional de la densidad.
Si denotamos por E la energía media del sistema y por S su entropía, la
energía libre, F, puede escribirse como:
F=E—TS = Trfo(IIN+/Wlnfo)
= JdxA«x)«x> + F[po] (A14)
Así que podemos definir el funcional energía libre como:
F[p] = J dxp(x)«x) + F[p] (Am)
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cuya relación con el funcional macrocanónico se obtiene de (A3):
F[p] = li[p] + jiJdxp(x) (A.16)
ecuación que nos permite trasladar la condición de mínimo (A.12) al funcio-
nal F[p]:
± [F[p] —jiJ dxp(x)l —0 (A.17)
óp(xfl Jp(x)=po(x)
o bien:
[BF[P] 1 — (A.18)Sp(x)] p(x>n(x)
De (A.17) se deduce que la densidad de equilibrio, po(x), minimiza el fun-
cional F[p] con la restricción f dxp(x) = const, es decir, a densidad media
constante, siendo ji el multiplicador de Lagrange.
El funcional Y[p] es calculable analíticamente para el gas ideal. A partir
de las expresiones de la función de partición:
ZN — N!AGN [Jdxe~3«x)]N (A.19)
con A = hI(2’7rmkBT)’12 (m = (YI~1 m1)1/YN es la masa reducida generali-
zada), y de la densidad de equilibrio (ec. (A.7)):
NeO«X)po(x) fdxe~~(~) (A.20)
puede inmediatamente obtenerse:
Fid[p] = W~’ J dxp(x)[ln(Mp(x)) —1] (A.21)
Por este motivo, el funcional F[p] puede descomponerse en tres contribucio-
nes:
F[p] = Fext[p] + Fid[p] + Fint[p] (A.22)
donde F~~t[p] es la contribución debida al campo externo (primer sumando
de (A.15)); £d[P] = Yid[P] es la contribución ideal, dada por la ec. (A.21),
y Fi,,t[p] es la energía libre debida a la interacción entre las partículas del
sistema. Las derivadas funcionales de este último término definen correla-
dones:
óp(xi)- --óp(xn) (A.23)
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donde {1,... , n} denota cualquier permutación de los it índices. Puede
probarse (Evans, 1979) que la correlación correspondiente a it = 2 es la
función de correlación directa (FCD) introducida por Qrnstein y Zernike
(1914). Esta función de correlación es menos intuitiva que la función de
correlación de par, ya que, a diferencia de ésta, no tiene un significado
físi¿o evidente; sin embargo tiene una serie de propiedades (Balescu, 1975;
Hansen y McDonald, 1986) que la hacen preferible a la correlación de par,
en especial, el hecho de que es de más corto alcance que ésta y, por tanto, el
efecto de las aproximaciones sobre ella es menos drástico. Por este motivo,
es muy útil reformular el funcional Fint!p] en términos de esta función. Para
ello, tomamos el sistema en cuestion a una densidad, pR(x), en la que sus
propiedades termodinámicas sean conocidas, y trazamos un camino a través
de un continuo de estados intermedios de densidad pA(x) hasta alcanzar la
densidad a la que se está estudiando, p(x). El parámetro A (0 < A < 1)
etiqueta los estados intermedios y verifica po(x) = PR(x) y pí(x) = p(x).
En términos de esta parametrización tendremos las siguientes igualdades:
F1~~[p] = Fint[PR] + j dAOFI;~P2I (A.24)
— Fint[PR] + [OFint[Px]] ~ + f dA» OA’2
Como en virtud del teorema de Mermin, Fí
11~[p] está unívocamente definido
una vez se especifica p(x), (A.24) debe ser independiente de la parametri-
zación escogida para px(x), así que, por simplicidad, elegimos la línea recta:
px(x) = pR(x) + AAp(x) (A2Sa)
Ap(x) = p(x) — pR(x) (A.25b)
y, aplicando la regla de la cadena en (A.24), obtenemos finalmente:
l7ínt[P] = Fi~t[pR] + Jdx~in(x; [pn])Ap(x) (A.26)
— ~‘ dA(1 — A) JdxJ dx’C(x, x’; [p,~])Ap(x)Ap(x’)
donde con C denotamos C’<
2> y jiin(x; [PR]) E —fiC(’)(x; (PR]) es el potencial
químico intrínseco del sistema de referencia.
Aunque en principio el sistema de referencia puede ser cualquiera, la
expresión anterior se simplifica cuando éste es uniforme (pn(x) E PR)- En
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este caso (A.26) presenta el siguiente aspecto (denotando por p, sin argu-
mento, la densidad media):
Fi~~[p] = Fi11t(pR) + Ft1dpn)(p — PR) (A.27)
— ¡3.A dA(1 — A) J dx ¡ dx’C(x,x’; [p4)Ap(x)Ap(x’)
Si se elige pn = p, el segundo sumando se anula, mientras que si escogemos
PR = O, dado’que Fi»~ y todas sus derivadas se anulan para este valor de la
densidad, (k26) se convierte en la simple expresión:
Fint[P] = —a—’ jdA(í — A)JdxJdx’C(x,x’;[AP])p(x)p(x’) (A.28)
Otros potenciales termodinámicos
A partir de las ecs. (A.16) y (A18) se ve que el potencial macrocanónico O[p]
puede obtenerse a partir de la energía libre mediante una transformación de
Legendre (Baus, 1987):
fi[p] = F[p] — JdxP(z4519 — F[p] + t’ ¡dxp(z)C(’>(x; [p]) (A.29)
donde en la segunda igualdad hemos usado (A.23). Pero a su vez, c(’> está
relacionada con la FCD a través de:
C(1)(x; FA) — C<’>(x; [pn]) + dA C(1)(x; [p>]) (A.30)
— C<’>(x; [PR])+ f dAJ dx’C(x,x’; [p>])¿~p(x’)
y estas dos relaciones, junto con las expresiones (A.21), (A22) y (4.26),
permiten escribir li[p] como:
fl[p] = fl[,ni) + J dxAp(x)
+ p—1 dA f dx ¡dx’p¡dx)Ap(x’)C(x, x’; [pa)
+ ~A dA AJ dxJ dx’Ap(x)Ap(x’)C(x, x’; [p>]) (A-al)
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Si hacemos pn(x) PR, la ec. (A-Sl) adopta una expresión especialmente
simple en e] caso PR = O o en e] caso PR = p, si además la FCD es inva-
riante por traslaciones y rotaciones3, ya que entonces el segundo sumando
desaparece.
Por último, e] funcional G[p], que para la densidad de equilibrio resulta
ser la energía libre de Gibbs, O = jipV, se obtiene de la energía libre y el
potencial macrocanónico a través de la ecuación:
G[p] = F[p] — £4p] (A.32)
La relación (A.31) nos permite calcular la presión del sistema, mientras que
(A32) nos da el potencial quimico.
3En rigor esto sólo ocurre cuando p(x) E p, pero puede también ocurrir cuando se
aproxima la FOD de la fase no uniforme por la del fluido homogéneo e isótropo, como
ocurre en la denominada aproximación del liquido efectivo (Lutsko y Baus, 1990a y b).
BAproximación del solapamiento
gaussiano
El cálculo de la distancia de contacto entre dos EDR D-dimensionales ‘(esto
es, la distancia entre sus centros de masa cuando están en contacto) es un
problema que carece de solución analítica. Vieillard-Baron, en su trabajo de
simulación de un sistema de elipses duras (1972), proporcionó unos criterios
que permiten determinar si dos elipses (2D) o dos elipsoides (3D) se solapan
o no. Gracias a estos criterios pueden llevarse a cabo simulaciones en estos
sistemas (Vieillard-Baron, 1972; Frenkel y Mulder, 1985). Posteriormente
Perram y Wertheim (1985) elaboraron un procedimiento para determinar
este solapamiento cualquiera que sea la dimensión, D; sin embargo, ni éste
método ni los de Vieillard-Baron permiten más que un cálculo numérico de
la distancia de contacto.
La distancia de contacto de Berne-Pechukas
Para proporcionar una expresión analítica de la distancia de contacto de dos
EDR, Berne y Pechulcas (1972) concibieron un método aproximado conocido
actualmente como la ‘aproximación del solapamiento gaussiano’ (ASG). Esta
aproximación está hoy día ampliamente extendida por la literatura y ha
servido para modelar tanto potenciales de molécula dura (Berne y Pechukas,
1972; Bethanabotla y Steele, 1987) como potenciales más reales (Cay y
Berne, 1981; Tobochnik y Chester, 1983). La idea de Berne y Pechulcas
consiste en reemplazar cada elipsoide por una distribución gaussiana con la
misma forma elipsoidal. Así, si escribimos la ecuación de un EDR como
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r - A- r = 1, con A dada por:
4 4
A = —1uu+ —3-(1 — uu) (B.l)
II
siendo Oil y Oj las longitudes de los diámetros paralelo y perpendiculares
al eje de simetría, respectivamente, y u el vector unitario en la dirección de
dicho eje, la distribución gaussiana adopta la forma:
— ¡A¡’/
2 f 1 (B.2>
— (
2lryL~/2exP —~r.A.r}
donde IAl denota el determinante de la matriz A. El solapamiento entre dos
de tales gaussianas es, a su vez, una gaussiana:
I dr’g(r’; A1)g(r + r’; A2) = g(r; A12) (B.3)
cuya matriz está dada por AE2’ = AE’ + A~’ y por lo tanto resulta ser:
A12 = ~2 [i— u1u1 + u2u2 — x(uí - u2)(uíu2 + u2uí)] (B.4)
1 — x
2(u, - u
2)2
donde u
1 y u2 denotan las orientaciones de ambos elipsoides y x es una
medida de su excentricidad que está relacionada con la razón de ejes, n =
mediante x = (#c2 — 1)/(ic
2 + 1). Gracias a esta propiedad, podemos
definir una distancia de contacto, u(f-; u
1, u2), a través de la relación:
r - A,2 - r = a
2(~;uí,u
2) (B.5)
siendo f~ el vector unitario a lo largo de la línea que une los centros de masa.
Introduciendo (B.4) en (B.5) liegamos por fin a la siguiente expresión para
la distancia de contacto:
a(t; u1, U2) r1 (i - u,)2 + (i- u2)2 — 2xfr -u,)(i- - u2)(u, - ~2)1— /2
— —x 1—x
2(uwu2Y 1 (B.6)
donde x es unamedida de la excentricidad del elipsoide que está relacionada
con la razón de ejes, >c = a~¡/a~, mediante x = — 1)/(n2 + 1).
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El volumen excluido en la ASG
Mediante la ec. (B.6) se puede calcular la expresión del volumen excluido a
un EDR por la presencia de otro, fijadas las orientaciones de ambos. Este
volumen vendrá dado por la expresión:
V~~a(uí -u2) = Jd~r0[o(f’;uí,u2) — r] (B.7)
En esta expresión hemos anticipado que V~j sólo puede depender de las
orientaciones a través del producto escalar u1 u2, puesto que el volumen
excluido debe ser invariante bajo rotaciones. Por simplicidad de notación es
preferible trabajar con una expresión normalizada de ~.,d, que denotaremos
£D, de tal modo que Z~ = 1 cuando x O, esto es, en el límite de ED. En
este límite V~a = Vvoíiaí~’, siendo V0 ,rD/
2¡r(1 + D/2) (con r(x) la
función gamma de Euler) el volumen de una esfera D-dimensional de radio
unidad, así que S~ se define como:
Zn(ui - u
2) = V~~a(uí -u2) _ 1 fdDe[( u2) — r] (É.8)
VDoIjO21 nvnor J~
Utilizando (B.5) en esta última expresión y teniendo en cuenta 4ue (H.5)
implica además que A12 es una matriz definida positiva (lo que equivale a
que r - A12 - r = 1 sea la ecuación de un elipsoide), la integral que aparece
en (BS) se transforma en:
f d~r 0(1 — r - A12 - r] = V01A121”2 (B.9)
así que:
SD(U1 - u
2) = 12 (B.1O)
1<
La forma más simple de calcular alAx2! es determinando los autova-
lores de la matriz. Pata ello separamos el espacio D-dimensional en dos
subespacios ortogonales: W, generado por los vectores u1 y u2, y VV-’- -
De (B.4) uno puede fácilmente comprobar que cualquier vector w E VV’ -
satisface a~A12w = w, luego es autovector con autovalor A0 =1. Este au-
tovalor tiene degeneración D —2, dado que ésta es la dimensión de 14”. Por
otro lado, alAr2 tiene dos autovectores ortonormales en VV, que denotamos
= [2k(ui.u2)]’
12(u
1±u2), con autovalores Aj = (1—x)¡[1±x(u~ -112)]
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(dAnv+ = Atv±).Entonces, lolAul = A+A. con lo cual, (BAO) con-
duce al resultado:
ZD(uí -‘¡2) = (1x2(u;u2)2)’/2 (E.u)
un resultado que coincide con la expresión que ya había sido obtenida para
D = 3 (Baus el aL, 1987; Colot el aL, 1988) y que demuestra así ser válido
para cualquier D > 2. Una propiedad importante de SD es su invariancia
oblato-prolato: SD depende de x2, mientras que de la definición de x se ve
que un cambio n —. l/n corresponde un cambio del signo de x (los EDR
prolatos tienen x > O mientras que los oblatos tienen x -c 0).
El segundo coeficiente del vinal en la ASO
Una vez determinado el volumen excluido de dos EDR con orientaciones
fijas, la forma de calcular el segundo coeficiente del vinal es a través de la
relación (Boublfk y Nezbeda, 1986):
B~flí(x2) = 1 Jdui Jdu
2Vexci(ui u2) (B.12)
De (RS) se sigue que (B.12) se puede escribir como:
B~D)(x2) = 2DíVoHD(x
2) (B.13)
donde y
0 = Vn(a11/2)(au/2)~’ es el volumen de uno de los elipsoides y:
HD(X
2) = Jduíj’du
2ZD(ul.112)
— •I~ d6 sin~
2 6(1 — x2 cos2 6)1/2 (B14)
(1 — Q)112 f¿~ dO sinD2 O
Un cambio de variable (1 = cos2 6) en el numerador del segundo miembro
de (B.14) transforma la integral en:
rio sinfl~2 O(í—x2 cos2o)í/2 — J’ dtU1/2(l~t)flT.I(l~~x2i)í¡2 (ff15)
la cual puede relacionarse con la función hipergeométrica definida por (Cia-
dshteyn y Ryzhilc, 1980):
F(a,¡3yy;z)E reo J i dít’(1 — t0’(1 — tz)~ (ff16)
r(¡3)r¼—p) o
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19 Hn(x2)
2 2 E(x2)
—
3 ~(í+ . arcsinx
41 — x2YI2)
l
l6x2
y
1 + 2x
2) —(1— arcsinx 1
t” 4x2)x(í — x2 ~/2 J
1
(1 — 9)1/2
Tabla ff1: Expresiones alternativas de HD(X2) para algunos valores de D. La
fórmula para D = oo se puede obtener teniendo en cuenta que, en este límite,
sinD OIf¿’ sine O — 6(6 — ir/2). Aquí, E(x) denota la integral elíptica completa de
segunda especie (Abramowitz y Stegun, 1965; Gradshteyn y Ryzhik, 1980) definida
corno E(x) E .r0<’2 dO(1 — x sin2 9)1/2
donde Rey >Re¡3 > O. Así pues, teniendo en cuenta que:
J* dO sinD2 ~ 2D—2 r
o (19—2)!
(ff17)
HD(x2) se reduce a la forma compacta:
HD(x2) — F(—1/2, 1/2; 19/2; x2
)
(1 — (B.18)
Utilizando las propiedades de la función hipergeométrica se pueden encon-
trar expresiones alternativas para HD(x2) para algunos valores de la di-
mensión, 19 (ver tabla Rl). Por otro lado, desarrollos en serie de dicha
función, así como una integración numérica de la ec. (B.14), pueden ser
utilizados para obtener numéricamente el valor del segundo coeficiente del
vinal en esta aproximación, para cualquier valor de 19. -
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La transición Kosterlitz-Thouless
Una de las propiedades principales de los sistemas bidimensionales es la
ausencia de verdadero orden de largo alcance. Es un resultado general en
mecánica estadística (Landau y Lifshitz, 1982) el hecho de que 19 = 2 es la
dimensión crítica inferior, a la cual la amplitud de las fluctuaciones diverge
logarítmicamente con el tamaño del sistema. Como consecuencia de ello,
el parámetro de orden depende algebráicamente del tamaño del sistema,
anulándose en el limite termodinámico. Este tipo de orden recibe el nombre
de orden de cuasi-largo alcance y su existencia en nemáticos bidimensionales
ha sido probada tanto en simulaciones (FÑnkel y Eppenga, 1985) como en
experimentos de laboratorio (Van Winkle y Clark, 1988). Sin embargo, dado
que el resultado se obtiene a partir de la teoría de Landan para parámetros
de orden locales (teoría de Ginzburg-Landau), no está en absoluto ciaro qué
requerimientos hay que imponer sobre el potencial de interacción intermo-
lecular para que manifieste orden de cuasi-largo alcance. Straley (1971) ya
demostró que si el potencial es separable, esto es, si tiene la forma:
V(r,6) = Zfn(r)gn(6) (C.1)
It
con r la distancia entre los centros de masa de las moléculas y 6 su orien-
tación relativa, entonces el sistema exhibe orden de cuasi-largo alcance. La
controversia persiste, no obstante, para potenciales no separables. Los re-
sultados de Tobochnik y Chester (1983) para un potencial Lennard-Jones
elipsoidal (Xushick y Berne, 1976) sugieren la existencia de verdadero orden
de largo alcance, mientras que los de FrenIcel y Eppenga (1985) para un
sistema de agujas duras muestran un orden de cuasi-largo alcance. Estos
autores, sin embargo, dicen haber sido incapaces de reproducir los resultados
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de Tobochnik y Chester.
Fluctuaciones en un nemático bidimensional
En general, se espera que un nemático bidimensional muestre orden de cuasi-
largo alcance siempre que la energía asociada con las fluctuaciones del campo
de orientaciones moleculares, 0(r), sea de la forma:
E = ~ Jdr(V6)2 (C.2)
siendo K la constante de Frank. Realmente, la forma más general de la
ec. (C.2) contiene dos constantes de Frank, K11 y K1, asociadas, respec-
tivamente, con las deformaciones paralelas y perpendiculares a la orien-
tación local; sin embargo, cuando la escala de longitud es suficientemente
grande, ambas constantes se renormalizan al mismo valor’ (Nelson y Pelco-
vits, 1977). Supongamos que el sistema es un cuadrado de lado L y área
A — L
2 y que sobre el borde imponemos unas condiciones de contorno, por
ejemplo periódicas; entonces, el campo de orientaciones puede escribirse en
serie de Fourier como:
6(r) = Á’ ~6qCi~r (C2a)
q
= J dre1Q-”6(r) (C.3b)
donde las amplitudes, 6q, verifican 6~ = 6q por ser 6(r) una función real.
En función de estas amplitudes, la ec. (C2) se reescribe:
E= ..4i~q2~6q~2 (C.4)
q
donde se ha utilizado la identidad:
J ~~~—i(q+q’>-r = A&q,q’ (C.5)
El teorema de equipartición de la energía (Landau y Lifshitz, 1982) se puede
escribir tomando las amplitudes como variables de estado, o sea:
= óq,qvknT (C.6)
‘Incluso en sistemas pequeños donde la distinción entre ambas constantes es aprecia-
ble, la mayoría de los resultados siguen siendo válidos si en (C.2) reemplazamos 1< por
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de donde:
<
9q6q’> = A6q,q¿~9% (CA’)
Esta ecuación junto con (C.3a) nos permite calcular el promedio:
(6(r + r’)O(r’)> = k~T cosq-r
2 . (C.8)
q q -
gracias al cual se puede determinar el valor medio de las fluctuaciones del
campo de orientaciones:
— <[6(r) — 6(0)12> _ 2kBT ~—, 1 — cosq -r (C.9)
KA ~q2
Cuando el tamaño del sistema es muy grande, la suma en vectores de onda
puede aproximarse por una integral (A’ fl~ —. (2r)2 fdq):
2kBT f dq 1—cosq-r (C.10)K i (2r)2 q2
Esta integral es convergente cuando q-r -c.c 2,r, ya que entonces 1 —cos q-r =
(q-r)2+O((q-r)4); sin embargo, diverge cuando q-r» 2r. Para dar sentido
a la ec. (C.10) es necesario introducir un vector de onda máximo go 2ir/a,
donde a es una longitud del orden del tamaño molecular. Su significado es
claro: el sistema no puede experimentar oscilaciones de longitud de onda
inferior a a, puesto que las moléculas son rígidas, así que la amplitud de
estos modos es cero. En otras palabras, la existencia de go no es más que
un reflejo del hecho de que el campo de orientaciones es una descripción
de ‘grano grueso’ de un sistema que no es continuo y, por tanto, deja de
tener significado a escalas del orden del tamaño de sus componentes. Con
la introducción de go y haciendo la integración angular en (C.10) llegamos
a la expresión:
0(r)2 kBT ¡qor dx ~ — Jo(x)] (C.11)
,rK o 1
donde Jo(x) es la función de Bessel de orden cero (Abramowitz y Stegun,
1965; Gradshteyn y Ryzhik, 1980). El comportamiento asintótico de esta
función, cuando x — oc’, es Jo(x) ‘— 0(c’/2), por lo tanto, el comporta-
miento asintótico de las fluctuaciones (gor » 2r) será: - - -
k~T
a(r9 r-~ —ln(2rr/a) + O((a/r7112)
irk
(C.12).
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Aparece por tanto una divergencia logarítmica con la distancia, que se tra-
duce en una divergencia con el tamaño del sistema (Landau y Lifshitz, 1982;
de Gennes, 1974). Para ver cómo afecta este comportamiento a las correla-
ciones y al parámetro de orden hay que determinar cuál es la distribución de
la variable ¿ E 6(r) — O(O). Dado que la energía (ec. (C.2)) es cuadrática en
el campo de orientaciones y que la distribución de probabilidad es proporcio-
nal a exp(—E/k»T), la distribución p(¿) será una gaussiana cuya dispersión
está dada por la ec. (C.12) (Landau y Lifshitz, 1982; de Gennes, 1974):
p(¿) = (21r0(r)271/2 exp(—Q/2o}r)2) (C.13)
luego las correlaciones del campo de orientaciones, g
2,(r) s <cos2lIO(r) —
6(0)1>, serán:
g2¡(r) = j d¿p(¿)cos2l¿ = exp(—21
2o-(r)2) -~ r’~2¿ (C.14a)
— 2l2ksT (C.14b)
,rK
Por otra parte, el comportamiento asintótico (r —* c~) de las correlaciones
es tal que g
2¡(r) q~1, así que, en particular, cuando r
(C.15)
La transición Kosterlitz-Thouless en nemáticos
bidimensionales
Ya hemos visto que cuando la energía de las fluctuaciones de un nemático
bidimensional viene dadapor una ley del tipo (C2), aparece una divergencia
logarítmica de las fluctuaciones con la distancia (ec. (C12)) que conlíeva
un decaimiento algebraico de las correlaciones (ec. (C.14)) y del parámetro
de orden (ec. (C.15)). Pero hay una consecuencia más de ‘la ec. (C.2)
que fue descubierta por Kosterlitz y Thouless (1972) y aplicada a una gran
variedad de sistemas. Sus resultados generales se formulan en términos
de un gas de Coulomb de partículas y antipartículas en 19 = 2, en el que el
potencial de interacción entre dos cargas, qi y gp a distancia r está dado por
U(r) = —qiqj ln(r¡ro) + ji si i” > r~ y U(r) = O si 1’ c r0, siendo ji la energía
necesaria para crear un par partícula-antipartícula a una distancia r0. Este
modelo general se puede aplicar a todo tipo de sistemas bidimensionales en
los que las fluctuaciones puedan crear pares de defectos topológicos (modelo
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Figura 0.1: Lineas del campo de orientaciones cuando se crea un par de discli-
naciones de signo opuesto. Los círculos ilustran la situación aproximada de las
singularidades; el signo viene dado por el sentido en el que se produce la variación
de laorientación local cuando, con centro en la singularidad, recorremos un circuito
cerrado.
XY del magnetismo, cristal bidimensional, superfluido neutro, etc.). Uno
de tales sistemas es el nemático bidimensional, muy similar al modelo XY,
en el que los defectos topolágicos son los vórtices que aparecen cuando el
campo de orientación experimenta un giro de ángulo u- (disclinaciones). Las
discinaciones deben ser siempre creadas por pares, como ilustra la figura
0.1 -
Supongamos una de tales disclinaciones aislada en una región de radio r.
La energía asociada a esta singularidad se puede estimar a partir de (0.2):
al recorrer una circunferencia centrada en la disclinación y con radio r, el
campo de orientaciones pasa uniformemente de O a ±uT-. En consecuencia,
VA = ±u-j2rr= +1/2r. Sustituyendo en (0.2) encontramos que la energía
necesaria para aislar una disclinación en una región de radio t es:
E = urKj rir’r’—k = A (0.16)
Es decir, las disclinaciones interaccionan como partículas coulombianas bidi-
mensionales con cargas eléctricas ±(rK¡2)’/2.Por otra parte, si la distancia
media entre disclinaciones es r, la entropía por cada una de ellas será?pro-
porcional al logaritmo del área que tiene disponible, o sea:
Sknln(r2/a2)+O(1) . (0.17)
Así que la energía libre (F = E — TS) asociada al proceso de disociación de
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un par de disdlinaciones a temperatura T será:
F=ICB (~T)ln(r2¡a2) (0.18)Esta expresión define una temperatura crítica:
irK (019)
tal que para T c T~ la disociación de disclinaciones es un proceso desfavora-
ble, preservando así el orden nemático de cuasi-largo alcance, mientras que
para T > T~ es un proceso favorable, y la difusión de los defectos conduce
a la destrucción del orden nemático. 2% es, pues, la temperatura a la que
se produce un tipo de transición denominada de Kosterlitz-Thouless, que
se caracteriza, entre otras cosas, por no manifestarse en una discontinuidad
de las magnitudes termodinámicas, como ocurre con las transiciones de fase
habituales -
Es importante hacer notar que la teoría de Kosterlitz-Thouless no excluye
mecanismos alternativos que conduzcan a otro tipo de transiciones; lo que
realmente afirma es que, en ausencia de tales mecanismos y siempre que el
sistema bidimensional posea la capacidad de crear pares de defectos tendrá
lugar una transición como la descrita. La existencia de la transición Kos-
terlitz-Thouless ha sido confirmada mediante simulación en modelos simples
como el modelo XY (Tobochnik y Chester, 1979) o el fluido de agujas duras
(Fz-enlcel y Eppenga, 1985). Estas simulaciones muestran además otra pro-
piedad que parece característica de esta transición como es el ancho pico que
muestra la capacidad calorífica a una temperatura alrededor de un 10-20%
por encima de.T~. Hasta el momento la existencia de transiciones Kosterlitz-
Thouless en sistemas reales no ha sido confirmada por ningún experimento,
pero hay fuertes evidencias de que podrían encontrarse en capas de moléculas
adsorbidas sobre un substrato cristalino. En este sentido apuntan los resul-
tados de simulación de Alavi (1990) de un modelo realista de metano (CIJA)
adsorbido sobre la superficie [100] de un cristal de MgO. En ella se ve que
en las configuraciones de baja energía las moléculas ‘tetraédricas del metano
tienden a asentarse como trípodes sobre los iones Mg2+, de tal modo que los
triángulos de sus bases se acoplan con los de los próximos vecinos como si de
engranajes se tratan, dando lugar a un sistema bidimensional asimilable al
modelo XY. La simulación muestra una transición Kosterlitz-Thouless muy
clara entre una fase con orden orientacional de cuasi-largo alcance y otra
isótropa.
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