This paper finishes the classification of primitive affine distance-transitive graphs by dealing with the only case left open, namely where the generalized Fitting subgroup of the stabilizer of a vertex is a finite quasisimple group of classical Lie type defined over the characteristic dividing the number of vertices of the graph. All graphs that are found to occur are known.
Introduction
In this paper we finish the classification of affine distance-transitive graphs. Our notation for graphs and conventions for distance-regular graphs will be mainly as in [8] . We will work with the following hypothesis, where p is a prime number and r = p b for some b ∈ N.
(ADT):
Γ is a connected graph structure on M ∼ = F n r , with n > 1, and G 0 is a subgroup of ΓL(M ) such that G = M G 0 acts primitively and distance transitively on Γ as a group of automorphisms and G 0 is not defined over a proper subfield of F r . Moreover, H 0 = F * (G 0 ), the generalized Fitting subgroup of G 0 , is a quasisimple group, M is an absolutely irreducible F r H 0 -module, and the diameter d of Γ is at least 3.
In this paper we assume that the group H 0 /Z(H 0 ) is a classical group over a field with q elements of the same characteristic p as M . All other possibilities for H have been dealt with in previous papers, see [5] or [13] for an overview. Also, as ΓL(1, q) is solvable, we may assume that n = dim(M ) > 1. Moreover, since Liebeck [22] completed the determination of all affine rank 3 permutation groups, the diameter of Γ may be assumed to be at least 3. Therefore, the classification of primitive affine distance-regular graphs is completed by the following result, which is the main theorem of this paper. Theorem 1.1 Let Γ be a graph with a distance-transitive group of automorphisms G = M G 0 as in hypothesis (ADT). Suppose further that H 0 /Z(H 0 ), where H 0 = F * (G 0 ), is a classical simple group of characteristic p. Then the pair Γ, H 0 is one of the following, where l = −1 if l even and l = 1 otherwise.
• Γ is the alternating forms graph and H 0 = SL(l, q)/ l I l with n = l(l − 1)/2
• Γ is the Hermitian forms graph and H 0 = SL(l, r 2 )/ l I l with n = l(l + 1)/2
• Γ is the folded cube ∆ of the Hamming graph H(9, 2) and H 0 = L (2, 8) • Γ is the distance 2 graph ∆ 2 of the folded cube ∆ of H(9, 2) and H 0 = L (2, 8) For the definition of these graphs, and notation not explained here, the reader is referred to [8, 5] . The full automorphism groups of the last two graphs, ∆ and ∆ 2 , do not belong to the groups under study, but the group listed, 2 8 ΓL (2, 8) , also acts distance transitively on them (with kernel a group of order 7).
The pair consisting of the Hamming cube H(3, 3) on 27 points and the group G 0 of automorphisms, which contains Ω(3, 3) as a normal subgroup, also satisfies many properties of (ADT), but the group Ω(3, 3) is not quasisimple (in other words, F * (G 0 ) is not a classical quasisimple group).
The techniques of the paper shed some light on specific properties of groups of classical groups acting on small modules in the natural characteristic. For instance, we often need to know which orbits are the smallest (quite frequently this is the orbit of the highest weight vector) and the least number k such that each vector can be written as a linear combination of k vectors from the highest weight orbit. Interesting as these problems may seem, we have made no systemic study of these.
The rest of the paper is devoted to the proof of Theorem 1.1. The organization of the paper is as follows. The section following this introduction contains some preliminary lemmas and remarks. Then, in Section 3, we determine the F q G 0 -modules M that have to be investigated more closely. For these modules, a case by case investigation is carried out. This takes up the rest of the paper. More precisely, the natural modules are treated in Section 4, and the other modules for the groups of type A l−1 , B l , C l , D l , 2 A l−1 , 2 D l appear in Sections, 5, 6, 7, 8, 9, 10, respectively. The cases found to occur in Subsections 5.5, 5.1, and 5.2 (twice) correspond to the conclusions of Theorem 1.1.
(ii) The set Γ 1 (0) of vectors adjacent to 0 is closed under multiplication by F * p .
(iii) G 0 has at most dim Fp (M ) orbits in M .
(iv) If a d = 0 and b d−1 = 1, then the stabilizer G x of a vertex x has a factorization G x = G x,y G x,z for some y ∈ Γ 1 (x) and z ∈ Γ d (x).
(v) There are i ∈ N and ∈ {0, 1, 2} with i + > (d − 1)/2 such that the suborbit sizes k j (j = 1, . . . , d) satisfy the inequalities
(vii) There exists 0 ≤ i 1 ≤ i 2 ≤ d and such that a j = 0 if and only if i 1 ≤ j ≤ i 2 . Moreover,
Proof. A proof of (i), (iv) and (v) can be found in [5] , Lemmas 2.1 and 3.1, (ii) and (iii) are folklore, and (vi) and (vii) follow from [8] , Propositions 5.1.1 and 5.5.7. 2 Assume now that Γ is an affine distance-transitive graph with distance-transitive group G = M G 0 and vertex set M ∼ = F The next theorem is one of the main results of [5] . Theorem 2.2 Suppose that Γ is an affine distance-transitive graph of diameter d ≥ 3 with distance-transitive group G. Let O be a G 0 -orbit satisfying (O1) and (O2). Then, with i = d(0, v), one of the following holds for any v ∈ O.
(i) i = 1.
(ii) i = 2. Moreover, if a 2 > 0 then there exists w ∈ O with v − w ∈ Γ 1 (0). The occurrence of (iv) is dealt with as follows. In this case, the G 0 -orbit of vectors adjacent to 0 has size smaller than any orbit different from O which can be represented as the difference of two vectors in O. Thus, the stabilizer of a vector in Γ 1 (0) must be a subgroup of an explicitly known maximal subgroup of relatively small index in G 0 . The factorization itself is known by a result of the paper [24] by Liebeck, Praeger and Saxl.
Most stabilizers of O that occur in these factorizations correspond to parabolics encountered as line stabilizers in the natural module of G 0 , in which case the module is well understood. In the few cases where a factorization as in (iv) of Theorem 2.2 needs to be analyzed, the maximal subgroup F often does not fix a vector, so that the stabilizer of a vector adjacent to 0 is a proper subgroup of F .
To end this section, we present a lemma that often helps to identify the orbit O as the set Γ 1 (0) of neighbors of 0.
Lemma 2.3
Suppose that Γ is an affine distance-transitive graph on M with primitive distance-transitive group G. Suppose that, for some g ∈ G 0 and i ∈ N, we have (g − 1) i = 0. If all nonzero vectors of V (g − 1) i belong to the union of some G 0 -orbits O 1 , . . . , O s , then O t = Γ j (0) for some j ≤ i + 1 and 1 ≤ t ≤ s.
Proof. The map v → v(g − 1)
i is linear. Since G 0 is irreducible on M , it follows that there exists a vector v ∈ Γ 1 (0) such that v(g − 1)
i is nonzero and hence belongs to O t , for some t. On the other hand, v(g − 1)
i is a linear combination of vg j for j = 0, . . . , i with coefficients belonging to the ground field F p . Therefore, by Lemma 2.1(ii), the member v(g − 1)
i of O t , belongs to Γ ≤i+1 (0). Consequently O t = Γ j (0) for some j ≤ i + 1. 2 This lemma will most frequently be applied with s = 1, O 1 the parabolic G 0 -orbit, g a unipotent element of G (often a long root group element), and i + 1 the length of the longest Jordan block of g. Then, for p large enough, M (g − 1)
i tends to be a 1-dimensional linear subspace of M spanned by a parabolic vector. Usually it is not hard to establish that O 1 is the shortest orbit, and that i < d, so that the lemma gives O 1 = Γ 1 (0).
The modules
In this section we determine the modules to be investigated according to the bound of Lemma 2.1. We fix notation. Let q = p a be a power of the prime p and let L be a connected split universal group of simple Lie type defined over F q . Put
The corresponding finite simple group is H 0 /Z(H 0 ). Fix a maximal torus of L and, with respect to this torus, choose a set of fundamental roots, denoted by α 1 , . . . , α , and fundamental weights, denoted by ω 1 , . . . , ω . By M (ω) (i) we denote the irreducible L-module obtained by composing the automorphism x → x p i with the irreducible highest weight representation of L corresponding to the dominant weight ω.
The following two propositions list the possible cases for the untwisted groups and the twisted groups separately.
Proposition 3.1 Suppose that (ADT) holds for G = M G 0 and that H 0 /Z(H 0 ) is an untwisted classical Chevalley group defined over F q where q = p a . Then either r = q and M ∼ = M (ω) (i) for some i, where ω is one of the weights in Table 1 , or b | a and M ∼ = (M (ω) ⊗ M (ω) (1) ⊗ · · · ⊗ M (ω) ((a/b)−1) ) (i) for some i, where r and ω are in Table 2 .
Proposition 3.2 Suppose that (ADT) holds for G = M G 0 and that H 0 /Z(H 0 ) is a twisted classical Chevalley group over F q , where q = p a . Then either r = q or r = q 2 (that is, b = 2a), and M ∼ = M (ω) (i) , for some i, where r and ω are as in Table  3 .
The proof of the two propositions consists mainly of a calculation along the same lines as in Liebeck's paper [22] on affine rank 3 permutation groups.
Our strategy for the untwisted groups is first to show, using Lemma 2.1, that the fields F r , with the exception of the cases listed in Table 2 , are the fields F q of definition and that the dimensions satisfy the hypotheses in Theorem 2.2 of [22] for groups of type A n , Theorem 1.1 of [21] for groups of type B n , Theorem 2.7 of [22] for groups of type C n , Theorem 1.1 of [21] for groups of type D n , respectively. This then yields Table 1 . These results are used, in a calculation analogous to the one in [22] , for the twisted groups, of type 2 A l and 2 D l , yielding Table 3 . Since the computations mostly repeat those of the papers cited, we focus on the new modules found.
We begin with a lemma expressing some simple but useful inequalities. Its purpose is to weaken the bound of Lemma 2.1 a little in order to make the calculations more transparent. Let a, b ∈ N and q = p a where p is a prime. Our group H 0 is a Chevalley group over F q , whereas the module M is defined over F r , where r = p b . We write t = gcd(a, b) where a = a 0 t and b = b 0 t with a 0 , b 0 ∈ N, such that gcd(a 0 , b 0 ) = 1. Lemma 3.3 With the above notation, 10a < q 4 and 10a(q − 1)(q 2 − 1) < q 5 − 1. Moreover, if p > 2, then 5a(q − 1)(q 2 − 1) < q 4 , and if p = 2, then 5a(q − 1)(q 2 − 1) < q 5 − 1.
Proof. Easy arithmetic. 2 The first major step of the proof of Propositions 3.1 and 3.2 is to specify the possible fields of the module in terms of the field of definition of the group. Table 1 . Highest weight modules of low dimension over the same field Table 2 . Highest weight modules of low dimension over a proper subfield Next we investigate the groups (P)SL(2, q). Most of the exceptions with respect to [22, 21] occur here.
Lemma 3.5 Suppose that (ADT) holds for G = M G 0 and let H 0 /Z(H 0 ) ∼ = A 1 (q), where q = p a . Then either r = q and M ∼ = M (ω) (i) for some i, where ω is one of the weights in Table 1 , or b is a proper divisor of a, and the group H 0 and the module M appear in Table 2. Proof.
Recall that H 0 is taken over p a and M is defined over F p b . We have |Aut(H 0 )| = q(q 2 − 1)a and, by Lemma 3.4, b | a, so a = a 0 b. Applying Lemma 2.1(i), we find
whence p bn < p a+3+b+3a . Consequently, b(n−1) < 4a+3. The dimension of a nontrivial irreducible F q H 0 -module is at least 2. By Steinberg's Tensor Product Theorem, this implies
which forces a 0 ≤ 4.
If a 0 = 4, then n < 16 + 4, whence, by Steinberg's Tensor Product Theorem, n = 16. Now a = 4b and, from (1), we obtain p 3b < 20b, so b = 1 and p = 2. This corresponds to the third line for A 1 in Table 2 .
If a 0 = 3, then n < 12 + 4, whence n = 8, which corresponds to the fourth line for A 1 in Table 2 .
If a 0 = 2, then n < 8 + 4, whence n = 4 or n = 9. The case n = 4 is listed in Table  2 as part of an infinite family for A l−1 . Therefore, suppose that n = 9, so that the module is M (2ω 1 ) ⊗ M (2ω 1 ) (1) . In particular, p > 2, and from (1) we find p 2b < 10b. This forces b = 1 and p = 3; now an exact computation of the group order involved yields a contradiction with Lemma 2.1(i).
If a 0 = 1, then a = b so G 0 and M are taken over the same field. We justify the entries in Table 1 . By Lemma 3.3 and (1)
It follows from Steinberg's Tensor Product Theorem that the module M (aω 1 ) appears in Table 3 of [22] . We observe however that the module M (4ω 1 ) fails Lemma 2.1(i) as here p ≥ 5. 2 The remaining groups and modules occurring in Table 1 are the same as in the above mentioned paper [22] . In addition to the proof there we needed the following two lemmas whose proofs are straightforward. Lemma 3.6 Suppose that H 0 is a Chevalley group of type C l , and that M is an absolutely irreducible
, for some i and where λ is equal to one of ω 1 , ω 2 , ω l (3 ≤ l ≤ 6).
Lemma 3.7 Suppose that H 0 is a Chevalley group of type D l , and that M is an absolutely irreducible F q H-module. If l = 4, p = 2 and dim(M ) ≤ 32, then one of the following holds.
, for some i, where λ ∈ {ω 1 , ω 3 , ω 4 } and dim(M ) = 8.
(
, for some i, and dim(M ) = 26.
For groups of type other than A 1 , the correctness of Table 2 is straightforward when given [22] . Let us illustrate how the restriction on r is obtained for the case where H 0 /Z(H 0 ) = A 2 (q), with q = r 3 , and where the weight is ω 1 (up to composition of the representation with a group automorphism). Then G 0 is a subgroup of GL(3, q)/Z r 2 +r+1 Aut(F q ) and so Lemma 2.1(i) gives r 27 ≤ 5r 9 (r 9 −1)(r 6 −1)(r−1)a, so we must have r ≤ 4. Besides, in each of the three cases r = 2, 3, 4, the group G 0 must be isomorphic to the full group GL(3, q)/Z r 2 +r+1 Aut(F q ).
The groups and modules appearing in Table 3 are the same as those found in [22] , with the difference that, for the unitary group 2 A l−1 (q) acting on the F q 2 -module M (2ω 1 ), we only have included the groups with l ≤ 4 as the remaining groups fail the bound of Lemma 2.1(i) for larger values of l. This ends our discussion of the proofs of Propositions 3.1 and 3.2. We continue to prove Theorem 1.1 by solving the (ADT) problem for the groups G = M G 0 listed in Tables 1, 2, 3 . That is to say, for each pair H 0 , M of a group H 0 and an F r H 0 -module M as in one of these tables, we investigate whether there is a distance-transitive graph structure Γ on M as specified in (ADT). This is referred to as the ADT problem for the pair H 0 , M .
One of the main tools in our attack of the ADT problem for a given H 0 and module M is Theorem 2.2. We now verify that in most cases the conditions (O1) and (O2) are satisfied by the highest weight orbit. Proposition 3.8 Let H 0 be a classical universal Chevalley group.
and M is an F q H-module appearing in Table 1 , then the G 0 -orbit of a highest weight vector in M satisfies the conditions (O1) and (O2), except (possibly) for modules M with highest weight of the form aω 1 or aω l−1 , with a > 1 if H 0 = A l−1 (q), and highest weight 2ω
and the module M appears in Table 3 , then the G 0 -orbit of a highest weight vector in M satisfies the conditions conditions (O1) and (O2), except (possibly) for the group 2 A l−1 (q) and the modules M (2ω 1 ), M (2ω l−1 ).
Proof. The result follows from Lemma 4.2 of [5] . 2 A second important tool in our approach to the ADT problem for H 0 and M is Lemma 2.3. As already mentioned before, we will often apply the lemma with i = 1 and g a long root element in H 0 and use information of the action of N H 0 ( g ) on [M, g ]. In many cases the following result identifies the module [M, g] for the Levi factor of N H 0 ( g ). We state the result somewhat more general than needed in our context. Let H 0 be any quasisimple group of Lie type over F q . We fix a maximal split torus and a standard Borel subgroup containing it in H 0 . Denote by α 0 the highest root (as always without explicit mention of the contrary, with respect to the torus and Borel subgroup). Suppose that ω i is a fundamental dominant weight with (α 0 , ω i ) = 1 for some node i of the Dynkin diagram. Then the irreducible highest weight module M = M (ω i ) is a quadratic module, see [25] , that is, [[M, U ], U ] = 0 for each long root subgroup U of H 0 (that is, a subgroup generated by the exponentiation of scalar multiples of a long root element in the Lie algebra of H 0 ). Proposition 3.9 For H 0 , M , U , i, ω i and α 0 as above, let L be the Levi subgroup of the normalizer in H 0 of the root subgroup corresponding to the highest root α 0 .
Then except for the case of type A l−1 with i an end node (i = l or l − 1) and the case of the natural module for symplectic groups (i = 1), the restriction ω i ↓ L of ω i to the intersection with L of the standard maximal split torus of H 0 is the fundamental weight of L with respect to the same node i for the Dynkin subdiagram corresponding to L. Moreover, as an L-module [M, U ] is isomorphic to the irreducible highest weight module for L with highest weight ω i ↓ L.
Proof. The type of the parabolic subgroup N H 0 (U ) of H 0 is the subdiagram of the Dynkin diagram whose nodes represent fundamental roots orthogonal to the highest root α 0 . This is the diagram for L. Except for the case of type A l−1 with i an end node (i = 1 or l − 1) and the case of the natural module for symplectic groups, the node i belongs to the diagram for L. Now ω i is the weight that evaluates to 1 on α i and to 0 on α j for j = i. Since the same holds for the restriction ω i ↓ L to the standard maximal torus of L, we find that ω i ↓ L is the fundamental weight of L with respect to node i. This establishes the first assertion.
Since ω i r α 0 = ω i − α 0 , there is a weight vector, say m, in M with weight
We claim that the dimension of [M, U ] equals the dimension of the irreducible highest weight module for L with fundamental highest weight corresponding to node i. The second assertion follows from this claim as vL contains v, such highest weight vector, and is contained in [M, U ].
As the module M is quadratic, the Jordan blocks of elements of U have size at most 2. Furthermore, [M, U ] is spanned by weight vectors with weight µ such that µ − α 0 is also a weight. Since the weights of M are all in the same Weyl group orbit, dim([M, U ]) is the number of weights µ of M such that (µ, α 0 ) = 1, where
α 0 . The claim can now be proved by a case by case check that the dimension of the irreducible highest weight module for L with node i equals the number of weights µ of M such that (µ, α 0 ) = 1. In fact, since µ runs over a Weyl group orbit, we can replace α 0 by any other root in the last expression.
For example: Consider C l with fundamental weight ω l = 1 + · · · + l . The Weyl group orbit of ω l is the set {± 1 ±· · ·± l }. Now consider the inner products with (2 1 )ˇ; these give 1 for elements of the form 1 
Remarks a) In most cases when solving the (ADT) problem, the burden is to show that the highest weight orbit O is among the smallest ones and is at distance ≤ 4 from 0. From this we usually can deduce that either O = Γ 1 (0) or the diameter of the graph is at most 4 + , for some small . b) In the tables there are many inclusions that can be used to our advantage. For instance, the number of orbits can be bounded from below by first studying the linear group and then restricting to an orthogonal or symplectic group.
The natural modules for the classical groups
In this section we consider the case where M is the natural module for H 0 . As a consequence Theorem 1.1 holds in these cases. Next we consider the orthogonal groups acting on their natural modules. Let Q be a non-degenerate quadratic form on M . We will denote by (·, ·) be the bilinear form associated to Q, that is
Proof. Let v ∈ M with Q(v) = α. If the space v ⊥ contains a hyperbolic 2-space, then we can find singular vectors w 1 , w 2 in v ⊥ with (w 1 , w 2 ) = 1. Let v 1 = v + w 1 and
, then H 0 is not an orthogonal group acting on its natural module M .
Proof. Suppose that H 0 is an orthogonal group acting on its natural module M . By (ADT) the diameter d of Γ is at least 3. Since F * p is in G 0 , cf. Lemma 2.1(ii), we find that G 0 is transitive on the isotropic vectors. As all vectors can be written as the sum of two isotropic vectors, the isotropic vectors are not at distance 1 from 0. So, up to a scalar multiple of the form Q we can assume that
Since M is not irreducible if q is even, p is odd. Moreover, we may assume that if v ∈ M is at distance 1 from 0, then v ⊥ is elliptic. Let u ∈ M be a nonsingular vector with Q(u) = 1, and let w be a singular vector with (u, w) = 1 and put λ = Q(u) − 1. Then Q(u − λw) = 1, so u is adjacent to λw. This means that each G 0 ∩ Ω(M, Q)-orbit of non-isotropic vectors u with Q(u) = 1 is at distance 1 from a singular vector. In particular, the singular vectors are at distance 2 or 3 from 0 and Γ has diameter at most 4.
If the singular vectors are at distance 2 from 0, then Γ has diameter 3, the vectors v with v ⊥ elliptic are at distance 1 from 0 and the vectors v with v ⊥ hyperbolic at distance 3 from 0. From this we conclude that F * q acts on Γ. But, as an elliptic line spanned by two vectors from Γ 1 (0) contains also vectors u with u ⊥ hyperbolic, we have obtained a contradiction with Γ 2 (0) consisting of singular vectors.
Thus the singular vectors are at distance 3 from 0. As all of the nonsingular vectors v with Q(v) = 1 are at distance 1 from a singular vector, it follows that Γ 2 (0) and Γ 4 (0) consist of all v ∈ M with Q(v) = 0, 1. These orbits consist of vectors v with Q(v) a square different from 0, 1, and vectors v with Q(v) a nonsquare, respectively. Hence, k 1 = q(q − 1), k 3 = q 2 − 1 and k 2 and k 4 are equal to one of (q − 3)q(q − 1)/2 or (q − 1)q(q + 1)/2. For q > 3 we find k 2 > k 3 < k 4 , which is impossible. So q = 3 and we find that Γ is a Hamming graph on 27 vertices. But the group Ω(3, 3) is solvable, contradicting that H 0 be quasisimple. 2 The following corollary, together with Lemma 4.2, will prove to be very useful in the sequel of this paper. It uses the notion of -type for a nonisotropic vector v, where = + if the orthogonal space v ⊥ has maximal Witt index and = − otherwise. Proof. If q is prime, then Ω(M, Q) has 3 orbits on the nontrivial vectors. Hence if ∆ ≤2 (0) meets only two of these orbits, ∆ is distance-transitive. By Lemma 4.3 we find this to be impossible. This easily implies the result in the case where q is not a prime number. 2 Finally we consider the unitary groups.
Lemma 4.5 Let (·, ·) be a nondegenerate Hermitian form on M , a vector space of dimension at least 3 over F q 2 . Suppose α ∈ F q and v ∈ M . Then there are
Proof. Let w be a vector with (w, w) = α. In w ⊥ we find a hyperbolic 2-space spanned by some singular vectors w 1 and w 2 with (w 1 , w 2 ) = 1. Take λ 1 = −1 and choose λ 2 such that λ 2 + λ Proof. If dim(M ) ≥ 3, then, by the above lemma and the fact that the vectors v ∈ M with (v, v) constant belong to a single G 0 -orbit, the diameter of Γ is 2, contradicting (ADT). 2 Since, in Table 3 , for H 0 /Z(H 0 ) ∼ = 2 A l−1 (q) and ω = ω 1 or ω l−1 , we have l ≥ 3, we need not consider the case where n = 2. This concludes the proof that Theorem 1.1 holds for H 0 acting on a natural module.
Groups of type
In this section we assume that G, Γ, H 0 , M , n, d satisfy hypothesis (ADT). We also assume that the group H 0 = F * (G 0 ) is a quasisimple group whose quotient H 0 /Z(H 0 ) by the center is a simple group of type A l−1 (l ≥ 2) over the field of order q = p a . We will analyze the modules from Tables 1 and 2 that have not yet been discussed in §4. and prove Theorem 1.1 in each case. We start with Table 2 .
.
Here, q = r 2 and M is of dimension l 2 over F r . If l = 2, then we have SL(2, r 2 ) ∼ = Ω − (4, r) acting on the natural Ω − (4, r)-module M and so we refer to Lemma 4.3. Suppose now l ≥ 3. We can identify the action of H 0 on M with the action of SL(l, r 2 ) on the Hermitian forms on the natural module F l r 2 or, equivalently, with the action on the Hermitian l × l matrices over F q .
The subgroup H 0 of G 0 is transitive on the forms of rank i for each i ≤ l − 1. The rank l forms fall apart into r − 1 H 0 -orbits of the same size. The orbit O on the rank 1 forms is clearly the smallest G 0 -orbit. So, O is at distance 1 or at distance d.
. If a rank k-form is at distance 1, where 1 < k < l, then, as the parameter a k of the Hermitian forms graph is nonzero, we find a rank 1 form at distance 2 to the origin, so d = 2, a contradiction. So we can assume that there are rank l forms at distance 1 from 0. Let h be a Hermitian form in Γ 1 (0). Fix a basis v 1 , . . . , v l of M such that the form h is represented by the identity matrix I l . Now application of a suitable element of G 0 fixing v 3 , . . . , v l to h yields a form that differs at most 2 in rank from h. In particular, we find rank 2 forms at distance 2 from 0. Since, by inspection of the Hermitian forms graph, the orbit on rank 2 forms is easily seen to be the one but smallest H 0 -orbit, this contradicts k 2 > k 1 .
H
Here q = r 3 and M has dimension 8 over F r . Let V = F 2 q be the natural module for GL (2, q) . Then the module M = M 2,r is the fixed point set in
The action of GL(2, q) on M has 4 nontrivial orbits of length (r 3 + 1)(r − 1), for α, β ∈ F * r and µ ∈ F * q , where, for i, j, k ∈ {1, 2}, we abbreviate e i ⊗ e j ⊗ e k to e ijk . We also give representatives of the other GL(2, q)-orbits: v 2 = e 111 − e 222 belongs to O 2 , and v 3 := e 211 + e 121 + e 112 belongs to O 3 . To describe a representative of O 4 , take an element λ ∈ F * q 2 of order r 2 − r + 1, and write 
. Then Γ is stabilized by ΓL(2, q), so we may assume that G 0 coincides with it, so that O j are full G 0 -orbits for j = 2, 3, 4. Clearly
Therefore, by Lemma 2.1(v), we must have r ≤ 3. In case r = 2, we have the antipodal quotient of the Hamming graph H(9, 2), with intersection array (9, 8, 7, 6; 1, 2, 3, 4) (the embedding of L (2, 8) in Alt 9 explains it, as the natural permutation module of dimension 9 has an 8-dimensional quotient in which the restriction to L(2, 8) coincides with M 2,2 ).
Suppose therefore r = 3. Take F 3 6 to be F[ξ] where ξ satisfies
is a primitive 7-th root of 1 and a = λ + λ −1 = ξ 504 = −η 5 ∈ F 27 . Now
Therefore, from now on, we assume that O is not at distance 1 from 0. Since it is the smallest G 0 -orbit, it must be at distance d. In the case where r = 2, we have a second distance-transitive graph structure on the folded hypercube ∆ of H(9, 2), which is known to exist in the guise of ∆ 2 ; it is the unique second distance-transitive structure on ∆, cf. [8] , Proposition 4.2.11. Therefore, we may assume r > 2.
Observe that both O and O 3 are SL(2, q)-orbits. Moreover the set O 2 is the union of r − 1 SL(2, q)-orbits and each SL(2, q)-orbit in the set O 4 has length at least |O 4 |/(r − 1).
Let i be such that v 3 ∈ Γ i (0). Using a transvection we see that v 3 + µe 111 , with µ ∈ F * r lies in the same SL(2, q)-orbit. Therefore,
In particular the orbit O 3 is not adjacent to 0.
Suppose that v 2 = µ(e 111 − e 222 ) lies in Γ j (0) for some µ ∈ F * r and j ∈ N. The element in H 0 with matrix 0 −1 1 0
, then from the action on the distance-transitive subgraph for r = 2 we see that
First we prove that no member of O 2 can be in Γ 1 (0). For suppose that there are independent vectors v, w ∈ F
If p > 2 it now follows from the above that d ≤ 2, a contradiction. If p = 2 we must have d = 4 and so each of O, O h (h = 2, 3, 4) is a G 0 -orbit. Since each SL(2, q)-orbit contains exactly one element of the 1-spaces generated by vectors in O and r ≥ 4, we obtain a contradiction for now we can produce a member of O at distance 2.
Thus
But k is a multiple of an SL(2, q)-orbit and k d−1 ≤ |O 4 |, from which it follows that r < 1, which is absurd. Thus b d−1 = 1 and, from the action on O, we see that some members of O 2 are at distance 2 from 0.
It p = 2 it now follows that d = 4 and all sets are G 0 -orbits. Whence k = |O 4 |, contradicting the unimodulaty condition.
If p = 2 and Γ 2 (0) is the union of 2 or more SL(2, q)-orbits, then as before we can produce a member of O at distance at most 4 from 0 and obtain a contradiction as in the previous paragraph. Thus Γ 2 (0) is exactly one SL(2, q)-orbit and Γ 1 (0) must contain vectors of O 4 . But any SL(2, q)-orbit on those vectors is larger than k 2 , the final contradiction. c
Here q = r 3 with r ≤ 4 and G 0 = ΓL(3, q)/Z r 2 +r+1 . Moreover, M has dimension 27 over F r .
Let V = F 3 q be the natural module for GL (3, q) . Then the module M = M 3,r is the fixed point set in V ⊗ V ⊗ V of the semi-linear transformation σ determined by (x ⊗ y ⊗ z) σ = z r ⊗ x r ⊗ y r for x, y, z ∈ V . The notation z r is as in §5.2. Observe that M 2,r as defined in §5.2 is naturally a GL(2, q)-submodule of M 3,r and that no two of its four nontrivial GL(2, q)-orbits fuse into a GL(3, q)-orbit.
Let O be the G 0 -orbit of highest weight vectors (in others words, nonzero vectors fixed by a maximal parabolic subgroup). By the same argument as in §5.2, O is a single SL(3, q)-orbit of length (q 2 + q + 1)(r − 1). The action of SL(3, q) on the (q 2 + q + 1) one-dimensional spaces containing a member of O is 2-transitive.
for u, v, w linearly independent, but also for u, v, w linearly dependent, but no two of them linearly dependent. Hence Γ 3 (0) has at least two G 0 -orbits, offending distance transitivity of G.
Therefore, we may assume that O, being the smallest orbit of nonzero vectors in M 3,r , are the vectors at largest distance d to 0. Besides the four nontrivial orbits found from the submodule M 2,r , there is at least one more (one involving three linearly independent vectors of F 
As in (iv) of Theorem 2.2, there must be a factorization G 0 = G 0,w G 0,v , where v ∈ O, so G 0,v is a subgroup of a maximal parabolic P 1 in G 0 , and w ∈ Γ 1 (0). In view of the classification of maximal factorizations of classical groups, see [24] , the group G 0,w embeds in ΓL(1, q 3 ), and so
Since i < d, we have k ≤ k i by Lemma 2.1(vi). An easy computation shows that this now leads to a contradiction.
The module M comes from tensoring 4 natural modules for SL(2, 2 4 ) and taking in there an F 2 -submodule. Denote by O the highest weight orbit. It has length 17; this is the shortest possible orbit length. In fact it is so short that an easy description for the module by means of the canonical embedding of G 0 in Alt 17 is available. For, O linearly spans M and the sum over all of its 17 vectors, being a fixed vector, is trivial. Now M is the restriction to G 0 of the Alt 17 permutation module modulo its one-dimensional fixed space.
Here M has dimension 16 over F 2 . Inspection of the inequality of Lemma 2.1 shows that the only possibility for G 0 is the one of maximal order, that is, 
But there is a quintet (unordered 5-tuple) X of elements of O whose setwise stabilizer in G 0 is trivial, so x∈X x ⊗ x ⊗ x ⊗ x has trivial stabilizer in G 0 , and there is a distance j with k j = |G 0 | > k i , a contradiction. (Observe that the sum is well defined, as the vector x ⊗ x ⊗ x ⊗ x does not depend on the choice of scalar from F *
.)
We now embark on the H 0 -modules appearing in Table 1 with H 0 /Z(H 0 ) ∼ =PSL(l, q). Those appearing as M (ω 1 ) and M (ω l−1 ) have been dealt with in Lemma 4.1.
Here, up to a graph automorphism, we consider the action on the alternating square of the natural module of H 0 = SL(l, q), or dually, the alternating forms graph. By O we denote the (parabolic) G 0 -orbit of a rank 2 vector v ∧ w, where v, w ∈ W are two independent vectors of the natural module W for H 0 .
If O is at distance 1, we find the alternating forms graph, which is known to be a distance-transitive graph when G 0 contains GL(l, q).
If l = 4 we have the action of H 0 = SL(4, q) ∼ = Ω − (6, q) on its natural orthogonal module, which has been dealt with in 4.3. For l = 5 the permutation rank of M H 0 on M is 3 so the G-invariant graph structures on M have diameter d ≤ 2. Therefore, we may assume l to be at least 6.
The group H 0 is transitive on all vectors of given rank < l/2. Assume that O = Γ i (0), with i = 1. Let τ be a transvection of G 0 . Then for any v ∈ M we find that v(1 − τ ) is either 0 or in O. In particular, O is at distance ≤ 2 from 0, and i = 2. Suppose there is a vector of rank k, with 1 < k < l, at distance 1 from 0. Then we can find at distance ≤ 3 vectors of rank k ± 2. In particular, k = 4. So, we can assume that Γ 1 (0) contains the vectors
and is a vector of rank 6 inside Γ ≤2 (0), which contradicts that Γ is distance regular. We conclude that at distance 1 from 0 there are vectors of rank l. But then, for some basis v 1 , . . . , v l of V , the vectors
, which therefore has to be found in Γ 2 (0). This contradicts Γ 2 (0) = O.
Here we consider the action of G 0 on the alternating trilinear forms on the natural module V for H 0 = SL(l, q), or, dually, on the alternating cube 3 V . Without loss of generality, we can take M to be the latter. For l = 7 (and implicitly also for l = 6) the action of GL(l, q) on the alternating trilinear forms has been studied by Cohen and Helmink [14] . Below we use their notation. We recall that 123 stands for the pure wedge e 1 ∧ e 2 ∧ e 3 , where e 1 , . . . , e l is the standard basis of F Let α ∈ F * q and let g 3 = 123 + α456, g 3 = 123 + α45(1 + 6) and g 3 = 123 + α4(2 + 5)(3 + 6). Then g 3 , g 3 and g 3 belong to the same H 0 -orbit of O 3 , whereas Suppose τ ∈ H 0 is a transvection. Then, for an arbitrary vector v ∈ M with 
, the empty set, a contradiction.
Up to automorphisms, we can take the module M to consist of the symmetric forms on the standard module V for SL(l, q).
For l = 2 this is equivalent to the action of Ω(3, q) ∼ = PSL(2, q) on its natural orthogonal module. So, by Lemma 4.3 we do not find a distance-transitive graph unless q = 3 and Γ is the Hamming cube on 27 points (in which case H 0 is not simple).
So let l ≥ 3. The graph where the rank 1 forms are adjacent to 0 is known to be not distance-transitive, see [8] .
The rank 2 forms fall apart in elliptic and hyperbolic ones. Using the isomorphism Ω(3, q) ∼ = SL(2, q) and the action on its natural orthogonal module, we easily find with the help of Lemma 4.2 and Corollary 4.4, that sums of two rank 2 forms in one G 0 -orbit yield rank 2 forms in another G 0 -orbit as well as rank ≥ 3 forms. Thus rank 2 forms do not occur at distance 1 to 0.
As p is odd, a 1 > 0. If rank 1 forms are at distance i < d, then by Lemma 2.1(vii), also a i = 0 and we find rank 2 forms at distance 1, contradicting the above. It follows that rank 1 forms are at maximal distance d to 0. Observe that d > 2.
Take Q ∈ Γ 1 (0). Then Q is a symmetric form of rank k > 2. Fix a hyperbolic 2-space W of V with respect to Q. Now using an element g ∈ G 0 acting nontrivially on W but fixing the orthogonal complement with respect to Q, we can find a rank 1 form as [Q, g] = g Qg − Q. Indeed, with respect to a hyperbolic basis for W , we have
This shows that Γ 2 (0) contains rank 1 forms, which contradicts the above. The conclusion is that there is no distance-transitive graph Γ satisfying (ADT) in this case.
is (a quotient of ) the Lie algebra.
Consider the module M of l × l-matrices of trace 0 with H 0 action by conjugation (m, g) → g −1 mg. If p | l then M is the module M modulo the identity matrix, otherwise M = M . We have l ≥ 3. (If l = 2, we are dealing with the natural module for Ω(3, q) ∼ = PSL(2, q).) We first consider the case where p does not divide l.
Let O be the highest weight orbit. Its members are the rank 1 matrices x satisfying x 2 = 0. Actually, these are all of the rank 1 matrices in M .
If O = Γ 1 (0), then at distance 2 to 0 we encounter both a semisimple matrix (e.g., one with nonzero entries only at positions (1,2) and (2,1)) and a nilpotent matrix (e.g., one with nonzero entries only at positions (1,2) and (2,3)) of rank 2, contradicting that Γ is distance transitive.
Therefore, matrices in Γ 1 (0) have rank at least 2. Consider the transvection with matrix 1 + e 1 e 2 in H 0 . (Here and elsewhere we write e 1 , . . . , e l for the standard basis of the natural module for SL(l, q) so that e 1 e 2 is the square matrix with zero entries everywhere except for (i, j), which entry equals 1.) This transvection does not centralize all of Γ 1 (0). Hence, by taking a commutator with a suitable element in Γ 1 (0), we find a rank 2 matrix m ∈ Γ ≤2 (0) (having nonzero values only in the first row and second column).
Every such rank 2 matrix is in the H 0 -orbit of a matrix having the following form in the upper 3 × 3 left hand corner, with the other entries being zero (here α, β ∈ F * q and γ is a nonsquare in The commutator of any of these rank 2 matrices with the transvection 1 − e 2 e 3 is a rank 1 matrix. Since one of the rank 2 matrices occurs in Γ j (0) for j ∈ {1, 2}, the rank 1 matrices in O occur at distance i ≤ 4 from 0. As i > 1, we have j ≤ i. By use of counts of characteristic and minimal polynomials, it is readily seen that there are at least 6 nontrivial G 0 -orbits, so d ≥ 6 whence i + j ≤ d. (By the way, if H 0 = SL(3, 2), there are precisely 6 H 0 -orbits.) By Lemma 2.1(vi) it follows that k j ≤ k i . This contradicts the fact that all of these rank 2 matrices are in G 0 -orbits of size larger than |O|.
Now consider the case where p divides l. Then we have to consider the action of G 0 on the l × l-matrices with trace 0 modulo the 1-space spanned by the identity matrix I l . Modulo this 1-space, the above rank 1 and 2 matrices remain in distinct G 0 -orbits. Hence the arguments used above to rule out a distance-transitive action remain valid.
Here l ≥ 2. Up to an outer automorphism of SL(l, q), we may assume that M is the module M ((1 + p i )ω 1 ). This means that we can identify M with the space of l × lmatrices over F q . Let s = p i and let σ : F q → F q be the field automorphism given by x → x s . By F q 0 we denote the subfield of F q fixed by σ. The map σ naturally extends to an automorphism of G 0 and an element g ∈ SL(l, q) acts on M by m → g mg σ . Observe that if σ 2 = 1, then the action of SL(l, q) leaves the F q 0 -submodule {m ∈ M | m = m σ } of Hermitian matrices invariant, see §5.1. Therefore, according to our hypothesis (ADT), we may assume that σ 2 = 1. The kernel of the action of GL(l, q) on M equals K = {λI l | λ ∈ F q , λ 1+σ = 1}. Observe that for an element λ of this set we have λ σ 2 = λ. It follows that either σ has odd order and K = {−1, 1} or σ has even order and |K| = q 0 + 1. With Λ = {λ 1+σ | λ ∈ F * q }, we are in one of the following cases.
• q is even, σ has odd order, K = {−1, 1} and Λ has size q − 1;
• q is odd, σ has odd order, K = {−1, 1} and Λ has size (q − 1)/2;
• σ has even order, |K| = q 0 + 1, and Λ has size (q − 1)/(q 0 + 1).
If Λ ∪ {0} is closed under addition, then it is a subfield, and as we assume σ 2 = 1, it follows that q is even and Λ = F * q . We distinguish two G 0 -invariant subsets of rank 1 matrices in M : the sets
Let e 1 , . . . , e l be the standard basis for the natural H 0 -module V . For λ ∈ F q let u λ be the transvection 1 + λe 1 e 2 . If m = (m i,j ) is a matrix in Γ 1 (0), then, as Γ 1 (0)
We divide the remainder of the proof in two cases according to the value of l. Case l = 2. The group H 0 ∼ = SL(2, q)/K leaves the determinant invariant. As the determinant is a quadratic form on the 4-dimensional vector space M , we find our group G 0 inside ΓO + (4, q). The corresponding bilinear form is given by
The singular vectors of M with respect to this orthogonal form are the rank 1 matrices in M . They are in the sets P of size q 2 − 1 and Q, of size q(q 2 − 1). Representative matrices are e 1 e 1 = 1 0 0 0 and e 1 e 2 = 0 1 0 0 , respectively. The set P consists of all rank 1 matrices in a set of q + 1 projective points of the projective space of M on which G 0 acts 3-transitively. By P we denote the q + 1 projective points spanned by elements of P. The set Q can be partitioned into q(q + 1) different projective points, which also form a single G 0 -orbit. Among the rank 2 matrices we can also distinguish several orbits. Indeed, if q is odd, then certainly the matrices with determinant a square and those with determinant a nonsquare form distinct G 0 -invariant sets. But we can make a finer distinction. If m ∈ M , then by m ⊥ we denote the subspace orthogonal to m. First of all, if m is the matrix 0 1
q is perpendicular to all 1-spaces v v σ with v = (1, µ) satisfying µµ σ = δ. If δ ∈ Λ, then h δ is perpendicular to |K| points of P, and if δ ∈ Λ then to none.
We claim that Γ 1 (0) does not contain any rank 1 matrices. First suppose that P ∩ Γ 1 (0) = ∅. If µv v σ ∈ Γ 1 (0) for some nonzero v ∈ V and µ ∈ F * q , then also λµv v σ ∈ Γ 1 (0) for λ ∈ Λ. So, scalar multiplication with an element from Λ is an automorphism of Γ.
Suppose Λ = F * q . Then P is a single SL(2, q)-orbit and so F * q acts on Γ. At distance 2 to 0 we find the identity matrix which is, as |K| = 1, perpendicular to a single point in P. At distance ≤ 3 from 0 we find
which is perpendicular to q 0 +1 points in P. Moreover, at distance ≤ 3 from 0 we also find elements from Q. Indeed, since P generates the module M the q + 1 isotropic points in a nondegenerate 3 space spanned by 3 elements from P cannot all be in P. But that implies that we find at least 4 nontrivial orbits at distance ≤ 3 from 0, contradicting distance transitivity.
is not at distance 2 and therefore at distance 1 to 0. But then −e 1 e 1 + δe 2 e 2 is at distance 2 from 0. However, as shown above, the matrices −e 1 e 1 + e 2 e 2 and −e 1 e 1 + δe 2 e 2 are in distinct G 0 -orbits, contradicting that Γ is distance-transitive. We conclude that P ∩ Γ 1 (0) = ∅.
Suppose next that Q ∩ Γ 1 (0) = ∅. We may assume that m = βe 2 e 1 is in Γ 1 (0) for some β ∈ F * q , whence also m . Now [m, u 1 ] = u 1 mu σ 1 − m ∈ P and m + m has rank 2, showing that we can find two different orbits at distance 2 from 0, a contradiction.
So we have estabilished the claim that Γ 1 (0) contains no rank 1 matrices. Consequently Γ 1 (0) contains rank 2 matrices. For λ ∈ F * q , µ ∈ F q we set
We have seen that if m ∈ Γ 1 (0) \ W , then [m, u 1 ] ∈ W is a rank 2 matrix. Hence, for some i ∈ {1, 2}, the set Γ i (0) contains a rank 2 matrix w ∈ W . Moreover, as [[m, u 1 ], u λ ] ∈ P, for λ ∈ F * q with λ σ = λ, some elements from P are at distance j from 0 for some j ≤ 2i.
After replacing w by its image under u µ , we can assume that w 2,2 = 0. But then the stabilizer in P of w has order at most (q 0 − 1)q/q 0 (the factor q 0 − 1 coming from the number of possible values for λ which must be in F q 0 and the factor q/q 0 coming from the number of solutions of µ ∈ F q to a nontrivial linear equation over F q 0 , so the P -orbit has at least q 0 (q − 1)/(q 0 − 1) > q elements of W in Γ i (0).
Suppose now that |K| ≤ 2, that is, |K| = 2 if q is odd and |K| = 1 if q is even. We claim that k j > k i , from which we can deduce that i = 2 and j = 3 or 4. In this case σ has odd order, K is a subgroup of P , and P/K acts semi-regularly on the set of vectors outside W , so has orbits of length q(q − 1)/|K|. As Γ i (0) is not contained in W , we also find that Γ i (0) contains at least (q 2 − q)/|K| vectors outside W . If |K| = 2 and P = Γ j (0) is a single G 0 -orbit, then there is a λ ∈ F * 1) . But that implies that q ≤ 4, which contradicts σ 2 = 1. We are left with the case where |K| = q 0 + 1, so σ has even order. Let µ ∈ F q \ F q 0 with µ 1+s = 1. Then for a rank 2 vector m = α 0 γ δ , with γ = 0 we have
, then we find rank 1 vectors from Q at distance 2 and m ∈ Γ 1 (0). As we have seen above, this implies that P is also at distance 2 from 0, contradicting distance transitivity.
Let m ∈ Γ 1 (0) with m ∈ W , and write m = α β γ δ . Then
The matrix m is at distance i = 1 or 2 from 0. Since it is in W , we find elements from P at distance j ≤ 2i. Choosing ρ s = −α −1 β we see that ρ s α + β = 0. By the above this implies that, ρα + γ = 0. So, m + m is a diagonal matrix in Γ 1 (0). The commutator m of this diagonal matrix with the element 0 1 −1 0 is a scalar multiple of −e 1 e 1 +e 2 e 2 . This matrix m is either at distance 1 or at distance 2 from 0; moreover, it is perpendicular to exactly q 0 + 1 points in P. Consider the matrices x and y 1 , y 2 , y 2 ∈ P given by
We observe that, upto scalars, x is the only rank 2 matrix perpendicular to y 1 , y 2 , and y 3 . Moreover, the point x is perpendicular to exactly q 0 + 1 points of P. Since GL(2, q) is 3-transitive on P, we have that the GL(2, q)-orbit of x has length (q + 1)q(q − 1) (q 0 + 1)q 0 (q 0 − 1) and the SL(2, q)-orbit has either the same length or half of it. Moreover, if a point is perpendicular to at least 3 points of P, then it belongs to the same GL(2, q)-orbit as x.
We conclude that m is in the same GL(2, q)-orbit as x, hence the stabilizer of m in H 0 contains a group isomorphic to SL(2, q 0 ). In particular there are at least 1 2 (q + 1)q(q − 1) (q 0 + 1)q 0 (q 0 − 1) matrices in the orbit of m . But since σ has even order and σ 2 = 1 we find that this number is bigger than |P| = q 2 − 1. Recall that we encounter elements from P at distance j ≤ 4 to 0. If j = 2, then both m and m are in Γ 1 (0) and k 1 > k 2 , a contradiction to Lemma 2.1. If j > 2, then Γ 1 (0) and Γ 2 (0) contain only rank 2 matrices. Moreover, as k 2 > k 1 we certainly have k 2 > k j . By Lemma 2.1 we find j = 4, d ≤ 5 and, as any G 0 -orbit on Q has length > k j , even Q = Γ 3 (0). But then |Γ| = q 4 = 1 + k 1 + k 2 + k 3 + k 4 + k 5 (with k 5 possibly 0) is less than 1 + 3k 3 + 2k 4 = 1 + 4q(q 2 − 1) + 2(q 2 − 1), which contradicts q > 7.
Case l ≥ 3. The rank 1 matrices are in the G 0 -invariant sets P and Q. Suppose Γ 1 (0) contains a rank 1 matrix of P. Then at distance 2 we find rank 2 matrices and at distance 3 from 0 we can find rank 3 matrices. If Λ = F * q , then, as Λ is not a subfield, the matrices e 1 e 1 +e 2 e 2 and δe 2 e 2 with δ = δ 1 +δ 2 where δ 1 , δ 2 ∈ Λ but δ ∈ Λ are both at distance at 2 from 0, contradicting distance transitivity. Whence Λ = F * q . Then at distance ≤ 3 from 0 we do not only find rank 2 and rank 3 matrices, but also elements from Q. Again a contradiction with distance transitivity.
Next assume there are elements from Q in Γ 1 (0). But then, as we saw above, both rank 2 matrices and elements from P can be found at distance ≤ 2 from 0.
Suppose m ∈ Γ 1 (0) is a matrix of rank r > 1. By carefully choosing m and a transvection t, we can assume m = [m, t] to be a rank 2 matrix which is in the same orbit as a multiple of e 1 e 2 + e 2 (e 1 + ae 2 ), for some a ∈ F q . An easy calculation together with the arguments in case l = 2 reveal that the length of this orbit is at least q l . If m is also at distance 1 to 0, then, as we saw above, P is at distance 2 to 0. But then k 2 < k 1 , which is not possible. Hence m ∈ Γ 2 (0) and some element from P is in Γ 3,4 (0). Now m is at distance 2 from 0 and k 2 > q l − 1 = |P| ≥ k 4 . But each G 0 -orbit on Q has size greater than k 4 . Thus Q is a single orbit and Γ 3 (0) = Q. But then, by Lemma 2.1, d ≤ 7 and Q is the largest G 0 -orbit. So |Γ| = q l 2 ≤ 1 + 7k 3 = 1 + 7q(q l − 1)(q l−1 − 1)/(q − 1), a contradiction with l ≥ 3.
Put s = p i . Up to an outer automorphism of SL(l, q), we may assume that M is the module M (sω 1 +ω l−1 ). This means that we may take M to be the set of l ×l-matrices with action m → g −1 mg s for g ∈ GL(l, q). Observe that we may take l ≥ 3 in this case, for otherwise we are in the previous case.
Let e 1 , . . . , e l be the standard basis for V = F l q . For λ ∈ F q let t λ be the transvection 1 + λe 2 e 1 . If m is a rank r matrix, then
In particular, it has rank ≤ 2 and trace zero. In case the diagonal is nonzero, this matrix is in the same orbit as the matrix B whose upper left corner is −α 0 β α , with m 2,1 = α ∈ F * q and all of whose other entries are 0. Moreover, for any λ ∈ F * q with λ s = −λ we have that [B, t λ ] is a matrix in the highest weight orbit. The G 0 -orbit of B has length at least q
2 , which is larger than the size of the highest weight orbit.
It is easy to see that there are 2 orbits on rank 1 vectors (for instance by observing that, for matrices y x with x, y ∈ V the boolean yx s = 0 is an orbit invariant), at least 2 on rank 2 vectors and also at least 2 on rank n vectors. Hence there are at least 6 nontrivial orbits, so d ≥ 6.
Since e 1 e 2 + e 2 e 3 and e 1 e 2 + e 2 e 1 belong to different orbits and are both a sum of two parabolic vectors we conclude that the parabolic vectors do not belong to Γ 1 (0).
Since any orbit not containing a parabolic vector has at least one matrix m with m 2,1 = 0, it follows that a matrix of the type of B is at distance at most 2 from 0. If it were at distance 1, then we would find a parabolic vector at distance 2, giving k 1 > k 2 , contradicting that the diameter is at least 6 (cf. Lemma 2.1(vi)). Thus a matrix such as B is at distance 2 from 0 and the parabolic vectors are at distance at most 4 from 0 and thus k 2 > k 4 , forcing the diameter to be at most 5, a contradiction with d ≥ 6.
H
The GL(4, q)-orbits on M have been determined by Cohen & Wales [17] . According to Table III of [17] , the highest weight orbit O is the smallest one, and there are more than 6 nontrivial orbits. Clearly this result also holds for the SL(4, q)-orbits (see Proposition 3.8). Since for PSL(4, q) there is no maximal factorization involving P 2 (cf. [24] ), it follows that there is no factorization involving the stabilizer of a vector from O. Due to Theorem 2.2 the smallest orbit O is in Γ 1 (0). From the description of the representatives of the various orbits as given in [17] we see that there is a vector in the orbit labeled 9 and one in one of the two orbits (over the finite field) labeled 5 which is the sum of two vectors in the highest weight orbit, contradicting that Γ is distance-transitive.
5.12 H 0 = SL(2, q) and M = M (3ω 1 ) with p ≥ 5.
Here we consider the action of SL(2, q) on the F q -module M of cubic forms, with coefficients in F q , in the two variables X and Y . Observe that the dimension of M is equal to four.
Denote by O the SL(2, q)-orbit of X 3 , a highest weight orbit. The kernel of the action of the diagonal of H 0 = SL(2, q) on M has order = gcd(q − 1, 3). If = 1, then O is a single H 0 -orbit, whereas if = 3 it falls into 3 orbits of the same length. From the action of a maximal parabolic of H 0 we see that these orbits are the smallest among all H 0 -orbits, therefore there can be at most two G 0 -orbits of its size. Hence, if G 0 is not transitive on F q H 0 X 3 , then = 3 and there are two G 0 -orbits, one of length (q 2 − 1)/3 and one of length 2(q 2 − 1)/3. Let u be the unipotent element of H 0 fixing X and mapping Y to X + Y . Since p > 3, the linear transformation (1 − u)
3 on M has image F q X 3 and so Γ i (0) contains a nonzero vector in F q X 3 for some i ≤ 3. As d > 3 and |O| is one of the two smallest orbit sizes, it follows that a scalar multiple of X 3 is in Γ 1 (0). Assume first that O = F q X 3 H 0 is a single G 0 -orbit. Then, since ΓL(2, q) leaves Γ 1 (0) invariant, we may, and will, assume G 0 = ΓL(2, q). For each α ∈ F * q , the vector X 3 − αY 3 belongs to Γ 2 (0). In particular, since for α = 1 the polynomial
has a linear factor, there must be a solution β ∈ F q to β 3 = α for each α ∈ F q . But then gcd(q − 1, 3) = 1.
Since
, we conclude that either −3 is a square and Γ 2 (0) consists of cubics that factor into three linear forms, or −3 is a nonsquare and Γ 2 (0) consists of cubics that factor into a linear and an irreducible quadratic form. But in the former case, there are cube roots of unity and so gcd(q−1, 3) > 1, so the latter case prevails. In particular, Γ 2 (0) consists of products of a linear form and an irreducible quadratic form. Observe that
3 )/6 ∈ Γ ≤3 (0). But since v 3 is a product of three distinct linear forms and v 4 is the product of a linear form and the square of another linear form, they belong to different orbits which must both coincide with Γ 3 (0), a contradiction.
Therefore F q X 3 represents precisely two G 0 -orbits (and no longer can we assume G 0 = ΓL(2, q)). Now −3 is a square, and gcd(q − 1, 3) = 3. Let λ ∈ F q be such that λX 3 ∈ Γ 1 (0). Then, for each µ, ν ∈ F * q , also λµ 3 X 3 , λν 3 X 3 ∈ Γ 1 (0) and so λ(ν 3 ± µ 3 )X 3 ∈ Γ ≤2 (0). On the other hand, the vector λ(X 3 + Y 3 ) clearly belongs to Γ 2 (0) and is not in the G 0 -orbit of a scalar multiple of X 3 , so λ(ν 3 ± µ 3 )X 3 ∈ Γ 1 (0). Since this holds for all ν and µ, we find that the cubes form a subfield of F q , contradicting p > 3.
Up to an automorphism of G 0 , we can take M to be the module of dimension 10 of cubic forms in 3 variables.
By the same arguments as in §5.12, we find that F q X 3 H 0 = Γ 1 (0) is a single G 0 -orbit, occurring at distance 1 to 0. Also, we may again assume that gcd(3, q − 1) = 1 and G 0 = ΓL (3, q) .
But now, apart from v 3 = X 2 Y + XY 2 ∈ Γ 3 (0) as in §5.12, we also have
. Since these two vectors are clearly not in the same G 0 -orbit, we have a contradiction.
This concludes the proof that Theorem 1.1 holds for H 0 = A l (q).
Groups of type B l
In this section we assume that Γ is a graph satisfying the hypothesis (ADT) with distance-transitive group G = M G 0 such that the generalized Fitting subgroup H 0 of G 0 is a quasisimple group of type B l . Since B l (q) ∼ =C l (q) whenever p = 2 or l = 2, we assume l ≥ 3 and p > 2. We will consider the various modules M appearing in §3. A look at Table 2 reveals that we only need consider Table 1 . The natural orthogonal module for H 0 has been dealt with in Lemma 4.3.
The module M is the alternating square 2 V of the natural orthogonal module V . It has dimension l(2l + 1) over F q . Take a hyperbolic basis e 1 , f 1 , . . . , e l , f l , x of V with e i and f i isotropic. By Proposition 3.8 the orbit O of e 1 ∧ e 2 satisfies the conditions (O1) and (O2) of Theorem 2.2. By [24] there is no factorization of the group G 0 involving the parabolic P 2 , so we are in case (i), (ii), or (iii) of Theorem 2.2.
As p is odd, we have a j > 0 for all 1 ≤ j < d. So either O is at distance ≤ 2 from 0 or d ≤ 4. However, e 1 ∧ e 2 + e 1 ∧ f 2 , e 1 ∧ e 2 + e 1 ∧ λf 2 with λ a non-square, e 1 ∧ e 2 + f 1 ∧ f 2 and e 1 ∧ e 2 + e 3 ∧ f 2 are each sums of two vectors from O and they represent distinct orbits. (Indeed, these vectors in M correspond in V to two distinct types of tangent lines, a nondegenerate 4-space and a degenerate one.) This implies that d > 4 and that O is at distance ≥ 3 from 0, contradicting the above.
Here M has dimension 2 l . Recall that p > 2. The projective points of elements in the highest weight orbit O of H 0 on M correspond to maximal totally isotropic subspaces of the natural H 0 -module V of dimension 2l + 1. If we supply these points with the structure inherited by some projective lines spanned by linearly independent elements v, w ∈ O such that v − w ∈ O, then we obtain an embedding of the dual polar space of type B l over F q , denoted by ∆ l . This dual polar space is a near 2l-gon, see [12] . This means that the diameter of the collinearity graph of ∆ l is l and that, for each point p and line L of ∆ l , there is a unique point on L nearest to p (distance measured in the collinearity graph). The geodesic closure of each pair of points p, q at distance j in ∆ l is a subspace which is a near 2j-gon. If j = 2, it is a quad Q of ∆ l , which is a near 4-gon. A quad of ∆ l (cf. [12] ) is a (geometric) subspace of ∆ l isomorphic to a symplectic generalized quadrangle associated to Sp(4, q) and spans a 4-dimensional subspace of M . Now consider a long root element τ ∈ G 0 . To τ we can associate a sub-near 2(l − 2)-gon ∆(τ ) of ∆ l , which is centralized by τ , and isomorphic to ∆ l−2 . It consists of all the 1-spaces v with v ∈ O ∩ [M, τ ], see Proposition 3.9. Each point of ∆ l outside ∆(τ ) is at distance 1 or 2 to ∆(τ ) (in the collinearity graph of ∆ l ). The points at distance 1 are also centralized by τ . A point at distance 2 from ∆(τ ) is in a unique quad Q meeting ∆(τ ) in the unique point of ∆(τ ) at distance 2 to it. The element τ induces a (symplectic) transvection on the quad.
As Suppose that l = 3. Then the group H 0 embeds in the orthogonal group Ω + (8, q) and M is the restriction to H 0 of the natural 8-dimensional module for this group. H 0 has the same two nonzero orbits as Ω + (8, q), so Γ has diameter 2, contradicting (ADT).
For the remainder of this subsection we assume l > 3. Let m ∈ Γ 1 (0) be a vector not centralized by τ . Then Let v 1 , v 2 ∈ O be such that the corresponding points p 1 = v 1 and p 2 = v 2 are at distance j > 2 inside the near l-gon ∆ l . We claim that the vectors of the form v 1 + v 2 where p 1 and p 2 are at distance j in ∆ l for j = 3, . . . , l, represent distinct G 0 -invariant sets, denoted by O j . Suppose v 1 + v 2 = w 1 + w 2 where q 1 = w 1 and q 2 = w 2 are at distance < j in ∆ l . Observe that now j > 3, as can be deduced from the l = 3 case. Let Σ ∼ = ∆ l−1 be a sub-near 2(l − 1)-gon containing q 1 and q 2 but not p 1 (or p 2 up to a permutation of the indices-note such a subspace Σ exists since the distance in ∆ l between p 1 and p 2 is strictly larger than the distance between q 1 and q 2 ). Then there is a long root element σ centralizing Σ but not
O and spans a point, s say, at distance 2 in ∆ l to p 1 and to p 2 . Moreover, p 2 is also outside Σ. If r i , for i = 1, 2, denotes the unique point of Σ collinear to p i , then s is the unique point in ∆(σ) collinear to r i in ∆ l . As the distance between p 1 and p 2 is j > 3 we find r 1 = r 2 . Now let ρ be a second long root element in G 0 centralizing Σ, but now with ∆(ρ) meeting the line through r 1 and s at a point s distinct from r 1 and s. Then, as above [v 1 , ρ] = −[v 2 , ρ] spans s . However, p 2 is at distance 2 to both s and s on the line through r 1 and s, and hence collinear to some point on this line in ∆ l . Consequently it is at distance ≤ 3 to p 1 in ∆ l , which contradicts our assumptions. Hence our claim is proven and the vectors v 1 + v 2 represent distinct G 0 -invariant subsets for each distance j = 3, . . . , l.
If O is at distance 1, we find at least 2 orbits at distance 2 to 0, a contradiction. If members of O j are at distance 1 to 0, we find again at least 2 orbits at distance 2 to 0, a contradiction. Indeed, if v 1 + v 2 ∈ O j ∩ Γ 1 (0), such that p 1 = v 1 and p 2 = v 2 are at distance j inside ∆ l , then by distance transitivity of H 0 on ∆ l , we find a vector v 1 + v 3 ∈ O j with p 3 = v 3 collinear to p 2 or at distance k for some 2 < k = j. So
If O is at distance i to 0 and a i > 0, then we find an element from O j for some 3 ≤ j ≤ l at distance 1 to 0, contradicting the above. Thus a i = 0 and, as a 1 > 0, Lemma 2.1(vii) implies that O is at distance i = d. If l = 4, then d = 2, not only contradicting our assumptions but also the existence of at least 3 different orbits. Thus l ≥ 5 and d ≤ 4. But as Γ 1 (0) cannot be contained in any of the sets O and O j , with j = 3, . . . , l, we again obtain a contradiction.
We note that for low dimensions the result can also be obtained by reference to [27, 28] , where Xiao-Wei Zhu determined the projective orbits of B l (q) on M for l ≤ 5.
This concludes the proof that Theorem 1.1 holds for H 0 = B l (q), except possibly for the cases covered by isomorphisms between groups of type B l and C l , which will be dealt with in the next section.
Groups of type C l
In this section we assume that G, Γ, H 0 , M satisfy the hypothesis (ADT) and the group H 0 = F * (G 0 ) is a quasisimple group of type C l . We will consider the various modules M appearing in §3. We begin with the modules of Table 1 . The natural module has been dealt with in Lemma 4.1.
This module is the symmetric square of the natural H 0 -module V . It is the module of symmetric 2l × 2l-matrices and has dimension l(2l + 1). An element g ∈ G 0 acts on m ∈ M by m → g mg. If l = 1, then we have Sp(2, q) ∼ = SL(2, q) ∼ = Ω(3, q) acting on its natural 3-dimensional module, so we assume l ≥ 2.
Let τ be a transvection of Sp(2l, q) and suppose m is an arbitrary matrix in M . Then [m, τ ] = τ mτ − m has rank at most 2. Hence, taking m to be at distance 1 from 0 and not fixed by τ , we find a rank ≤ 2 matrix at distance ≤ 2 from 0. We first analyze the matrices of rank ≤ 2 in M .
Any rank 1 matrix m ∈ M can be written as v v for some nonzero vector v ∈ V . These rank 1 matrices form a single H 0 -orbit; its length is q 2l − 1. The image in V of a rank 2-matrix m ∈ M is a singular or a hyperbolic 2-space of V . According to the type of its image we call such a matrix of singular or hyperbolic type. If we fix a 2-space W of V , then the subspace M W of M of all rank ≤ 2 matrices whose images coincide with W is 3-dimensional. The stabilizer inside G 0 of W contains a subgroup isomorphic to SL(2, q) acting on the 3-dimensional subspace M W of M as an orthogonal group Ω(3, q). The rank 1 matrices in M W correspond to the isotropic vectors in the 3-dimensional space, and the rank 2 matrices in M W correspond to the nonisotropic vectors of + and of − type. This implies that the rank 2 matrices in M fall apart in at least four G 0 -invariant subsets: the matrices of singular + type, of singular − type (in M W with W singular), of hyperbolic + type and of hyperbolic − type (in M W for W hyperbolic).
If a rank 1 matrix would occur in Γ ≤2 (0), then these matrices and the four distinct types of rank 2 matrices would be at distance ≤ 4 from 0, which is impossible.
If there is a rank 2 matrix of singular type at distance 1 or 2 from 0, then (with help of the analysis of the orthogonal module in Lemma 4.2) it is easily seen that both singular types of rank 2 matrices, and, if q = 3, also rank 1 matrices are at distance ≤ 4 from 0. Also a matrix of hyperbolic type can be found at distance ≤ 4 from 0. (Indeed, if e 1 , f 1 , . . . , e l , f l is a hyperbolic basis of V , then the difference of the two matrices of singular type e 1 e 1 + λe 2 e 2 and e 1 e 1 + λf 2 f 2 , λ ∈ F q , is hyperbolic.) Moreover, rank 3 and rank 4 matrices like 2e 1 e 1 + λe 2 e 2 + λf 2 f 2 and e 1 e 1 + λe 2 e 2 + f 1 f 1 + λf 2 f 2 can also be found in Γ ≤4 (0). As this gives rise to at least 5 nontrivial orbits at distance ≤ 4 from 0, we arrive at a contradiction.
Similar arguments rule out the case where Γ ≤2 (0) contains rank 2 matrices of hyperbolic type.
The module M is a (quotient of a) hyperplane of the alternating square 2 V of the natural symplectic module V for the group H 0 = Sp(2l, q).
We first deal with the case l = 2. If p > 2, then M has dimension 5 and is the natural orthogonal module for group Ω(5, q) ∼ = Sp(4, q) ∼ = H 0 . So we can apply Lemma 4.3. If p = 2, then M (ω 2 ) ∼ = M (ω 1 ), which is covered by Lemma 4.1.
From now on we will assume l ≥ 3. Let e 1 , f 1 , . . . , e l , f l be a hyperbolic basis of the natural module V with dual basis e * 1 , f * 1 , . . . , e * l , f * l . Let O be the highest weight orbit; e 1 ∧ e 2 is a representative. Put F = e 1 ∧ f 1 + e 2 ∧ f 2 + · · · + e l ∧ f l and (without loss of generality) let
If p does not divide l then M = K, and otherwise M = K/ F . The highest weight orbit O, of length (q 2l − 1)(q 2l−2 − 1)/(q 2 − 1), is the unique G 0 -orbit on rank 2 vectors (or their cosets modulo F ).
First we consider the case where p does not divide l, so that M = K. Let τ be a transvection of Sp(2l, q). Then for each v ∈ K not fixed by τ we have [v, τ ] ∈ O. This implies that O is at distance at most 2 from 0.
Let O 2,α , with α ∈ F * q , O 3 and O 4 denote the H 0 -orbits of e 1 ∧ e 2 + αf 1 ∧ f 2 , e 1 ∧ e 2 + e 3 ∧ f 1 and e 1 ∧ e 2 + e 3 ∧ e 4 (when l ≥ 4), respectively. Observe that, for each α ∈ F * q , the orbits O 2,α , O 3 and O 4 are in distinct. (For, the corresponding subspaces of W are nondegenerate, degenerate but not singular and singular, respectively.) Consequently, O = Γ 2 (0) and the above orbits (if they exist), are all at distance ≤ 4 to 0.
Observe that (
If q > 2, then, as some nontrivial scalar multiplication is in G 0 , we find a 1 and hence also a 2 to be nonzero, see 2.1. As a consequence Γ 1 (0) contains a matrix of rank 2, contradicting the above. If q = 2, then calculations with Gap reveal that O is the smallest nontrivial G 0 -orbit on M and therefore cannot be at distance 2 from 0. (The nontrivial orbits have length 315 (= |O|), 5040, 4032, 3780, 2880, and 336.) This finishes the case where p does not divide l.
Now consider the case where p | l and M = K/ F . For each vector v ∈ H we denote by v the vector v + F in M . By O we denote the orbit of e 1 ∧ e 2 . Since the vectors e 1 ∧ e 2 + f 1 ∧ f 2 , e 1 ∧ e 2 + αf 1 ∧ f 2 (where α ∈ F q is a non-square, so p is odd), e 1 ∧ e 2 + e 3 ∧ f 1 and e 1 ∧ e 2 + e 3 ∧ e 4 (when l ≥ 4) are in distinct orbits, O 2,1 , O 2,α , O 3 and O 4 say, (the corresponding subspaces of W are nondegenerate, nondegenerate, degenerate but not singular and singular, respectively) we find O = Γ 2 (0).
As above we derive that O 2 , O 3 and O 4 must be at distance 3 or 4 to 0. Again, O 4 must be empty, whence l = 3. But then p is odd and O 2,α , with α ∈ F q a non-square, is in Γ 1 (0), which leads to a contradiction as above.
These are spin representations of dimension 2 l for B l (q), which is isomorphic to C l (q), as q is even.
For l = 3 we obtain a known rank 3 representation if G 0 contains scalar multiplications. In fact H 0 embeds in Ω + (8, q) and its projective orbits are the sets of isotropic and of non-isotropic points. We can argue as in the proof of Lemma 4.3 to rule out the existence of Γ for d ≥ 3.
Thus assume l ≥ 4. The dual polar space ∆ l corresponding to O(2l + 1, q) embeds in the projective space of M = M (ω l ), cf. [12] . Indeed, the projective points spanned by vectors in the highest weight orbit O are just the points of ∆ l . The lines of ∆ l are (some of the) 2-dimensional subspaces of M whose nontrivial vectors are in O. The dual polar space ∆ l is a near 2l-gon, its point set can be identified with the set of maximal singular subspaces of V , the natural module of H 0 . A line is the set of maximal singular subspaces on a fixed singular subspace of dimension l − 1. The quads of ∆ l are isomorphic to Sp(4, q) quadrangles naturally embedded into the 4-dimensional subspace of M they span.
First we show that the highest weight orbit O is at distance at most 4 from 0. For that purpose we analyze the action of some special elements on M . Let σ be a Siegel transformation in H 0 , i.e., σ is an element in H 0 whose commutator [V, σ] with V is a 2-dimensional singular subspace of V . Let ∆ l (σ) be the subset of ∆ l consisting of all points of ∆ l in [M, σ]. Then ∆ l (σ) corresponds to the set of maximal singular subspaces of V containing [V, σ]. It is a sub-near 2(l−2)-gon of ∆ l isomorphic to ∆ l−2 , centralized by σ. Each point of ∆ l outside ∆ l (σ) is at distance 1 or 2 to ∆ l (σ) in the collinearity graph of ∆ l . The points at distance 1 are also centralized by σ. A point at distance 2 from ∆ l (σ) is in a unique quad Q meeting ∆ l (σ) in the unique point of ∆ l (σ) at distance 2 to it. The element σ induces a transvection on this quad. We By arguments similar to those used in §6.2, we see that the vectors of the form v 1 + v 2 , where v 1 , v 2 ∈ O generate points at distance j in ∆ l for j = 3, . . . , l, represent distinct G-invariant sets, denoted by O j . Moreover, we also find that no element from O or O j , with j = 3, . . . , l is at distance 1 from 0. Hence, if O is at distance i, then a i = 0. But as a 1 > 0, Lemma 2.1(vii) implies that i = d. Since we assume d > 2, we find l > 4 and i = d ≤ 4. However, as none of the vectors in O j is at distance 1 to 0, for j = 3, . . . , l, there are at least 3 nontrivial orbits on M which are at distance 2 or 3 to 0. This contradicts that Γ is distance-transitive.
7.4 M = M (ω 3 ) with l = 3 and p > 2.
The module M can be obtained by modding out the natural module from its third exterior power. Its dimension is 14. As in the previous case we have an embedding of the dual polar space associated to Sp(6, q) into M . Indeed, the near 6-gon ∆ 3 related to Sp(6, q) can be identified with the geometry of projective points in M spanned by the vectors in O, the highest weight orbit of G 0 on M . The lines of ∆ 3 are those 2-spaces in M all of whose nontrivial vectors are in O.
A transvection σ ∈ H 0 fixes exactly all of the points of a quad, which is an O(5, q)-quadrangle. This quad will be denoted by ∆ 3 (σ) and consists of all the points of ∆ The group has at least 3 orbits on the rank 1 Hermitian matrices. Indeed, the image of such a matrix can be an isotropic, a point of +-type or a point of −-type in the projective space of the natural orthogonal 5-dimensional V . So, there are at least two of these orbits not at maximal distance from 0. Since p is odd, we have a 1 > 0 and by Lemma 2.1(vii) there are two rank 1 matrices that are adjacent to each other. In particular, Γ 1 (0) contains matrices of rank ≤ 2. The image of a rank 2 matrix is a totally isotropic, hyperbolic, elliptic or tangent 2-space in V . If there is a rank 1 matrix in Γ 1 (0), then we find different types of rank 2 matrices in Γ 2 (0). If a rank 2 matrix is adjacent to 0, then we find matrices of rank 1, 2, 3, and 4 in Γ 2 (0). In either case, Γ cannot be a distance-regular graph.
This concludes the proof that Theorem 1.1 holds for H 0 = C l (q).
Groups of type D l
In this section we assume that G, Γ, H 0 , M satisfy the hypothesis (ADT) and that the group H 0 = F * (G 0 ) is a quasisimple group of type D l . We will consider the various modules M appearing in §3. Since there are no such modules in Table 2 , we deal here only with modules of Table 1 . The case where M = M (ω 1 ) is dealt with in Lemma 4.3. 
is a rank 2 vector of tangent type. Hence also rank 2 forms of hyperbolic type are not at distance 1 from 0.
Since p is odd, a 1 > 0 and so a i > 0 for all i < d (cf. Lemma 2.1(vii)). Hence there are two adjacent rank 2 vectors. In particular, there is a rank 2 or a rank 4 vector adjacent to 0. Since the stabilizer of a rank 4 vector fixes a 4-space of V , it is easily checked that its G 0 -orbit has length exceeding q 2l−2 (q l − 1)(q l−1 + 1)/2. Hence, at distance 1 from 0 we find a rank 2 vector of isotropic or hyperbolic type, which is a contradiction.
Next we assume p = 2. We have Ω + (2l, q) ≤ Sp(2l, q) acting on a (quotient of a) hyperplane of the alternating square (or alternating forms), compare with §7.2. This hyperplane K is spanned by the vectors v ∧ w where v, w is a singular line of the symplectic space. The group G 0 contains transvections. Let τ be such a transvection with center spanned by a nonisotropic vector c. We consider first the action on the hyperplane K. Take m ∈ K such that it is not centralized by τ . Then [m, τ ] = w ∧ c for some nonzero vector w ∈ V perpendicular to c. The result w ∧ c is of tangent, elliptic or hyperbolic type. But then, by arguments similar to those used above, we find that the sum of two such vectors from K can be a vector of rank 2 of at least three different types or of (various types of) rank 4.
Suppose M = K. By choosing m ∈ Γ 1 (0), the preceding paragraph shows that Γ ≤4 (0) contains at least three distinct types of rank 2 vectors and rank 4 vectors. In particular, we find rank ≤ 4 vectors in Γ 1 (0). As in the case where p is odd, this leads to a contradiction.
If M is a proper quotient of K, then in the kernel F of the quotient map K → M we only find nonzero vectors of rank 2l. So, using computations in K, we can conclude that in Γ ≤4 (0) we find at least three distinct orbits represented by an element m + F , where m ∈ K has rank 2 and one orbit represented by m + F where m has rank 4. This implies that Γ 1 (0) contains a vector of the form m + F , where m has rank at most 4. As in the previous cases, we can conclude that m has rank 2 and is of hyperbolic or isotropic type, which leads again to a contradiction.
Here M is a spin module for a group H 0 of type D l . Notice that G 0 contains irreducible subgroups of type B l−1 , if p is odd, or C l−1 if p is even, as discussed in §6.2 and §7.3.
If l = 4, then this spin module is isomorphic to the natural module M (ω 1 ) for H 0 ∼ = Ω + (8, q), already covered in Lemma 4.3. If l = 5, then M (ω l−1 ) and M (ω l ), are two spin representations known to be of rank 3 if the full group F * q of scalar multiplications embeds in G 0 , see [22] . The highest weight orbit O has length (q 8 − 1)(q 3 + 1) and is closed under scalar multiplication. The 1-spaces spanned by the elements in O form the point set of a so-called half-spin geometry ∆ l , see [12] . If O = Γ 1 (0), then Γ has diameter 2, a contradiction. Projectively, the remaining points are in a single orbit of length q 3 (q 8 − 1)(q 5 − 1)/(q − 1). Hence the orbit O is the smallest orbit on nonzero vectors. Notice that each nonzero vector v outside O is the sum of two vectors in O. Taking v in Γ 1 (0) we find O at distance 2 from 0 as we have seen in §6.2 and §7.3.
Unimodality of the k i implies that in that case Γ has diameter 2, a contradiction with d ≥ 3.
Remain the modules M (ω l−1 ) and M (ω l ) with 6 ≤ l ≤ 7.
By the results of §6.2 and §7.3 we conclude that O = Γ i (0), where either i ≤ 2 or i = d ≤ 4. Moreover, those results also reveal that v 1 + v 2 , where v 1 and v 1 are points of the half-spin geometry ∆ l at mutual distance j = 2, 3, represent distinct G 0 -invariant sets which we will denote by O j . Clearly if i = 1, then both O 2 and O 3 are at distance 2 to 0, a contradiction. So, i > 1. We have a 1 > 0, which is clear if p is odd and follows from §7.3 if p is even. If i < d, then we find a i > 0 and thus O j = Γ 1 (0) for j = 2 or 3. But then we also find vectors from O k at distance 2 to 0, where {j, k} = {2, 3}. Hence we may conclude that i = d ≤ 4 and a d = 0. By the above arguments we find the sets O 2 and O 3 at distances 2 or 3. Now straightforward computations reveal that |O| = (q 5 + 1)(
and
and |O 3 | ≤ We notice that, in case p is odd, the projective orbits under the groups of type D l , where l ≤ 7, have been determined by Xiao-Wei Zhu in [27, 28] . See also [18] for l = 6. This concludes the proof that Theorem 1.1 holds for H 0 ∼ = D l (q).
Groups of type
In this section we treat the unitary groups. Since SU(2, q) ∼ = SL(2, q), we may and will assume l ≥ 3 throughout this section. The modules M = M (ω 1 ) or M (ω l−1 ) over F q 2 with l ≥ 3 are, up to automorphisms, the natural module and so have been dealt with in Lemma 4.5.
Here q = r and, up to scalar matrices, H 0 is the group of all invertible l × l-matrices g over F q 2 with g −1 = g q . Moreover M is the F q -subspace of all l × l-matrices of trace 0 that are Hermitian, that is, fixed by σ, the semilinear transformation determined by m → m σ = m r except when p | l. In the latter case, M is obtained from this module by modding out the identity matrix. In particular, dim(M ) = l 2 − 1 − δ p|l . The action of g ∈ H 0 on m ∈ M is given by m → g −1 mg. Note that M supports the structure of a Lie algebra over F q as follows: Fix j ∈ F q 2 with j q = −j. Then M j = jM is characterized as the −1 eigenspace of σ among all l × l-matrices, and is invariant under the usual matrix commutator product. This is the Lie algebra. In other words, the Lie bracket on M can be defined by the 'adapted' commutator product [m, m ] = j(m m − mm ).
The group H 0 leaves invariant the characteristic and minimum polynomial of matrices m, and these are changed by scalars x → λx under homotheties and by field automorphisms under the semilinear part of G 0 . In particular, the rank is a G 0 invariant function on M .
By V we denote the natural SU(l, q)-module over F q 2 with standard unitary form defined by vw q for all v, w ∈ V with respect to the standard basis e 1 , . . . , e l . Each rank 1 matrix m is of the form w v for some nonzero vectors v, w ∈ V . The matrix is Hermitian if and only if w = v q . As the trace of v σ v equals vv q , we find that m is an Hermitian matrix with trace 0 if and only if it is of the form v σ v for some isotropic vector v ∈ V . The rank 1 matrices are in a single
belongs to O. We denote by i the distance to 0 of v β , so O = Γ i (0). Its length is
. Now suppose m is a matrix in Γ 1 (0). Then, for each transvection u = 1+jγv β ∈ H 0 with γ ∈ F q , the rank of 1 − u equals 1, and so [m, u] = u −1 mu − m has rank at most 2 and lies in Γ ≤2 (0). In fact, by a suitable choice of β with β q+1 = −1 and γ ∈ F q , we can achieve that [m, u] has rank precisely 2. Hence, without loss of generality, we may assume that Γ ≤2 (0) contains a rank 2 matrix.
We will first take a closer look at rank ≤ 2 matrices in M . Similarly to the analysis of rank 1 matrices, we find that a rank 2 matrix in M is of the form λv σ v +ρ q v σ w + ρw σ v + µw σ w, where v, w are linearly independent vectors from V and λ, µ ∈ F q , ρ ∈ F q 2 . The image of such a rank 2 matrix is the 2-space W = v, w of V , which can be singular, hyperbolic or tangent. If W is singular, then there are q 4 − 1 nonzero matrices in M with image inside W . Of these, (q − 1)(q 2 + 1) have rank 1, the remaining q(q − 1)(q 2 + 1) matrices have rank 2. The latter rank 2 matrices are called of singular type. The group SL(2, q 2 ) acts as Ω − (4, q) on this 4-dimensional space. It follows from Lemma 4.2 that there exist two rank 2 matrices in the same orbit whose sum is a rank 1 matrix. If W is tangent, then the space of Hermitian matrices with image inside W is 3-dimensional. It contains q − 1 rank 1 matrices and q 3 − q rank 2 matrices. This 3-dimensional space can be seen as the 3-dimensional subspace of the above 4-dimensional orthogonal space perpendicular to an isotropic 1-space. Within the orthogonal space we see that within one G 0 -orbit on rank 2-matrices of tangent type, we can find two matrices whose difference is a rank 1 matrix. For example, if v ∈ V is an isotropic vector and w ∈ V a nonisotropic vector perpendicular to v, then the matrices v q v + v q w + w q v and v q w + w q v are both rank 2 matrices of tangent type. Their difference is a rank 1 matrix.
Finally, if W is hyperbolic, then the space of Hermitian matrices with image inside W is again 3-dimensional. It is now the natural module for SL(2, q) ∼ = Ω(3, q). If p is odd, then this space contains q 2 − 1 rank 1 matrices and q 2 (q + 1) rank 2 matrices falling apart in two sets of size (q − 1)(q 2 + q)/2 and (q − 1)(q 2 − q)/2, respectively, corresponding to the poits of + and − type in the orthogonal space. Accordingly these rank 2 matrices are called of hyperbolic + type and hyperbolic − type. It follows from our analysis of the action of the orthogonal group on its 3-dimensional natural module that we can find two matrices of hyperbolic + type in a single G 0 -orbit whose sum is a rank two matrix of hyperbolic − type or has rank 1. Similarly we can also find two hyperbolic − type rank 2 matrices in a single G 0 whose sum is of hyperbolic + type or, if q > 3, whose sum has rank 1. Both rank 2 types can be written as the sum of two rank 1 matrices. If p is even, then the orthogonal module has a 1-dimensional radical consisting of rank 2 matrices, which we call matrices of radical type. The rank 1 matrices correspond to the q 2 − 1 isotropic vectors in the orthogonal space. The remaining (q + 1)(q − 1)
2 rank 2 matrices in this 3-dimensional module are called of hyperbolic type. Projectively, they form one orbit. If q = 2, consider in the 3-dimensional orthogonal space, two distinct nonisotropic vectors, not in the radical, but spanning a 2-space containing the radical. Then the sum of these two vectors is isotropic if and only if the quadratic form takes the same value on them. This implies that there are two rank 2 matrices of hyperbolic type in a single G 0 -orbit, with sum of rank 1. Now we divide the proof into four cases according to the parity of p and divisibility of n by p. Case 1. Suppose p is odd, p | l. From the analysis above, we find rank 2 matrices of hyperbolic + and of hyperbolic − type at distance ≤ 2i. Hence i > 1. If i < d, then a i = 0 by Lemma 2.1(vii) and we find that a rank 2 matrix is at distance 1 from 0. If there is a hyperbolic + type matrix at distance 1, then by the above, we find hyperbolic − type, rank 1 and rank > 2 matrices at distance ≤ 2. If there is a hyperbolic − type matrix at distance 1, then again by the above, we find hyperbolic + type, rank > 2 matrices and if r > 3 also rank 1 matrices at distance ≤ 2. (If q = 3, we can find rank 1 matrices at distance ≤ 3.) If there is a singular rank 2 matrix at distance 1 to 0, then we find rank 1 and rank > 2 matrices at distance ≤ 2 to 0. Finally if there is a tangent rank 2 matrices at distance 1 to 0, then we find rank 1 and rank > 2 matrices at distance ≤ 2 to 0. All these cases lead to a contradiction. Thus rank 1 matrices are at distance d and no rank 2 matrix is at distance 1 to 0. But then the above implies that if there is a rank 2 matrix of singular, hyperbolic + or tangent type, at distance 2 to 0, then d ≤ 4. If there is a rank 2 form of hyperbolic − type at distance 2 to 0, then for q > 3 we also find d ≤ 4 and for q = 3 we see that d ≤ 6 as a rank 1 matrix can be written as the sum of 3 rank 2 matrices of hyperbolic − type. As there are at least 4 orbits on the rank ≤ 2 matrices we find that d > 4. So q = 3, but then l > 3 and we find at least 2 more orbits on the rank > 2 matrices, implying that d > 6 contradicting d ≤ 6. Hence in this case we do not find a distance-transitive graph.
Case 2. Suppose p is odd and p | l. If l ≥ 5, then the above arguments still hold, as no two rank ≤ 2 matrices are equal modulo the identity matrix. This leaves us with the case p = l = 3. Identifying the rank ≤ 2 matrices described above with their images modulo the identity matrix, we still find distinct orbits consisting of rank 1 matrices and rank 2 matrices of hyperbolic +, hyperbolic − and tangent type. By similar arguments as above, we can rule out the cases that rank 1 matrices are at distance 1 to 0. If rank 2 matrices of hyperbolic ± or tangent type are at distance 1, then rank 1 matrices are at distance 2 or, in case q = 3, at distance ≤ 3 to 0. However, then k > k 2 or k 3 , as an easy computation reveals. Since d > 3, we get a contradiction. Thus again we may conclude that the rank 1 matrices are at maximal distance, and no rank 2 form is at distance 1 to 0. In particular, d > 4. As above we either find a contradiction or q = 3 and d ≤ 6. But then computer calculations with GAP showed that the group SU(3, 3) has six nontrivial orbits on M of length 56 (rank 1), 126 (rank 2 of hyperbolic − type), 672 (rank 2 of tangent type), 756 (rank 2 of hyperbolic + type), and 2 × 288 (rank 3). So either certain rank 1 or rank 2 matrices of hyperbolic − type are at distance 1 from 0. But this contradicts the above.
Case 3. Suppose p = 2 and l odd. Moreover, if l = 3, then q = 2 as H 0 ∼ = SU(3, 2) does not satisfy our assumptions. If rank 1 matrices are at distance i from 0, then we find rank 2 matrices of singular (provided l > 3) and hyperbolic type at distance ≤ 2i and of radical type and rank 3 at distance ≤ 3i. Thus i > 1.
If singular, hyperbolic (with q = 2) or tangent type rank 2 matrices are at distance j from 0, then we find rank > 2 and rank 1 matrices at distance ≤ 2j. So j > 1. If j = 2, then i = 3 or 4 and there is a rank 2 matrix of singular, hyperbolic or tangent type at distance n > 4. However, then we have k 2 > k i < k n , leading to a contradiction. If q = 2 and hyperbolic type rank 2 matrices are at distance j to 0, then, as l ≥ 4, we find rank 3, 4 and tangent type rank 2 matrices at distance ≤ 2j to 0. So j > 1. If j = 2, then these 3 types must be at distance 1, 3 and 4 to 0. Let x ∈ Γ 1 (0), so x is the sum of two hyperbolic type rank 2 matrices. If x has rank 3, then we can find y ∈ Γ 2 (0) with x + y ∈ Γ ≤3 (0) a rank 2 matrix of radical type, a contradiction. If x is a rank 2 matrix of tangent type, then we can find y ∈ Γ 2 (0) with x + y ∈ Γ ≤3 (0) a rank 3 matrix and rank 4 matrix, a contradiction. If x is a rank 4 matrix then we can find y ∈ Γ 1 (0) with x + y ∈ Γ ≤2 (0) a rank 3 matrix, again a contradiction.
Hence, rank 2 matrices of radical type are at distance ≤ 2 from 0. A rank 2 matrix of radical type is of the form v q v + w q w, where v, w are perpendicular nonisotropic vectors in V with vv q = ww q . If radical type rank 2 matrices are at distance 1 from 0, then k 1 > k i . Thus the rank 1 matrices are at maximal distance i = d. But then we find both rank 2 matrices of hyperbolic type and rank 3 matrices at distance ≥ d − 1, a contradiction. Hence radical type rank 2 matrices are at distance 2 from 0.
If l ≥ 5, then the sum of the two rank 2 matrices of radical type can be a rank 2 matrix of singular type and of tangent type, but can also have rank > 2. Indeed, Thus either singular or tangent type rank 2 matrices are at distance 3. But rank 1 matrices can be written as the sum of two rank 2 matrices of singular or of tangent type, we find i ≤ 6. Since k i < k 2 , we also have i ≥ d − 1. In particular, d ≤ 7. But besides the 5 different types of rank ≤ 2 matrices, we also encounter rank 3 and rank 4 matrices with degenerate or nondegenerate image as well as rank ≥ 5 matrices. Again we have found a contradiction. If l = 3, then, by assumption, q ≥ 4. If we fix a rank 2 matrix m 1 = v q v + w q w, where v, w are perpendicular nonisotropic vectors in V with vv q = ww q , then m 1 is of radical type. Now choose a vector u ∈ V perpendicular to v, but not to w, such that vv q = uu q . Then m 2 = v q v + u q u is in the G 0 -orbit of m 1 and m 1 + m 2 is a rank 2 matrix of hyperbolic type. Thus, rank 1 matrices are at distance ≤ 6 and as they are at distance ≥ d − 1 we find d ≤ 7. Besides the 4 rank ≤ 2, we also have at least (q − 2)/2 distinct orbits of rank 3 matrices. Indeed, for different representatives α = 0, 1 of F q \ F 2 , the matrices Case 4. Suppose p = 2 and l even. Again we identify matrices with their images modulo the identity matrix. If rank 1 or rank 2 matrices of singular, hyperbolic or tangent type are at distance ≤ 2, then by arguments similar those given above, we find a contradiction.
If rank 2 matrices of radical type are at distance ≤ 2 from 0, then they are at distance 2 to 0. Moreover, as above, we find rank 2 matrices of tangent and singular type at distance 3 or 4 to 0 and the rank 1 matrices at distance i ≤ 6 to 0. Suppose a rank 2 matrix of hyperbolic type is at distance j. Then as k 2 > k i and k j > k i we get j = 5 and d ≤ 7. In particular, all rank 2 matrices are at distances 2 up to 5 to This is a module of dimension 6 for H ) ∼ = SU(4, q), i.e., the natural module for Ω − (6, q). Hence it is dealt with in Lemma 4.3.
9.3 M = M (ω 3 ) over F q , with l = 6.
This is a module of dimension 20 for the group H 0 ∼ = SU(6, q). It can be found in the F q 2 -module M (ω 3 ), of dimension 20, for the group SL(6, q 2 ) (the trilinear forms). Its projective space is also the embedding space of the dual polar space ∆ of U(6, q). We proceed as in §7.4. Let O be the highest weight orbit of vectors spanning a point of ∆.
Fix an element τ of G 0 inducing a transvection on V , the natural module for H 0 . Then τ fixes a unique quad ∆(τ ) of ∆ and moves all other points along a line meeting this quad. Hence [M, τ ] equals ∆(τ ) which is the 6-dimensional embedding space of the O − (6, q)-quadrangle ∆(τ ). Moreover [M, τ ] ≤ C M (τ ) and, apply Proposition 3.9 to SL(6, q) on The number of elements in O equals (q 2 −1)(q 3 +1)(q 5 +1). Next we will determine |O 2 |. Let v = v 1 + v 2 ∈ O 2 where v 1 , v 2 ∈ O. Denote by p 1 and p 2 the two 1-spaces generated by v 1 and v 2 , respectively. Then p 1 and p 2 are at distance 2 inside ∆. So, there is a unique quad of ∆ containing p 1 and p 2 , say Q. Suppose that v can also be written as w 1 + w 2 , where w 1 , w 2 ∈ O. Denote by q 1 and q 2 the two 1-spaces generated by w 1 and w 2 , respectively, and by Q the unique quad of ∆ containing q 1 and q 2 . Fix a transvection τ ∈ G 0 with Q = ∆(τ ). If Q ∩ Q = ∅, then [q 1 , τ ] = [q 2 , τ ] and 0 = [v, τ ] = [w 1 + w 2 , τ ] = 0. So, Q ∩ Q = ∅. If Q = Q , then Q and Q meet in a line say. We can find an element g ∈ C G 0 (v) stabilizing Q but mapping Q to a quad Q meeting Q in a line disjoint from . But then Q ∩ Q = ∅ whereas v can be written as the sum of two vectors from O in Q . This contradicts the above. So, Q is the unique quad spanning a subspace containing v. As the subspace generated by a quad contains q 6 − q 5 points of O 2 , we find |O 2 | = (q 6 − q 5 )(q 6 − 1)(q 5 + 1) . The number of elements in O 3 is at most (q 2 − 1)(q 3 + 1)(q 5 + 1)q 9 (q − 1)/2. By arguments similar to those used in, for example, §6.2 and §7. The module M is the alternating square 2 V of the natural module V for the group H 0 ∼ = SU(l, q). On the rank 2 vectors we see 3 distinct G 0 -invariant sets, corresponding to the singular, hyperbolic and tangent lines in the natural module of SU(n, q), and denoted by O s , O h and O t , respectively.
Consider a transvection τ in SU(l, q). It centralizes a subspace of the parabolic geometry induced on O s of type 2 A l−3,1 . This geometry embeds naturally in [M, τ ] which is l − 2-dimensional. The centralizer of τ induces SU(n − 2, q) in [M, τ ], see 3.9. Every nontrivial vector of the form [m, τ ] with m ∈ M is in O s or O t . This implies that a vector from one of these two sets has to be at distance ≤ 2 from 0.
Consider two vectors m 1 , m 2 ∈ M . We write m i = v i ∧ w i for some vectors v i , w i ∈ V . Suppose m 1 and m 2 are in O s (which is the parabolic G 0 -orbit), i.e., v i and w i span a singular 2-space in V for i = 1, 2. If v 1 = v 2 , and w 1 +w 2 is nonisotropic, then m 1 + m 2 is in O t . If the 2-spaces v 1 , w 1 and v 2 , w 2 do not intersect, then the 4-space v 1 , v 2 , w 1 , w 2 can be may be nondegenerate or have radical of dimension 1 or 2.
