Abstract -In defence and military scenarios, Un manned Aerial Vehicle (UA V) is used for surveillance missions. UA V's transmit live v ideo to the base station. Temporal attacks may be carried out by the intruder during video transmission. These temporal attacks can be used to add/delete objects, individuals, etc. in the live transmission feed. This can cause the video informat ion to misrepresent facts of the UA V transmission. Hence, it is needed to identify the fake video fro m the real ones. Co mpression techniques like MPEG, H.263, etc. are popularly used to compress videos. Attacker can either add/delete frames fro m v ideos to introduce/remove objects, individuals etc. from video. In order to perform attack on the video, the attacker has to uncompress the video and perform addition/deletion of frames. Once the attack is done, the attacker needs to recompress the frames to a video. Wang and Farid et. al.
I. INTRODUCTION
Recent trends have seen an extensive use of video for communicat ion, education, medical, entertain ment, security, surveillance, defence makes it a rich source for exploitation in the cyber domain. With the advent in video technology, numerous tools are available to easily edit/tamper v ideo even by a novice user. Video sequences can be maliciously tampered to misrepresent audio & visual informat ion being conveyed. Numerous video editing tools are available in the market that allo ws easy editing of video informat ion. Malicious indiv iduals can alter v ideo by deleting/adding frames in a v ideo. Frames can be deleted to remove objects from a v ideo such as, individuals, weapon etc. Similarly, frames can be added to introduce objects in the v ideo. Deletion/addition of frames is done to misrepresent the video informat ion or for the purpose of covert communication i.e. video steganography. Frames can be deleted fro m the v ideo to remove objects/persons fro m CCTV footage to avoid charges in the court of law. Especially in case of defence scenario, where UA V's transmit live video to the base station, these temporal attacks may cause to misrepresent critical UA V data. Detecting the traces of video tampering is a challenging and cu mberso me task for video forensic analyst while analy zing large number of frames in v ideos.
Dig ital fo rensic is a significant tool that can be used to find digital evidences of alteration in the video. Video forensics deals with the acquisition and analysis of traces left due to the source device or the co mpression history. Very few works has been reported on video forensics based on the compression history. Wang et. al. [1] proposed a method based on double compression technique to detect temporal fingerprints left in the video caused due to frame addit ion/deletion. Stamm, Lin and Liu [2] extended this work for temporal forensics and anti-forensics techniques along with a game theoretic framework. The technique proposed by Wang relies on visual detection of temporal fingerprints in DFT do main. Detecting the peak location by visual inspection is a tedious task in case of analy zing large nu mber of v ideos and also prone to human error.
Section II b riefly explains the MPEG co mpression, Section III describes the temporal fo rensic of video, Section IV analyses the feature extract ion for mach ine learning, Sect ion V describes machine learn ing techniques like SVM [3] [4] results of the proposed technique. Section VIII concludes the paper followed by Appendix in last section.
II. MPEG COMPRESSION
MPEG [5] [6] [7] is a widely used and popular video compression standard. It is extensively used for video streaming, d igital video broadcasting, security and surveillance related applications. In a MPEG encoded video sequence, any video is considered as a sequence of images. Group of Pictures (GOP) is then defined as a set of video frames that follo w a predefined frame pattern. Frame pattern consists of Intra frames (I), Bi-directional frame (B) and Prediction frame (P). Frame pattern can be of the form IBPIBP, IPPPIPP, IBBPBBPBB etc. It is applied to the who le video sequence. I-frames are used as reference/anchor frame to predict P/B-frames in a GOP. P-frames are predicted fro m preceding I-fra me/P-fra me. B-frames are predicted using preceding and following I/P-frames within a GOP. B-frames can be optional in a video sequence. Fig. 1 demonstrates an inter-frame coding of P-frames and B-frames with in a GOP. [5] , [6] , [7] is eliminated in the similar manner as for a JPEG standard using Discrete Cosine Transform (DCT) and entropy encoding techniques. Motion compensation techniques [5] , [6] , [7] are applied to eliminate temporal redundancies caused due to the motion of objects between frames. Motion estimation computes motion vectors between two frames, to find displacement of objects moving between the frames. Motion compensation uses these motion vectors to predict future P-fra me/B-frame. The difference between the anchor frame and pred icted P-frame fo rms PES for the video. If L is the total nu mber of predict ion error frames in the video and e i be the prediction error of the i th P-frame then PES is given as
, where e(L) [2] .
Prediction error is co mputed between I-frame / Pframe and the predicted frame. I-frames, motion vectors and PES are transmitted as a bit stream to the decoder, instead of the whole video frames. Various video compression standards such as MPEG-2, MPEG-4, H.263, H.264 etc. use these motion compensation techniques.
III. TEMPORAL VIDEO FORENSIC

A. Temporal Attack on Video
In order to delete frames fro m a v ideo, it has to be uncompressed so as to access frames in the video. The frames are then deleted from the uncompressed sequence of images. After delet ing the frames the sequence of images are re-co mpressed to form the M PEG co mpressed video. Fig. 2 shows the flo wchart for frame addition/deletion for an MPEG video. Fig. 3 shows a sample "Carphone" video used in the conducted experiments. 
B. Prediction Error Sequence (PES)
Prediction frame is computed in the MPEG encoder during motion estimation. The p rediction frame is the difference of the reference frame (I/P-frame) and the predicted P-frame. The prediction frame is averaged to obtain the prediction error. The set of pred iction errors computed in a video sequence forms the Prediction Error Sequence (PES) [2] .Th is PES is extracted fro m the temporal properties of the motion co mpensated video. Fig.  4 shows the PES of the original "Carphone" video sequence and Fig. 5 shows the PES of the 6-fra mes deleted "Carphone" video sequence The basic approach followed is to transform a given set of measurements to a new set of statistical feature. Th is reduces the necessary feature space dimension. This task is referred as dimensionality reduction techniques. Using transform-based features will help remove information redundancies from the dataset. The length of PES depends on the number of frames in a video. For v ideo forensic analysis, the number of frames in the video under test may vary fro m the orig inal v ideo. This affects the length of PES in a v ideo. Hence, analysis in frequency domain is better strategy compared to the time do main analysis. The transform coefficients are a suitable candidate to obtain feature vectors. This section explains the use of DCT, DFT, DWT do main coefficients to generate unique feature for temporal video forensic.
A. Discrete Fourier Transform (DFT)
Discrete Fourier Transform (DFT) [1] , [2] ,[8] is an important tool in nu merous applications of d igital signal processing, image processing. Wang and Farid [1] illustrated that DFT can be used to detect video tampering in the video co mpression history. DFT fo r N input samples x(0), x(1), . . . , x(N -1) is defined as, (1) Fig . 6 shows the DFT p lot of the PES for the orig inal "Carphone" video sequence with 250 frames following IPPP frame pattern. Fig. 7 shows the DFT plot of the PES for the 6-frames deleted at the starting position in the "Carphone" video sequence. The DFT of the frame deleted video shows spikes in the DFT p lot. These spikes are the fingerprint of the video frame delet ion and caused due to the process of double MPEG compression [1] . The technique proposed by Wang relies on visual detection of temporal fingerprints in DFT do main. Detecting the peak location by visual inspection is a tedious task in case of analyzing large number of videos and also prone to human erro r. 
B. Discrete Cosine Transform (DC T)
DCT is used in data compression, frequency spectrum analysis and information hid ing. DC T has better energy compaction properties i.e few transform coefficients can represent the majority of the energy in a sequence. Mathematically a DC T of an input sequence x is given as , (2) where, DCT have very good information-packing properties for images. i.e. they concentrate most of the energy in a few coefficients. The [9] represents a signal in t ime-frequency form.DWT is based on subband coding. Digital filtering techniques are utilised to represent a digital signal in time-scale form. The signal to be analysed is passed through filters with different cutoff frequencies at different scales. In DWT, the most prominent informat ion in the signal appears in h igh amp litudes and the low amplitude signals are less prominent informat ion.
To carry out the forensic analysis of the video in question, we need to find or extract unique feature describing overall characteristic of PES vector. DWT is used to generate feature vector for a classifier. Hence, first level DWT is applied on PES to obtain coarse and detail sub-bands. DWT applies low pass filter to form low frequency component, approximate coefficient (cA) and high pass filter to form high frequency component, detail coefficient (cD). The length of cA is L/2 and that of cD is L/2. Then the difference vector signal Di ff(n) = cA(n)-cD(n) , where 1≤n≤L/2 .It is calcu lated in order to extract unique feature γ related to o rig inal or tampered video. Fig. 10 shows the steps for γ ext raction. Figure 10 : γ feature extraction using PES Fig. 11 shows the cA coefficients of the DWT {PES} for the original "Carphone" video sequence with 250 frames fo llowing IPPP frame pattern. Fig. 12 shows the cA coefficients of the DWT{PES} for the 6-frames deleted at the starting position in the "Carphone" video sequence. Fig. 13 shows the cD coefficients of the DWT {PES} for the original "Carphone" video sequence with 250 frames following IPPP frame pattern. Fig. 14 shows the cD coefficients of the DWT {PES} for the 6-frames deleted at the starting position in the "Carphone" video sequence. Figure 16 : |Diff(n)| values for "Carphone" video with 6-frames deleted at the start γ is computed on PES of orig inal v ideos as well as on PES of altered videos after deleting different number of frames e.g. 3, 6, 9 etc. Also experimentally, the γ-values of orig inal and framed deleted videos are found to differ a lot, hence γ can be used as a robust feature for training SVM to classify forged videos.
V. MACHINE LEARNING TECHNIQUES[8]
The real world applicat ions deal with classifying data and recognising patterns from the data. [13] , [14] , [15] etc. These classification algorith ms can be used in digital forensic applications to detect tampering and gather evidences from dig ital content. The proposed technique utilises SVM and Ensemb le based classifiers to classify the tampered video fro m the original video, using the PES.
A. Support Vector Machine
Support Vector Machine is a set of supervised learning methods introduced by Vapnik (1995) and Cortes. It is a learning system that distinguishes between two classes by an optimal separating hyper plane. If the distance between closest input vectors to the hyperplane is ma ximu m and the separation is without any error, the set of vectors are optimally separated.
Kernel methods map data from input space to feature space and perform learning in feature space. The kernel defines the classifier. SVM emp loys numerous kernel functions such as linear, polyno mial, quadratic, rad ial basis function (RBF) and Multilayer perceptron (MLP). These kernel functions are used as approximat ing functions. These functions solve the problem of curse of dimensionality.
The goal of a classification problem is to discriminate between two classes, without loss of generality and SVM helps achieve it. This will help the classifiers to work well on unseen problems. SVM is a robust classification algorith m used for text classificat ion, face recognition and several pattern recognition problems. The robustness ma kes SVM a suitable choice for carrying out classification of v ideo forgery using PES.
B. Ensemble Based Classifier
In mach ine learning, ensembles [13] , [14] , [15] are used as they produce better results in term of accuracy and stability. The idea of ensemble based classifiers is to combine a set of classifiers instead of a single classifier. Weak learners will produce varying results making the classifier unstable and less accurate. The use of mult iple classifiers, instead of a single classifier will reduce bias, because mu ltiple classifiers will learn better. Hence, ensembles are used to improve the performance of these unstable learners. Ensemble based methods are used to detect video tampering with respect to original v ideos using the temporal property of the video (PES).
Ensemb le based classification algorith m are proven to be suitable for mult imedia detection scenarios. In our proposed technique, it is used to classify the videos as either orig inal or fo rged. Ensemb le methods are used to map training data to kernel space. γ feature is used to train the ensemble classifier. Various learning algorith ms are emp loyed by ensembles to imp rove the classifiers performance. Boosting & bagging are the popular ensemble methods.
Boosting [13] [14] [15] is a technique to improve the performance of any learning algorith m. AdaBoost (Adaptive Boosting) is such boosting algorithm formulated by Yoav Freund and Robert Schapire. It is an adaptive algorithm, as it tweaks the classifiers for data misclassified by previous classifiers. Even though the classifiers used may be weak, the algorith m will finally improve the model. The weak classifiers are considered, because they will have negative values in the final aggregation of the classifiers and will work as their inverses.. The technique repeatedly runs a weak learner on various distributed training data. These classifiers can be merged to form a strong classifier, hence reducing the Bagging [13] [14] [15] ensemble is a technique where each classifier is trained on a set of training data that are drawn randomly. The training is again carried out by replacing the training data with a dataset from the original train ing set. This training set is called a bootstrap replicate of the original train ing dataset. In bootstrapping, the replicate consists of average, 63.2% of the original t rain ing set, with mu ltiple p roblems being trained many times. The predictions are made by considering the majority of votes in the ensemble. The aim of bagging is to reduce the error due to variance of the classifier.
VI. THE PROPOSED VIDEO FORENSIC TECHNIQUE
In order to overcome the drawback of the method proposed by Wang & Farid, here we p ropose a novel method to automatically detect video forgery. Also analysing videos is a stressful and cumbersome job for human being. Hence, we propose to apply transforms to PES and extract feature vectors to classify video forgery using machine learn ing techniques like SVM, Ensemble based classifier. Fig. 17 shows the block diagram of our proposed temporal fo rensic method.
Here, we propose a novel technique to detect frame deletion using DWT and SVM, after analy zing the effect on PES in DWT domain (refer section IV). DWT is applied to P-fra me PES to co mpute a new statistical parameter 'γ' as given in equation (3) . This feature is related to the difference vector obtained from first level DWT coarse and detail sub-bands. SVM [3] [4] is already proven as a robust technique to classify original and forged images/videos compared to other classification techniques such as neural networks, decision trees etc. Hence here we use SVM to classify the forged videos fro m the original videos, based on calculated 'γ' values. Experimental results show the robustness of using 'γ' for video forgery detection and also making our scheme scalable over analyzing large number of v ideos automatically, without human intervention. 
A. Experimental Setup
The proposed approach is simulated in MATLAB 7.1. MPEG-2 like encoder [10] by Steve Hoelzer is customized for detecting video alteration. The codec was modified and used for automatic frame deletion and detecting fingerprints in a tampered video using temporal video forensic.The following video sequences [11] were used in the experiments: Carphone, Akiyo, Bowing, Foreman, Grandma, Intros, Mad900, Mother_daughter, News,Pamphlet, Paris,Sign_irene, Silent, Vtc1nw_422 and mthr_dotr. These are uncompressed QCIF v ideos of .y 4m format, with dimensions of 176x144. All the selected videos are of similar nature, co mprised of person carrying out verbal conversation. These videos have lip movement of the person speaking, while the rest of the background is almost static. Each video is tested with a fixed video length of 250 frames. In our simulations, these raw uncompressed videos are first encoded using a fixed length GOP of frame pattern IPPP. The scaling factor used in MPEG co mpression module is set to the fixed value of 31.
The first experiment is carried out on total 16 different .y4m v ideos. Out of which, 10 different v ideos are used in the training phase of SVM and remain ing 6 different videos are used in the testing phase of SVM. The videos selected in SVM training phase are altered by deleting the first 3-frames/6-frames at the beginning of the video sequence and compressed using the MPEG encoder. PES is extracted fro m each video and processed using the DWT to calculate γ fro m the difference vector |Di ff(n)|. Table I represents the γ -values for selected 10 videos with no deletions, 3-frame deleted and 6-fra mes deleted at the start position. These γ-values of selected videos are used to train the SVM in the training phase. Fig.  18 shows the difference in γ-values for original, 3-fra me, 6-frame deleted videos in the beginning position. Table I is also testing using Ensemble based classifier.
Further, another experiment was carried out to test the performance of the proposed forensic technique. The trained SVM was tested for a dataset of 18 test videos with frames deleted at positions from 1 to 30 in the start position of the video sequence. These videos form a dataset of size 30 x 18 = 540 γ -values. Table III shows the extracted γ values of these 18 videos. The trained SVM is used to test these test videos. Also, Ensemble based classifier are used to test these 18 videos. Table I represent the results of the various kernel functions used by the SVM and Ensemble based classifier for detecting video forgery. Table II show that all the five SVM kernel functions: linear, polynomial, quadratic, MLP and RBF detected the original and forged videos correctly. In this thesis, we proposed a novel automatic video forgery detection technique based on double MPEG compression using SVM and Ensemble based classifier in the DWT domain. The PES feature 'γ' related to the difference vector of first level DWT coarse and detail sub bands is proven as a robust training feature for automatic detection of temporal attacks. Expe rimental results shows all the test video samples were correctly detected by both SVM as well as Ensemble based classifier. The proposed scheme exhib its simp ler design and implementation. The experimental results have validated the efficiency of our video forgery detection technique. Also the scheme automates the detection process without the need of human intervention.
B. Result and Analysis
APPENDIX
The .y4m videos [11] used in the experiments as shown in the appendix. Fig. 23(a)-(p) are used in the SVM and Ensemble train ing phase and testing phases. 
