A simple non-stationary paradigm for the dynamics of multivariate returns is discussed.
Introduction
This paper discusses a non-stationary, unconditional approach to understanding the dynamic of multivariate financial returns. Non-stationary modeling has a long tradition in financial econometric literature predating the currently prevalent stationary, conditional paradigm of which the autoregressive conditionally heteroscedastic (ARCH) -type processes and stochastic volatility models are outstanding examples (see for example, Officer [27] or Hsu, Miller and Wichern [17] ). Our work is motivated by growing evidence of instability in the stochastic features of stock returns. More concretely, a growing body of econometric literature (Diebold [4] , Lamoureux and Lastrapes [21] , Simonato [33] , Cai [3] , Lobato and Savin [20] , Mikosch and Stȃricȃ [22] , [23] among others) argues that most of the features of return series that puzzle through their omni-presence, the so called "stylized facts", including the ARCH effects, the slowly decaying sample ACF for absolute returns and the IGARCH effect (for definitions and details see Mikosch and Stȃricȃ [23] ) could be manifestations of non-stationary changes in the second moment dynamic of returns (see also Stock and Watson [36] ). We illustrate our methodology through a detailed analysis of a tri-variate sample of daily log-returns consisting of the foreign exchange rate Euro/Dollar (EU), the FTSE 100 index, and the 10 year US T-bond. The three series are common examples of risk factors one analyze the multivariate dynamic of returns in the non-stationary conceptual framework? We argue that a possible adequate set-up could be that of classical non-parametric regression with fixed equidistant design points (see Campbell et al. [2] 
or Wand and Jones

5
For a definition and examples of the importance of modeling the joint dynamic of risk factors, see for example the RiskMetrics document [31] . Briefly, a common current approach to modeling the joint dynamic of large portfolios of financial instruments consists in reducing the size of the model by relating the movements of a large number of the instruments in the portfolio to a relatively small number of so called risk factors (market indices, foreign exchange rates, interest rates). The modeling then concentrates on describing the dynamics of the risk factors. [16] , Lobato and Savin [20] , Granger and Hyung [14] , Granger and Teräsvirta [15] , Diebold and Inoue [5] , Mikosch and Stȃricȃ [22] , [23] )? In a recent paper, Stȃricȃ and Granger [35] have documented the superiority of the paradigm of time-varying unconditional variance over some specifications of stationary long memory and stationary conditional autoregressive heteroscedastic methodology in 6 Our findings and the modeling methodology that they motivate extend to the multivariate framework the work of Officer [27] and Hsu, Miller and Wichern [17] . The former, using a non-parametric approach to volatility estimation, reports evidence of time-varying second moment for the time series of returns on the S&P 500 index and industrial production. The later modeled the returns as a non-stationary process with discrete shifts in the unconditional variance. Note also that, although the paper only reports the detailed results of an analysis of three risk factors, qualitatively similar results are obtained for a large number of other risk factors.
longer horizon volatility forecasting. Our approach is based on interpreting the slow decay of the SACF/SCCF of absolute returns as a sign of the presence of non-stationarities in the second moment structure.
Our primary goal is to propose an approach that, while capable of explaining the multivariate dynamics of financial data adequately, is simple and easy to implement. For this reason, at each step of our modeling and estimation approach, we deliberately choose simple and well known methodologies rather than complex estimation techniques. Our empirical study, to which a substantial portion of this article is devoted, demonstrates that the non-stationary paradigm is capable of fitting multivariate data accurately and that it outperforms the plain-vanilla specification of the industry standard Riskmetrics in a simulation study of distributional forecasts.
Non-parametric techniques have been extensively used in the econometric literature on financial and macro-economic time series. For example, Rodríguez-Poo and Linton [28] use kernel-based inference technique to estimate the time-dependent volatility structure of residuals of an VAR process. They apply their methodology to macro-economic time series.
Fan et al. [9] also use kernel regression to estimate time-dependent parametric models for means and covariances in a Gaussian setting. These models are time-dependent generalizations of the time-homogeneous, stationary models discussed in Fan and Yao [10] . Unlike these studies, we focus on the the dynamic modeling of the full distribution of multivariate returns and not only on particular features of it (like mean or second moment structure).
We emphasize a non-Gaussian, heavy-tailed modeling of the standardized innovations for an accurate description of the extremal behavior of the multivariate distribution of returns.
The rest of the paper is organized as follows. Section 2 introduces our non-stationary paradigm, Section 3 collects the relevant results from the statistical literature on nonparametric curve estimation. Section 4 discusses a heavy-tail parametric model for the innovation series. In Section 5, the non-stationary paradigm described in Section 2 is used to analyse the dynamics on a tri-variate sample of returns on the foreign exchange rate Euro/Dollar (EU), the FTSE 100 index, and the 10 year US T-bond (the dimension of the multivariate vector of returns has been intentionally kept low to facilitate an in-depths statistical analysis). Section 6 evaluates the performance of our model in forecasting the distribution of multivariate returns. In Section 7 we comment on the relationship between our modeling approach and the RiskMetrics methodology while Section 8 concludes.
A simple non-stationary paradigm for multivariate return modeling
Denote by r k the d × 1-dimensional vector of returns k = 1, 2, . . . , n. ARCH-type models assume that (r k ) is a stationary, dependent, white noise sequence with a certain conditional second moment structure. More specifically, the d × d conditional variance-
is assumed to follow a stationary stochastic process defined in terms of past r's and past H's. Often, it is assumed that
. The common assumptions of the ARCH-type models imply that (r k ) is a strongly stationary sequence. In particular, the unconditional covariance does not change in time (see Stȃricȃ [34] for a discussion on the implications of this assumption on modeling and forecasting univariate index returns).
Our alternative approach assumes (r k ) to be a non-stationary sequence of independent random vectors. More concretely, the distribution of r k is characterized by a changing unconditional covariance structure that is a manifestation of complex market conditions. The covariance dynamics is hence driven by exogenous factors. We emphasize that, in our approach, the presence of autocorrelation structure in absolute (square) returns is explained by a non-stationary covariance structure 7 . To acknowledge the slow nature of the changes, i.e. the persistence in the second moment structure, the covariance is modeled 7 Sequences of independent observations will display spurious autocorrelation structure if there is a break in the unconditional variance. In other words, the presence of autocorrelation structure is not incompatible with the assumption of independence. See Diebold and Inoue [5] and Mikosch and Stȃricȃ [23] .
as a smooth function of time. This approach leads to the following regression-type model 8 :
d×d is an invertible matrix and a smooth function of time, (2.1) (ε k,n ) is an iid sequence of random vectors with mutually independent coordinates,
(The notation is that of the classical non-parametric regression set-up and is motivated by the specific nature of the asymptotic results 9 . We will omit indices n whenever feasible.)
The precise smoothness assumptions on S(t) are discussed in the sequel. The elements of the sequence (ε k,n ) are called the standardized innovations. From (2.1), it follows that
, and
This modeling approach reflects the belief that the distribution of the vector of future returns incorporates a changing pool of information which is partly expressed in the recent past of the time series and the fact that we are not aware of exogenous variables capable of reliably explaining the dynamics of the volatility. In other words, our uncertainty about the form of the model is manifestly expressed in the choice of the non-parametric regression approach. 8 A mean term could be included in model (2.1). Denoting by u k := r k − Er, k = 1, . . . , n, the model would then assume u t to be independent with covariance matrix S(t)S (t), a smooth function of t. We have implemented both procedures, i.e. with and without removing of a mean estimate in a preliminary step, and obtained qualitatively equal results. Hence, in the sequel, we work under the simplifying assumption of a negligeable mean of the return series. 9 Unlike in other fields of statistics, the asymptotic results involve not only an increasing number of observations but also an increase in the frequency with which the unknown function is observed. To attain this goal, the observations are indexed between 0 and 1. In this way an increase in the sample size implies also an increase in the frequency with which we observe the regression function.
Furthermore, we will assume the existence of a smooth 
where the errorsε ij k are iid vectors with independent coordinates, such that Eε
Hence the function Σ(t) can be estimated by standard non-parametric heteroscedastic regression methods for non-random, equidistant design points using the series r k r k , k = 1, . . . , n.
The non-stationary paradigm that we have introduced above can be used both for describing the dynamics of multivariate data as well as for short horizon forecasting. The methodological difference between applying it for data description or for forecasting will become clear in the next section.
Non-parametric smoothing
Our main reference in the context of non-parametric regression is Müller and Stadtmüller [25] on kernel curve estimation in the heteroscedastic regression model Our analysis uses kernel regression smoothing. For an introduction on smoothing estimator and in particular, on kernel estimators, see Section 12.3 of Campbell et al. [2] or 10 The precise smoothness assumptions on V(t) are discussed in the sequel. 11 In words, we assume that the covariance structure and the variance of the covariance are evolving smoothly through time.
Wand and Jones [37] . The following kernel estimator will be used in the various steps of mean and variance estimation in the heteroscedastic regression model (3.1)
where U k stand forσ 2 (t k ), preliminary variance estimates, in the estimation of f := σ 2 (t) and for y k in the estimation of f := µ(t) . The weights W k (t) satisfy
The quantity h > 0 is the bandwidth of the estimator and the kernel function K on (2) Second, we view the preliminary estimates of the variance,σ 2 (t k ) as measurements from the following regression model: (3.5) where the errors˜ k form an m 1 + m 2 -dependent sequence, E˜ k = 0.
The estimator of the variance is then given bŷ (3.6) where the weights W k (t; h) are defined in (3.3).
In the sequel we assume that σ 2 is twice differentiable with a continuous second deriva- (1) The estimated varianceσ 2 (t) satisfies 
for some unspecified positive constant c, uniformly on any compact of the interval (0,1) .
Estimation of the mean in the heteroscedastic regression model. If moreover, µ is twice differentiable with continuous second derivative, Lemma 5.3 of Müller and
Stadtmüller [25] gives the following results forμ He (t; h µ ), the estimator given by (3.2) with f := µ:
(1) The expected value Eμ He (t) satisfies, as n → ∞ and
where
(2) The variance ofμ He (t) satisfies for every t, as n → ∞ and These results apply to the concrete heteroscedastic regressions of interest (2.2) as follows.
The estimator of Σ(t) as given by the heteroscedatic approach described in subsection 3.2
where the weights W k, n are defined in (3.3) . Note that the matrixΣ(t; h) is positive definite by construction.
The estimator of V(t) in (2.2) given by the methodology described in subsection 3.1 iŝ
where the square operation has to be intended component-wise. The weights w l satisfying If the coordinates of S are twice differentiable with continuous second derivatives and
as h → 0, nh → ∞, for some unspecified positive constant c, uniformly on any compact in (0,1).
almost surely, uniformly on any compact in (0,1). Moreover
are approximate (100 − α)% point-wise confidence intervals for σ ij (t), where z α/2 are the (100 − α/2)% normal quantile.
In the analysis of the multivariate return time series in Section 5, a Gaussian kernel is used. We note that, according to our experience, an exponential kernel or the LOESS procedure produce very close results. This is in accordance with the established fact that for the equidistant design set-up, the shape of the kernel function makes little difference; see the monographes by Müller [24] and Wand and Jones [37] .
As we have already emphasized, the non-stationary paradigm under discussion can be used both for understanding the nature of past changes in the dynamics of multivariate data as well as for short horizon forecasting. The methodological difference between the use of the paradigm for data description and that for forecasting consists in the type of kernel used in estimation of the regression function. A symmetric kernel will be used when interested in describing the dynamic of the changes in the historical sample while an asymmetric one, giving weights only to the past and current observations will be applied in the forecasting exercises. See Sections 5 and 6 for detailed applications of the paradigm in the two set-ups.
3.3. Bandwidth selection. The equations (3.7) and (3.8) yield the asymptotic integrated square error (MISE) ofμ He (t), the estimator of µ in (3.1) given by (3.2) :
Minimizing the MISE with respect to the bandwidth h µ yields the globally optimal
The choice of smoothing parameter or bandwidth is crucial when applying non-parametric regression estimators, such as kernel estimators. For this reason we applied a set of different methods of bandwidth selection. Cross-validation is a method based on minimizing residual mean squared error criteria frequently used to infer the optimal smoothing parameter. Another method builds on estimating the asymptotically optimal global bandwidth (3.12) from the data. Since estimators for the residual variance and for an asymptotic expression for the bias (3.7) are plugged into the asymptotic formula (3.12), such selection rules are called 'plug-in' estimators. The functional that quantifies bias is approximated by the integrated squared second derivative of the regression function. This functional is determined by an iterative procedure introduced in Gasser et al. [11] based on a kernel estimatorμ (t; h µ ) for the derivative. Such an estimator has the form (3.2) with the kernel K tailored to estimate second derivatives (see Gasser et al. [12] ; for our application we used the optimal (2,4) kernel).
A heavy-tailed model for the distribution of the innovations
The final step is modeling the distribution of the estimated standardized innovations defined as
withŜ(t), the square root of the estimateΣ(t) of S(t)S (t) in (3.9). One possibility is to use the empirical cumulative distribution function (cdf) ofε as a model for the standardized innovations as done in Barone-Adesi et al. [1] . However, since the estimated standardized innovations are usually heavy tailed (see Section 5.3 for evidence supporting this claim), the use of the empirical cdf 12 will underestimate the probability of extreme standardized innovations and, hence, the risk of extreme returns, with potentially serious consequences for risk managing.
Since we assume the estimated standardized innovations to have d independent coordinates, it is sufficient to specify the distributions ofε i , i = 1, . . . , d. A flexible and parcimonious family of distributions that allow for asymmetry between the distributions of positive and negative standardized innovations and, in addition, for arbitrary tail indices can be defined starting from the Pearson type VII distribution with shape parameter m and scale parameter c; see Drees and Stȃricȃ [8] . The density of this distribution is
Note that f is the density of a t-distributed random variable with ν = 2m − 1 degrees of freedom multiplied by the scale parameter cν −1/2 . This family was also used to model the distribution of financial returns in an univariate stochastic volatility framework by Nagahara and Kitagawa [29] .
12 Using the empirical cdf is tantamount to assuming that the worse case scenarios cannot be any worse than what we have in the sample. Using extreme value techniques for modeling the tails of the innovations allows to extrapolate outside the range of the observed data producing events that are more extreme than the limited history available and that are in line with the distributional features of the observed sample.
According to our experience, this distribution (concentrated on the positive axis) fits well the positive standardized innovations and the absolute value of the negative ones.
Because usually there are about as many positive standardized innovations as there are negative ones, it may be assumed that the cdf of the standardized innovations has median 0. Hence, denoting the densities of the negative and positive standardized innovations
, respectively, the density of the distribution of the coordinates of the standardized innovations is
We refer to the distribution with density (4.15) (that covers the whole real axis) as the asymmetric Pearson type VII and denote its cdf by F V II .
To summarize, for a given coordinate, f V II is determined by four parameters m − , c − , 5. Understanding the dynamics of multivariate returns. An example.
In this section, we apply the methods described in the previous section to the 2927 observations (from January 2, 1990 until September 12, 2001) of the time series of daily returns of three qualitatively different financial instruments: one foreign exchange rate, the Euro/Dollar (EU), an index, the FTSE 100 and an interest rate, the 10 year US T-bond.
The EU and the US T-bond series are available on the site of the US Federal Reserve Board: http://www.federalreserve.gov/releases/. To facilitate a graphical display of the empirical analysis, we conduct our study in a tri-variate setup. Note that similar modeling results have been achieved with higher dimensional vectors of returns.
The goal of the discussion in this section is to provide a picture of the changes in the dynamic of the multivariate vector of returns and to check the quality of the non-parametric paradigm applied in the set-up of modeling. The next section will consider the performance of the paradigm in the forecasting set-up. Note that an SACF/SCCF that displays positive correlations at large lags (like that in 14 . Note thatΣ 1 (t), estimate of S(t)S (t), uses only the information available at day t. This estimator will be used to produce the forecasting results presented in Section 6 15 .
The 95% confidence intervals given by (3.11) are also plotted. Note that the estimated volatilities and correlations that use only the past information belong almost always to the 95% confidence intervals. Hence using only past information seems to yield a rather precise estimates.
14 For the choice of this value, see Section 6.
15 The boundary modification proposed in Rice [30] has been used to take care of the boundary effect. 
of the correlations between the data: EU and FTSE, (Top), FTSE and 10-year T-bond (Middle) and 10-year T-bond and EU (Bottom). The 95% confidence intervals given by
The dependence structure of the standardized innovations. In this section we
analyze the dependency structure of the estimated standardized innovationsε t defined in (4.13). A battery of three tests is used to achieve this goal. In the sequel we are ignoring the fact that the innovations come from a kernel regression and we treat them as if they were directly observed. In doing this we neglect the possible effect of the estimation error on the asymptotic properties of the statistics we present. As a consequence, the p-values of the tests should be interpreted more as upper limits than as precise values.
With this caveat in mind, we begin by verifying that the marginal distributions of the coordinates of the estimated standardized innovationsε i , i = 1, 2, 3, do not change through time. Towards this goal, for a given coordinate i, we split the sample (ε i,t ) in three subsamples of equal length, (ε 
Figure 5.7. SACF/SCCF of the estimated standardized innovations (ε t ). The covariance structure was estimated usingΣ.
In the sequel we use the covariance/autocovariance structure of the estimated standard- at 5% significance levels.
Finally, the hypothesis that the coordinates of the estimated standardized innovations, ε 1 ,ε 2 ,ε 3 are pair-wise independent is tested using Kendall's τ distribution-free statistic. Kendall's τ takes values between -1 and 1 (independent variables have τ =0) and provides an alternative measure of dependence between two variables to the usual correlation.
While the easy-to-compute correlation is the natural scalar measure of linear dependence, Kendall's τ is a valuable measure of dependency also in the case of non-normality and non-linearity. In large samples, as the sample size n goes to ∞,
Therefore Kendall's τ can be used as a test statistic for testing the null hypothesis of independent variables. (For more details on Kendall's τ we refer to Kendall and Stuart [18] .)
The test is applied to all pairs of coordinates (ε i ,ε j ) (i, j = 1, 2, 3, i < j) and all pairs of their absolute values. The null hypothesis is (5.4) H 0 : the random variablesε i andε j are independent.
The resulting p-values are given in Table 5 .10. For all pairs the hypothesis of independence (5.4) is not rejected at usual statistical levels of significance..
At this point, we conclude that the battery of test described above do not reject the hypothesis that the estimated standardized innovations (ε t ) is a stationary sequence of iid vectors with independent coordinates. Table 5 .12 show that the estimated standardized innovations have tails that are heavier than normal tails.
We continue with the parametric modeling of the marginals of the estimated standardized innovations (ε t ) as asymmetric Pearson type VII heavy tailed distributions. is the sample fourth moment of (ε i ). The second estimate is the variance of the estimated asymmetric Pearson type VII given by (4.15). Since the variance of any coordinate is a function of the parameters reported in Table 5 .13, the standard deviation for this variance estimate is obtained from the covariance matrix of the MLE estimates using the delta method. The three pairs of point estimates together with the standard deviations are reported on the left half of Table 5 .14. The right half of the same table reports the sample covariance together with the corresponding standard deviation. According to the values in Table 5 .14 the hypothesis that V ar(ε t ) = I d is not rejected at the 5% significance level. Table 5 .12. The hypothesis is not rejected at usual levels of significance.
Empirical
The plots in Figure 5 .15 and the results in Table 5 .12 provide evidence that the parametric family described by (4.15) is indeed an appropriate model for the estimated standardized innovations (ε t ) .
This concludes the evaluation of the goodness of fit of the model (2.1). The statistical analysis seems to show that the model provides an overall good description of the multivariate data set considered. We now direct our attention towards evaluating the forecasting performance of the non-stationary paradigm.
Forecasting multivariate returns
In this section we discuss aspects related to forecasting the multivariate returns using the non-stationary paradigm described in Section 2. We emphasize that we are interested in forecasting the whole distribution of the vector of future returns and not only the second moment structure.
We begin by specifying the m-day ahead forecasting methodology. Then we check the quality of our 1-day multivariate distributional forecasts. We end the section with a comparison (in the univariate framework) between the forecasting behavior of the industry standard Riskmetrics and that of our methodology on randomly generated portfolios containing the three instruments EU, the FTSE, and the US T-bond at one-day, ten-day and twenty-day horizons. In other words, since the covariance matrix evolves slowly through time, to produce the m-day ahead forecast, the next m multivariate returns are assumed iid with a covariance matrix and parameters of the distribution of the standardized innovations estimated on recent past data.
For our forecasting exercise we use the one-sided-kernel estimate of the unconditional covariance matrix S(·)S (·) defined in (5.1). While the theoretical discussion in Section 2 focused on symmetric kernels, similar results are available for estimators of the type (5.1) (see Gijbels, Pope and Wand [13] for the homoscedastic case). In particular, the bias and the variance of these estimators are also given by (3.7) and (3. For evaluating the forecasting performance the sample is split in two: the first 1000 observations are used to produce the initial parameter estimates while the remaining 1926 observations are used to check the goodness of fit of the distribution forecast.
For an informed decision on the bandwidth to be used in the estimation of the unconditional covariance matrix (5.1), the cross-validation was run (using only the first 1000 16 Cross-validation mistakes the smoothness of the series caused by positive correlation for low variability, yielding bandwidth choices usually smaller then than the optimal one. While this can be disastrous in mean estimation, it is the correct type of behavior in the forecasting context since averaging over a small number of past observations is more likely to be close to the next value in the series when there are positive correlations. 6.3. Univariate density forecast evaluation. We conclude this section with a distributional forecast comparison in a univariate framework. The comparison is done between the industry standard RiskMetrics and the approach described in Section 6.1 for forecasting horizons of one, ten and twenty days. Both methodologies are used to produce daily distributional forecasts for the returns of randomly generated portfolios containing the (by now familiar) three financial instruments. More specifically, for a given day t, the two approaches are first used to produce two multivariate distributional forecasts for the next day vector of returns. For RiskMetrics, the distributional forecast is The results of these simulations are summarized in Figure 6 .8 where the percentage of p-values smaller than 5% for m = 1, m = 10 and than 10% for m = 20 is reported 18 . For a given test, the first bar concerns RiskMetrics while the second one refers to the forecasting methodology described in Section 6.1. It is interesting to notice that, for one-day ahead forecasting, for almost 90% of the portfolios, plain-vanilla RiskMetrics fails (at the 5% level) the variance test. This should be compared to the 94% acceptance rate for our methodology. Moreover, 25% of the sequences (F For m = 10 and m = 20, the empirical percentage of p-values for the last two tests were, for both methods, below the fixed theoretical level of 5% for ten-day forecasts and 10% for the twenty-day forecasts 19 . For the variance test, this is not surprising, since, due to averaging, for ten-and twenty-day returns, the multivariate normality assumption of RiskMetrics is more adequate than for daily returns. However, the normality tests show once again the superiority of our methodology over the plain-vanilla RiskMetrics 20 . As mentioned before, comparisons involving other RiskMetrics specifications of the conditional distribution are under study and the results will be reported elsewhere.
RiskMetrics vs. non-parametric regression
We conclude with a few remarks on the relationship between our approach and RiskMetrics. Univariately, the probabilistic model that forms the basis of RiskMetrics forecasting methodology outlined in (6.3) and (6.4) is the following conditional, multiplicative process according to Section B.2.1 of the Appendix B of [31] . This specification is, up to a constant term, that of a IGARCH process explaining why in the literature the RiskMetrics model is often thought of as being an IGARCH model. 19 For this reason, they are not reported in the graphs in the center and right of Figure 6 .8. 20 This forecasting methodology has been thoroughly investigated in the univariate case in a companion paper by Drees and Stȃricȃ [8] . There the authors show by the example of the S&P 500 time series of returns that this apparently structureless forecasting methodology outperforms conventional GARCH-type models both over one day and over time horizons of up to forty days.
From a probabilistic point of view, the model (7.6) and (7.7) is faulty. Results by Kesten [19] and Nelson [26] imply that a time series evolving according to the dynamics (7.6) and Besides providing a solid statistical framework, the set-up of the non-stationary paradigm introduced in Section 2 allows for a optimal choice of the bandwidth, motivated by results from the statistical theory of curve estimation. By contrast, the choice of the parameters λ and l is empirical.
While the volatility forecasts by the RiskMetrics methodology are similar to ours, the assumption of normal innovations is too restrictive to yield accurate forecasts of the distribution of future returns. This has also been observed in [31] . In Appendix B of the RiskMetrics document normal mixture models or GED models for the innovations are proposed. However, these alternative models lack two features that are essential for a successful fit of many real data sets: they do not allow for asymmetry of the distribution of innovations and they assume densities with exponentially decaying tails, thus excluding heavy tails.
Conclusions
In this paper a simple multivariate non-stationary paradigm for modeling and forecasting the distribution of returns on financial instruments is discussed.
Unlike most of the multivariate econometric models for financial returns, our approach supposes the volatility to be exogenous. The vectors of returns are assumed to be independent and to have a changing unconditional covariance structure. The methodological frame is that of non-parametric regression with fixed equidistant design points where the regression function is the evolving unconditional covariance. The vectors of standardized innovations have independent coordinates and asymmetric heavy tails and are modeled parametrically. The use of the non-stationary paradigm is exemplified on a tri-variate sample of risk factors consisting of a foreign exchange rate Euro/Dollar (EU), an index, FTSE 100 index, and an interest rate, the 10 year US T-bond. The paradigm provides both a good description of the changes in the dynamic of the three risk factors and good multivariate distributional forecasts.
We believe that the careful parametric modeling of the extremal behavior of the standardized innovations makes our approach amenable for precise VaR calculations. Evaluating its behavior in these settings is, however, subject of further research.
