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MIN-MAX FORMULAS FOR NONLOCAL ELLIPTIC OPERATORS
NESTOR GUILLEN AND RUSSELL W. SCHWAB
Abstract. In this work, we give a characterization of Lipschitz operators on spaces of C2(M)
functions (also C1,1, C1,γ , C1, Cγ) that obey the global comparison property– i.e. those that
preserve the global ordering of input functions at any points where their graphs may touch,
often called “elliptic” operators. Here M is a complete Riemannian manifold. In particular,
we show that all such operators can be written as a min-max over linear operators that are a
combination of drift-diffusion and integro-differential parts. In the linear (and nonlocal) case,
these operators had been characterized in the 1960’s, and in the local, but nonlinear case– e.g.
local Hamilton-Jacobi-Bellman operators– this characterization has also been known and used
since approximately since 1960’s or 1970s. Our main theorem contains both of these results
as special cases. It also shows any nonlinear scalar elliptic equation can be represented as an
Isaacs equation for an appropriate differential game. Our approach is to “project” the operator
to one acting on functions on large finite graphs that approximate the manifold, use non-smooth
analysis to derive a min-max formula on this finite dimensional level, and then pass to the limit
in order to lift the formula to the original operator. This is the Director’s cut, and it contains
extra details for our own sanity.
1. Introduction and Background
Consider a Lipschitz map I : C2b (Rd) → Cb(Rd) with the property that given any functions
u, v ∈ C2b (Rd) and a fixed x ∈ Rd such that u ≤ v everywhere with u(x) = v(x), then
I(u, x) ≤ I(v, x).
Such a map is said to satisfy the global comparison property (GCP). Some of the most basic and
frequently encountered maps with the GCP might be
I(u, x) = |∇u(x)|, I(u, x) = ∆u(x), and I(u, x) = max
Aa≥0
(
tr(AaD2u(x))
)
in the local case, or
I(u, x) =
∫
Rd
(u(x+ h)− u(x))K(x, h)dh, with K(x, h) ≥ 0,
in the nonlocal case. For these and similar operators (e.g. general integro-differential or drift
diffusion operators), it is straightforward to confirm the GCP because it follows immediately
from their explicit formulas.
In this work, we prove a result in the reverse direction, i.e. we show that any (nonlinear) Lips-
chitz map I with the GCP, plus minor and reasonable technical assumptions, has a representation
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2 N. Guillen, R. Schwab
as a min-max of Le´vy operators similar to those mentioned above, as presented in Theorem 1.6.
That is, I can be written as
I(u, x) = min
a
max
b
{fab(x) + Lab(u, x)}, (1.1)
where each Lab is an operator of Le´vy type, meaning that
Lab(u, x) = tr(Aab(x)D2u(x)) +Bab(x) · ∇u(x) + Cab(x)u(x)
+
∫
Rd\{0}
u(x+ y)− u(x)− 1Br0 (0)(y)∇u(x) · y µ
ab
x (dy),
where fab, Aab, Bab, Cab ∈ L∞(Rd) are Borel functions (with norms uniform in ab), Aab ≥ 0, and
µabx are Borel measures on Rd \ {0} such that
sup
ab
sup
x
∫
Rd\{0}
min{1, |y|2}µabx (dy) <∞.
The setting of the main result is more general, and it covers operators I : C2b (M)→ Cb(M) where
M is a complete Riemannian manifold, see Section 1.1 for a full description. Such a min-max
characterization for nonlocal, nonlinear operators has been relatively widely known as an open
problem in the field of nonlocal equations for a few years, and min-max representations play a
fundamental role in many results, which we mention in the Background and Existing Results,
Sections 1.2, 1.3, and 1.4.
Example (Dirichlet to Neumann Maps) An important class of examples is given by
the Dirichlet to Neumann maps for fully nonlinear elliptic equations. Consider, for instance, a
bounded domain Ω with a C2 boundary. Under mild assumptions on F , the Dirichlet problem{
F (D2U) = 0 in Ω
U = u on ∂Ω
has a unique viscosity solution U ∈ C1,α(Ω¯), whenever u ∈ C2(∂Ω) (for some α > 0 independent
of u). This defines a map
I : C2(∂Ω)→ C(∂Ω)
obtained by setting I(u, x) := (∇U(x), n(x)) (i.e. ∂nU), where n is the inner normal to ∂Ω at
x. Using the comparison principle for F , it is straightforward to see that this map I has the
global comparison property, and boundary regularity theory for U shows that the mapping is
indeed Lipschitz. In particular, our main result applies to the Dirichlet to Neumann map, even
for nonlinear equations. In a forthcoming paper, the min-max formula and boundary estimates
for elliptic equations are used to analyze these operators in detail.
Example (Isaacs-Bellman equations) Given linear operators {Lab}ab each satisfying the
global comparison property, one may consider equations of the form
I(u, x) = 0, where I(u, x) := min
a
max
b
Lab(u, x).
These are known as Isaacs-Bellman equations, and they arise in stochastic control (e.g Bellman,
[5] for first order equations), or zero sum games (e.g. Isaacs [29] or Elliott-Kalton [16]). The
original references dealt mainly with first order equations, but second order examples quickly
followed; see e.g. [24]. It is easy to see that such an operator must satisfy the global comparison
property, as it is preserved from Lab through the min-max. Our main result can be seen as
the converse assertion: we show that every Lipschitz operator for which the global comparison
property holds corresponds to an Isaacs-Bellman equation for an appropriate family of Markov
processes.
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1.1. Statement of The Main Results.
Definition 1.1. Given a set X and functions u, v : X → R, it is said that u touches v from
below at x0 ∈ X if
u(x) ≤ v(x), ∀ x ∈ X,
u(x0) = v(x0).
If the inequality is reversed, it is said that u touches v from above at x0.
Definition 1.2. Consider a set X and let F ⊂ RX be a class of real valued functions defined
over X. Given a (possibly nonlinear) operator
I : F ⊂ RX → RX ,
I is said to satisfy the global comparison property (GCP) if whenever u ∈ F touches v ∈ F
from below at x0 we have the inequality
I(u, x0) ≤ I(v, x0).
Remark 1.3. It is clear that the set of maps having the global comparison property is convex
and closed with respect to (u, x)-pointwise limits, i.e. for limits In → I in the sense that
lim
n→0
In(u, x) = I(u, x) ∀ u ∈ F , and ∀x ∈ X.
Our goal is to prove a representation theorem for nonlinear operators with the GCP. In order
to include examples such as the nonlinear Dirichlet-to-Neumann mapping mentioned above, the
main result necessarily deals the case that X is a Riemannian manifold (in that example, X =
∂Ω).
Definition 1.4. Let (M, g) be a d-dimensional C3 Riemannian manifold with injectivity radius
r0 > 0, let expx denote the exponential map based at x ∈ M , and fix some x ∈ M . A linear
functional, Lx ∈ (Cβb (M))∗, is said to be a functional of Le´vy type based at x ∈ M if Lx(u) has
the following form
Lx(u) = tr(A∇2u(x)) + (B,∇u(x))gx + Cu(x)
+
∫
M\{x}
u(y)− u(x)− 1Br0 (x)(y)(∇u(x), exp
−1
x (y))gx µ(dy), (1.2)
where A : (TM)x → (TM)x is a linear self-adjoint map such that A ≥ 0, B ∈ (TM)x, C ∈ R
and µ is a Borel measure in M \ {x} such that∫
M\{x}
min{1, d(x, y)2} µ(dy).
Remark 1.5. When M is given by the Euclidean space Rd, the exponential at x mapping simply
becomes y → x+ y, and so the last term in (1.2) takes the more commonly seen form of∫
Rd\{x}
u(y)− u(x)− (∇u(x), y − x)1B1(x)(y) µ(dy),
where µ is a Borel measure in Rd \ {x} such that∫
Rd\{0}
min{1, |x− y|2} µ(dy).
We are now ready to state our main results.
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Theorem 1.6. Let (M, g) be as in Definition 1.4, and let β ∈ [0, 2]. Let Cβb (M) be one of the
Banach spaces C0,βb (M) or C
0,1(M) if β ∈ (0, 1); C1b (M) if β = 1; C1,β−1b (M) if β ∈ (1, 2);
C1,1(M) or C2b (M) if β = 2. Let I
I : Cβb (M)→ Cb(M)
be a Lipschitz map having the global comparison property, and that satisfies the additional as-
sumption that there is a modulus, ω with ω(r)→ 0 as r →∞, such that for all r large enough,
∀u, v ∈ Cβb , ‖I(u)− I(v)‖L∞(Br) ≤ C‖u− v‖Cβ(B2r) + Cω(r)‖u− v‖L∞(M). (1.3)
Then, I has the following min-max representation (proved in Section 4)
I(u, x) = min
v∈Cβb
max
Lx∈KLevy(I)
{I(v, x) + Lx(u− v)}, (1.4)
where KLevy(I) is a collection of Le´vy type linear functionals on Cβb (M), as in Definition 1.4 and
(1.2). Moreover, the norm of each Lx is bounded by the Lipschitz norm of I. The formula (1.4)
holds for u in different spaces, depending upon the domain of I. The cases are for respectively
the domain of I and the type of u for which (1.4) holds are: domain is C2b , u ∈ C2b ; domain is
C1,1, u ∈ C2b ; domain is C1,γb , u ∈ C1,γ+εb for any 0 < ε < 1− γ; domain is C1b , u ∈ C1,εb for any
0 < ε < 1; domain is Cγb , u ∈ Cγ+ε for any 0 < ε < 1− γ.
Proposition 1.7. In the min-max formula of (1.4), not only do the functionals Lx have the
Le´vy-type form of (1.2), but they also reduce to simpler cases on β as follows:
(1) if β = 2 or Cβ = C1,1(M), then all terms in (1.2) may be present;
(2) if β ∈ [0, 2), excluding the case C1,1(M), but including the cases of C1 and C0,1, then
Aab ≡ 0 for all x ∈M ;
(3) if β ∈ [0, 1) excluding the case C0,1, then both Aab ≡ 0 and Bab ≡ 0 for all x ∈M .
A stronger version of the min-max holds if one imposes a further assumption on I,
∀ K ⊂⊂ Cβb (M), the family
{
x→ I(v + u, x)− I(v, x)‖u‖
Cβb (M)
}
u,v∈K
is equicontinuous (1.5)
This assumption is satisfied if one assumes that I is a Lipschitz map from Cβb to the Ho¨lder space
Cαb (for any α > 0), or even a space C
ω
b , where ω is some modulus of continuity.
Theorem 1.8. Suppose that, in addition to the assumptions of Theorem 1.6, the operator I
satisfies (1.5). Then, there is a family L of linear operators from Cβb to Cb, such that
I(u, x) = min
v∈Cβb
max
L∈L
{I(v, x) + L(u− v, x)}, (1.6)
Furthermore, for each x ∈ M , the functional defined by L(·, x) belongs to the same class of
functionals KLevy(I) above.
Remark 1.9. In the case that I is linear, Theorem 1.6 was shown by Courre´ge, for M = Rd
[15, Theorem 1.5], and by Bony-Courre`ge-Priouret for an arbitrary d-dimensional manifold [6].
In fact, those works showed the result holds simply when L is a continuous linear operator from
C2 to C, endowed with the non-Banach space topology of local uniform convergence on compact
sets.
Remark 1.10. If the operator I in Theorem 1.6 is convex, then the min-max formula simplifies
to a max formula, see Lemma 4.34, and if I is linear, then there is no min-max.
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Remark 1.11. As suggested by the result of Theorem 1.6, the GCP imposes significant structure
on I. A good example of this, is that in fact I must depend on the Cβb -norm in a very particular
way. For example, one possible estimate that can be shown (not exactly the one we use, but
illustrative enough) is for a fixed x,
|I(u, x)− I(v, x)| ≤ C(R)‖I‖
Lip(Cβb ,Cb)
(
‖u− v‖Cβ(BR(x)) + ‖u− v‖L∞(M)
)
.
A similar type of splitting of the estimate on the right hand side between Cβb and L
∞ turns out to
be fundamental to our method, and we explain it in detail in Section 4.2. We note for the reader
familiar with the integro-differential theory that if I were already known to be of the Le´vy form
(1.2), then this decomposition is immediate for β = 2 (also for operators that are a min-max of
(1.2) with uniform bounds on the ingredients).
1.2. Background. There are several precedents for this result. It was shown by Courre`ge [15]
that a bounded linear operator C2(Rd)→ C(Rd) has the global comparison property if and only
if it is of Le´vy type, in (1.2), which was later extended to linear operators on functions in a
manifold M in work of Bony, Courre`ge, and Priouret [6]. A related result by Hsu [28] provides a
representation for the Dirichlet to Neumann map for the Laplacian in a smooth domain Ω, and
this corresponds to studying the boundary process for a reflected Brownian motion. After a time
rescaling, the boundary process is a pure-jump Le´vy process on the boundary, and it’s generator
is of the form
L(u, x) = b(x) · ∇τu(x) +
∫
∂Ω\{x}
(
u(y)− u(x)− 1B1(x)(y)∇τu(x) · (y − x)
)
k(x, y) dσ(y),
where ∇τ denotes the tangential gradient, b(x) is a tangent vector field to ∂Ω, σ is the surface
measure, and k is comparable to |x− y|−d−1 for |x− y| small. An interesting family of nonlocal
operators on Riemannian manifolds are the fractional Paneitz operators, which are also confor-
mally invariant; recently, such operators have been studied in relation to Dirichlet to Neumann
maps by Chang and Gonzalez [11] and Case and Chang [10]; these linear operators satisfy the
GCP, under certain curvature conditions. A related (nonlinear) Dirichlet to Neumann operator
arising in conformal geometry is the boundary operator for the fully nonlinear Yamabe problem
on manifolds with boundary [39].
If I is not necessarily linear but happens to satisfy the stronger local comparison principle,
there are min-max results by many authors, e.g. Evans [19], Souganidis [47], Evans-Souganidis
[21] and Katsoulakis [32]. In this case, the operator takes the form,
I(u, x) = F (x, u(x),∇u(x), D2u(x)),
where F : Rd × R× Rd × Sym(Rd)→ R can be expressed as
F (x, u, p,M) = min
a
max
b
{tr(Aab(x)M) +Bab(x) · p+ Cab(x)u+ fab(x)}.
This was extended to even include the possibility of weak solutions acting as a local semi-group
on BUC(Rd), related to image processing, in Alvarez-Guichard-Lions-Morel [1], and to weak
solutions of sets satisfying an order preserving set flow by Barles-Souganidis in [3]. In [1] it was
shown under quite general assumptions that certain nonlinear semigroups must be represented
as the unique viscosity solution to a degenerate parabolic equation. Recent work of Gilboa and
Osher [26] has explored the practical advantages of image processing algorithms that are not
local. Thus, the family of nonlinear local elliptic operators has a simple description, and hence
the representation of Lipschitz operators in the local case is more or less complete. So far, very
little has been said about operators that don’t necessarily have the local comparison principle,
but only the weaker version that is the GCP (i.e. operators containing a nonlocal part).
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1.3. Some examples of the advantage of a min-max. Using an equation that involves a
min-max of linear operators of course goes back to studying differential games, where the equation
gives information about the value and strategies of the game. However, here we briefly list some
results where the flow of information is reversed: beginning with a nonlinear PDE, some results are
more easily (or only) attainable after the solutions (sub or super solutions) are represented as value
functions for certain differential games– via the dynamic programming principle. Some very early
results on existence for solutions to nonlinear first order equations utilized the properties of the
value function in a stochastic differential game and the vanishing viscosity method in Fleming [23]
and Friedman [25]. Also, solving some similar nonlinear equations, the accretive operator method
of Evans [18] utilized a convenient min-max structure. More refined properties of Hamilton-Jacobi
equations, such as “blow-up” limits appear in Evans-Ishii [17] and inequalities for directional
derivatives of solutions in Lions-Souganidis [41]. Applications to the structure of level sets,
geometric motions, “generalized” characteristics, and finite domain/cone of dependence appear
in Evans-Souganidis [21]. Some constructions of finite difference schemes in e.g. Kuo-Trudinger
[37] utilized the fact that second order uniformly elliptic equations are necessarily a min max of
linear operators in order to choose appropriate stencil sizes; and a min-max was used by Krylov
[36] to produce a rate of convergence for some approximation schemes. The Lions-Papanicolaou-
Varadhan preprint for homogenization of Hamilton-Jacobi equations [40] used the fact that any
semigroup with the properties inherited by the homogenized limit must be a translation invariant
Hamilton-Jacobi semigroup of viscosity solutions– a result very close in spirit to the one we show
for nonlocal equations (see [40, Section 1.2] and work of Lions cited therein). Katsoulakis [32]
used a min-max to leverage the value function of a stochastic differential game to show existence
of a viscosity solution and its Lipschitz/Ho¨lder regularity properties. More recently, Kohn-Serfaty
exploited a min-max structure to make a link between solutions of fully nonlinear second order
parabolic equations and a class of deterministic two-player games in the papers [33] and [34]
(as opposed to the already known link with stochastic differential games). All of these results
mentioned above are solely in the context of local equations.
1.4. Nonlocal results that assume a min-max. One of the reasons why there is such a strong
link between nonlinear elliptic PDE and min-max formulas associated with differential games is
that it turns out the property of being a unique viscosity solution of such an equation is more or
less equivalent to satisfying a dynamic programming principle/equation. Thus, it is natural that
even though in the nonlocal setting, no min-max formula for general operators was known to
exist, many results assume their operators to have a min-max structure. Some of these examples
are as follows. Some uniqueness theorems for viscosity solutions (weak solutions) to somewhat
general nonlinear and nonlocal equations assume the operator to have a min-max structure in
both Jakobsen-Karlsen [30] and Barles-Imbert [2]. Caffarelli-Silvestre [7, Sections 3 and 4] assume
a min-max structure of their equations in proving some properties of viscosity solutions– but the
main result of the paper, [7] does not make a min-max assumption. Silvestre [46] assumes the
min-max in proving regularity results for critical nonlocal equations, where the nonlocal term
is of order 1, the same as the drift. One of the authors in [43] and [44] assumes the nonlocal
operators to have a min-max so as to be able to set-up a corrector equation in homogenization for
some nonlocal problems. Furthermore, in [43] and [44] a homogenized limit equation is proved
to exist, but it is only known as an abstract nonlinear nonlocal operator of a certain ellipticity
class, and its precise structure is left as an unresolved question. Also, in connection to the known
results for local Hamilton-Jacobi equations, Koike-S´wi
‘
ech [35] showed that the value function for
some stochastic differential games driven by Le´vy noise is indeed the unique viscosity solution of
the related nonlocal Isaacs equation. Thus, Theorem 1.6 in our current work can be seen as a
sort of a posteriori justification for the existing min-max assumptions in the nonlocal literature.
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1.5. Notation. Here we collect a table of notation that is used throughout the work.
Notation Definition
M Complete Riemannian manifold
d dimension of M
d(x, y) Geodesic distance on M
TM , (TM)x The tangent bundle to M and the tangent space at x ∈M
expx The exponential map of the manifold M
r0 a lower bound for the injectivity radius of M
Q,Q′, . . . cubes in some tangent space (TM)x
Q∗ cube concentric with Q whose common length is increased by a factor of 9/8
∇2u(x) the Hessian of u over M
∇a, ∇ab components of covariant derivatives on M w.r.t. a chart (e.g [27])
∇1nu(x) a discrete gradient over the finite set G˜n
∇2nu(x) a discrete Hessian over the finite set G˜n
Cb(M) functions which are continuous and bounded in M , with the sup-norm
C2b (M) functions for which ∇2u is continuous and bounded in M , with the sup-norm
Cβb (M) Any of: C
2
b (M), C
1,1(M), C1,β−1b (M) if 1 ≤ β < 2, C0,1(M), or C0,βb (M) if β < 1
Cβc (M) functions in C
β
b (M) that have compact support
Xβn (M) finite dimensional subspace of C
β
b (M) given by a Whitney extensionL(X,Y ) space of linear operators
hull(E) convex hull of the set E
l(p, x; y) a “linear” function with gradient p, centered at x (Def 3.13)
q(D,x; y) a “quadratic” function with Hessian D, centered at x (Def 3.13)
pβu,k a “polynomial” approximation to u using l and q (eq (3.14))
ρ a smooth approximation to min(t, 1), can be fixed for the entire work (Def 4.14)
ηδx, η˜
δ
x smooth approximations to 1Br0 (x) and 1{x} (Def 4.22).
1.6. Outline of the rest of the paper. In Section 2 we prove a “finite dimensional” version
of Theorem 1.6 for operators acting on functions defined on a finite graph. In Section 3 and
Section 4 we use finite dimensional approximations to extend the min-max formula to the case of
a Riemannian manifold, proving Theorem 1.6. Finally, in Section 5 we mention several reasonable
questions that could be addressed and which are directly related to our main result.
2. The min-max formula in the finite dimensional case
A cornerstone of our proof relies on the fact that in the finite dimensional setting, min-max
representations for Lipschitz functions are known. Later we will produce a finite dimensional
approximation to the original operator, I, and we will then invoke the tools from the finite
dimensional setting. Here we collect the necessary theorems we need, and present them in a
context that is consistent with our subsequent application.
Consider a finite set G, let C(G) = RG denote the space of real valued functions defined on
G. In this finite dimensional setting the characterization of linear maps satisfying the global
comparison property is elementary. Thus, the importance of this section is not to establish a new
result for Lipschitz maps, but rather to present all of the results in a way that will match our
needs for extending the min-max to the infinite dimensional case.
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Lemma 2.1. Any bounded linear map L : C(G)→ C(G) can be expressed as follows
Lu(x) = c(x)u(x) +
∑
y∈G, y 6=x
(u(y)− u(x))K(x, y) ∀ x ∈ G,
where K(x, y) : G × G → R, c : G → R. If it happens that L also satisfies the GCP, then
K(x, y) ≥ 0 for all x, y ∈ G.
Proof. Consider the “canonical basis” of C(G), {ex}x∈G, where for each x ∈ G,
ex(y) =
{
1 if x = y,
0 otherwise.
This means that we can write u as
u(x) =
∑
y∈G
u(y)ey(x).
Then, for a generic u ∈ C(G), we can use the linearity of L to write
(Lu)(x) =
∑
y∈G
u(y)(Ley)(x),
= u(x)(Lex)(x) +
∑
y 6=x
u(y)(Ley)(x).
This can be rewritten as follows,
(Lu)(x) = u(x)(Lex)(x) + u(x)
∑
y 6=x
(Ley)(x)
− u(x)
∑
y 6=x
(Ley)(x)
+∑
y 6=x
u(y)(Ley)(x),
= u(x)
(Lex)(x) +∑
y 6=x
(Ley)(x)
+∑
y 6=x
(u(y)− u(x))(Ley)(x).
Let us define then
K(x, y) := (Ley)(x), ∀ x, y ∈ G,
c(x) := (Lex)(x) +
∑
y 6=x
(Ley)(x), ∀ x ∈ G.
Now, suppose we are in the special case that L has the GCP. Observe that ex(y) ≥ 0 with
ex(y) = 0 whenever x 6= y, with this in mind, and recalling that L satisfies the global comparison
property, it is clear that
K(x, y) = (Lex)(y) ≥ 0, ∀ y 6= x,
and the lemma is proved. 
If I is nonlinear but Lipschitz, the above characterization can be extended as a min-max
formula. We will use some machinery from nonsmooth analysis (see Clarke’s book [14]). In
particular, we will be making extensive use of the generalized Jacobian and some of its properties.
Note we give it a slightly different name than the one used in [14].
Definition 2.2 ([14] Def 2.6.1). For I : C(G) → C(G), the Clarke differential of I at u is
defined as the set
DI(u) = hull
{
lim
k→∞
DI(uk) : where uk → u and DI(uk) exists for each k
}
.
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Here “lim” is simply interpreted as the limit of a sequence of matrices (since this takes place in
a finite dimensional vector space), and DI(un) is the (Fre`chet) derivative of I at un. Given a
set E in a normed vector space, “hull(E)” denotes the smallest closed convex containing it.
It will also be convenient to have notation for the collection of all differentials:
Definition 2.3 (Full differential of I). For I : C(G)→ C(G), the full differential of I is the
set
DI = hull
 ⋃
u∈C(G)
DI(u)
 .
The main result of this section is the observation (which is more or less well known) that
Lipschitz maps have a min-max structure. We record it here in a format that is useful to our
subsequent approximations to I.
Lemma 2.4. Let I : C(G)→ C(G) be a Lipschitz map. Then, for any u ∈ C(G) and x ∈ G,
I(u, x) = min
v∈C(G)
max
L∈DI
{I(v, x) + L(u− v, x)} , (2.1)
where DI is as in Definition 2.3. This can equivalently be written as
I(u, x) = min
a
max
b
fa(x) + u(x)cab(x) + ∑
y∈G, y 6=x
(u(y)− u(x))Kab(x, y)
 . (2.2)
If I happens to have the GCP, then it also holds that Kab(x, y) ≥ 0.
We first list some key properties of I before we prove Lemma 2.4.
Proposition 2.5. The GCP is inherited under differentiation. Namely, if I : C(G) → C(G) is
a Lipschitz mapping that has the GCP, then the same is true of any L : C(G)→ C(G) in DI.
Proof. Assume first that I is differentiable at u and let Lu denote the derivative of I at u. Then,
d
dt
|t=0 (I(u+ tφ, x)− I(u, x)) = Lu(φ, x), ∀ φ ∈ C(G), x ∈ G.
If φ(x) ≤ 0 for all x and φ(x0) = 0 for some x0, it follows that (for every t > 0) u+ tφ touches u
from below at x0, therefore (since I has the GCP)
I(u+ tφ, x0) ≤ I(u, x0), ∀ t > 0
⇒ Lu(φ, x0) ≤ 0.
It follows Lu has the GCP. By definition, any L ∈ DI is a convex combination of limits of such
Lu. Then, by Remark 1.3 we conclude that any L ∈ DI also has the GCP, and the proposition
is proved.

The following result is a very useful fact of the Clarke differential, and it shows that the
differential set enjoys the mean value property.
Proposition 2.6. Let I : C(G) → C(G) be a Lipschitz function. Then, for any u, v ∈ C(G)
there exists some L ∈ DF such that
I(u)− I(v) = L(u− v).
Proof. See [14, Chapter 2, Proposition 2.6.5] for the proof.

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With these previous results in hand, we can now prove the main Lemma of this section.
Proof of Lemma 2.4. For any v ∈ C(G), define an operator Kv : C(G)→ C(G) as follows
Kv(u, x) = max
L∈DI
{I(v, x) + L(u− v, x)} .
First, let us show that
I(u, x) = min
v∈C(G)
Kv(u, x). (2.3)
Since Ku(u, x) = I(u, x) for every u and x it holds that I(u, x) ≥ min
v∈C(G)
Kv(u, x).
Next, by Proposition 2.6 it follows that for any u, v ∈ C(G) and any x ∈ G there exists some
L ∈ DI such that
I(u, x) = I(v, x) + L(u− v, x).
In particular,
Kv(u, x) = max
L∈DI
{I(v, x) + L(u− v, x)} ≥ I(u, x),
which proves (2.3) and hence (2.1). We note that (2.2) follows by applying Lemma 2.1 to each
of the operators L ∈ DI.

3. A Whitney Extension For Cβb (M)
In this section, we develop some tools necessary to build finite dimensional approximations
to I. This will involve taking a sequence of finite sets Gn ⊂ M “converging” to M , all while
constructing an embedding map C(Gn) 7→ Cβ(M) to approximate Cβ(M) by a finite dimensional
subspace. Because we are concerned with approximations that will not corrupt too badly the
Lipschitz norm of I, we had a natural choice to use the Whitney extension. If we were working in
M = Rd, then all of the results we would need are standard, and can be found e.g. in Stein’s book
[48, Chapter 6]. Unfortunately, we could find no references for these theorems for the Whitney
extension on M 6= Rd, and so for completeness, we provide the details here. We emphasize that
nearly all of the theorems and proofs in the section are adaptations that mirror those of Stein’s
book [48], but are modified for the additional technical difficulties arising due to the Riemannian
nature of M . A key fact is how the extension operator preserves regularity (Theorem 3.23).
Along the way, we will also prove a few important lemmas: one regarding the behavior of the
extension operators as n→∞ (Lemma 3.25 ), and a “corrector lemma” that says the extensions
are in general order preserving up to a small error (Lemma 3.29 ).
For all of this section, (M, g) is a d-dimensional complete Riemannian manifold with injectivity
radius bounded below by a constant r0 > 0. We remind the reader that the choice to work on
(M, g) rather than Rd is not just for mathematical generality– rather, since we intend to apply
the min-max theory to the Dirichlet-to-Neumann operators of fully nonlinear equations, we must
understand those operators acting on functions on M = ∂Ω.
3.1. Finite approximations to M , coverings, and partitions of unity. The following basic
lemma will be needed. It simply states that on a (uniform) small neighborhood of 0 ∈ (TM)x,
the map expx is nearly an isometry.
Lemma 3.1. Let M be a complete d-dimensional manifold with injectivity radius r0 > 0 and
bounded curvature. Then for any ε ∈ (0, 1) there exists a δ > 0 such that for any w ∈M we have
(1 + ε)−1| exp−1w (x)− exp−1w (y)|gw ≤ d(x, y) ≤ (1 + ε)| exp−1w (x)− exp−1w (y)|gw
for every x, y ∈ B4δ√d(w).
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Remark 3.2. We note that the operation exp−1w (x)− exp−1w (y) reduces simply to x− y when M
happens to be Euclidean space. The same can be said of exp−1y (x) –which will also appear later
in a expression that involves x− y in the case M is flat.
Proof of Lemma 3.1. This is just, for example, the result in Lee’s book [38, Prop 5.11] restated
in our setting. We leave the proof to [38]. 
Figure 1. The Exponential Map
The above lemma says that we can control the amount by which the exponential map fails to
be an isometry from (TM)w to M by restricting to a small enough neighborhood of the origin in
(TM)w. We fill fix a “distortion” factor ε, and cover M with sufficiently small balls where the
above holds. We record this observation as a remark.
Remark 3.3. Choose δ ∈ (0, 1) sufficiently small so that conclusion of Lemma 3.1 holds with
ε = 1/100. We fix an auxiliary sequence of points {wi}i having the property
M =
⋃
i
Bδ(wi). (3.1)
Moreover, we select these points making sure the covering has the following property: there is a
number N0 > 0 such that any x ∈M lies in at most N0 of the balls {B4δ√d(wi)}i.
From here on, we shall fix an infinite sequence of finite subsets M which, informally speaking,
approximate the entire manifold (let us emphasize these points are different from the centers of
the cover in Remark 3.3).
It will be useful to construct a sequence of discrete, but not necessarily finite, approximations
to M (which will contain the finite ones). This sequence shall be denoted {G˜n}n, and it is
assumed to have the following properties:
(1) The sequence is monotone increasing, G˜n ⊂ G˜n+1, ∀ n ∈ N.
(2) For every n, we have
h˜n := sup
x∈M
d(x, G˜n), sup
n
h˜n ≤ δ/500, lim
n
h˜n = 0. (3.2)
(3) There exist a constant λ > 0 independent of n, such that
inf
x,y∈G˜n
x 6=y
d(x, y) ≥ λh˜n. (3.3)
Remark 3.4. The existence of such a sequence of sets is not too difficulty to verify. For the sake
of brevity, we only sketch its construction: take an orthogonal grid at each of the points wi, and
push them down via the respective exponential map, throw away points as needed.
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Remark 3.5. The fact that h˜n is much smaller than δ is used at several points in the proof. In
particular, the explicit factor of 500 in (3.2) is chosen to guarantee there are sufficiently many
points of G˜n in any ball of radius δ, a fact that is not used until the Appendix (Proposition A.2),
where we prove several important facts about the discretization of the gradient and the Hessian.
Then, the sequence of finite sets {Gn}n is constructed as follows: we fix an auxiliary point
x∗ ∈M and let
Mn := B2n(x∗), (3.4)
and define
Gn := G˜n ∩Mn+1. (3.5)
It is not surprising that the sequence {Gn}n has similar properties as {G˜n}. As these properties
will be used successively throughout the paper, we record them all in a single proposition.
Proposition 3.6. The following properties are satisfied by {Gn}n
(1) If M is compact, then Gn = G˜n for all large enough n.
(2) For every n we have Gn ⊂ Gn+1.
(3) Each Gn is finite.
(4) We have, with Mn as defined in (3.4), that hn = h˜n, in particular
hn := sup
x∈Mn
d(x,Gn), satisfies sup
n
hn ≤ δ/500, lim
n
hn = 0. (3.6)
(5) Let hn be as in (3.6) and λ as in (3.3), then for all sufficiently large n we have
inf
x,y∈Gn
x 6=y
d(x, y) ≥ λhn. (3.7)
Proof. Properties (1) and (2) are obvious. Next, from (3.3) it follows in particular that G˜n has
no accumulation points, and thus Property (3) follows from the fact that Mn is bounded.
By the assumptions on G˜n, for any x ∈Mn there is some xˆ ∈ G˜n such that
d(x, xˆ) ≤ h˜n.
Since d(x, x∗) ≤ 2n, it follows that d(xˆ, x∗) ≤ 2n + hn ≤ 2n+1 since h˜n ≤ 1 for all n by (3.2).
This means that xˆ ∈ B2n+1(x∗) = Mn+1, and that xˆ ∈ Gn. This shows that
h˜n = sup
x∈M
d(x, G˜n) = sup
x∈Mn
d(x,Gn) = hn.
and Property (4) is proved. On the other hand, we have the trivial inequality
inf
x,y∈Gn
x 6=y
d(x, y) ≥ inf
x,y∈G˜n
x 6=y
d(x, y),
then (3.3) says this last term is at least λh˜n, which is equal to λhn, which proves Property (5). 
Remark 3.7. If M = Rd, for each n ∈ N, we consider the Cartesian grid
G˜n := (2
−2−n)Zd.
It is straightforward to see that {G˜n}n has all the desired properties.
Remark 3.8. Although the finite sets Gn will be the ones actually used in the proof of the main
theorem, that will not happen until Section 4, for the rest of this section, we will be mostly
concerned with G˜n.
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We now start the construction. For each n we shall construct open covers {Pn,k}k∈N and
{P ∗n,k}k∈N of M \ G˜n, comprised of subsets of M \ G˜n (that is, the sets Pn,k and P ∗n,k will be
disjoint from G˜n). The sets in these covers will obtained by applying the exponential map to
families of cubes lying in the tangent spaces {TMwi}i. The cubes themselves are chosen following
the classical Whitney cube decomposition, see [48, Chp 6, Thm 1].
Lemma 3.9. For every n there exists two families of open sets {Pn,k}k, {Pn,k∗}k such that
(1) For every k, there is some wik –{wi} being the points fixed in Remark 3.3– such that
Pn,k = expwik
(Qn,k), P
∗
n,k = expwik
(Q∗n,k),
where Qn,k is a cube in (TM)wik , and Q
∗
n,k its concentric cube with length increased by a
factor of 98 .
(2) For every k, we have
1
5d(Pn,k, G˜n) ≤ diam(Pn,k) ≤ 5d(Pn,k, G˜n),
1
5d(P
∗
n,k, G˜n) ≤ diam(P ∗n,k) ≤ 7d(P ∗n,k, G˜n).
(3) There is a universal N > 0, which in particular, is independent of n, such that if
Kx := {k | x ∈ P ∗n,k}, x ∈M \ G˜n, (3.8)
then
#{k | x ∈ P ∗n,k} ≤ N ∀ x ∈M \ G˜n. (3.9)
(4) The sets {Pn,k}k cover the complement of G˜n,⋃
k
Pn,k = M \ G˜n.
Figure 2. Example cubes, Qn,k, in (TM)x projected to M , as Pn,k
Proof. Let δ be the constant from Remark 3.3. In what follows, we will lift a portion of G˜n to
the vector space TMwi , for some nearby wi. Then, we apply the Whitney cube decomposition
to the resulting set [48, Chp 6], producing cubes in TMwi that will have the desired properties.
These cubes are then mapped to M via expwi .
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For each wi, we select
[ei,1, . . . , ei,d], an orthonormal basis of (TM)wi ,
the purpose of these bases is to allow us to set a rectangular grid in each of the tangent spaces.
Which particular basis we choose each wi will be immaterial. For each n ∈ N and wi, define
Fn,i := exp
−1
wi (G˜n ∩B3δ√d(wi)), Ωn,i := Bδ(0) \ Fn,i.
For each i we construct a family of cubes in (TM)wi , denoted by Qn,i. The family is obtained
by applying Whitney’s cube decomposition in (TM)wi . Ultimately, this cube decomposition will
be pushed down to M \ G˜n via the exponential map at wi (see Figure 3).
Let us go over the cube decomposition. As we are working on a manifold, it will be convenient
to consider cubes inside a small enough cube centered at the origin of (TM)wi . Keeping this in
mind –and recalling that δ was chosen in Remark 3.3– we let m0 ∈ N be the universal constant
determined by
2δ ≤ 2−m0 < 4δ.
In other words, m0 is the largest number such that Bδ(0) ⊂ (TM)wi is contained inside the cube
centered at 0 with common side length equal to 2−m0 , that is
Q2−m0−1(0) = {q ∈ (TM)wi : |(q, ei,l)gx | ≤ 2−m0−1, l = 1, . . . , d}.
Then, considering only those cubes obtained by repeatedly bisecting the sides of Q2−m0−1(0), we
define Qˆn,i to be the subfamily formed by those cubes Q for which we also have
Q ∩ {q ∈ (TM)wi | 2diam(Q) ≤ d(q, Fn,i) ≤ 4diam(Q)} = ∅.
Then, let us say that a cube Q in Qˆn,i is maximal if there is no other cube Q′ in the family such
that Q′ ⊂ Q. The family Qn,i is then defined to be the subfamily of maximal cubes of Qˆn,i.
Figure 3. Decomposing Cubes In (TM)x
The family Qn,i has the following properties
(1) Any two distinct elements of Qn,i have disjoint interiors.
(2) Every q ∈ Ωn,i lies in the interior of a cube belonging to Qn,i.
(3) If Q ∈ Qn,i, then the common side length of Q is no larger than 2−m0 ≤ 4δ. In particular,
Q lies inside B2δ
√
d, and Q
∗ lies inside B3δ√d(0).
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(4) There is a number N1, independent of n and i, such that any q ∈ Ωn,i lies in at most N1
of the sets {Q∗}Q∈Qn,i .
(5) The cubes in the family have a diameter comparable to their distance to Fn,i. Concretely,
diam(Q) ≤ d(Q,Fn,i) ≤ 4diam(Q), ∀ Q ∈ Qn,i. (3.10)
We omit the verification of these properties, as it is standard. We refer the interested reader to
[48, Chap. 6, Sec. 1] for details.
Let us immediately note that bounds akin to (3.10) extend to the respective “stretched”
cubes Q∗. Indeed, fix some Q ∈ Qn,i. From Q ⊂ Q∗ we have d(Q∗, Fn,i) ≤ d(Q,Fn,i), while
from d(Q, (Q∗)c) = (1/8)diam(Q) we have d(Q∗, Fn,i) ≥ d(Q,Fn,i) − (1/8)diam(Q). From these
observations and (3.10) it follows that
7
9diam(Q
∗) = 78diam(Q) ≤ d(Q∗, Fn,i) ≤ 4diam(Q∗), ∀ Q ∈ Qn,i. (3.11)
Having the families Qn,i (for each i for which Fn,i 6= ∅), let us combine them into a single one,
which will also be countable. Let {Qn,k}k denote an enumeration of the elements of this larger
family. Each Qn,k is a cube belonging to some tangent space (TM)wik for some wik .
Let qn,k denote the the center of Qn,k, and ln,k its common side length. Then, we define
Pn,k := expwi(Qn,k), P
∗
n,k := expwi(Q
∗
n,k), yn,k = expwik
(qn,k),
This produces a family of sets for which Property (1) holds. Let us verify these families satisfy
the other three Properties. Let us prove Property (2). Fix Pn,k = expwik
(Qn,k). Then,
d(Pn,k, G˜n) ≤ d(Pn,k, G˜n ∩B3δ√d(wik))
≤ 101100d(Qn,k, Fn,i)
≤ 4101100diam(Qn,k) ≤ 4(101100)2diam(Pn,k) ≤ 5diam(Pn,k).
The exact same argument yields
d(P ∗n,k, G˜n) ≤ 5diam(P ∗n,k)
This yields one side of the bounds in Property (2). Next, note that Qn,k ⊂ B2δ√d(0), which
means that diam(Qn,k) ≤ 4δ
√
d and
d(Pn,k, G˜n \B3δ√d(wik)) ≥ 100101d(Qn,k, ∂B3δ√d(0))
≥ 100101δ
√
d
≥ 14 100101diam(Qn,k) ≥ 14(100101)2diam(Pn,k) ≥ 15diam(Pn,k).
At the same time,
d(Pn,k, G˜n ∩B3δ√d(wik)) ≥ 100101d(Qn,k, Fn,ik) ≥ 100101diam(Qn,k)
≥ (100101)2diam(Pn,k)
≥ 15diam(Pn,k).
Therefore,
d(Pn,k, G˜n) ≥ 15diam(Pn,k).
With the same argument, one can check that
d(P ∗n,k, G˜n) ≥ 736(100101)2diam(P ∗n,k) ≥ 17diam(P ∗n,k),
and Property (2) is proved. Next, recall the sequence {wi} is such that given x ∈M , then
#{i | x ∈ B3δ√d(wi)} ≤ N0.
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It follows that each x lies in at most N0 of the sets {Ωn,i}i, and Property (3) follows immediately
by taking N := N0N1. Finally, from (3.11), we have
Pn,k ⊂ P ∗n,k ⊂M \ G˜n ∀ n, k.
Furthermore, since the balls {Bδ(wi)}i cover M , and each Bδ(wi) is covered by {Pn,k}, we have⋃
k
Pn,k ⊃
⋃
i
{Bδ(wi) \ G˜n} = M \ G˜n.
Thus we obtain Property (4), and the lemma is proved. 
From this point onward, the sets G˜n, Gn, and the associated family of open sets {Pn,k}k and
{P ∗n,k}k will be fixed. For every k, by the “center” of Pn,k we will mean the point yn,k =
expwik
(qn,k). Furthermore, yˆn,k will denote a point in G˜n which realizes the distance from yn,k
to G˜n. Let us record these definitions for further reference:
yn,k := expwik
(qn,k), and yˆn,k ∈ G˜n such that d(yn,k, yˆn,k) = d(yn,k, G˜n). (3.12)
The following elementary fact will be used repeatedly in this section, we record it as a remark.
Remark 3.10. Let x ∈ P ∗n,k. Then we have the inequalities
1
7diam(P
∗
n,k) ≤ d(x, G˜n) ≤ 6diam(P ∗n,k).
Let us prove this. By the triangle inequality d(x, G˜n) ≤ d(P ∗n,k, G˜n)+diam(P ∗n,k). Then, (2) from
Lemma 3.9 says that
d(x, G˜n) ≤ 5diam(P ∗n,k) + diam(P ∗n,k) ≤ 6diam(P ∗n,k).
On the other hand, since d(P ∗n,k, G˜n) is just the infimum of d(·, G˜n) over P ∗n,k,
d(x, G˜n) ≥ d(P ∗n,k, G˜n) ≥ 17diam(P ∗n,k),
the second inequality being again thanks to (2) from Lemma 3.9.
Continuing in parallel with the classical approach to the extension problem [48, Chapter 6],
we construct a partition of unity for M \ G˜n associated to the family {Pn,k}n,k. Since we work
on a Riemannian manifold, we will need to compute covariant derivatives for scalar functions, up
to third order (since the highest regularity we will be concerned with is C2,α, this will suffice for
all our purposes). For a review of the definition of ∇iφ and its basic properties, see the end of
Section 1.1 in [27, Chapter 1].
Lemma 3.11 (Partition of unity). For every n, there is a family of smooth functions {φn,k}k
such that
(1)
∑
k
φn,k(x) = 1 for all x ∈M \ G˜n.
(2) 0 ≤ φn,k ≤ 1 in M \ G˜n and φn,k ≡ 0 outside P ∗n,k.
(3) There is a constant C such that for every x ∈M \ G˜n, every n, k and i = 1, 2, 3 we have
|∇iφn,k(x)|gx ≤
C
(diam(P ∗n,k))i
.
A min-max formula for nonlinear elliptic operators 17
Proof. As is standard for a construction of a partition of unity, we will begin with auxiliary
functions, φ˜n,k that are basically smooth bumps localized at the centers of the sets Pn,k, and
then we normalize their sum to obtain the desired family, {φn,k}.
Let us fix an auxiliary function ψ0 : Rd → R with the following properties
ψ0 ∈ C∞(Rd), ψ0 ≡ 1 in [−1, 1]d, ψ0 ≡ 0 outside [−98 , 98 ]d.
Using the basis [ei,1, . . . , ei,d] for each i, we can “push” the above function to smooth functions
ψi : (TM)wi → R.
Then, for each k we let φ˜n,k be defined by
φ˜n,k(x) =
{
ψik
(
(ln,k/2)
−1(exp−1wik (x)− qn,k)
)
inside P ∗n,k
0 outside P ∗n,k.
Here ln,k = (
√
d)−1diam(Qn,k) is the common length of the sides of Qn,k. Since P ∗n,k lies uniformly
in a normal neighborhood, and ψ0 ∈ C∞, it follows for each k that φ˜n,k is a smooth function.
Moreover, using the definition of φ˜n,k above it is straightforward to check that
φ˜n,k(x) ≡ 1 in Pn,k, φ˜n,k(x) ≡ 0 outside P ∗n,k.
Furthermore, from the chain rule it follows easily there is a universal C such that for i = 1, 2, 3,
sup
x∈M
|∇iφ˜n,k(x)|gx ≤ C
(ln,k)i
≤ C
(diam(P ∗n,k))i
.
Next, we consider the function
φn(x) :=
∑
k
φ˜n,k(x).
Note that at most N of the sets P ∗n,k contain x (Lemma 3.9), and therefore, only at most N of the
functions φ˜n,k are non-zero. Thus the sum defining φn is locally the sum of at most N non-zero
smooth functions. In particular, we may differentiate to obtain
∇iφn(x) =
∑
k
∇iφ˜n,k(x), i = 1, 2, 3.
Let us estimate the derivatives of φn(x), for each i = 1, 2, 3 we have
|∇iφn(x)|gx ≤
∑
k
|∇φ˜n,k(x)|gx ≤
∑
k∈Kx
C
(diam(P ∗n,k))i
Then, by Remark 3.10
k ∈ Kx ⇒ x ∈ P ∗n,k ⇒ d(x, G˜n) ≤ 6diam(P ∗n,k).
Using again that #Kx ≤ N , we conclude for i = 1, 2, 3, that
|∇iφn(x)|gx ≤ N
C
(d(x, G˜n))i
≤ C
(d(x, G˜n))i
.
On the other hand, for every x there is at least one k such that x ∈ Pn,k, thus
1 ≤ φn(x) ≤ N ∀ x ∈M \ G˜n.
We may now define the actual family of functions {φn,k}n,k. For each k, let
φn,k(x) :=
φ˜n,k(x)
φn(x)
.
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It is simple to check that this family of functions has Property (1). Indeed, using that the sum
is locally finite, we have∑
k
φk(x) =
∑
k
φ˜n,k(x)
φn(x)
=
1
φn(x)
∑
k
φ˜n,k(x) =
φn(x)
φn(x)
= 1.
On the other hand, Property (2) follows as each φ˜n,k is non-negative and supported in P
∗
n,k from
the definition of φ˜n,k. As for Property (3), we compute
∇φn,k(x) = ∇φ˜n,k(x)
φn(x)
− φ˜n,k(x)
φn(x)2
∇φn(x)
∇2φn,k(x) = ∇
2φ˜n,k(x)
φn(x)
− φ˜n,k(x)
φn(x)
∇2φn(x).
Combining the estimates for the derivatives of φ˜n,k and φn yields, for each x ∈M \ G˜n,
|∇φn,k(x)|gx ≤ |∇φ˜n,k(x)|gx + |∇φn(x)|gx ≤
C
diam(P ∗n,k)
,
|∇2φn,k(x)|gx ≤ |∇2φ˜n,k(x)|gx + |∇2φn(x)|gx ≤
C
(diam(P ∗n,k))2
.
Where we have used Remark 3.10 (once again) to obtain the second bound in each case. The
respective bound for ∇3φn,k(x) follows similarly, and we omit the details.

Remark 3.12. As stated in Lemma 3.11, we have
∑
k φn,k ≡ 1 on M \ G˜n. After repeatedly
differentiating this identity we obtain another identity that will be of use later on,∑
k
∇iφn,k(x) ≡ 0 in M \ G˜n, i = 1, 2, 3. (3.13)
3.2. Local interpolators. We have constructed a “cube” covering of M \G˜n (since Pn,k are only
cubes when seen in the right exponential chart), and a corresponding partition of unity. Next,
we need to fix a choice for “local” interpolating functions. Specifically, we need to define what
will take the place of the local linear and quadratic functions in the usual Whitney extensions.
Recall that δ ∈ (0, 1) was chosen in Remark 3.3 so the exponential map was roughly an isometry
in balls of radius 4δ
√
d. In particular this means that for y ∈ M , the inverse exponential map
exp−1y is a well defined, uniformly smooth map from B4δ√d(y) to a neighborhood of zero in
(TM)y. This smooth map defines local charts on M having useful properties (they are normal
systems of coordinates), and using such charts we shall introduce (locally defined) functions that
will play the role of “linear” and “quadratic” functions near a given point y ∈M .
Definition 3.13. Given y ∈M and a vector p ∈ (TM)y, define l(p, y; ·) : B4δ√d(y)→ R by
l(p, y;x) := (exp−1y (x), p)gy , ∀ x ∈ B4δ√d(y).
Given a self-adjoint linear transformation D ∈ L((TM)y), define q(D, y; ·) : B4δ√d(y)→ R by
q(D, y;x) := 12(D exp
−1
y (x), exp
−1
y (x))gy , ∀ x ∈ B4δ√d(y).
Remark 3.14. An equivalent formulation of the above is the following. In B4δ
√
d(y) one obtains
coordinate functions ξ1, . . . , ξd by choosing an orthonormal basis {ei} at (TM)y and setting
ξi(x) := (ei, (expy)
−1(x))gy .
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Then, the functions l and q seen in these coordinates are simply linear and quadratic polynomials,
l(p, y;x) = piξ
i, q(D, y;x) = 12Dijξ
iξj .
Where pi and Dij are the components of p and D in the basis {ei}.
Moreover, these coordinates are normal, meaning that the Christoffel symbols vanish at the
origin of the system of coordinates ξ1 = . . . = ξd = 0, that is, at the point corresponding to y
itself. In particular, it follows that
∇l(p, y; y) = p, ∇2l(p, y; y) = 0,
∇q(D, y; y) = 0, ∇2q(D, y; y) = D.
Which confirms the idea that l and q play the role of linear and quadratic functions near a point.
The next remark explains an important technical fact. Namely, for each k the set P ∗n,k lies
in a sufficiently small neighborhood of yˆn,k so that, given p or D, the functions l(p, yˆn,k; ·) and
q(D, yˆn,k; ·) are well defined and smooth in P ∗n,k.
Remark 3.15. Let Q∗n,k, qn,k, be as in the proof of Lemma 3.9, and let yn,k, yˆn,k be as introduced
in (3.12). As noted in the proof of Lemma 3.9, the common side length of each of the cubes Qn,k
is at most 4δ. Since qn,k is the center of Qn,k, it follows that Q
∗
n,k lies inside the ball of radius
(98)2δ
√
d centered at qn,k. In this case, Remark 3.3 says that
P ∗n,k ⊂ B( 101100 )( 94 )δ
√
d
(yn,k).
At the same time, d(yˆn,k, yn,k) = d(yn,k, G˜n) ≤ h˜n, and h˜n ≤ δ/500 by (3.2). Then, the triangle
inequality yields d(x, yˆn,k) ≤ d(x, yn,k) + d(yˆn,k, yn,k) ≤ diam(P ∗n,k) + h˜n ≤ (101100)(94)δ
√
d + 1500δ,
for x ∈ P ∗n,k. This shows that,
P ∗n,k ⊂ B3δ√d(yˆn,k).
In light of the discussion at the beginning of this section, we know that exp−1yˆn,k is well defined and
smooth in the larger ball B4δ
√
d(yˆn,k). Therefore, we conclude that given p or D the functions
l(p, yˆn,k; ·) and q(D, yˆn,k; ·) are well defined functions in P ∗n,k which are also smooth.
We refer the reader to the Appendix (Definition A.3, A.8) for the definition of the discrete
gradient and discrete Hessian,
∇1nu(x) ∈ (TM)x, ∇2nu(x) ∈ L((TM)x)
defined for every x ∈ G˜n. With these, we introduce the local interpolation operators pβu,k(x).
These are real valued functions defined as follows, recall yˆn,k from (3.12), then
pβu,k : P
∗
n,k → R,
is defined as follows
pβ(u,k)(x) :=

u(yˆn,k) if β ∈ (0, 1)
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x) if β ∈ [1, 2)
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x) + q(∇2nu(yˆn,k), yˆn,k;x) if β = 2.
(3.14)
Thus, pβ(u,k) yields respectively a constant/first order/second order approximation to u in P
∗
n,k.
Using the chain rule, and the smoothness of exp−1yˆn,k in P
∗
n,k (as explained in Remark 3.15), we
have the following proposition.
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Proposition 3.16. The following estimate holds with a constant independent of n:
‖pβ(u,k)‖Cβ(P ∗n,k) ≤

C|u(yˆn,k)| if β ∈ (0, 1)
C
(
|∇1nu(yˆn,k)|gyˆn,k + |u(yˆn,k)|
)
if β ∈ [1, 2)
C
(
|∇2nu(yˆn,k)|gyˆn,k + |∇1nu(yˆn,k)|gyˆn,k + |u(yˆn,k)|
)
if β = 2.
3.3. The Whitney extension. With the partition of unity {φn,k}k and the local interpolation
operators at hand, we are ready to introduce the Whitney extension operators Eβn .
Definition 3.17. For each n, we define
(1) The restriction operator T˜n : C
β
b (M)→ C(G˜n), defined in the usual manner
T˜n(u, x) := u(x) ∀ x ∈ G˜n.
(2) The extension operator of order β, E˜βn : C(G˜n)→ Cβb (M) defined by
E˜βn(u, x) :=
u(x) if x ∈ G˜n∑
k
pβ(u,k)(x)φn,k(x) if x 6∈ G˜n.
(3) The “projection” map p˜iβn : C
β
b (M) 7→ Cβb (M) defined by
p˜iβn := E˜
β
n ◦ T˜n.
Remark 3.18. The fact that E˜βn and p˜i
β
n map to C
β
b is not at all trivial, and it will be proved
below in Theorem 3.23.
Remark 3.19. On the other hand, it is not difficult to see that if u ∈ C(G˜n) vanishes in G˜n \Gn
then E˜βn(u) vanishes outside Mn+2 and in particular has compact support. Indeed, by recalling
(3.4), (3.5), and the definition of Pn,k, one can show in this case that for x 6∈Mn+2 and k ∈ Kx
one has that u(yˆn,k),∇1nu(yˆn,k), and ∇2nu(yˆn,k) all vanish, and thus E˜βn(u, x) = 0 for x 6∈Mn.
Accordingly, if u ∈ Cβb (M) is a function with compact support, then for n large enough T˜n ◦ u
vanishes in G˜n \Gn, and it follows p˜iβn(u) is compactly supported inside Mn.
Our immediate goal is controlling the regularity of p˜iβnu in terms of u. For the sake of notation,
we shall write for the rest of this section
f(x) := p˜iβn(u, x). (3.15)
The following propositions, leading to Theorem 3.23, intend show that the maps p˜iβn are well
behaved with respect to the Cβb norm in a manner which is independent of the sets G˜n. The
validity of these bounds in a manner that does not depend on the set G˜n is a crucial feature of
the Whitney extension.
Among these propositions, we highlight two. First, we have Proposition 3.20, which says
p˜iβnu(x) (and its respective derivatives) approach u(x) as x approaches G˜n. Meanwhile, Proposi-
tion 3.22 states that away from G˜n the functions p˜i
β
nu(x) have the correct regularity. Once again,
we remind the reader that these estimates are standard for the Whitney extension when M = Rd,
and refer to [48, Chap. 6, Section 2]). Here we review their straightforward adaptation to more
general M for the sake of completeness.
Proposition 3.20. Let x ∈M \ G˜n and u ∈ Cβb (M). There is a universal constant C such that,
if β ∈ [0, 3) and f(x) := p˜iβn(u, x), we have
|f(x)− f(xˆ)| ≤ C‖u‖Cβ(M)d(x, G˜n)min{1,β}
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Furthermore,
|∇af(x)−∇af(xˆ)| ≤ C‖u‖Cβ(M)d(x, G˜n)min{1,β−1}, if β ≥ 1,
|∇2abf(x)−∇2abf(xˆ)| ≤ C‖u‖Cβ(M)d(x, G˜n)min{1,β−2}, if β ≥ 2.
Here, ∇a and ∇2ab are respectively the components of the first and second covariant derivatives
of f with respect to an orthonormal frame.
Proof. For the sake of explaining the key ideas of the proof without getting distracted with
technicalities, we postpone the proof of the higher derivatives estimates to Section 3.5.
Let x ∈ M \ G˜n and xˆ ∈ G˜n such that d(x, G˜n) = d(x, xˆ). Recalling that f = u on G˜n, and
using the first property of {φn,k}k from Lemma 3.11, we have that f(xˆ)− f(x) is equal to
u(xˆ)−
∑
k
u(yˆn,k)φn,k(x) if β ∈ [0, 1),
u(xˆ)−
∑
k
(u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x))φn,k(x) if β ∈ [1, 2),
u(xˆ)−
∑
k
(u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x) + q(∇2nu(yˆn,k), yˆn,k;x))φn,k(x) if β ∈ [2, 3).
Let us consider each case individually. If β ∈ [0, 1), the identity ∑
k
φn,k(x) = 1 allows us to write
f(xˆ)− f(x) =
∑
k
(u(xˆ)− u(yˆn,k))φn,k(x)
=
∑
k∈Kx
(u(xˆ)− u(yˆn,k))φn,k(x).
The set Kx being the one defined in (3.8). Then, the triangle inequality and |φn,k| ≤ 1 yields
|f(xˆ)− f(x)| ≤ ‖u‖Cβ
∑
k∈Kx
d(xˆ, yˆn,k)
β.
The triangle inequality says that
d(xˆ, yˆn,k) ≤ d(xˆ, x) + d(x, yn,k) + d(yn,k, yˆn,k),
where, according to (3.12), d(yn,k, yˆn,k) = d(yn,k, G˜n). In this case, we see that d(yn,k, yˆn,k) ≤
d(x, G˜n) + d(x, yn,k), and we conclude that
d(xˆ, yˆn,k) ≤ 2d(x, G˜n) + 2diam(P ∗n,k).
Then, using Remark 3.10, it follows that
d(xˆ, yˆn,k) ≤ 16d(x, G˜n) ∀ k ∈ Kx. (3.16)
Furthermore, recall (3.9) which says that #Kx ≤ N . All of this leads to the estimate
|f(xˆ)− f(x)| ≤ C‖u‖Cβd(x, G˜n)β.
Instead, if β ∈ [1, 2), we have
f(xˆ)− f(x) =
∑
k
(u(xˆ)− u(yˆn,k))φn,k(x) +
∑
k
l(∇1nu(yˆn,k), yˆn,k;x))φn,k(x)
=
∑
k∈Kx
(u(xˆ)− u(yˆn,k))φn,k(x) +
∑
k∈Kx
l(∇1nu(yˆn,k), yˆn,k;x))φn,k(x).
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Just as before, using the triangle inequality and the fact that |φn, k| ≤ 1, it follows that
|f(xˆ)− f(x)| ≤
∑
k∈Kx
|u(xˆ)− u(yˆn,k)|+
∑
k∈Kx
|l(∇1nu(yˆn,k), yˆn,k;x)|
≤ ‖u‖C1
∑
k∈Kx
d(xˆ, yˆn,k) +
∑
k∈Kx
|∇1nu(yˆn,k)|gxd(yˆn,k, x).
Proposition A.15 in the Appendix guarantees that |∇1nu(yˆn,k)|gx ≤ C‖u‖C1 , for some universal
C. Using this bound, the fact that ‖u‖C1 ≤ ‖u‖Cβ for β ≥ 1, and the last inequality above, it
follows that
|f(xˆ)− f(x)| ≤ C‖u‖Cβ
∑
k∈Kx
d(xˆ, yˆn,k).
From this point one argues exactly as done for β ∈ [0, 1) to conclude that
|f(xˆ)− f(x)| ≤ C‖u‖Cβd(x, G˜n).
The proof for β ∈ [2, 3) is entirely analogous, and we leave the details to the reader. This proves
the first estimate.
As mentioned above, we refer to Section 3.5 for the proofs for ∇af and ∇2abf .

We delay the technical proof of the following auxiliary proposition until the Appendix B.
Proposition 3.21. Let x ∈M \ G˜n and u ∈ Cβ. There is a universal constant C such that the
following bounds hold. First, if 0 ≤ β < 1,
|∇(E˜βn ◦ T˜n)u(x)| ≤ C‖u‖Cβd(x, G˜n)β−1.
If 1 ≤ β < 2, we have
|∇2(E˜βn ◦ T˜n)u(x)| ≤ C‖u‖Cβd(x, G˜n)β−2.
Finally, if 2 ≤ β < 3, we have
|∇3(E˜βn ◦ T˜n)u(x)| ≤ C‖u‖Cβd(x, G˜n)β−3.
Using Proposition 3.21 it is easy to show that p˜iβn(u, x) is regular away from G˜n.
Proposition 3.22. Let x0 and r be fixed such that B4r(x0) ⊂M \ G˜n. Then, given u ∈ Cβb (M),
for f = p˜iβnu we have the estimate
[∇if ]Cβ−i(Br(x0)) ≤ C‖u‖Cβ(M), for β ∈ [i, i+ 1), i = 0, 1, 2.
Proof. Here, we only prove the statement for β ∈ (0, 1), and we defer the remaining two cases
until later, in Section 3.5.
The case β ∈ (0, 1). Let x1, x2 ∈ Br(x0), and x(t) : [0, L] → M a minimal geodesic between
them, parametrized with respect to arc length, so L = d(x1, x2). Then, by the triangle inequality
d(x(t), x0) ≤ d(x(t), x1) + d(x1, x0)
≤ d(x1, x2) + d(x1, x0)
≤ d(x1, x0) + d(x2, x0) + d(x1, x0) ≤ 3r.
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In particular, it follows that d(x(t), G˜n) ≥ r for all t ∈ [0, L]. Then,
|f(x1)− f(x2)| =
∫ L
0
d
dt
f(x(t)) dt
=
∫ L
0
(∇f(x(t)), x˙(t)) dt ≤ C‖u‖Cβ(M)rβ−1L,
the last inequality being thanks to Proposition 3.21 and the fact that d(x(t), G˜n) ≥ r for all t.
Since d(x1, x2) ≤ 2r and β − 1 < 0, we conclude that
|f(x1)− f(x2)| ≤ C‖u‖Cβ(M)rβ−1d(x1, x2) ≤ C‖u‖Cβ(M)d(x1, x2)β.
The remaining cases (those with β ≥ 1) are proved in Section 3.5. 
For readers with a background in elliptic PDE, and in particular, those not familiar with the
Whitney extension, it may be useful to make a na¨ıve but possibly illustrative analogy with the
derivation of global regularity estimates for solutions of elliptic equations. Proposition 3.22 is a
kind of interior estimate, where in order to bound the solution in a ball, one needs the “equation”
(here, being the extension) to take place in a bigger ball. Likewise, Proposition 3.20 is analogous
to estimates at the boundary. In this sense, G˜n is the kind of boundary and u provides the
boundary values. Furthermore, the way these two estimates are “glued” in the next proof bears
a great resemblance to the proof of global regularity estimates for elliptic equations from interior
and boundary estimates.
With the previous two estimates in hand, we are ready to prove that p˜iβn is a bounded map
from Cβb to C
β
b .
Theorem 3.23. If u ∈ Cβb (M), then p˜iβn ∈ Cβb (M) and, for some universal C,
‖p˜iβnu‖Cβ(M) ≤ C‖u‖Cβ(M).
Proof. As before we write f = p˜iβnu. Let us first show
‖f‖L∞ ≤ C‖u‖Cβ ,
for all β ∈ [0, 2]. If x ∈M \ G˜n, then
f(x) =
∑
k
pβ(u,k)(x)φn,k(x).
Proposition 3.16 implies that
sup
x∈P ∗n,k
|pβ(u,k)(x)| ≤ C‖u‖Cβ .
Then,
sup
x∈M
|f(x)| ≤ C‖u‖Cβ .
Let us now prove f(x) has the right regularity. The argument is separated in cases depending on
β, in each case the proof will consist in “gluing” the interior and boundary estimates proved for
p˜iβn in Propositions 3.22 and 3.20.
The case β ∈ [0, 1). Let x1, x2 ∈M \ G˜n. If 4d(x1, x2) < max{d(x1, G˜n), d(x2, G˜n)}, then we
can apply Proposition 3.22 and conclude that
|f(x1)− f(x2)| ≤ C‖u‖Cβd(x1, x2)β.
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Consider on the other hand the case 4d(x1, x2) ≥ max{d(x1, G˜n), d(x2, G˜n)}, then, for xˆi ∈ G˜n
such that d(xi, xˆi) = d(xi, G˜n) we have
|f(x1)− f(x2)| ≤ |f(x1)− f(xˆ1)|+ |f(xˆ1)− f(xˆ2)|
+ |f(xˆ2)− f(x2)|.
Applying Proposition 3.20 to the first and third terms, and recalling that f(xˆi) = u(xˆi),
|f(x1)− f(x2)| ≤ C‖u‖Cβ (d(x1, xˆ1)β + d(x2, xˆ2)β) + ‖u‖Cβd(xˆ1, xˆ2)β.
Given that in this case we have d(x1, xˆ1)+d(x2, xˆ2) ≤ 8d(x1, x2), we can use the triangle inequality
to conclude that d(xˆ1, xˆ2) ≤ 10d(x1, x2), therefore
|f(x1)− f(x2)| ≤ C‖u‖Cβd(x1, x2)β.
Combining the above estimates we obtain the desired bound for β ∈ [0, 1).
The case β ∈ [1, 2). Let us show first that if u ∈ C1b , then f ∈ C1b , and ∇f(x) = ∇1nu(x) for
every x ∈ G˜n. In order to do this, we shall show that ∇af(x) is continuous in x for every index
a. Note that
∇af(x) =
∑
k
∇a
(
l(∇1nu(yˆn,k), yˆn,k;x)
)
φn,k(x)
+
∑
k
(
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)
)∇a (φn,k(x)) .
Recall that any point x0 ∈ M \ G˜n has a neighborhood where at most N of the terms in the
above sums are non-zero. Since each term is continuous in x, it follows that ∇af(x) is continuous
in M \ G˜n. It remains to show the continuity for a point x0 ∈ G˜n. Let us also recall Remark
3.10, which says that for any x ∈M \ G˜n we have
diam(P ∗n,k) ≤ 7d(x, G˜n), ∀ k ∈ Kx,
where Kx was defined in (3.8). Then, since d(x0, G˜n \ {x0}) > 0, it follows that if x is sufficiently
close to x0 ∈ G˜n, then x ∈ P ∗n,k implies that there is a unique closest point in G˜n to yn,k, x0
itself. In other words (recall yˆn,k was defined in (3.12)),
yˆn,k = x0 ∀ x ∈ Kx.
This means that if x is sufficiently close to x0, ∇af(x) has the form
∇af(x) =
∑
k
∇a
(
l(∇1nu(x0), x0;x)
)
φn,k(x)
+
∑
k
(
u(x0) + l(∇1nu(x0), x0;x)
)∇a (φn,k(x))
= ∇a
(
l(∇1nu(x0), x0;x)
)
.
Where we used that φn,k is a partition of unity: (1) in Lemma 3.11 and the identity (3.13) to
obtain the last identity. From the last inequality we see that as x → x0 we have ∇af(x) →
∇af(x0) = ∇1nu(x0) and thus u ∈ C1b .
Next, let us show the Ho¨lder bound for β ∈ (1, 2). Let x1, x2 ∈ Mn. If 4d(x1, x2) <
max{d(x1, G˜n), d(x2, G˜n)}, then we can apply Proposition 3.22 and conclude that
|∇af(x1)−∇af(x2)| ≤ C‖u‖Cβd(x1, x2)β−1.
If instead we have 4d(x1, x2) ≥ max{d(x1, G˜n), d(x2, G˜n)}, then the triangle inequality yields
|∇af(x1)−∇af(x2)| ≤ |∇af(x1)−∇af(xˆ1)|+ |∇af(xˆ1)−∇af(xˆ2)|+ |∇af(xˆ2)−∇af(x2)|.
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Therefore, by Proposition 3.20
|∇af(x1)−∇af(x2)| ≤ C‖u‖Cβd(x1, xˆ1)β−1 + |∇af(xˆ1)−∇af(xˆ2)|.
On the other hand, since in a neighborhood of xˆi we have ∇p˜iβnu(x) = ∇1nu(xˆi) (see Def 3.17 and
A.3), the first half of Proposition A.16 says that
|∇af(xˆ1)−∇af(xˆ2)| ≤ C‖u‖Cβd(xˆ1, xˆ2)β−1.
Hence, it follows that
|∇af(x1)−∇af(x2)| ≤ C‖u‖Cβd(x1, x2)β−1, ∀ x1, x2 ∈Mn.
The case β ∈ [2, 3). An argument entirely analogous to that used for β ∈ [1, 2) shows that if
u ∈ C2b , then f ∈ C2b , with ∇if(x) = ∇inu(x) for i = 1, 2 and every x ∈ G˜n.
Then, let us prove that ∇2abf(x) are Ho¨lder continuous for β > 2. As in the previous cases,
suppose first that 4d(x1, x2) is no larger than max{d(x1, G˜n), d(x2, G˜n)}. In this case, Proposition
3.22 yields
|∇2abf(x1)−∇2abf(x2)| ≤ C‖u‖Cβd(x1, x2)β−2.
Consider now the case where 4d(x1, x2) ≥ max{d(x1, G˜n), d(x2, G˜n)}. We shall argue in a parallel
manner to the case β ∈ [1, 2). First off, we have
|∇2abf(x1)−∇2abf(x2)| ≤ |∇2abf(x1)−∇2abf(xˆ1)|+ |∇2abf(xˆ1)−∇2abf(xˆ2)|
+ |∇2abf(xˆ2)−∇2abf(x2)|.
Next, since in a neighborhood of xˆi we have ∇2p˜iβnu(x) = ∇2nu(xˆi) (see Def 3.17 and A.3), the
second part of Proposition A.16 says that
|∇2abf(xˆ1)−∇2abf(xˆ2)| ≤ C‖u‖Cβd(xˆ1, xˆ2)β−2.
Since d(xˆ1, xˆ2) ≤ 10d(x1, x2) and 4d(x1, x2) is larger than d(x1, G˜n) and d(x2, G˜n),
|∇2abf(x1)−∇2abf(x2)| ≤ C‖u‖Cβd(x1, x2)β−2, ∀ x1, x2 ∈Mn.
This concludes the proof of the theorem. 
The operators p˜iβn also enjoy the useful property of having a finite range of dependence, a
property that will play a role in some arguments of Section 4.
Lemma 3.24. Assume that β ∈ [0, 3). There is a universal constant C, such that if K,K ′ ⊂M
are open sets such that d(K ′,M \K) ≥ r + 103hn, then
‖p˜iβnu− p˜iβnv‖Cβ(K) ≤ C(1 + r−β)‖u− v‖Cβ(K′), ∀ u, v ∈ Cβb (M).
Proof. Given K and K ′ with d(K ′,M \K) ≥ r + 103hn. It will be convenient to introduce an
“intermediate” set,
K˜ := {x ∈M | d(x,K) ≤ 400h˜n}.
In other words, K˜ is the closure of the 400h˜n-neighborhood of K. Thanks to the triangle in-
equality and the assumption on K and K ′ we have d(K˜,M \K ′) ≥ r.
Next, we construct a function η = ηK˜,K′ such that
0 ≤ η ≤ 1, η ≡ 1 in K˜, η ≡ 0 in M \K ′.
It is not difficult to see that η can be chosen so that (for some universal C)
‖η‖Cβ(M) ≤ C
(
1 +
1
d(K ′,M \K ′′)β
)
≤ C
(
1 + r−β
)
.
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In fact, this can be done using the Whitney decomposition itself, see the “regularized distance”
construction in [48, Chapter 6, Section 2.1] .
Let u, v ∈ Cβb . As proved later in Proposition A.11 (see Appendix), if x ∈ M and w ∈ Cβb is
identically zero in B400h˜n(x), then
p˜iβnw ≡ 0 in B100h˜n(x).
We apply this to the function w = (u− v)− η(u− v) ∈ Cβb , and to any x ∈ K, making use of the
fact that w vanishes in K˜. It follows that for every x in a small neighborhood of K we have
p˜iβn(u, x) = p˜i
β
n(ηu, x).
In this case, it is clear that ‖p˜iβnu‖Cβ(K) ≤ ‖p˜iβn(ηu)‖Cβ(M). Then, by Theorem 3.23,
‖p˜iβnu‖Cβ(K) ≤ C‖ηu‖Cβ(M).
Using that η ≡ 0 in M \K ′, the Leibniz rule, and the bound on ‖η‖
Cβb
, we conclude that
‖p˜iβnu‖Cβ(K) ≤ C(1 + r−β)‖u‖Cβ(K′).

Lemma 3.25. There is universal constant C such that for any u ∈ C3b (M) we have
‖p˜iβnu− u‖Cβ(M) ≤ Chγn‖u‖C3(M).
Here, γ = i− β if β ∈ [i− 1, i), for i = 1, 2, 3.
Remark 3.26. It will be evident from the proof, that the C3b norm on the right hand side can be
weakened when β < 2. Here we simply state the lemma with C3b for the sake of brevity.
Proof. Recall we are writing f for p˜iβnu, and that given x ∈ M we write xˆ for an element of G˜n
for which d(x, xˆ) = d(x, G˜n).
We begin by estimating ‖f − u‖L∞(M). Since f ≡ u in G˜n, we have
|f(x)− u(x)| ≤ |f(x)− f(xˆ)|+ |u(xˆ)− u(x)|
≤ ‖f‖C1d(x, xˆ) + ‖u‖C1d(x, xˆ)
≤ C‖u‖C3d(x, xˆ).
Then, regardless of β we have,
sup
x∈M
|f(x)− u(x)| ≤ sup
x∈M
C‖u‖C3d(x, G˜n) ≤ C‖u‖C3 h˜n.
Note this already shows ‖f − u‖L∞(M) goes to zero with a rate determined by h˜n. To bound
‖f − u‖Cβ(M), it remains to control the Ho¨lder seminorm of either u, ∇u, or ∇2u, depending on
the range where β lies. Let us treat the case β ∈ (0, 1) first, which means we must estimate [u]Cβ .
We defer the proof of the remaining two cases (β ∈ [1, 2) and β ∈ [2, 3) until later, in Section 3.5.
The case β ∈ [0, 1). Let x1, x2 ∈ K. We shall bound
|f(x1)− u(x1)− (f(x2)− u(x2))|
d(x1, x2)β
.
In what follows, it will be useful to fix xˆi ∈ G˜n such that d(xi, xˆi) = d(xi, G˜n) for i = 1, 2. First,
suppose that d(x1, x2) ≤ max{d(x1, xˆ1), d(x2, xˆ2)}, then
|f(x1)− u(x1)− (f(x2)− u(x2))| ≤ ‖f − u‖C1(M)d(x1, x2),
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|f(x1)− u(x1)− (f(x2)− u(x2))|
d(x1, x2)β
≤ ‖f − u‖C1d(x1, x2)
d(x1, x2)β
.
Since ‖f − u‖C1 ≤ ‖f‖C1 + ‖u‖C1 , Theorem 3.23 yields ‖f − u‖C1 ≤ C‖u‖C1 .
Using that β < 1, we have d(x1, x2)
1−β ≤ max{d(x1, xˆ1)1−β, d(x2, xˆ2)1−β} ≤ h˜1−βn . Then, for
this case we have
|f(x1)− u(x1)− (f(x2)− u(x2))|
d(x1, x2)
≤ C‖u‖C1(M)h˜1−βn .
Second, let us consider the case where d(x1, x2) > max{d(x1, xˆ1), d(x2, xˆ2)}. Then, we proceed
by writing
|f(x1)− u(x1)− (f(x2)− u(x2))| ≤ |f(x1)− u(x1)|+ |f(x2)− u(x2)|.
Next, due to f = u in G˜n, for i = 1, 2 we have
|f(xi)− u(xi)| = |f(xi)− u(xi)− (f(xˆi)− u(xˆi))| ≤ (‖f‖C1 + ‖u‖C1)d(xi, xˆi),
and since ‖f‖C1 ≤ C‖u‖C1 (Theorem 3.23), we conclude that
|f(xi)− u(xi)| ≤ C‖u‖C1d(xi, xˆi), i = 1, 2.
The assumption d(x1, x2) > max{d(x1, xˆ1), d(x2, xˆ2)} yields that d(xi, xˆi) ≤ d(xi, xˆi)1−βd(x1, x2)β
and furthermore d(xi, xˆi) ≤ h˜1−βn d(x1, x2)β both for i = 1, 2 (this uses again that β < 1, since it
means that t→ t1−β is nondecreasing). Therefore,
|f(xi)− u(xi)| ≤ C‖u‖C1d(xi, xˆi)1−βd(x1, x2)β ≤ C‖u‖C1 h˜1−βn d(x1, x2)β.
Then, in this case we also conclude that
|f(x1)− u(x1)− (f(x2)− u(x2))|
d(x1, x2)β
≤ C‖u‖C1 h˜1−βn .
Combining the estimates for either case, we conclude that
[f ]Cβ(M) = sup
x1 6=x2
|f(x1)− u(x1)− (f(x2)− u(x2))|
d(x1, x2)β
≤ C‖u‖C1 h˜1−βn .
Now, since h˜n ≤ 1 always, we have h˜n ≤ h˜1−βn for all n, therefore, we have proved that
‖f − u‖Cβ(M) := ‖f − u‖L∞(M) + [f ]Cβ(M)
≤ C‖u‖C1(M)h˜n + C‖u‖C1(M)h˜1−βn ,
≤ C‖u‖C1(M)h˜1−βn .
For the proofs for β ≥ 1, see Section 3.5.

3.4. The Whitney extension is almost order preserving. When β ∈ [0, 1) it turns out that
E˜βn preserves the ordering of functions.
Remark 3.27. Suppose β < 1. If u, v ∈ C(G˜n) and u(x) ≤ v(x) ∀ x ∈ G˜n, then
E˜βn(u, x) ≤ E˜βn(v, x) ∀ x ∈M.
Indeed, take u ≤ v in G˜n and x ∈M \ G˜n. Then, from the definition of Eβn when β < 1, we have
u(x) =
∑
k
u(yˆn,k)φn,k(x)
≤
∑
k
v(yˆn,k)φn,k(x) = v(x),
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where we used that φn,k ≥ 0 and u(yˆn,k) ≤ v(yˆn,k) for every k.
It is unclear –or rather unlikely– that the operators continue to be order preserving for β larger
than 1. However, when considering the extension among functions in G˜n that are sufficiently
regular (in the sense that they are the restriction of smooth functions) then Eβn preserves the
ordering up to a small correcting function whose Cβ norm vanishes as n goes to infinity. It is
worthwhile to point out to a recent preprint of Fefferman, Israel, and Luli [22], where a closely
related question, the interpolation of functions with a positivity constraint, is studied.
The next proposition -which is chiefly needed for Lemma 3.29 below- quantifies the intuitive
fact that if u ∈ C3b vanishes at a point x0 ∈ G˜n, and u ≥ 0 everywhere in G˜n, then the gradient
and the negative eigenvalues of the Hessian of p˜iβnu at x0 must be small when n is large.
We will need a cutoff function in the next few proofs. We fix one, and call it φ0 such that
φ0 : R→ R, 0 ≤ φ0 ≤ 1, φ0 smooth, φ0 ≡ 1 in [−1, 1], and φ0 ≡ 0 in R \ [2, 2]. (3.17)
Proposition 3.28. Let w ∈ C3b (M) be nonnegative in G˜n and such that w(x0) = 0 at some
x0 ∈ G˜n. Then, with some universal C we have
|∇p˜iβnw(x0)|gx0 ≤ C‖w‖C3hn if β ≥ 1.
|(∇2p˜iβnw(x0))−|gx0 ≤ C‖w‖C3hn if β ≥ 2.
Here, we recall that h˜n is as defined in (3.2), and note that for a given matrix D, D− denotes its
negative part.
Proof of Proposition 3.28. According to 2) in Proposition A.12 if d(x, x0) ≤ 4δ
√
d (recall δ was
defined in Remark 3.3), then
|w(x)− w(x0)− l(∇p˜iβnw(x0), x0;x)| ≤ ‖u‖C2d(x, x0)2.
Then, using that w(x0) = 0 and w(x) ≥ 0 for all x ∈ G˜n, we conclude that
0 ≤ l(∇p˜iβnw(x0), x0;x) + ‖p˜iβnw‖C2d(x, x0)2, ∀ x ∈ G˜n ∩B4δ√d(x0). (3.18)
Then, using that d(x0, G˜n) ≤ h˜n, it is not hard to see there is some x1 ∈ G˜n with d(x1, x0) ≤ 4δ
√
d
such that (for some universal C),
l(∇p˜iβnw(x0), x0;x1) ≤ −C−1|∇p˜iβnw(x0)|gx0 | exp−1x0 (x1)|gx0 .
Then, using (3.18) with this x1, and, Theorem 3.23, we see that
|∇p˜iβnw(x0)|gx0 ≤ C‖p˜iβnw‖C2d(x, x0) ≤ C‖w‖C2hn,
proving the first estimate.
Next, we prove the second estimate. Let β ≥ 2. Assume first that ∇p˜iβnw(x0) = 0. Then, we
may use Proposition A.12 as before to obtain,
0 ≤ q(∇2p˜iβnw(x0), x0;x) + ‖p˜iβnw‖C3d(x, x0)3, ∀ x ∈ G˜n ∩B4δ√d(x0). (3.19)
Then, as in the previous case, one can see there is some x1 with d(x1, x0) ≤ 4δ
√
d such that
q(∇2p˜iβnw(x0), x0;x1) ≤ −C−1|(∇2p˜iβnw(x0))−|gx | exp−1x0 (x1)|gx
= −C−1|(∇2p˜iβnw(x0))−|gxd(x1, x0)2.
Using (3.19) with this x1, we conclude that
|(∇2p˜iβnw(x0))−|gx ≤ C‖p˜iβnw‖C3d(x1, x0) ≤ C‖w‖C3 h˜n.
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If ∇p˜iβnw(x0) 6= 0, we apply the above argument to the function
w˜ = p˜iβn(w, x)− l(∇p˜iβn(w)(x0), x0;x), defined in B4δ√d(x0).
As explained at the end of Remark 3.14, we always have ∇2l(∇p˜iβn(w)(x0), x0;x0) = 0, thus the
Hessian at x0 is not perturbed by this change. Moreover, it is clear that ‖w˜‖Cβ ≤ C‖w‖Cβ , with
a universal C, and the proof follows. 
Using Proposition 3.28, we now show the existence of a kind of “corrector” to the Whitney
extension, in the sense that p˜iβnw plus this corrector is non-negative in M whenever w is non-
negative in G˜n, the corrector having a C
β norm which vanishes as n goes to infinity.
Lemma 3.29. Fix β ∈ [0, 3). Let w ∈ C3b (M) and suppose that there is some x0 ∈ G˜n such that
w(x) ≥ 0, ∀ x ∈ G˜n,
w(x0) = 0, x0 ∈ G˜n.
Then, there is a function Rβ,n,w,x0 with Rβ,n,w,x0(x0) = 0 and such that
(p˜iβnw)(x) +Rβ,n,w,x0(x) ≥ 0 ∀ x ∈M,
‖Rβ,n,w,x0‖Cβ(M) ≤ Chγn‖w‖C3(M).
Here, γ := i− β for β ∈ [i− 1, i), i = 2, 3, while h˜n is as in (3.2).
Proof. As in previous proofs, for any x ∈M , let xˆ ∈ G˜n be a point such that d(x, G˜n) = d(x, xˆ).
Further, by Remark 3.27 the lemma is trivial with Rβ,n,w,x0 ≡ 0 in the case β ∈ [0, 1).
The case β ∈ [1, 2). First, we must take care of the first order part of w near x0, by writing
w˜n(x) = p˜i
β
nw(x)− l(∇p˜iβnw(x0), x0;x)φ0(d(x, x0)2)
Where φ0(t) is a smooth function which is identically equal to 1 for t ≤ (δ/4)2 and vanishes for
t > (δ/2)2. Let us gather a few properties of w˜n. First, thanks to Proposition 3.16 we have
‖w˜n‖C2 ≤ C‖p˜iβnw‖C2
Moreover, w˜n has a vanishing gradient at x0
∇w˜n(x0) = 0.
Given x ∈ M , let xˆ ∈ G˜n denote some point such that d(x, G˜n) = d(x, x˜). Then, from the
positivity assumption on w, we have w˜n(xˆ) ≥ −l(∇p˜iβnw(x0), x0; xˆ)φ0(d(x, x0)2) for any x ∈ G˜n.
Then, given x ∈ Bδ/2(x0), we have
w˜n(x) ≥ w˜n(xˆ)− C‖w˜n‖C1d(x, xˆ)
≥ −l(∇p˜iβnw(x0), x0; xˆ)φ0(d(x, x0)2)− C‖w‖C3d(x, xˆ),
≥ −C|∇piβnw(x0)|gx0d(xˆ, x0)φ0(d(x, x0)2)− C‖w‖C3hn
For such x, we have that d(xˆ, x0) ≤ d(x, x0) + d(xˆ, x) ≤ δ + hn, therefore
w˜n(x) ≥ −C|∇piβnw(x0)|gx0 (δ + h˜n)− C‖w‖C3hn.
Using Proposition 3.28, we conclude that,
w˜n(x) ≥ −C‖w‖C3hn, ∀ x ∈M. (3.20)
Next, we use that w˜n(x0) = 0 and ∇w˜n(x0) = 0, together with Proposition A.12, to obtain the
bound
w˜n(x) ≥ −C‖w‖C3d(x, x0)2, ∀ x ∈M. (3.21)
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The idea is to combine these two estimates to construct the desired function, using (3.20) away
from x0, and (3.21) near x0. We define a preliminary function R˜β,n,w,x0 as follows,
R˜β,n,w,x0(x) := C‖w‖C3hnη
(
d(x, x0)
2
hn
)
.
Here, η : R+ → R is an auxiliary smooth, nondecreasing function such that
η(t) = t in [0, 1/2], η(t) ≡ 1 in [1,∞).
Then, if d(x, x0)
2 ≥ Chn, from (3.20) we have
w˜n + R˜β,n,w,x0 ≥ 0.
On the other hand, if d(x, x0)
2 ≤ Chn we use (3.21) to obtain
w˜n(x) + R˜β,n,w,x0(x) ≥ −C‖w‖C3d(x, x0)2 +Rβ,n,w,x0(x)
≥ −C‖w‖C3d(x, x0)2 + C‖w‖C3d(x, x0)2
≥ 0.
Moreover,
∇aR˜β,n,w,x0(x) = C‖w‖C3η′
(
d(x, x0)
2
hn
)
2d(x, x0)∇ad(x, x0).
Thus, if d(x, x0)
2 ≥ hn, ∇aRβ,n,w,x0(x) = 0. If d(x, x0)2 ≤ hn then
|∇aR˜β,n,w,x0(x)−∇aR˜β,nw,x0(x′)| ≤ C‖w‖C3d(x, x′).
This may be rewritten as,
|∇aR˜β,n,w,x0(x)−∇aR˜β,n,w,x0(x′)|
d(x, x′)β−1
≤ C‖w‖C3h2−βn .
In conclusion, letting Rβ,n,w,x0 := R˜β,n,w,x0(x) − l(∇p˜iβnw(x0), x0;x)φ0(d(x, x0)2) it follows that
p˜iβnw +Rβ,n,w,x0 ≥ 0 everywhere and
‖Rβ,n,w,x0‖Cβ ≤ Ch2−βn ‖w‖C3 .
Thus Rβ,n,w,x0 as constructed has the desired properties.
The case β ∈ [2, 3). This time, we must get rid of the first and second order parts of p˜iβnw
near x0. Therefore, we write
w˜n(x) := p˜i
β
nw(x)−
(
l(∇p˜iβnw(x0), x0;x) + q(∇2p˜iβnw(x0), x0;x)
)
φ0(d(x, x0)
2).
Where φ0 is the same function from the case β ∈ [1, 2). Then, as in the previous case we have
two inequalities,
w˜n(x) ≥ −C‖w‖C3hn,
and
w˜n(x) ≥ −C‖w‖C3d(x, x0)3
Then, we introduce the function
R˜β,n,w,x0(x) := C‖w‖C3hnη
(
d(x, x0)
3
hn
)
.
where η is the same function from the previous case. If d(x, x0)
3 ≥ hn it follows that
w˜n(x) + R˜β,n,w,x0(x) = w˜n(x) + C‖w‖C3hn ≥ 0.
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On the other hand, if d(x, x0)
3 ≤ hn, then
w˜n(x) + R˜β,n,w,x0(x) ≥ w˜n(x) + C‖w‖C3d(x, x0)3 ≥ 0.
Letting Rβ,n,w,x0 := R˜β,n,w,x0(x) −
(
l(∇p˜iβnw(x0), x0;x) + q(∇2p˜iβnw(x0), x0;x)
)
φ0(d(x, x0)
2) we
conclude that p˜iβnw +Rβ,n,w,x0 ≥ 0 in M . 
3.5. Remaining proofs for the case where β ≥ 1. Here we present the proof of the more
technical cases in Proposition 3.20, Proposition 3.22, and Lemma 3.25.
Proof of Proposition 3.20 for β ≥ 1. The case β ∈ [1, 2). In this case, f has the form
f(x) =
∑
k
(
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)
)
φn,k(x).
Let x ∈M \ G˜n and xˆ ∈ G˜n be such that d(x, xˆ) = d(x, G˜n).
∇af(x) =
∑
k
∇a
(
l(∇1nu(yˆn,k), yˆn,k;x)
)
φn,k(x)
+
∑
k
(
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)
)∇a (φn,k(x))
=
∑
k
∇a
(
l(∇1nu(yˆn,k), yˆn,k;x)
)
φn,k(x) +
∑
k
(
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)
)∇a (φn,k(x)) .
For xˆ ∈ G˜n, we have
∇af(xˆ) = ∇1nu(xˆ),
which is not too difficult to show. Since the proof of this fact essentially follows the same argument
used later on in the proof of Theorem 3.23 –in the case β ∈ [1, 2)–, we omit the proof.
Then, using (3.13) in the above expression for ∇af(x), we see that
∇af(x)−∇af(xˆ) =
∑
k
(∇a (l(∇1nu(yˆn,k), yˆn,k;x))−∇af(xˆ))φn,k(x)
+
∑
k
(
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)− u(xˆ)
)∇a (φn,k(x)) .
Recall that the only non-zero terms above are those with k ∈ Kx (defined in Lemma 3.9). For
such k, thanks to Definition 3.13 and Proposition A.15 we have
|∇a
(
l(∇1nu(yˆn,k), yˆn,k;x)
)−∇af(xˆ)| ≤ |∇a (l(∇1nu(yˆn,k), yˆn,k;x))−∇a (l(∇1nu(yˆn,k), yˆn,k; xˆ)) |
+ |∇a
(
l(∇1nu(yˆn,k), yˆn,k; xˆ)
)−∇af(xˆ)|
≤ C‖u‖Cβd(x, xˆ)β−1.
Adding these for every k ∈ Kx, and using that #Kx ≤ N ,∣∣∣∣∣∑
k
(∇a (l(∇1nu(yˆn,k), yˆn,k;x))−∇af(xˆ))φn,k(x)
∣∣∣∣∣ ≤ C‖u‖Cβd(x, xˆ)β−1. (3.22)
Let us bound the remaining terms (compare with [48, Chp 6, Sec 2.3.2]). Let k ∈ Kx, we seek a
bound for the quantity
|u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)− u(xˆ)|.
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Assume that yˆn,k 6= xˆ (otherwise the quantity is zero and there is nothing to prove). By the
triangle inequality, to bound this quantity it suffices to bound the sum
|u(yˆn,k) + l(∇u(yˆn,k), yˆn,k; xˆ)− u(xˆ)|+ |l(∇1nu(yˆn,k), yˆn,k;x)− l(∇u(yˆn,k), yˆn,k; xˆ)|.
Thanks to Proposition A.12 in the Appendix, for each k ∈ Kx, we have the bound
|u(yˆn,k) + l(∇u(yˆn,k), yˆn,k; xˆ)− u(xˆ)| ≤ ‖u‖Cβd(xˆ, yˆn,k)β. (3.23)
At the same time, Lemma A.14 yields |∇1nu(yˆn,k)−∇u(yˆn,k)|gx ≤ C‖u‖Cβhβ−1n (see Appendix).
Then, from the definition of the operators l (see also Remark 3.14), it follows that
|l(∇1nu(yˆn,k), yˆn,k;x)− l(∇u(yˆn,k), yˆn,k; xˆ)| ≤ C‖u‖Cβhβ−1n d(x, yˆn,k).
Since yˆn,k 6= xˆ, we have d(xˆ, yˆn,k) ≥ λhn, thanks to (3.3). Thus hβ−1n ≤ λ1−βd(x, yˆn,k)β−1 and we
conclude there is some universal constant C such that
|l(∇1nu(yˆn,k), yˆn,k;x)− l(∇u(yˆn,k), yˆn,k; xˆ)| ≤ C‖u‖Cβd(x, yˆn,k)β. (3.24)
Then, as argued earlier to obtain (3.16) (using Remark 3.10 once again) we have
d(xˆ, yˆn,k) ≤ 16d(x, G˜n), ∀ k ∈ Kx,
which trivially implies the bound d(x, yˆn,k) ≤ 17d(x, G˜n) for every k ∈ Kx. Combining this with
(3.23) and (3.24), we obtain the bound
|u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)− u(xˆ)| ≤ C‖u‖Cβd(x, xˆ)β ∀ k ∈ Kx.
Given that |∇φn,k|gx ≤ Cdiam(P ∗n,k)−1 (Lemma 3.11), the last inequality above, and the fact
that #Kx ≤ N (Lemma 3.9 ), it follows that∣∣∣∣∣∑
k
(
l(∇1nu(yˆn,k), yˆn,k;x)− l(∇1nu(xˆ), xˆ;x)
)∇aφn,k(x)
∣∣∣∣∣ ≤ C‖u‖Cβd(x, xˆ)β−1. (3.25)
Combining these we conclude that
|∇af(x)−∇af(xˆ)| ≤ C‖u‖Cβ(M)d(x, xˆ)β−1, ∀ x ∈M \ G˜n,
as we wanted.
The case β ∈ [2, 3). Finally, in this case we have
∇2abf(x) =
∑
k
∇2ab
(
l(∇1nu(yˆn,k), yˆn,k;x)
)
φn,k(x)
+
∑
k
∇a
(
l(∇1nu(yˆn,k), yˆn,k;x)
)∇bφn,k(x) +∇b (l(∇1nu(yˆn,k), yˆn,k;x))∇aφn,k(x)
+
∑
k
(
l(∇1nu(yˆn,k), yˆn,k;x)
)∇2abφn,k(x).
The argument from this point on is entirely analogous to the one for β ∈ [1, 2). We only sketch
the details. One uses (3.13) and the above identity to write an expression ∇2abf(x) − ∇2abf(xˆ).
This expression is itself separated into various sums grouped according to whether a term has
a factor of φn,k, ∇aφn,k, or ∇abφn,k. Then, one proceeds to use Proposition A.12 and Lemma
A.14 to obtain bounds for the various terms, in a manner analogous to the case β ∈ [1, 2). In
conclusion, one arrives at the desired bound,
|∇2abf(x)−∇2abf(xˆ)| ≤ C‖u‖Cβd(x, xˆ)β−2.

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Proof of Proposition 3.22 for β ≥ 1. We recall some of the setup, already used in the case β < 1.
We let x1, x2 ∈ Br(x), where B4r(x) ⊂M \ G˜n, so that d(xi, G˜n) ≥ r for i = 1, 2. Let x(t) denote
again the geodesic going from x1 to x2, parametrized with arc length, so that x(0) = x1, x(L) = x2
where L = d(x1, x2). Under these circumstances, we have
d(x(t), G˜n) ≥ r, ∀ t ∈ [0, L].
We now consider each of the remaining cases.
The case β ∈ [1, 2). Invoking the chain rule, and Proposition 3.21 as done for β < 1, we have∣∣∣∣ ddt∇af(x(t))
∣∣∣∣ ≤ C‖u‖Cβrβ−2.
In particular, integrating from t = 0 to t = L we have
|∇af(x1)−∇af(x2)| ≤
∫ L
0
∣∣∣∣ ddt∇af(x(t))
∣∣∣∣ dt ≤ Crβ−2‖u‖Cβ(M)d(x1, x2).
Since β − 2 < 0 and d(x1, x2) ≤ 2r, it follows that rβ−2 ≤ 22−βd(x1, x2)β−2. Then,
|∇af(x1)−∇af(x2)| ≤ C‖u‖Cβ(M)d(x1, x2)β−1.
The case β ∈ [2, 3). This time we use the third derivative estimate from Proposition 3.21,
which yields ∣∣∣∣ ddt∇2abf(x(t))
∣∣∣∣ ≤ C‖u‖Cβrβ−3.
Then,
|∇2abf(x1)−∇2abf(x2)| ≤
∫ L
0
∣∣∣∣ ddt∇2abf(x(t))
∣∣∣∣ dt ≤ Crβ−3‖u‖Cβ(M)d(x1, x2)
This time, since β − 3 < 0 and d(x1, x2) ≤ 2r, we have rβ−3 ≤ 23−βd(x1, x2)β−3 and therefore
|∇2abf(x1)−∇2abf(x2)| ≤ C‖u‖Cβ(M)d(x1, x2)β−2.

Proof of Lemma 3.25 for β ≥ 1. The case β ∈ [1, 2). In this case we need to go further and
bound the Ho¨lder seminorm of ∇af , for every index a. Observe that
|∇af(x)−∇au(x)| ≤ |∇af(x)−∇af(xˆ)|+ |∇af(xˆ)−∇au(xˆ)|+ |∇au(xˆ)−∇au(x)|.
Evidently,
|∇af(x)−∇af(xˆ)| ≤ C‖u‖C2d(x, xˆ),
|∇au(xˆ)−∇au(x)| ≤ ‖u‖C2d(x, xˆ).
Where we have used that ‖f‖C2 ≤ C‖u‖C2 in the first inequality. According to Lemma A.14,
|∇f(xˆ) − ∇u(xˆ)|gx , is bounded from above by C‖u‖C2hn (recall that ∇p˜iβnw and ∇1nu agree at
points in G˜n). Since d(x, xˆn) ≤ hn, we conclude that
sup
x∈M
|∇f(x)−∇u(x)|gx ≤ C‖u‖C2hn ≤ C‖u‖C3hn.
The Ho¨lder seminorm of∇f(x)−∇u(x) is estimated using an argument analogous to the one used
in the case β ∈ [0, 1). Let x1, x2 ∈M , and let ∇a be as usual. Suppose first that d(x1, x2) ≤ hn.
Then, using that ‖f − u‖C2 ≤ ‖f‖C2 + ‖u‖C2 ≤ C‖u‖C2 (by Theorem 3.23),
|∇af(x1)−∇au(x1)− (∇af(x2)−∇au(x2))| ≤ C‖u‖C2d(x1, x2).
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Using that 2− β < 0 and d(x1, x2) ≤ hn, it follows that
|∇af(x1)−∇au(x1)− (∇af(x2)−∇au(x2))|
d(x1, x2)β−1
≤ C‖u‖C2d(x1, x2)2−β
≤ C‖u‖C2h2−βn .
Next, let us consider what happens if x1, x2 are such that d(x1, x2) > hn. First, we note that
|∇af(x1)−∇au(x1)− (∇af(x2)−∇au(x2))|
≤ |∇af(x1)−∇au(x1)|+ |∇af(x2)−∇au(x2)|.
To estimate these two terms, we decompose each of them again. We have, for i = 1, 2
|∇af(xi)−∇au(xi)| ≤ |∇af(xi)−∇af(xˆi)|+ |∇af(xˆi)−∇au(xˆi)|+ |∇au(xˆi)−∇au(xi)|.
Now, on one hand we have the estimates
|∇af(xi)−∇af(xˆi)| ≤ C‖u‖C2d(xi, xˆi),
|∇au(xi)−∇au(xˆi)| ≤ ‖u‖C2d(xi, xˆi),
while on the other hand Lemma A.14 says that |∇af(xˆi)−∇au(xˆi)| ≤ C‖u‖C2d(xi, xˆi). Gathering
these bounds and using that d(x1, x2) > hn ≥ d(xi, xˆi), we conclude that
|∇af(x1)−∇au(x1)− (∇af(x2)−∇au(x2))| ≤ C‖u‖C2hn.
Then, since β ∈ [1, 2),
|∇af(x1)−∇au(x1)− (∇af(x2)−∇au(x2))|
d(x1, x2)β−1
≤ C‖u‖C2h2−βn .
In conclusion, for x1, x2 ∈M with x1 6= x2 we have
|∇af(x1)−∇au(x1)− (∇af(x2)−∇af(x2))|
d(x1, x2)β−1
≤ C‖u‖C2h2−βn .
Therefore, as in the case β ∈ [0, 1), we conclude that
‖f − u‖Cβ = ‖f − u‖L∞ + ‖∇f −∇u‖L∞ + [∇f −∇u]Cβ−1 ≤ C‖u‖C2h2−βn ,
proving the estimate in this case.
The case β ∈ [2, 3). In this case we must also take into account the values of ∇2f . Similarly as
in the previous cases, we use a triangle inequality to estimate the difference ∇2f(x)−∇2u. Let
a, b be indices in one of the usual exponential system of coordinates, then
|∇2abf(x)−∇2abu(x)| ≤ |∇2abf(x)−∇2abf(xˆ)|+ |∇2abf(xˆ)−∇2abu(xˆ)|+ |∇2abu(x)−∇2abu(xˆ)|.
On the other hand, we have, from Theorem 3.23
|∇2abf(x)−∇2abf(xˆ)| ≤ C‖u‖C3d(x, xˆ),
|∇2abu(xˆ)−∇2abu(x)| ≤ ‖u‖C3d(x, xˆ),
and, again from Lemma A.14 in the Appendix,
|∇2abf(xˆ)−∇2abu(xˆ)| ≤ Chn‖u‖C3 .
Combining these inequalities, we conclude that
sup |∇2abf(x)−∇2abu(x)| ≤ C‖u‖C3hn.
Now we consider the Ho¨lder seminorm. Fix x1, x2 ∈M . As before, consider first the case where
d(x1, x2) ≤ hn, in which case it is clear that
|∇abf(x1)−∇abu(x1)− (∇abf(x2)−∇abu(x2))| ≤ ‖u‖C3d(x1, x2).
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Then, using that 3− β < 0, and that d(x1, x2) ≤ hn, it follows that
|∇abf(x1)−∇abu(x1)− (∇abf(x2)−∇abu(x2))|
d(x1, x2)β−2
≤ C‖u‖C3d(x1, x2)3−β ≤ C‖u‖C3h3−βn .
Let us now take the opposite case, that is when d(x1, x2) > hn. Then
|∇abf(x1)−∇abu(x1)− (∇abf(x2)−∇abu(x2))|
≤ |∇abf(x1)−∇abu(x1)|+ |∇abf(x2)−∇abu(x2)|
As before,
|∇abf(xi)−∇abu(xi)| ≤ |∇abf(xi)−∇abf(xˆi)|+ |∇abf(xˆi)−∇abu(xˆi)|+ |∇abu(xi)−∇abu(xˆi)|
Next, we have
|∇abf(xi)−∇abf(xˆi)| ≤ C‖u‖C3d(xi, xˆi),
|∇abu(xi)−∇abu(xˆi)| ≤ ‖u‖C3d(xi, xˆi).
These inequalities, together with the bound |∇abf(xˆi) − ∇abu(xˆi)| ≤ C‖u‖C3hn from Lemma
A.14 in the Appendix, yield
|∇abf(x1)−∇abu(x1)− (∇abf(x2)−∇abu(x2))| ≤ C‖u‖C3hn.
Using that d(x1, x2) > hn, we see that in this case
|∇abf(x1)−∇abu(x1)− (∇abf(x2)−∇abu(x2))|
d(x1, x2)β−2
≤ C‖u‖C3h3−βn .
The rest of the proof is entirely analogous to the previous case, and the Lemma is proved. 
4. The Min-max formula in infinite dimensions: Functions on (M, g)
This section has two goals: defining a “finite dimensional” approximation to I; and showing
that the approximation can be used, along with Section 2, to prove Theorem 1.6. First we develop
the approximation, and second we establish Theorem 1.6.
4.1. Approximations to I and their structure. We are now ready to introduce the finite
dimensional approximations to the Lipschitz map I : Cβb (M)→ Cb(M). Recall that in Definition
3.17 we introduced the restriction and extension operators T˜n and E˜
β
n , below we introduce slight
modifications of these operators, which have the advantage that they depend only on the values
of u over Gn, and not all of G˜n.
Definition 4.1. For each n, we define
(1) The restriction operator Tn : C
β
b (M)→ C(Gn), defined by
Tn(u, x) := u(x) ∀ x ∈ Gn.
(2) The extension operator of order β, Eβn : C(Gn)→ Cβb (Gn), defined by
Eβn(u, x) := E
β
n(u˜, x)
where Eβn is the extension operator from Definition 3.17, and u˜ ∈ C(Gn) denotes the
function which agrees with u in Gn and is defined to be zero in G˜n \Gn.
(3) Again, we have a projection map, which we denote piβn, and is defined by pi
β
n := E
β
n ◦ Tn.
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From Remark 3.19, it becomes clear that, if u ∈ Cβb (M) has compact support, then if n is
large enough, then Eβn ◦ Tn = E˜βn ◦ T˜nu. Therefore
u ∈ Cβc (M)⇒ p˜iβn(u, x) = piβn(u, x) ∀ x ∈M, for all large enough n. (4.1)
Using this, we can use the apply the results about p˜iβn from Section 3 to pi
β
n when dealing with
functions supported in some compact set K and n large enough (depending on K).
We will create two approximations, which we call in and In. The distinction is that in is
legitimately defined on the finite dimensional space, C(Gn), whereas In will be defined on C
β
b (M),
but is finite dimensional in the sense that it returns the same value for any two functions that
agree on Gn. Introducing In will be important so that both In and I have the same domain and
co-domain.
To this end, we let Tn, E
β
n , and pi
β
n from Definition 4.1, and now we define
In : C
β
b (M)→ Cb(M), In := pi0n ◦ I ◦ piβn ,
that is to say
In(u, x) := E
0
nTnI(E
β
nTnu, x). (4.2)
The approximations In will be seen to well approximate I on a set that is dense with respect to
local uniform convergence in Cβb (M) (as opposed to norm convergence).
Definition 4.2. Define, for β ∈ [0, 2], the finite dimensional subspace Xβn ⊂ Cβb (M) by
Xβn := E
β
n(C(Gn)).
Proposition 4.3 (Convergence of In on C
3
c (M)). With In defined in (4.2) and for every compact
K ⊂M and any R > 0, we have
lim
n→∞ sup‖u‖
C3c (K)
≤R
‖Inu− Iu‖L∞(M) = 0.
Proof of Proposition 4.3. First of all, let us recall that that piβnu = E
β
nTnu. Then, we have
‖I(u)− I(piβnu)‖L∞(M) ≤ ‖I‖Lip(Cβb ,C)‖u− pi
β
nu‖Cβ(M).
On the other hand, successive applications of Theorem 3.23 and the linearity of pi0n imply that
‖pi0nI(u)− pi0nI(piβnu)‖L∞(M) ≤ C‖I(u)− I(piβnu)‖L∞(M)
≤ C‖I‖
Lip(Cβb ,C)
‖u− piβnu‖Cβ(M).
It follows that
‖Inu− Iu‖L∞(M) ≤ C‖I‖Lip(Cβb ,C)‖u− pi
β
nu‖Cβ(M).
At this point, we can apply Lemma 3.25 to the right hand side of the last inequality (using (4.1)),
and we see that for sufficiently large n,
‖Inu− Iu‖L∞(M) ≤ C‖I‖Lip(Cβb ,C)h˜
γ
n‖u‖C3b (M)
where h˜n is as defined in (3.2) and γ is as in Lemma 3.25. It follows that for all large n, and all
u ∈ C3b (M) which are compactly supported in K, we have
‖Inu− Iu‖L∞(M) ≤ Ch˜γn‖I‖Lip(Cβb ,C)R,
and the Proposition is proved. 
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For each n, the map In may be thought of as a finite dimensional approximation to I in the
following sense. We define the map
in : C(Gn)→ C(Gn), in := Tn ◦ I ◦ Eβn . (4.3)
Thus, In and in are related by
In = E
0
n ◦ in ◦ Tn.
In particular, this shows that although In : C
β
b (M) → Cb(M), In is uniquely determined by its
values on functions in Xβn , and functions in X
β
n are uniquely determined by their values on Gn.
Remark 4.4. As suggested by the results in Section 3.4 in particular Lemma 3.29, except for
when β ∈ (0, 1), it is not expected that in or In will enjoy the GCP. However, this is not a set-back
because the GCP is recovered in the limit as n→∞. The potential failure of the GCP originates
with the composition by Eβn , and the latter operator may not be order preserving when β ≥ 1.
Lemma 4.5. There is a universal constant, C, so that ‖in‖Lip(C(Gn),C(Gn)) ≤ C‖I‖Lip(Cβb ,Cb) and‖In‖Lip(Cβb ,Cb) ≤ C‖I‖Lip(Cβb ,Cb).
Comments on Lemma 4.5. This is a straightforward consequence of the bound in Theorem 3.23,
that ‖EβnTnu‖Cβ ≤ C‖u‖Cβ , and the definitions of both in and In. 
The advantage of this presentation is that we may now use the results from Section 2 to obtain
a min-max formula for In, via the theory applied to in. First, we make an observation that relates
the differentiability properties of in and In.
Lemma 4.6. Assume that u ∈ Xβn (M) and un = Tnu. The map, in, is Fre`chet differentiable at
un if and only if In is Fre`chet differentiable at u = E
β
nun. Furthermore,
DIn|u = E0n ◦Din|un ◦ Tn.
Comments on Lemma 4.6. This is a straightforward consequence of the uniqueness of DIn and
Din as well as the chain rule. We omit the details. 
We define the analog of the Clarke differential for in in the context of In.
Definition 4.7. The differential, DIn, is defined as
DIn = hull
{
L ∈ L(Cβb , Cb) : ∃{unk}k s.t. DIn|unk exists ∀ k and
lim
k→∞
DIn|unk (f, x) = L(f, x) ∀f ∈ C
β
b , ∀ x ∈ Gn
}
.
An immediate corollary of this definition and Lemma 4.6 is
Corollary 4.8. Composition by E0n and Tn over Din gives DIn:
DIn =
{
E0nlTn : l ∈ Din
}
.
Lemma 4.9. For each n, the map In : C
β
b (M) → Cb(M) admits a min-max formula when
evaluated over the set Gn; i.e.
∀u ∈ Cβb (M), ∀ x ∈ Gn, In(u, x) = min
v∈Cβb (M)
max
L∈DIn
{In(v, x) + L(u− v, x)}. (4.4)
Here DIn is as in Definition 4.7.
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Proof of Lemma 4.9. To begin the proof, we make a few simple but useful observations about
the range of in. First,
vn ∈ C(Gn) ⇐⇒ vn = Tnv for some v ∈ Cβb (M),
and second {
TnIE
β
nvn : vn ∈ C(Gn)
}
=
{
TnIE
β
nTnv : v ∈ Cβb (M)
}
.
Applying Lemma 2.4 to in, we see that for all un ∈ C(Gn) and all x ∈ Gn,
in(un, x) = min
vn∈C(Gn)
max
Ln∈Din
{in(vn, x) + Ln(un − vn, x)}
= min
vn∈C(Gn)
max
Ln∈Din
{TnIEβn(vn, x) + Ln(un − vn, x)}
= min
v∈Cβb (M)
max
Ln∈Din
{TnIEβnTn(v, x) + Ln(un − Tnv, x)}.
Thus, replacing un by Tnu, we see that for all u ∈ Cβb and x ∈ Gn,
in(Tnu, x) = min
v∈Cβb (M)
max
L∈Din
{TnIEβnTn(v, x) + L(Tn(u− v), x)}.
This shows that for all u, v ∈ Cβb (M) and for all x ∈ Gn, the inequality:
in(Tnu, x) ≤ in(Tnv, x) + max
Ln∈Din
{Ln(Tn(u− v), x)};
and unraveling the notation for in, we see that
TnIE
β
nTn(u, x) ≤ TnIEβnTn(v, x) + max
Ln∈Din
{LnTn((u− v), x)}.
Thanks to the fact that E0n is monotone and linear, as well as Corollary 4.8, we have
E0nTnIE
β
nTn(u, x) ≤ E0nTnIEβnTn(v, x) + E0n max
Ln∈Din
{LnTn((u− v), x)}
≤ E0nTnIEβnTn(v, x) + max
Ln∈Din
{E0nLnTn((u− v), x)}
= E0nTnIE
β
nTn(v, x) + max
L˜n∈DIn
{L˜n((u− v), x)},
Where we note in the middle inequality that if L
(x)
n is a collection that point-by-point attains the
max, then by Corollary 4.8, E0nL
(x)
n is an admissible family in DIn. Thus, by definition of In, we
see that for all u, v ∈ Cβb (M) and all x ∈ Gn,
In(u, x) ≤ In(v, x) + max
L˜n∈DIn
{L˜n((u− v), x)}.
Taking a min over v ∈ Cβb (M), we have achieved (4.4) for all x ∈ Gn. 
Lemma 4.10. If Ln ∈ DIn, then ‖Ln‖Cβb→Cb ≤ C‖I‖Cβb→Cb.
Proof of Lemma 4.10. First, assume that u ∈ Cβb (M) and that In is Fre´chet differentiable at u.
Let φ ∈ Cβb (M) and ψ ∈ Cβb (M), and let t > 0.
‖I(u+ tφ)− I(u)
t
− I(u+ tψ)− I(u)
t
‖L∞(M) = ‖
I(u+ tφ)− I(u+ tψ)
t
‖L∞(M)
≤ 1
t
‖In‖Lip(Cβb ,Cb)‖t(φ− ψ)‖Cβ(M)
≤ C‖I‖
Lip(Cβb ,Cb)
‖φ− ψ‖Cβ(M).
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Letting t → 0 establishes the bound for DIn(u). We also note that in a Banach space, norm
bounds are closed under convex combinations and weak limits, hence they also hold for DIn. 
It will be useful to know that the assumption (1.3) is also obeyed by the operators In uniformly
in n. This is indeed the case up to a slight enlargement factor, which is due to the result of the
finite range of dependence of the operators EβnTn, proved in Lemma 3.24.
Lemma 4.11. There is a universal constant, C, such that for ω as in assumption (1.3), In
inherits a slightly modified version of (1.3) in the form of
∀u, v ∈ Cβb , ‖In(u)− In(v)‖L∞(Br) ≤ C‖u− v‖Cβ(B2r+3) + Cω(r)‖u− v‖L∞(M), (4.5)
Proof of Lemma 4.11. This is immediate from two applications of Lemma 3.24, combined with
the assumptions (1.3). 
Lemma 4.12. Up to a uniform constant, any Ln ∈ DIn also inherits the properties of Lemma
4.11.
Comments on Lemma 4.12. This follows in a similar way as the proof of Lemma 4.11, combined
with the observations of the proof of Lemma 4.10. 
Lemma 4.13. Let L ∈ DIn. Suppose that w ∈ C3b (M) is nonnegative and w(x0) = 0, x0 ∈ Gn.
Then
L(w, x0) ≥ −Chγn‖w‖C3(M)
where limhn = 0 and hn is defined in (3.6).
Proof of Lemma 4.13. Since the lower bound for L is preserved under convex combinations and
limits, then, given the definition of DIn it is clear that it suffices to prove the inequality when L
is the classical derivative of In at points of differentiability for In. To this end, let us fix u ∈ Cβb ,
an arbitrary point of differentiability of In, and let Lu denote the respective derivative.
We apply Lemma 3.29 to w, to obtain the remainder polynomial, Rβ,n,m,x0 and conclude that
for any t > 0 we have
u+ tw + tRβ,n,w,x0 ≥ u ∀ x ∈M,
with equality at x = x0 (recall that Rβ,n,w,x0(x0) = 0). Since I has the global comparison
property, it follows that
I(u+ tw + tRβ,n,w,x0 , x0) ≥ I(u, x0) ∀ t > 0.
Furthermore, since I is a Lipschitz map,
I(u+ tw, x0) ≥ I(u+ tw + tRβ,n,w,x0 , x0)− tC‖Rβ,n,w,x0‖Cβ
≥ I(u, x0)− tC‖Rβ,n,w,x0‖Cβ .
It follows that
Lu(w, x0) =
d
dt t=0+
I(u+ tw, x0) ≥ −C‖Rβ,n,w,x0‖Cβ
Since w ∈ C3c (M), Lemma 3.29 also says that
‖Rβ,n,w,x0‖Cβ ≤ Chγn‖w‖C3
Thus,
Lu(w, x0) ≥ −Chγn‖w‖C3
This holds for every u where In is differentiable. Therefore, by the Definition 4.7 of DIn in it
also holds for any L ∈ DIn. 
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4.2. Some nice properties of I, In, and pin. Here we will collect some useful observations
about I, In, and pi
β
n . They seem to be useful in their own right, and we hope they will appear
elsewhere, but they are also essential for extracting limits of operators in DIn, and so we mention
them here.
For the remainder of this section, we will use many times a function ρ, which is simply a
smooth function that behaves like t 7→ min{t, 1}. We define it below.
Definition 4.14. Let ρ be fixed from here until the end of this section as a function that satisfies
ρ(s) = s ∀s ∈ [0, 1), ρ(s) ≡ 3/2 ∀s ∈ [2,∞), and ∣∣ρ′∣∣+ ∣∣ρ′′∣∣ ≤ 4.
Lemma 4.15. Let x ∈M , and let φ ∈ Cβb (M) be any function such that 0 ≤ φ ≤ 1 and φ(x) = 0.
Then for any u, v ∈ Cβb (M),
|I(φu, x)− I(φv, x)| ≤ (‖I‖
Lip(Cβb ,Cb)
· ‖φ‖Cβ(M)) · ‖u− v‖L∞(spt(φ)), (4.6)
as well as
|I(u, x)− I(v, x)| ≤ ‖I‖
Lip(Cβb ,Cb)
(
‖(1− φ)(u− v)‖Cβ(M) + ‖φ‖Cβ(M) · ‖u− v‖L∞(spt(φ))
)
.
(4.7)
Proof of Lemma 4.15. First we establish (4.6). Note that for all y ∈ spt(φ),
u(y)− v(y) ≤ ‖u− v‖L∞(spt(φ)),
and so for all y ∈M , we also have
φ(y)u(y)− φ(y)v(y) ≤ φ(y)‖u− v‖L∞(spt(φ)).
This says that the function φv + φ‖u − v‖L∞(spt(φ)) touches φu from above at any x such that
φ(x) = 0. By the GCP, we have
I(φu, x) ≤ I(φv + φ‖u− v‖L∞(spt(φ)), x),
so that
I(φu, x)− I(φv, x) ≤ I(φv + φ‖u− v‖L∞(spt(φ)), x)− I(φv, x)
≤ ‖I‖
Lip(Cβb ,Cb)
· ‖(φ‖u− v‖L∞(spt(φ)))‖Cβ(M)
= ‖I‖
Lip(Cβb ,Cb)
· ‖φ‖Cβ(M) · ‖u− v‖L∞(spt(φ)).
The proof of (4.7) is similar, working with the inequality
(1− φ)u+ φu− φv ≤ (1− φ)u+ φ‖u− v‖L∞(spt(φ)),
which becomes an equality at any x such that φ(x) = 0. Thus, the GCP gives
I((1− φ)u+ φu, x) ≤ I((1− φ)u+ φv + φ‖u− v‖L∞(spt(φ)), x),
and after subtracting from both sides, we have
I((1− φ)u+ φu, x)− I((1− φ)v + φv, x)
≤ I((1− φ)u+ φv + φ‖u− v‖L∞(spt(φ)), x)− I((1− φ)v + φv, x)
≤ ‖I‖
Lip(Cβb ,Cb)
· ‖((1− φ)(u− v) + φ‖u− v‖L∞(spt(φ)))‖Cβ(M)
≤ ‖I‖
Lip(Cβb ,Cb)
·
(
‖(1− φ)(u− v)‖Cβ(M) + ‖φ‖Cβ(M) · ‖u− v‖L∞(spt(φ))
)
.

In particular, using the results and proof of Lemma 4.15, after choosing an appropriate φ to
approximate BR(x), we have as a corollary,
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Corollary 4.16. Given and R > 0, there exists a constant, C(R), depending only on dimension
such that for any x fixed, r > 0,
‖I(u)− I(v)‖L∞(BR) ≤ C(R)‖I‖Lip(Cβb ,Cb)
(
‖(u− v)‖Cβ(BR+1) + ‖u− v‖L∞((BR)C)
)
,
as well as C(R, r) which blows up as R, r are both small,
|I(u, x)− I(v, x)| ≤ ‖I‖
Lip(Cβb ,Cb)
(
C(R)‖(u− v)‖Cβ(BR+r(x)) + C(R, r)‖u− v‖L∞((BR(x))C)
)
,
where ω(r)→ 0 as r →∞ and comes from the limit in the extra assumption.
Sketch of the proof of Corollary . We just comment that this follows by making an appropriate
choice of test functions in Lemma 4.15. 
A very useful estimate, somewhat related to Corollary 4.16, involves the Whitney extension
and touching a function from above. The proof of this uses Lemma 3.29 to a great degree. We
record it as a proposition for later use.
Proposition 4.17. Let x0 ∈ Gn be fixed, and let f ∈ Cb(M) be such that f(x0) = 0. Let β ∈ [0, 3)
and ε ∈ [0, 1). Consider the function w(x) := f(x)ρ(d(x, x0)β+ε). There is a dimensional
constant, C, and a function Rn,x0 such that Rn,x0(x0) = 0, ‖Rn,x0‖Cβ → 0 as n→∞, and
piβn(w, x) ≤ C‖f‖L∞(ρ(d(x, x0)β+ε) +Rn,x0(x)).
Here, ρ is the function introduced in Definition 4.14.
Proof. For the sake of brevity, we only provide the details for the case where β > 2, the other
cases are simpler and the details are left to the reader. It will be convenient to introduce the
following two functions
w0(x) := ρ(d(x, x0)
β+ε),
w˜(x) := ‖f‖L∞w0(x)− f(x)w0(x) = ‖f‖L∞w0(x)− w(x).
Clearly, w0(x), w˜(x) ≥ 0 for all x ∈ M and w0(x0) = w˜(x0) = 0. Using the definition of piβn , and
the positivity of ‖f‖L∞ − f(x), it is not difficult to show that
piβn(w˜, x) ≥ −C‖f‖L∞d(x, x0)β+ε,
piβn(w˜, x) ≥ −C‖f‖L∞hn.
Then, imitating the argument used in Lemma 3.29, we can construct a function function R˜n,β+ε,x0
such that R˜n,β+ε,x0(x0) = 0, ‖R˜n,β+ε,x0‖Cβ → 0 as n→∞, and
piβn(w˜, x) + ‖f‖L∞R˜n,β+ε,x0(x) ≥ 0⇒ ‖f‖L∞(M)(piβn(w0, x) + R˜n,β+ε,x0(x)) ≥ piβn(w, x).
On the other hand, from Proposition A.12, we have that if d(x, x0) ≤ 4δ
√
d, then
piβn(w0, x) ≤ l(∇piβn(w0), x0;x) + q(∇2piβn(w0), x0;x) + C‖w0‖d(x, x0)β+ε.
Using that ∇w0(x0) = 0 for β > 1, ∇2w0(x0) = 0 for β > 2, together with Lemma A.14, it is
easy to see that (cf. Proposition 3.16)
‖l(∇piβn(w0), x0; ·)‖Cβ(Bδ(x0)) ≤ Ch˜n‖w0‖Cβ , for β > 1,
‖q(∇2piβn(w0), x0; ·)‖Cβ(Bδ(x0)) ≤ Ch˜β−2n ‖w0‖Cβ , for β > 2.
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Combining this with the function R˜n,β+ε,x0 , it is not hard to see there is a function Rn,x0 vanishing
at x0, such that
piβn(w, x) ≤ C‖f‖L∞(M)
(
d(x, x0)
β+ε +Rn,x0(x)
)
,
lim
n→0
‖Rn,x0‖Cβ = 0,
and the proposition is proved. 
The estimate in Proposition 4.17 lead , via the GCP, to a useful estimate for I and In.
Lemma 4.18. Let x ∈ Gn, β ∈ (0, 2], f ∈ Cb(M), and u ∈ Cβb (M) be fixed. Define the function,
w, to be w(y) = f(y)ρ(d(x, y)β). Then for a universal C it holds that
I(piβnu+ pi
β
nw, x)− I(piβnu, x) ≤ C‖f‖L∞(M)‖ρ(d(x, ·)β) +Rn,x(·)‖Cβ(M),
and
E0nTnI(pi
β
nu+ pi
β
nw, x)− E0nTnI(piβnu, x) ≤ C‖f‖L∞(M)‖ρ(d(x, ·)β) +Rn,x(·)‖Cβ(M),
where Rn,x is as in Proposition 4.17.
Proof of Lemma 4.18. We note that by Proposition 4.17 there is the touching of the two functions
at x:
piβnu(y) + pi
β
nw(y) ≤ piβnu(y) + C‖f‖L∞(ρ(d(x, y)β) +Rn,x(y)).
Thus, by the GCP,
I(piβnu+ pi
β
nw, x) ≤ I(piβnu+ C‖f‖L∞(ρ(d(x, ·)β) +Rn,x(·)), x).
Subtracting I(piβn , x) from both sides, and using the Lipschitz assumption on I, we see that
I(piβnu+ pi
β
nw, x)− I(piβnu, x) ≤ I(piβnu+ C‖f‖L∞(ρ(d(x, ·)β) +Rn,x(·)), x)− I(piβnu, x)
≤ C‖I‖
Lip(Cβb ,Cb)
· ‖f‖L∞ · ‖ρ(d(x, ·)β) +Rn,x(·)‖Cβ(M).
We remark that also, the operator
E0nTnI,
is an operator with the GCP if one only considers contact points belonging to Gn. Therefore,
substituting E0nTnI instead of I in the previous calculation preserves the result. 
4.3. The Structure of DIn, compactness, and weak limits. In this section, we investigate
in more detail the structure of the operators, Ln ∈ DIn. In particular, for x ∈ Gn, each Ln(·, x)
is expressed as the sum of an (approximately) local part and a nonlocal part (see Lemma 4.25).
The local and nonlocal parts are given in terms of a discrete measure associated to Ln and x,
and using this we obtain compactness properties and other limiting properties for the Ln.
Lemma 4.19. For all Ln ∈ DIn and for all x ∈ Gn, there exist discrete signed Borel measures,
µnx, and functions C
n(x) such that for all u ∈ Cβb (M),
∀x ∈ Gn, Ln(u, x) = Cn(x)u(x) +
∫
M\{x}
u(y)− u(x) µnx(dy).
Moreover,
Cn(x) = Ln(1, x), (4.8)
and
µnx(dy) =
∑
y 6=x
Kn(x, y)δy(dy), with K(x, y) = Ln(E
β
ney, x),
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where ey ∈ C(Gn) are the “basis” functions introduced in Section 2.
Proof of Lemma 4.19. The proof is immediate from Section 2 for any ln ∈ Din, which are linear
mappings from C(Gn)→ C(Gn). However, thanks to Corollary 4.8, we know that any such Ln is
of the form E0n ◦ ln ◦Tn, for some ln ∈ Din. Since E0n is, by definition, an extension operator, and
the Lemma only uses information of u and ln restricted to Gn, we see that indeed the formula
from Lemma 2.1 and ln is preserved for Ln as well. 
Recall that if x ∈ Gn′ for some n′, then x ∈ Gn all n ≥ n′. This means that, for x ∈ ∪Gn,
and for any sequence of operators Ln with Ln ∈ DIn, we have a respective sequence of Borel
measures {µnx}n≥n′ . Therefore, we are interested in obtaining bounds on these measures that
allow us to obtain some kind of limit (at least along subsequences) as n→∞. These bounds are
obtained in the following two lemmas.
Lemma 4.20. Let β ∈ (0, 2]. If Ln ∈ DIn, then Ln obeys the estimate of Corollary 4.16.
Moreover, given x ∈ Gn′ fixed, , ε ∈ [0, 1), f(x) = 0, and w(y) = f(y)ρ(d(x, y)β+ε), we have, for
n ≥ n′,
Ln(w, x) ≤ C‖f‖L∞(M)‖ρ(d(x, ·)β+ε) +Rn,x(·)‖Cβ(M).
Proof of Lemma 4.20. This follows by an argument entirely analogous to the one in Lemma 4.10.
In this case, one invokes Lemma 4.18 to establish the estimates on any Ln ∈ DIn that is an actual
Fre`chet derivative, Ln = DIn|u at some u ∈ Cβb , then pass the resulting estimate by density and
convexity to all other elements of DIn. 
Lemma 4.21. Let Ln ∈ DIn, and {µnx}x∈Gn the respective signed measures associated to Ln by
Lemma 4.19. If mnx is the signed measure defined as
mxn(dy) = ρ(d(x, y)
β)µnx(dy),
then, the total variation of mnx, denoted |mnx|, is bounded independently of n and x.
When dealing with Cβ = C1b , we replace m
n
x by
mxn(dy) = ρ(d(x, y)
1+ε)µnx(dy) for ε ∈ (0, 1).
Proof. We note that for x fixed and for any f ∈ Cβb (M), the function f(y)ρ(d(x, y)β) ∈ Cβb (M).
Furthermore, since f(x)ρ(d(x, x)β) = 0, we obtain via Lemma 4.19 that
Ln(fρ(d(x, ·)β), x) =
∫
M
f(y)ρ(d(x, y)β)µnx(dy).
Thus, the estimate of Lemma 4.20 immediately shows that∫
M
f(y)mnx(dy) ≤ C‖f‖L∞‖ρ(d(x, ·)β) +Rn,x(·)‖Cβ(M),
and we obtain the bound taking the supremum over f with ‖f‖L∞ ≤ 1, by duality.

Definition 4.22. We use smooth approximations to the indicator and bump functions. Let x be
fixed, with ηx and η˜

x be smooth functions satisfying
0 ≤ ηx(y) ≤ 1, ηx(y) ≥ 1Br0 (y), ηx(y)↘ 1Br0 (x)(y), as → 0
0 ≤ η˜x(y) ≤ 1, η˜x(y) ≥ 1B(x)(y), η˜x(y)↘ 1{x}(y), as → 0.
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Definition 4.23. For β ∈ [0, 3) and  ∈ (0, 1), the -Taylor “polynomial” of u centered at x is
the function T ,βx (u, y) ∈ Cβb (M) given by
T ,βx (u, y) =

u(x) if β ∈ (0, 1)
u(x) + ηx(y)l(x,∇u(x); y) if β ∈ [1, 2)
u(x) + ηx(y)l(x,∇u(x); y) + η˜x(y)q(x,∇2u(x); y) if β ∈ [2, 3).
Definition 4.24. Fix Ln ∈ DIn and x ∈ Gn, and let µnx be the measure from Lemma 4.19 and
let I denote the identity matrix (TM)x → (TM)x.
Then, we define A,n(x) : (TM)x → (TM)x by
A,n(x) =
∫
M
η˜x(y)q(I, x; y)µ
n
x(dy). (4.9)
Furthermore, using duality, we define B,n(x) ∈ (TM)x as the unique vector in (TM)x such that
(B,n(x), p)gx =
∫
M
ηx(y)l(p, x; y)µ
n
x(dy), ∀ p ∈ (TM)x. (4.10)
Lemma 4.25. Let Ln ∈ DIn, x ∈ M and u ∈ C3b (M). Then, for some “remainder term”,
denoted (Error)Ln,u,x, we have the following representation for Ln(u, x): If β = 2, then
Ln(u, x) = tr(A
,n(x)∇2u(x)) + (B,n(x),∇u(x))gx + Cn(x)u(x)
+
∫
M
u(y)− T ,βx (u, y) µnx(dy) + (Error)Ln,u,x;
if β ∈ [1, 2), then
Ln(u, x) = (B
,n(x),∇u(x))gx + Cn(x)u(x) +
∫
M
u(y)− T ,βx (u, y) µnx(dy) + (Error)Ln,u,x;
and if β ∈ (0, 1), then (note there is no remainder term in this case)
Ln(u, x) = C
n(x)u(x) +
∫
M
u(y)− u(x) µnx(dy).
Moreover, for every  > 0 fixed, the term (Error)Ln,u,x satisfies the estimate
|(Error)Ln,u,x| ≤ Chn‖u‖C3(M).
While A,n(x), B,n(x), and Cn(x) satisfy the estimates
|A,n(x)|gx ≤ C, |B,n(x)|gx ≤ C, |Cn(x)| ≤ C.
In all cases C denoting a universal constant.
Proof of Lemma 4.25. When β ∈ (0, 1), then we just apply Lemma 4.19 directly to Ln, and the
Lemma in this case is trivial. For β > 1, the key observation is that we can write, for fixed
x ∈ Gn′ and n ≥ n′,
Ln(·, x) = Ln(·, x) ◦ T ,βx + Ln(·, x) ◦ (Id− T ,βx ).
Then, the first three terms in the desired expression for Ln(u, x) arise from Ln(·, x) ◦ T ,βx , us-
ing Definition 4.23 to obtain A,n(x) and B,n(x). The term (Error)Ln,u,x arises simply due to
the perturbation of the gradient and Hessian made when applying piβn . However, Lemma A.14
guarantees the error made is bounded by Chn‖u‖C3(M).
As for the term Ln(·, x) ◦ (Id− T ,βx ), note that by definition
u(x)− T ,βx (u, x) = 0,
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and so the terms Cn(x) from Lemma 4.19 are not present in the representation of the second
term. 
The next lemma yields lower bounds for A,n and µnx. These bounds say that for large n,
(and for fixed  and x ∈ ∪Gn), A,n is almost a positive semi-definite matrix, and µnx is almost a
positive measure.
Lemma 4.26. There is a universal constant C, such that if x ∈ Gn′, and n ≥ n′, then:
With I denoting the identity map (TM)x → (TM)x, we have
A,n(x) ≥ −Chγn−3I.
Moreover, for all f ∈ C3b (M) such that f ≥ 0 and f(x) = 0, we have∫
M
f(y)µnx(dy) ≥ −Chγn‖f‖C3(M).
Here, hn is as defined in (3.6), and γ is as in Lemma 3.25.
Proof of Lemma 4.26. Both of these results are immediate consequences of Lemma 4.13. Indeed,
for the case of A,n(x), consider a fixed unit vector, v ∈ (TM)x, and the function
w(y) = η˜x(y)q(v ⊗ v, x; y),
where η˜x(y) is the function from Definition 4.22.
On the other hand, from the definition of q, we have that ∇2w(x) = v⊗ v and ∇w(x) = 0, see
Remark 3.14. It is also clear that w(y) ≥ 0 for all y and that w(x) = 0. Then, applying Lemma
4.19 to w, it follows that
Ln(w, x) =
∫
M
η˜x(y)q(v ⊗ v, x; y)µnx(dy).
In light of the formula (4.9), we have that
Ln(w, x) = tr(A
,n(x)v ⊗ v).
Then, using Lemma 4.13 to bound Ln(w, x), we conclude that
tr(A,n(x)v ⊗ v) ≥ −Chγn‖w‖C3(M).
Using that η˜x, ‖w‖C3 ≤ C−3, as well as Proposition 3.16, we obtain the lower bound for A,n(x).
It remains to prove the bound for µnx. We use Lemma 4.19 once again, and apply to a function
f ∈ C3(M) such that f(x) = 0, which yields
Ln(f, x) =
∫
M
f(y)µnx(dy).
Then, Lemma 4.13 applied to the left hand side yields the desired bound. 
The next lemma is concerned with the “pointwise” limits for sequences {Ln} where for each
n we have Ln ∈ DIn for each n. The lemma says essentially the following: given x ∈
⋃
Gn′ ,
the sequence {Ln(·, x)}n≥n′ , seen as a sequence of linear functionals Cβc (M)→ R, must converge
along a subsequence to a functional of Levy type based at x (recall Definition 1.4).
Lemma 4.27. Let x ∈ Gn′, and for every n ≥ n′ let Ln ∈ DIn. There is a subsequence nk →∞
such that Lnk(·, x) converges weakly to some Lx : Cβb → R, that is,
lim
k→∞
Lnk(u, x) = Lx(u), ∀ u ∈ Cβc (M),
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where Lx is a functional of Le´vy-type based at x. Furthermore, the functional Lx inherits an
analogue of (4.5), namely, there is a universal C such that
|Lx(u)| ≤ C‖u‖Cβ(B2r+3) + Cω(r)‖u‖L∞(M).
Remark 4.28. The proof below will actually say more than what was stated in Lemma 4.27, and
it shall highlight how Levy operators arise naturally as the limits of the Laplacian on sequences
of weighted graphs that are becoming large as n→∞.
Concretely, fix x ∈ Gn′. Let Cn(x), A,n(x), and B,n(x) be as in (4.8),(4.9), and (4.10). Then,
as shown below, there are subsequences nk →∞, j → 0 such that: 1) we have the limits
A(x) := lim
j
lim
k
Aj ,nk(x), B(x) := lim
j
lim
k
Bj ,nk(x), C(x) := lim
k
Cnk(x),
2) µnkx converges weakly in compact subsets of M \ {x} to a positive measure µx and 3) for every
u ∈ Cβc (M) we have
lim
k→∞
Lnk(u, x) = tr(A(x)∇2u(x)) + (B(x),∇u(x))gx + C(x)u(x)
+
∫
M\{x}
u(y)− u(x)− χBr0 (y)(∇u(x), exp−1x (y))gx µx(y).
Proof of Lemma 4.27. For this proof, we only demonstrate the case of Cβb = C
2
b as it includes all
of the details. The other four cases of β follow from a similar and simpler argument.
The case, Cβb = C
2
b .
Let x ∈ ∪nGn be fixed. Since Gn are increasing, we know x ∈ Gn for all n ≥ n′ for some n′.
Also, by Lemma 4.21, we know that the measures mnx have bounded variation in M \ {x}, so we
are free to use the Jordan decomposition to write
mnx = (m
n
x)
+ − (mnx)−.
Furthermore, both of the measures (mnx)
+ and (mnx)
− are uniformly bounded in x, and n, for
n ≥ n′ given by Lemma 4.21.
Step 1: extracting weak limits in n for  fixed.
We can use the compactness of Radon measures, e.g. [20, p. 55] to extract weakly convergent
subsequences of (mnx)
+ and (mnx)
−, and hence also mnx. We will label by nk, and we will call the
weak limiting signed measure as m¯x, i.e.
mnkx ⇀ m¯x,
but we note that a posteriori we will validate that m¯x ≥ 0. For the moment, we keep  fixed.
Let u ∈ C2c (M). By Lemma 4.25, we have
Ln(u, x) = tr(A
,n(x)∇2u(x)) + (B,n(x),∇u(x))gx + Cn(x)u(x) (4.11)
+
∫
M\{x}
u(y)− T ,βx (u, y) µnx(dy) + (Error)Ln,u,x. (4.12)
First we work on the nonlocal part, (4.12). We see that∫
M\{x}
u(y)− T ,βx (u, y) µnx(dy)
=
∫
M\{x}
u(y)− T ,βx (u, y)
ρ((d(x, y)2)
ρ((d(x, y)2)µnx(dy)
=
∫
M\{x}
u(y)− T ,βx (u, y)
ρ((d(x, y)2)
mnx(dy).
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At this point, we note that by the C2 nature of u, the function,
u(y)− T ,βx (u, y)
ρ((d(x, y)2)
,
does in fact extend to a continuous function on M . Hence, by the weak limit of mnkx , we see then
that
lim
k→∞
∫
M\{x}
u(y)− T ,βx (u, y)
ρ((d(x, y)2)
mnkx (dy) =
∫
M\{x}
u(y)− T ,βx (u, y)
ρ((d(x, y)2)
m¯x(dy).
We define the limiting Le´vy measure on M \ {x} as
µ¯x(dy) = (ρ(d(x, y)
2))−1m¯x(dy),
and we note that by Lemma 4.26 we also know that µ¯x is indeed non-negative and satisfies, by
definition the integrability condition independent of x∫
M\{x}
min(d(x, y)2, 1)µ¯x(dy) ≤ C
because by definition m¯x are finite measures with total mass independent of x.
Next, we move on to the local part of Ln, given in Lemma 4.25, which we recorded in (4.11).
We will establish that the matrices A,n(x) and vectors B,n(x) are all uniformly bounded in ,
n, x. Thus, weak limits are immediate (as bounded sequences in Euclidean space). First, we
note by a direct calculation that for x fixed, as functions of y, η˜xq(x, ei ⊗ ej ; y) are in C2b (M),
independent of x, n, and . Furthermore, the functions ηx(y)l(x, ei; y) have a bounded C
2 norm
inside, e.g. y ∈ B1/2(x). Thus the bounds for A,n(x) follow from Lemma 4.10, and the bounds
for B,n(x) follow from Lemma 4.15, equation (4.7).
This means that we also have coefficients that depend on 
A¯(x), B¯(x), C¯(x),
such that along a subsequence, again labeled as nk, we have (recall, x is fixed)
lim
k→∞
Ln(T
,β
x u, x) = tr(A¯
(x)∇2u(x)) + (B¯(x),∇u(x))gx + C¯(x)u(x).
Furthermore, by Lemma 4.26, we see that
A¯(x) ≥ 0.
Step 2: removing the  dependence.
We note that the definition of the -Taylor expansion (Definition 4.23) requires smooth approx-
imations of 1Br0 (x) and 1{x}, with  being a small parameter. First, we note that in the previous
paragraph, it was established that A,n(x) and B,n(x) are bounded independently of , n, and x.
Thus the limits A¯(x) and B¯(x) are still bounded independently of  and x. Invoking once again
the compactness of bounded closed sets in finite dimensional spaces, we obtain a subsequence in
, along which
lim
k→0
tr(A¯k(x)∇2u(x)) + (B¯k(x),∇u(x))gx + C¯(x)u(x)
= tr(A¯(x)∇2u(x)) + (B¯(x),∇u(x))gx + C¯(x)u(x),
and again, we preserve
A¯(x) ≥ 0.
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Next we conclude with the → 0 limits for∫
M\{x}
u(y)− T ,βx (u, y)µ¯x(dy).
Using the bound on the error term in the Taylor expansion (see Proposition A.12), and since
u ∈ C2c , we have that as y → x,
|u(y)− u(x)− η(y)l(x,∇u(x); y)| ≤ ‖u‖C2ρ(d(x, y)2).
Hence, by dominated convergence, we see that (recall Definition 4.22 for η)
lim
→0
∫
M\{x}
u(y)− u(x)− η(y)l(x,∇u(x); y)µ¯x(dy)
=
∫
M\{x}
u(y)− u(x)− 1Br0 (x)l(x,∇u(x); y)µ¯x(dy).
For the quadratic term, q(x,∇2u(x); y), we note that∣∣η˜(y)q(x,∇2u(x); y)∣∣ ≤ C‖u‖C2(M)ρ(d(x, y)2)1B2(x).
Hence, since µ¯x ≥ 0,∫
M\{x}
∣∣η˜(y)q(x,∇2u(x); y)∣∣ µ¯x(dy) ≤ C‖u‖C2(M) ∫
B2(x)\{x}
ρ(d(x, y)2)µ¯x(dy).
Since m¯x is a finite measure, we see by the continuity of m¯x that necessarily
m¯x(B2(x) \ {x})→ 0 as → 0.
We conclude then that
lim
→0
∫
M\{x}
∣∣η˜(y)q(x,∇2u(x); y)∣∣ µ¯x(dy) = 0.
This means that after the subsequential limits first in n followed by , we do indeed recover
for u ∈ C2c (M),
lim
j→0
lim
nk→∞
Lnk(u, x) = L¯x(u),
and L¯x is a functional of the Le´vy form (Definition 1.4, (1.2)). This concludes the lemma for the
case β = 2.
Now we make a few remarks as to how the remaining cases follow from the proof for β = 2.
This is the only part in the proof in which there is a true distinction between them, and it all
rests on the ability to extend continuously the function
u(y)− T ,βx (u, y)
ρ((d(x, y)β)
.
The case, β = 1, C1b (M). This case is completely analogous to β = 2, and on one hand
simpler because A,n(x) ≡ 0, but on the other hand, complicated by Lemma 4.21. Now, we let
ε ∈ (0, 1) be given, and we take u ∈ C1,εb , and we invoke Lemma 4.21 with 1 + ε/2. Taylor’s
theorem applies in exactly the same way for the continuity of the quantity
u(y)− T ,1x (u, y)
ρ((d(x, y)1+ε/2)
,
at y = x, where now the numerator has slightly stronger decay, by choice of u ∈ C1,ε.
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The cases of Cβb (M) = C
0,1(M) and Cβb (M) = C
1,1(M). These cases go in the same way
as respectively the cases of C1 and C2 because we limit ourselves to only checking the formula
for u ∈ C1 and respectively C2. Hence, the respective continuity of, e.g.
u(y)− T ,1x (u, y)
ρ((d(x, y))
and
u(y)− T ,2x (u, y)
ρ((d(x, y)2)
,
is unchanged.
The other cases of β ∈ (0, 2).
The only real difference here is that in these cases, we are applying the argument to u ∈
Cβ+εb (M) for some small ε > 0. In this case, the slightly larger Ho¨lder exponent, β + ε, is what
gives the continuity of
u(y)− T ,βx (u, y)
ρ((d(x, y)β)
,
because the numerator is of the order d(x, y)β+ε. 
In the case I satisfies the equicontinuity assumption (1.5), one can do better than Lemma 4.27:
one can show the compactness of the elements of Ln ∈ DIn as linear operators. Moreover, the
proof is rather straightforward, it boils down to the Arzela´-Ascoli theorem.
Lemma 4.29. Suppose that I satisfies (1.5). Then, given a sequence {Ln} with Ln ∈ DIn for
every n, there exists a subsequence Lnk and a bounded linear operator L : C
β
b → Cb such that
lim
k→∞
Lnk(u, x) = L(u, x), ∀ u ∈ C3c (M), x ∈M.
Proof. Fix K ⊂M be a compact set, and let B denote the set
B := {u ∈ C3b (M) | u ≡ 0 outside K, ‖u‖C3(M) ≤ 1}.
It is clear that B is a compact subset of Cβb , for each β < 3. From the assumption (1.5), the
continuity of piβn (Theorem 3.23), and the convergence of pi
β
n to the identity in C3b (Lemma 3.25),
it follows that if Ln ∈ DIn(vn), where vn ∈ B, then
{Ln(u, ·)}u∈B is equicontinuous
In other words, the real valued functions given by
(u, x) ∈ K × B → Ln(u, x),
form an equicontinuous family of functions from K × B to R. In particular, this family of
functions is precompact in C(K × B) with respect to uniform convergence. Therefore, there is
some subsequence nk and some L ∈ C(K × B) such that
Lnk → L uniformly in K × B.
By homogeneity, Lnk converges as a function defined for all functions u ∈ C3 which are compactly
supported on K. Moreover, using the linearity of the Lnk it is clear that L is also a linear operator.
Then, taking an increasing sequence of compacts Kn which cover M , one can apply a Cantor
diagonalization argument to obtain the desired sequence. 
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4.4. Limits of the finite dimensional min-max– the proof of Theorem 1.6 and Propo-
sition 1.7. Now that we have collected various facts about DIn, we have enough information to
finish the proof of Theorems 1.6 and 1.8. The last remaining step is to pass to the limit “inside”
of the min-max.
Proof of Theorem 1.6. The key point of this proof is to use the compactness established in Lemma
4.27 to go from the min-max formula for In to one for I. We introduce the family depending on
I,
KLevy(I) :=hull
({
L : Cβb → R : ∃ nk →∞ and Lnk ∈ DInk ,
xk ∈ Gnk s.t. L(f) = lim
k→∞
Lnk(f, xk) ∀f ∈ Cβc (M)
})
. (4.13)
Among the implications of Lemma 4.27, KLevy(I) 6= ∅, and every element of KLevy(I) is an
operator of Levy type based at some x ∈ M . Then, our aim is to prove the following: for every
x ∈M , and every pair u, v ∈ Cβb (M), there is some L ∈ KLevy(I) based at x such that
I(u, x) ≤ I(v, x) + L(u− v). (4.14)
We proceed to prove (4.14) in increasing order of generality: 1) for all u, v ∈ Cβc and x ∈ Gn for
some n, 2) for all u, v ∈ Cβc and any x ∈ M , and finally 3) for all u, v ∈ Cβb (that is, u, v that
may not be compactly supported) and any x ∈M .
Fix u, v ∈ Cβc (M), and let x ∈ Gn′ , for some n′ ∈ N. Since the Gn are increasing, we have that
x ∈ Gn for all n ≥ n′. The min-max formula for In with n ≥ n′ (Lemma 4.9) yields the existence
of some Ln,u,x ∈ DIn such that
In(u, x) ≤ In(v, x) + Ln,u,x(u− v, x).
Given that u, v ∈ Cβc (M), Proposition 4.3 guarantees that
lim
n
In(u, x) = I(u, x), lim
n
In(v, x) = I(v, x),
and in particular,
I(u, x) ≤ I(v, x) + lim sup
n
Ln,u,x(u− v, x).
Applying Lemma 4.27, and the definition of KLevy(I) (4.13), we conclude the following: for any
x ∈ ⋃Gn, and u, v ∈ Cβc (M), there is a functional L ∈ KLevy(I), based at x, such that
I(u, x) ≤ I(v, x) + L(u− v).
More generally, if x ∈ M , then we can choose a sequence of points xm with xm → x and
xm ∈
⋃
Gn. Then, for each m there is some Lxm based at xm such that
I(u, xm) ≤ I(v, xm) + Lxm(u− v)
Once again, passing to the limit in m (and using again the compactness of KLevy(I)), and using
the continuity of I(u, ·) and I(v, ·), we conclude that there exists some L ∈ KLevy(I), based at x,
and such that
I(u, x) ≤ I(v, x) + L(u− v).
Finally, we need to extend (4.14) to all u, v ∈ Cβb (M), and not just those with compact support.
Fix u, v ∈ Cβb (M), and x ∈M . Consider sequences uk, vk ∈ Cβc (M), k ∈ N, which are such that
‖uk − u‖Cβ(B2k(x∗)) ≤ 1/k, ‖vk − v‖Cβ(Bk(x∗)) ≤ 1/k.
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Then, for each k we have some Lk ∈ KLevy(I) such that
I(uk, x) ≤ I(vk, x) + Lk(uk − vk).
The assumption (1.3) and Lemma 4.12 imply that for all sufficiently large k,
I(u, x) ≤ I(uk, x) + C‖u− uk‖Cβ(B2k(x∗)) + C‖u− uk‖L∞(M),
I(vk, x) ≤ I(v, x) + C‖v − vk‖Cβ(B2k(x∗)) + C‖v − vk‖L∞(M),
Lk(uk − vk) ≤ Lx,k(u− v) + C‖u− v − (uk − vk)‖Cβ(B2k(x∗))
+ Cω(k)‖u− v − (uk − vk)‖L∞(M)
Therefore,
I(u, x) ≤ I(v, x) + Lk(u− v) + C 1
k
+ Cω(k), ∀ k ∈ N.
Then, after possibly taking a subsequence of the Lk, we obtain (4.14) in the limit in this final
case. Since (4.14) trivially yields equality for v = u, we conclude that for any x ∈M
I(u, x) = min
v∈Cβb (M)
max
L∈KLevy(I)
{I(v, x) + L(u− v)},
and this finishes the proof.

The nature of the set KLevy(I) and its dependence on I is a direct and trivial outcome of the
proof of Theorem 1.6, we record it as a Proposition.
Proposition 4.30. The family KLevy(I) appearing in Theorem 1.6 has the form
KLevy(I) :=hull
({
L : Cβb → R : ∃ nk →∞ and Lnk ∈ DInk ,
xk ∈ Gnks.t. L(f) = lim
k→∞
Lnk(f, xk) ∀f ∈ Cβc (M)
})
.
Finally, we comment on the minor modifications needed to obtain the stronger min-max result,
under assumption (1.5).
Proof of Theorem 1.8. The proof is exactly as that of the previous Theorem, except we invoke
Lemma 4.29 in place of Lemma 4.27, which is made possible once we have (1.5). In this case, we
obtain convergence as operators of subsequences of Ln, where Ln ∈ DIn for every n. We define
L := {L | ∃{nk}k, nk →∞, and Lnk ∈ DInk such that L(u, x) = lim
k
Lnk(u, x)∀u ∈ C3c (M)}.
The min-max formula using the operators in L is proved as before, and the fact that for each x
we have L(·, x) ∈ LLevy(I) is immediate in light of Proposition 4.30.

Remark 4.31. In order to illustrate the difference between I : Cβb (M) → Cb(M) and maps on
a finite dimensional space, we point the reader to (4.14). If I were differentiable on a dense
set of functions, one can basically go straight to this point– see e.g. Proposition 2.6 and the
proof of Lemma 2.4. However, for generic Lipschitz I in infinite dimensional spaces, Fre´chet
differentiability on a dense set is not expected to hold. Thus, most of the difficulty was contained
in obtaining (4.14).
Remark 4.32. One may ask how it is that including such a large set of linear functionals centered
at x as KLevy(I) in the max of the min-max formula (1.4) does not corrupt simpler operators
that may not use all such linear functionals. Suppose that I is a simpler operator of the form
I(u, x) = max{La(u, x), Lb(u, x)},
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where La and Lb are simply two fixed operators that have the GCP and properties (1.3). The
reader can check in a straightforward fashion that indeed
min
v∈Cβb
max
Lx∈KLevy(I)
(I(v, x) + Lx(u− v)) = max{La(u, x), Lb(u, x)}.
The main points are that choosing v = u in the minimum immediately gives one inequality, and
the reverse inequality comes from the fact that if La and Lb are linear maps from C
β
b (M)→ Cb(M)
with the GCP, then for x fixed, the linear functionals La(·, x) and Lb(·, x) are both of Le´vy type,
and hence in KLevy(I).
4.5. Convex operators. If the Lipschitz operator I is assumed to be convex, then it may be
represented simply as a maximum of linear operators of the same type as those appearing in the
min-max formula from Theorem 1.6. First, let us recall what it means for an operator to be
convex.
Definition 4.33. An operator I is said to be convex if for any two functions u, v, and x ∈ M ,
and any λ ∈ (0, 1) the following inequality holds
I(λu+ (1− λ)v, x) ≤ λI(u, x) + (1− λ)I(v, x).
The operator is said to be concave if the above inequality is reversed.
The convexity condition can clearly be restated as
t−1 (I(v + t(u− v), x)− I(v, x)) ≤ I(u)− I(v) ∀ t ∈ [0, 1].
Taking s ∈ [0, 1] and applying the above inequality to the functions v and v + s(u− v), one sees
that convexity of I is equivalent to the condition
t−1 (I(v + t(u− v), x)− I(v, x)) ≤ s−1 (I(v + s(u− v), x)− I(v, x)) , ∀ 0 ≤ t ≤ s ≤ 1.
Lemma 4.34. Let M and I be as in Theorem 1.6. If in addition, I is known to be convex, then
I(u, x) = max
v,Lx
{I(v, x) + Lx(u− v)}.
Here the maximum is over some family of pairs (v, Lx) where v ∈ Cβb , and each Lx lies in the
same family of functionals as in Theorem 1.6. Likewise, if I is concave, an analogous statement
holds with a minimum instead of a maximum.
Proof. Let In be the finite dimensional approximation to I. By its construction, it is clear that
In is convex if I is convex. We shall show that the min-max formula for In reduces to a max
formula when In is convex. From this point on, the proof of the Lemma follows the argument
used to obtain (4.14) in the proof of Theorem 1.6.
Fix u, v ∈ Cβb and x ∈ G˜n for some n. Assume further that v is such that In is differentiable
at v, with derivative Lv(·). Then, due to the convexity of In, the function
t→ t−1 (In(v + t(u− v), x)− I(v, x)) ,
is nondecreasing for t > 0. Therefore,
t−1 (In(v + t(u− v), x)− I(v, x)) ≥ lim sup
t→0+
{t−1 (In(v + t(u− v), x)− In(v, x))}
= Lv(u− v, x).
In particular, for t = 1
In(u, x) ≥ I(v, x) + Lv(u− v, x), ∀ x ∈ G˜n, u ∈ Cβb (M).
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If In is not differentiable at v, we take a sequence vk → v with In differentiable at each vk. Then,
In(u, x) ≥ In(vk, x) + Lvk(u− vk, x), ∀ k,
passing to the limit k →∞
In(u, x) ≥ In(v, x) + lim sup
k
Lvk(u− vk, x).
From here, it follows that for every v ∈ Cβb there is some L such that
In(u, x) ≥ In(v, x) + Lx(u− v).
Since v is arbitrary and the above becomes an equality whenever u = v, it follows that we have
In(u, x) = max
v,L
{In(v, x) + L(u− v, x)},
the maximum being over some family of pairs (v, L). This proves the maximum for each of the
finite dimensional approximations In. As mentioned at the beginning of the proof, to obtain
the maximum formula for I, one proceeds by the same limiting argument used in the proof of
Theorem 1.6, we leave the details to the reader. 
4.6. Extremal operators. An elementary consequence of the min-max formula for I, is that
one can bound the difference I(u, x)− I(v, x) via “extremal operators”. Namely, since
I(u, v)− I(v, x) = min
v′
max
L
{
I(v′, x) + L(u− v′, x)}− I(v, x),
(take v′ = v) ≤ max
L
{L(u− v, x)} .
Likewise,
I(u, x)− I(v, x) ≥ −max
L
{L(v − u, x)} ,
≥ min
L
{L(u− v, x)} .
Therefore, we call the following the extremal inequalities for I:
min
L
{L(u− v, x)} ≤ I(u, x)− I(v, x) ≤ max
L
{L(u− v, x)}; (4.15)
and given a family of linear functionals, L, we define the extremal operators
M+L (u, x) = sup
L∈L
{L(u, x)} and M−L (u, x) = infL∈L{L(u, x)}. (4.16)
Note, these extremal operators have made important appearances in PDE and control theory for
decades (and most likely in other fields). For second order equations they can be traced back to
Pucci [42], see also their importance in Caffarelli [8] or in the book of Caffarelli-Cabre´ [9, Chp
2-4]. They also play a fundamental role in much of the theory for integro-differential equations
for both linear and nonlinear operators (a very abridged list is e.g. [7], [13], [12], [31], [45], etc...).
Now, one may ask if the reverse holds. Namely, if the (4.15) holds, does it follow that I can
be written as a min-max of operators belonging to the class L?. The next lemma gives a partial
answer to this question –which will be useful in a forthcoming work dealing with Dirichlet to
Neumann maps.
Proposition 4.35. Assume that I is as in Theorem 1.6, and suppose further that there exists a
class of functionals L, so that I obeys the extremal inequalities (4.15) with respect to L. Then,
with KLevy(I) as in Proposition 4.30, it holds that for all Lx ∈ KLevy(I)
∀ φ ∈ C3c (M), ∀ x ∈M, M−L (φ, x) ≤ Lx(φ).
We will prove this proposition via two more basic (and possibly also useful) facts separately,
where both of them invoke the finite dimensional operators.
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Lemma 4.36. Let I and L be as in Proposition 4.30. Let In, (M−L )n, and (M+L )n be the finite
dimensional approximations defined in (4.2) for respectively I, M−L , and M
+
L from (4.16), and
let u, v ∈ Cβb (M). Then
(M−L )n(u− v) ≤ In(u)− In(v) ≤ (M+L )n(u− v),
i.e. the approximation (4.2) preserves extremal inequalities.
Lemma 4.37. Let I, L, and M−L be as in Proposition 4.35. Let n be fixed, let In be defined in
(4.2), and assume In is Fre´chet differentiable at u ∈ Cβb (M) with derivative DIn,u, let x ∈ M ,
and let φ ∈ C3b (M). Then the following estimate is true
−hγn‖φ‖C3 +M−L (φ, x) ≤ DIn,u(φ, x),
where hγn → 0 arises from Lemma 3.25 and is defined in (3.6).
For notational reasons, it will be easiest to simply present the proofs of Lemmas 4.36 and 4.36
together.
Proof of Lemmas 4.36 and 4.37. First, let u, v ∈ Cβb (M). We will use the fact that restric-
tion/extension compositions
Eβ ◦ Tn and E0 ◦ Tn
are both linear operators, and furthermore that E0 ◦ Tn preserves ordering. Using the extremal
inequality of (4.16), we see that since Eβn ◦ Tnu and Eβn ◦ Tnv are again in Cβb (M), it holds that
M−L (E
β
n ◦ Tn(u− v)) ≤ I(Eβn ◦ Tnu)− I(Eβn ◦ Tnv),
(and we have used linearity of Eβn ◦ Tn on the left). Now we may apply E0 ◦ Tn to both sides,
and we use the monotonicity and linearity to conclude
E0 ◦ Tn
(
M−L (E
β
n ◦ Tn(u− v))
)
≤ E0 ◦ Tn
(
I(Eβn ◦ Tnu)
)
− E0 ◦ Tn
(
I(Eβn ◦ Tnv)
)
.
Hence by the definition of (M−L )n and In in (4.2), we have obtained half of Lemma 4.36. The
other inequality follows the same proof.
Now to obtain the estimate on DIn, let t > 0, and u and φ be as in Lemma 4.37. In the
preceding equation, we may now replace u by u + tφ and v by u. Invoking the positive 1-
homogeneity of M−L and (M
−
L )n, we obtain
t(M−L )n(φ) ≤ In(u+ tφ)− In(u).
Now we can invoke the approximation estimate in Lemma 3.25 applied to (M−L )n, and rearrange
to see that
−hn‖φ‖C3 +M−L (φ, x) ≤ (M−L )n(φ, x) ≤
1
t
(In(u+ tφ, x)− In(u, x)) .
Hence, taking the limit as t→ 0+, we conclude Lemma 4.37. 
Now we justify Proposition 4.35.
Proof of Proposition 4.35. Let φ and x be given. By the definition of Lx ∈ KLevy(I) via Propo-
sition 4.30, we see that Lx is a limit of convex combinations of operators, L˜ such that there exist
un and xk so that
L˜(φ, x) = lim
k→∞
lim
n→∞DIn,un(φ, xk).
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As Lemma 4.37 is independent of un, and from the fact that M
−
L (φ, ·) is continuous in x, we see
that
M−L (φ, x) ≤ L˜(φ, x).
This inequality is preserved under further convex combinations over L˜, and thus we conclude it
also holds that
M−L (φ, x) ≤ Lx(φ).

5. Some Questions
Here we take the time to mention some additional questions that arise from the min-max
representation.
Question 5.1. In the Introduction, among the examples for maps satisfying the GCP, we men-
tioned the Dirichlet-to-Neumann map for a fully nonlinear equation in a bounded smooth domain
Ω ⊂ Rd. Our main theorem yields the representation
∂νU = min
a
max
b
{
fab(x) + Lab(u, x))
}
,
where {fab}ab is a bounded family of functions in C(∂Ω), and each Lab(·, x) has the form (1.2).
Then, we ask: are the Levy measures µab appearing in the min-max formula formula absolutely
continuous with respect to the surface measure of ∂Ω?. In other words, find out whether there
are measurable functions kab : Ω× Ω→ R such that
µabx (dy) = k
ab(x, y)dvolg(y).
Furthermore, deriving further properties for the kernels kab, such as pointwise bounds with respect
to the kernel |x− y|−d, would be very useful. Such bounds would mean that the equation ∂νU = 0
is closely related to existing regularity results for nonlocal elliptic equations, i.e. [4, 7, 13, 45].
Question 5.2. Going in the opposite direction, are there Dirichlet to Neumann maps –even in
the linear case– for which the resulting integro-differential operator on ∂Ω that has a singular
Le´vy measure? This seems a possibility for linear operators with low-regularity coefficients, as
suggested by the existence of well known examples of elliptic operators for which the associated
L-harmonic measure is singular.
Question 5.3. Let M = Rd. If it is assumed that I is a translation invariant operator, can you
show that it suffices to only use translation invariant linear operators in the min-max formula of
Theorem 1.6?.
Question 5.4. Can the min-max formula be extended to degenerate or singular operators such
as the infinity-Laplace or the p-Laplace? These operators are not bounded from C2 → C, but
nonetheless they enjoy good existence / uniqueness and partial regularity theory for weak solutions
of equations defined by them.
Question 5.5. The axiomatic image processing work of Alvarez-Guichard-Lions-Morel [1] showed
that if a semi-group on the space of continuous functions satisfies certain axioms, most notably
locality and comparison, then in fact the semi-group must be characterized as the (viscosity)
solution operator for some fully nonlinear (degenerate) parabolic equation. This is notable because
one recovers a representation using weak solutions. Is it possible to make an analog of the paper
[1] to the context of Theorem 1.6 presented here? This would be an extension of Theorem 1.6 to
both the parabolic setting and the setting of weak solutions.
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Appendix A. Discretization of the gradient and the Hessian on M
First off, we shall construct proper discretizations for the covariant gradient and Hessian given
M and G˜n. Our point of view will be to think of a sufficiently smooth function u : M → R
as given. Then, the discrete gradient and Hessian of u will be defined at points in G˜n using
only the values of u at points in G˜n. We will see that the regularity of the original function
u will control how far are these discrete operators from their continuum counterparts (Lemma
A.14). Moreover, the regularity of u will control the regularity of discrete gradient and Hessian
themselves, in a manner which is independent of the mesh size (Proposition A.15 and A.16).
Remark A.1. Before proceeding further, it is worthwhile to note that the discrete gradient and
Hessian defined below are standard, and that this appendix has been made with the chief purpose
of making the paper as self contained as possible. In fact, as with the discussion of Whitney
extension, we failed to find a direct reference where the discretization of the gradient and Hessian
is done in the context of a Riemannian manifold. Furthermore, for the purposes of this paper,
we only need rather minimal properties of our discretization –essentially, their “consistency”.
As such, the arguments and estimates here are far less optimal than what may be found in the
numerical analysis literature where subtler issues are considered.
As we can only use the values of u at points of G˜n, our first order of business is to single out
admissible directions at x ∈ G˜n along which a (discrete) derivative may be computed. This is
done in the following proposition.
Proposition A.2. Given x ∈ G˜n there are vectors
Vn,1(x), . . . , Vn,d(x) ∈ (TM)x.
Satisfying the following properties,
(1) For each k,
expx(Vn,k(x)) ∈ G˜n.
(2) Also for each k,
98h˜n ≤ |Vn,k(x)|gx ≤ 102h˜n.
(3) Finally, the family {Vn,k}dk=1 forms a basis which is “almost orthogonal”. To be concrete,
for sufficiently large n, we have
|(Vˆn,l(x), Vˆn,k(x))gx | ≤
1
20
, if k 6= l.
Here, Vˆ denotes the unit vector in the direction of V , that is Vˆ := V/|V |gx.
Proof. Let us recall the constant δ ∈ (0, 1) introduced in Remark 3.3, as well as h˜n (see (3.2))
which was given by
h˜n := sup
x∈M
d(x, G˜n), ∀ n,
and which is such that lim
n
h˜n = 0. Next, recall that by (3.2), we have
500h˜n < δ.
Fix x ∈ G˜n and let e1, . . . , ed be an arbitrary orthonormal basis of (TM)x. By definition of h˜n,
d(expx(100h˜nek), G˜n) ≤ h˜n, k = 1, . . . , d.
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In particular, for each x and each k, it is possible to pick a point xk such that
xk ∈ G˜n and d(expx(100h˜nek), xk) ≤ h˜n.
Having made such a selection for each x ∈ G˜n, we define
Vn,k(x) := (expx)
−1(xk), k = 1, . . . , d.
Thus, the first property holds by construction. Next, observe that since 100h˜n < δ, both xk, x
and expx(100h˜nek) all lie in a ball of radius 4δ
√
d. Therefore, using Remark 3.3 we can compare
|Vn,k(x)|gx and |100h˜nek|gx . In particular, we have
|Vn,k − 100h˜nek|gx ≤ 101100d(expx(100h˜nek), xk) ≤ 101100 h˜n. (A.1)
Then, the triangle inequality yields,
|Vn,k(x)|gx ≤ |100h˜nek|gx + |Vn,k(x)− 100h˜nek|gx ≤ 100h˜n + 101100 h˜n,≤ 102h˜n,
|Vn,k(x)|gx ≥ |100h˜nek|gx − |Vn,k(x)− 100h˜nek|gx ≥ 100h˜n − 101100 h˜n ≥ 98h˜n.
This proves the second property. It remains to prove the third one. For the sake of brevity, let
us omit the x dependence in the computations below.
Let us express the inner product (Vn,l, Vn,k)gx in terms of the orthonormal basis ek,
(Vn,l, Vn,k)gx = (Vn,l − 100h˜nel + 100h˜nel, Vn,k − 100h˜nek + 100h˜nek)gx
= (Vn,l − 100h˜nel, Vn,k − 100h˜nek + 100h˜nek)gx
+ (100h˜nel, Vn,k − 100h˜nek + 100h˜nek)gx
= (Vn,l − 100h˜nel, Vn,k − 100h˜nek)gx + (Vn,l − 100h˜nel, 100h˜nek)gx
+ (100h˜nel, Vn,k − 100h˜nek)gx + (100h˜nel, 100h˜nek)gx .
Since the ek are orthonormal, for k 6= l it follows that
(Vn,l, Vn,k)gx = (Vn,l − 100h˜nel, Vn,k − 100h˜nek)gx + (Vn,l − 100h˜nel, 100h˜nek)gx
+ (100h˜nel, Vn,k − 100h˜nek)gx , k 6= l.
We apply the estimate (A.1) to this last identity, it follows that
|(Vn,l, Vn,k)gx | ≤ |Vn,l − 100h˜nel|gx |Vn,k − 100h˜nek|gx + |Vn,l − 100h˜nel|gx |100h˜nek|gx
+ |100h˜nel|gx |Vn,k − 100h˜nek|gx
≤ (101100)2h˜2n + 2(101100 h˜n)(100h˜n) ≤ 204h˜n.
Since |Vn,l|−1gx ≥ 98h˜n, it follows that
|(Vˆn,l, Vˆn,k)gx | ≤ 204h˜2n|Vn,l|−1gx |Vn,k|−1gx ≤ 204(98)−2 ≤ 120 ,
and the third property is proved. 
From here on, for each n and for every x ∈ G˜n, we fix a selection of vectors {Vn,1(x), . . . , Vn,d(x)} ∈
(TM)x as in the previous proposition. Moreover, we fix u ∈ Cβb (M) for the rest of this section.
Definition A.3. (Discrete gradient) Given x ∈ G˜n and u, define (∇n)1u(x) ∈ (TM)x by solving
the system of linear equations
(Vn,k(x), (∇n)1u(x))gx = u(expx(Vn,k(x)))− u(x), k = 1, . . . , d.
Note that, as the Vn,k(x) are linearly independent, the above system always has a unique solution.
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Remark A.4. Let us illustrate the above definition in a simple case. Let us take,
M = Rd, G˜n = (2−nZd),
and write h˜n = 2
−n and Vn,l(x) = hnel, where {e1, . . . , ed} denote the standard orthonormal basis
of Rd. Then,
u(x+ h˜nek)− u(x) = u(expx(Vn,k(x)))− u(x)
=
d∑
l=1
(∇n)1l u(x)(Vn,k(x), Vˆn,l(x))gx
= (∇n)1ku(x)h˜n.
Thus, in this case we have
(∇n)1ku(x) =
u(x+ h˜nek)− u(x)
h˜n
(≈ ∂xku(x)),
and the vector (∇n)1u(x) is nothing but a discretization of the gradient.
Definition A.5. Let x, y ∈M be such that d(x, y) < r0. Then let Γx,y denote the linear map
Γx,y : (TM)y → (TM)x,
given by parallel transport along the unique minimal geodesic connecting x to y. We should recall
this map is an isometry with respect to the inner products gx and gy. If the point y is understood
from context, we shall simply write Γx.
Definition A.6. Let V be a section of the tangent bundle TM . We say V is of class Cα if
[V ]Cα(M) := sup
0<d(x,y)<r0
|V (x)− Γx,yV (y)|gx
d(x, y)α
<∞
Likewise, if M : TM → TM , then
[M ]Cα(M) := sup
0<d(x,y)<r0
|M(x)−M(y)Γ−1x,y|gx
d(x, y)α
<∞.
These seminorms, when applied to V = ∇u and M = ∇2u allows to define the Cβ norm of u in
the obvious manner.
Remark A.7. Let β ∈ [0, 3) be given. The following is a useful characterization of Ho¨lder
continuity that will be used later on. Let x(t) denote a geodesic and e(t) a parallel vector field
along it with |x˙(t)|gx(t) = |e(t)|x(t) = 1. Then,
|(∇u(x(t)), e(t))x(t) − (∇u(x(s)), e(s))x(s)| ≤ ‖u‖Cβ |t− s|min{β−1,1}, if β ≥ 1,
and
|(∇2u(x(t))e(t), e(t))x(t) − (∇2u(x(s))e(s), e(s))x(s)| ≤ ‖u‖Cβ |t− s|min{β−2,1}, if β ≥ 2.
Defining the discrete Hessian requires further preparation, we define first the following “second
order difference”,
δux(V1, V2) := u(expexpx(V1)(V2))− u(expx(V1))− u(expx(ΓxV2)) + u(x).
Here Γx denotes the operation of parallel transport, as introduced in Definition A.5.
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Definition A.8. (Discrete Hessian) Given x ∈ G˜n and u, we will define a linear transformation
(∇n)2u(x) : (TM)x → (TM)x.
Given k = 1, . . . , d, define (∇n)2u(x)Vn,k(x) ∈ (TM)x as the solution V to the linear system
(V,ΓxVn,l(xk))gx = δux(Vn,k(x), Vn,l(xk)), l = 1, . . . , d.
Here, for the sake of brevity of notation, we have written
xk = expx(Vn,k(x)).
Having indicated how (∇n)2u(x) acts on the basis {Vn,k(x)}dk=1 of (TM)x, the linear transforma-
tion is completely determined.
Let us elaborate on the linear algebra problem that was used to define (∇n)2u. Given a linear
transformation D : (TM)x → (TM)x, and a family of pairs of vectors {(Vk,Wk)}Nk=1 for some
N , we seek to recover the full matrix D from the values
(DVk,Wk).
We are given a basis Vk (k = 1, . . . , d), and for each k another basis {Wk,l} (l = 1, . . . , d). Then,
we seek to completely determine a linear transformation M given the values
(DVk,Wk,l), for k, l = 1, . . . , d.
Remark A.9. Let us again see what this definition says in a simple case. Let M, G˜n, h˜n and
{Vn,k(x)} be as in Remark A.4. Then, given x ∈ G˜n and k, l = 1, . . . , d we have
δux(Vn,k(x), Vn,l(xk)) = u(x+ 2
−nek + 2−nel)− u(x+ 2−nek)− u(x+ 2−nel) + u(x)
= 2−n2−n((∇n)2u(x)ek, el).
It follows that the components of (∇n)2u(x) are given by
(∇n)2klu(x) =
u(x+ 2−nek + 2−nel)− u(x+ 2−nek)− u(x+ 2−nel) + u(x)
2−n2−n
(≈ ∇2klu(x))
and the matrix (∇n)2klu(x) is nothing but a discretization of the standard Hessian.
Remark A.10. Let x ∈ G˜n. Using the upper bound in part (2) of Proposition A.2, one notes
that all the values of u taken in evaluating ∇1nu(x) and ∇2nu(x) lie within a ball of radius < 250h˜n
centered at x. In particular, if u ≡ 0 in B250hn(x), then
∇1nu(x) = 0, ∇2nu(x) = 0.
The previous remark guarantees that the extension operator is somewhat “local”, the locality
becoming more and more exact as n becomes larger, this is made rigorous in the following
proposition.
Proposition A.11. Let u ∈ Cβ, and x0 ∈M . Then,
u ≡ 0 in B400h˜n(x0)⇒ Eβn(u, ·) ≡ 0 in B100h˜n(x0).
Proof. First, we claim that
x ∈ B100h˜n(x0)⇒ B250h˜n(yˆn,k) ⊂ B400h˜n(x0), ∀ k ∈ Kx. (A.2)
Let us see how (A.2) implies the proposition. Fix x ∈ B100h˜n(x0), with x ∈M \ G˜n, then
Eβn(u, x) =
∑
k
pβ(u,k)(x)φn,k(x) =
∑
k∈Kx
pβ(u,k)(x)φn,k(x).
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Then, thanks to (A.2), we have that
u ≡ 0 in B250h˜n(yˆn,k), ∀ k ∈ Kx, ∀ x ∈ B100h˜n(x0).
In this case, Remark A.10 guarantees that
pβ(u,k)(x) ≡ 0, ∀ k ∈ Kx, ∀ x ∈ B100h˜n(x0).
In other words,
Eβn(u, x) = 0, ∀ x ∈ B100h˜n(x0).
Which proves the proposition. It remains to prove (A.2). Fix x ∈ B100h˜n(x0) and k ∈ Kx. By
the triangle inequality, and the definition of yˆn,k, we have
d(x, yˆn,k) ≤ d(x, yn,k) + d(yˆn,k, yn,k) = d(x, yn,k) + d(yn,k, G˜n)
≤ 2d(x, yn,k) + d(x, G˜n)
≤ 2diam(P ∗n,k) + d(x, G˜n).
Then, thanks to Remark 3.10,
d(x, yˆn,k) ≤ 15d(x, G˜n) ≤ 15h˜n, ∀ k ∈ Kx.
Furthermore,
d(yˆn,k, x0) ≤ d(yˆn,k, x) + d(x, x0)
≤ d(yˆn,k, xˆ) + d(x, xˆ) + d(x, x0).
We now recall that d(x, xˆ) = d(x, G˜n) ≤ h˜n, and d(x, x0) ≤ 100h˜n. Furthermore, as shown in
(3.16) in the proof of Proposition we have d(yˆn,k, xˆ) ≤ 16d(x, G˜n) for k ∈ Kx. Gathering these
inequalities it follows that
d(yˆn,k, x0) ≤ 117h˜n, ∀ k ∈ Kx.
From here, and the triangle inequality, we conclude that B250h˜n(yˆn,k) lies inside B400h˜n(x0), that
is, (A.2). This proves the proposition. 
In what follows, we will be using the functions l and q, introduced in Definition 3.13. In Rd
this is a completely straightforward calculation using the Taylor polynomial. On a Riemannian
manifold, we shall use the coordinates given by the exponential map. For the next proposition,
we recall that the functions “linear” and “quadratic” functions l and q introduced in Definition
3.13 are defined in a ball of of radius 4δ
√
d around their base point, where δ is as in Remark 3.3
Proposition A.12. Let x0, x ∈M with d(x, x0) ≤ 4δ
√
d, and u ∈ Cβb (M). Then,
1) If Cβb = C
1
b , then
u(x)− u(x0)− l(∇u(x0), x0;x) = o(d(x, x0)),
where the o(d(x, x0)) term is controlled by the modulus of continuity of ∇u.
2) If β ∈ [1, 2], then
|u(x)− u(x0)− l(∇u(x0), x0;x)| ≤ ‖u‖Cβd(x, x0)β.
3) If Cβb = C
2
b , then
u(x)− u(x0)− l(∇u(x0), x0;x)− q(∇2u(x0), x0;x) = o(d(x, x0)2),
where the o(d(x, x0)) term is controlled by the modulus of continuity of ∇2u.
4) If β ∈ [2, 3], then
|u(x)− u(x0)− l(∇u(x0), x0;x)− q(∇2u(x0), x0;x)| ≤ ‖u‖Cβd(x, x0)β.
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We omit the straightforward proof of Proposition A.12.
Remark A.13. From Definition 3.13 it is immediate that Proposition A.12 has the following
equivalent formulation which will also be useful: given a unit vector e ∈ (TM)x0 and h ≤ 4δ
√
d,
we have
u(expx0(he))− u(x0)− h(∇u(x0), e)gx0 = o(h), if C
β
b = C
1
b ,
|u(expx0(he))− u(x0)− h(∇u(x0), e)gx0 | ≤ ‖u‖Cβhβ, if β ∈ (1, 2],
u(expx0(he))− u(x0)− h(∇u(x0), e)gx0 −
h2
2
(∇2u(x0)e, e)gx0 = o(h2), if C
β
b = C
2
b ,
|u(expx0(he))− u(x0)− h(∇u(x0), e)gx0 −
h2
2
(∇2u(x0)e, e)gx0 | ≤ ‖u‖Cβhβ, if β ∈ [2, 3].
Proof of Remark A.13. First estimate. Fix a unit vector e ∈ (TM)x0 . For h ∈ [0, r0] let x(h) :=
expx0(he), and let
ε(h) := u (x(h))− u(x0)− (∇u(x0), he)gx0 .
It is immediate that ε(0) = 0, d(x0, x(h)) = h, and that
ε′(h) = (∇u(x(h)), x˙(h))gx(h) − (∇u(x0), e)gx0 .
Since x˙(0) = e, we have ε′(0) = 0. Keeping in mind that x˙(h) is the parallel transport of e along
x(h), the Ho¨lder regularity of ∇u(x) yields
|ε′(h)| = |(∇u(x(h)), x˙(h))x(h) − (∇u(x0), e)gx0 | ≤ ‖u‖Cβd(x0, x(h))β−1
= ‖u‖Cβhβ−1.
Integrating this last inequality from 0 to h, we obtain the first estimate, since
|ε(h)| = |ε(h)− ε(0)| ≤ ‖u‖Cβhβ.
Second estimate. Let x(h) be as before, with h ∈ [0, r0]. This time we consider the function
ε(h) := u (x(h))− u(x0)− h(∇u(x0), e)gx0 −
h2
2
((∇2u(x0))e, e)gx0 .
Then, as before it is clear that ε(0) = ε′(0) = 0 and
ε′(h) = (∇u(x(h)), x˙(h))x(h) − (∇u(x0), e)gx0 − h((∇2u(x0))e, e)gx0 ,
ε′′(h) = ((∇2u(x(h)))x˙(h), x˙(h))gx(h) − ((∇2u(x0))e, e)gx0 .
As before, we make use of the fact that x˙(h) is a parallel vector along x(h), which leads to
|ε′′(h)| = |((∇2u(x(h)))x˙(h), x˙(h))gx(h) − ((∇2u(x0))e, e)gx0 | ≤ ‖u‖Cβhβ−2.
Integrating this inequality twice (and using that ε(0) = ε′(0) = 0) it follows that
|ε(h)| = |ε(h)− ε(0)| =
∣∣∣∣∫ h
0
ε′(s) ds
∣∣∣∣ ≤ ‖u‖Cβhβ,
which proves the second estimate.

The next Lemma consists of a very important fact, namely, that the discrete difference opera-
tors (∇n)1u and (∇n)2u are “consistent” –i.e. they converge to the differential operators ∇u and
∇2u. Furthermore, we have that the error made when estimating the derivatives by the discrete
operator is a quantity controlled by the Cβ norm of u ∈ Cβb (M).
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Lemma A.14. Let x ∈ G˜n and u ∈ Cβb (M) then
|(∇n)1u(x)−∇u(x)|gx ≤ C‖u‖Cβ h˜β−1n , if β ∈ (1, 2],
|(∇n)2u(x)−∇2u(x)|gx ≤ C‖u‖Cβ h˜β−2n , if β ∈ (2, 3].
Furthermore, if Cβb = C
1
b or C
β
b = C
2
b then, we have, respectively
lim
n→∞ sup
x∈K∩G˜n
|(∇n)1u(x)−∇u(x)|gx = 0,
lim
n→∞ sup
x∈K∩G˜n
|(∇n)2u(x)−∇2u(x)|gx = 0,
where K is an arbitrary compact subset of M .
Proof. First estimate. We may write
∇u(x) =
d∑
l=1
θlVˆn,l(x),
where the numbers θ1, . . . , θd are determined from the system of equations
(∇u(x), Vˆn,k(x))gx =
d∑
l=d
θl(Vˆn,k(x), Vˆn,l(x))gx .
Now, Proposition A.12 says that∣∣∣∣u(expx(Vn,k))− u(x)|Vn,k|gx −
(
∇u(x), Vˆn,k
)
gx
∣∣∣∣ ≤ C‖u‖Cβ |Vn,k|β−1gx ,
and, if Cβb = C
1
b , it says that for any compact K,
lim
n→∞ sup
x∈K∩G˜n
max
1≤k≤d
∣∣∣∣u(expx(Vn,k))− u(x)|Vn,k|gx −
(
∇u(x), Vˆn,k
)
gx
∣∣∣∣ = 0,
the convergence in the limit being determined by K, the continuity of ∇u, and M . Then,
|(∇n)1l u(x)− θl| ≤ C‖u‖Cβ h˜β−1n ∀ x ∈M, if β ∈ (0, 1),
lim
n→∞ sup
x∈K∩G˜n
|(∇n)1l u(x)− θl| = 0, ∀ K ⊂⊂M, if Cβb = C1b .
The above holds for each l = 1, . . . , d. Combining these inequalities it is immediate that
|(∇n)1u(x)−∇u(x)| ≤ C‖u‖Cβ h˜β−1n ,
and, for Cβb = C
1
b ,
lim
n→∞ sup
x∈K∩G˜n
|(∇n)1u(x)−∇u(x)| = 0.
Second estimate. First, we need an elementary observation about geodesics. Observe that
expexpx(Vn,k(x))(Vn,l(xk)) = expx(Vn,k(x) + ΓxVn,l(xk) + (Error)0). (A.3)
Where the term (Error)0 is term appearing due to possibly non-zero curvature. It turns out
that this error term is at least a cubic error in terms of h˜n, which is proved as follows: let
J(t) be the Jacobi field along the geodesic γ(t) = expx(tVˆn,k) determined by J(0) = 0 and
J(|Vn,k|gx) = Vˆn,l(xk). Then, define σ(t, s) ∈ (TM)x by
expγ(t)(sJ(t)) = expx(σ(t, s)).
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Note that σ (|Vn,k|gx , |Vn,l(xk)|gx) must be equal to the argument in the exponential on the right
hand side of (A.3). Then, note that
σ(0, s) = 0, ∀ s⇒ σ(0, 0) = ∂sσ(0, 0) = ∂ssσ(0, 0) = 0.
Furthermore, ∂tσ(0, 0) = Vˆn,k(x), so
σ(t, s) = tVˆn,k + st∂tsσ(0, 0) +O((s
2 + t2)3/2).
Now, by contrasting the respective Jacobi and parallel transport equations, it can be shown that
|∂tsσ(0, 0)− ΓxVˆn,k(xk)| ≤ Ch˜n.
Given that |Vn,k|gx , |Vn,l(xk)|gx ≤ hn, this leads to the bound
|(Error)0|gx ≤ Ch˜3n. (A.4)
The constant C depending only on the metric of M .
Let us analyze the first three terms appearing in the second order difference δux(Vn,k(x), Vn,l(xk)).
We consider the Taylor expansion and estimate the remainder via Proposition A.12. First of all,
we have
u(expexpx(Vn,k(x))(Vn,l(xk))) = u(expx(Vn,k(x) + ΓxVn,l(xk) + (Error)0)).
The estimate (A.4) guarantees in particular that |Vn,k(x) + ΓxVn,l(xk) + (Error)0| ≤ Ch˜n. With
this in mind, we apply Proposition A.12 in order to obtain the expansion
u(expexpx(Vn,k(x))(Vn,l(xk)))
= u(x) + (∇u(x), Vn,k(x) + ΓxVn,l(xk) + (Error)0)gx
+ 12
(∇2u(x)(Vn,k(x) + ΓxVn,l(xk) + (Error)0), Vn,k(x) + ΓxVn,l(xk) + (Error)0)gx
+ (Error),
where (Error), which denotes the remainder in the Taylor expansion, satisfies the bound
|(Error)| ≤ C‖u‖Cβ h˜βn.
Expanding, we see that
u(expexpx(Vn,k(x))(Vn,l(xk)))
= u(x) + (∇u(x), Vn,k(x))gx + (∇u(x),ΓxVn,l(xk))gx
+ 12
(∇2u(x)Vn,k(x), Vn,k(x))gx + 12 (∇2u(x)ΓxVn,l(xk),ΓxVn,l(xk))gx
+
(∇2u(x)Vn,k(x),ΓxVn,l(xk))gx
+ (∇u(x), (Error)0)gx +
1
2
(∇2u(x)(Error)0, (Error)0)gx
+
(∇2u(x)(Error)0, Vn,k(x) + ΓxVn,l(xk))gx + (Error).
The terms involving a factor of (Error)0 may be absorbed into (Error). To see why, we use the
estimate (A.4) and bound term by term
|(∇u(x), (Error)0)gx | ≤ C‖u‖C1h3n,∣∣∣(∇2u(x)(Error)0, (Error)0)gx∣∣∣ ≤ C‖u‖C2 h˜6n,∣∣∣(∇2u(x)(Error)0, Vn,k(x))gx∣∣∣ ≤ C‖u‖C2 h˜4n,∣∣∣(∇2u(x)(Error)0,ΓxVn,l(xk))gx∣∣∣ ≤ C‖u‖C2 h˜4n.
64 N. Guillen, R. Schwab
Since β ≥ 2, each of the above terms is bounded by C‖u‖Cβ h˜βn. Then, absorbing the terms
involving (Error)0 into (Error) we obtain
u(expexpx(Vn,k(x))(Vn,l(xk)))
= u(x) + (∇u(x), Vn,k(x))gx + (∇u(x),ΓxVn,l(xk))gx
+ 12
(∇2u(x)Vn,k(x), Vn,k(x))gx + 12 (∇2u(x)ΓxVn,l(xk),ΓxVn,l(xk))gx
+
(∇2u(x)Vn,k(x),ΓxVn,l(xk))gx + (Error).
As for the other two terms, we have
u(expx(Vn,k(x))) = u(x) + (∇u(x), Vn,k(x))gx
+ 12
(∇2u(x)Vn,k(x), Vn,k(x))gx + (Error),
and
u(expx(ΓxVn,l(xk))) = u(x) + (∇u(x0),ΓxVn,l(xk))gx
+ 12
(∇2u(x)ΓxVn,l(xk),ΓxVn,l(xk))gx + (Error).
In each case, |(Error)| is no larger than C‖u‖Cβ h˜βn, thanks to Proposition A.12.
Combining the last three formulas, it follows that
δux(Vn,k(x), Vn,l(xk))
is equal to
u(x) + (∇u(x), Vn,k(x))gx + (∇u(x),Γx(Vn,l(xk))gx + 12((∇2u(x))Vn,k(x), Vn,k(x))gx
+ ((∇2u(x))Vn,k(x),ΓxVn,l(xk))gx + 12((∇2u(x))ΓxVn,l(xk),ΓxVn,l(xk))gx
− u(x)− (∇u(x), Vn,k(x))gx − 12((∇2u(x))Vn,k(x), Vn,k(x))gx − u(x)− (∇u(x),Γx(Vn,l(xk))gx
− 12((∇2u(x))Γx(Vn,l(xk),Γx(Vn,l(xk))gx + u(x) + (Error).
From the above, it is clear all but one of the terms in the first two lines above is cancelled out
with a term in the last two lines. We then arrive at the formula
δux(Vn,k(x), Vn,l(xk)) = ((∇2u(x))Vn,k(x),ΓxVn,l(xk))gx + (Error),
where –thanks to Proposition A.12, as pointed out earlier– we have
|(Error)| ≤ C‖u‖Cβ h˜βn.
Then, solving the linear problem corresponding to (∇n)2u(x) and ∇2u(x) it follows that
|(∇n)2u(x)−∇2u(x)| ≤ C‖u‖Cβ h˜β−2n .
Finally, if Cβb = C
2
b , the convergence of (∇n)2u(x) to ∇2u(x) follows analogously to the conver-
gence of ∇nu(x) to ∇u(x) for Cβb = C1b , we omit the details. 
Given the proof of Lemma A.14 it should be clear that the L∞(G˜n) norm of (∇n)iu (i = 1, 2)
is controlled by the appropriate Cβ norm of u in a manner which is independent of n. This fact
is the content of the next proposition.
Proposition A.15. Let x ∈ G˜n, then we have the estimates
|(∇n)1u(x)|gx ≤ C‖u‖C1 ,
|(∇n)2u(x)|gx ≤ C‖u‖C2 .
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Proof of Proposition A.15. This is an immediate consequence of the previous proposition. In-
deed, fix u ∈ Cβb (M) and x ∈ G˜n. Then, we have
|(∇n)1u(x)|gx ≤ |(∇n)1u(x)−∇u(x)|gx + |∇u(x)|gx , β ≥ 1.
|(∇n)2u(x)|gx ≤ |(∇n)2u(x)−∇2u(x)|gx + |∇2u(x)|gx , β ≥ 2.
Then, using the two estimates in Proposition A.12, we have
|(∇n)1u(x)|gx ≤ Ch˜min{β−1,1}n ‖u‖Cβ + ‖u‖C1 ≤ C‖u‖Cβ , β ≥ 1.
|(∇n)2u(x)|gx ≤ Ch˜min{β−2,1}n ‖u‖Cβ + ‖u‖C2 ≤ C‖u‖Cβ , β ≥ 2.

The next proposition yields a quantitative control on the “continuity” of (∇n)iu in terms of
the regularity of the original function u. As one may expect, if ∇u(x) and ∇2u(x) are Ho¨lder
continuous in M , then (∇n)1u and (∇n)2u enjoy a respective modulus of “continuity” on G˜n,
this being uniform in n.
Proposition A.16. Consider points x, y ∈M \ G˜n and yˆ, xˆ the corresponding points in G˜n with
d(x, G˜n) = d(x, xˆ), d(y, G˜n) = d(y, yˆ), we have the following estimates with a universal C.
(1) For 1 ≤ β ≤ 2,
|(∇n)1au(xˆ)− (∇n)1au(yˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−1.
(2) For 2 ≤ β ≤ 3,
|(∇n)2abu(xˆ)− (∇n)2abu(yˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−2.
Proof. If xˆ = yˆ both inequalities are trivial and there is nothing to prove, so let us assume xˆ, yˆ
are two different points in G˜n. In this case, and thanks to (3.3), we have
d(xˆ, yˆ) ≥ λh˜n. (A.5)
First estimate. The triangle inequality yields,
|(∇n)1au(xˆ)− (∇n)1au(yˆ)|
≤ |(∇n)1au(xˆ)−∇au(xˆ)|+ |∇au(xˆ)−∇au(yˆ)|+ |∇au(yˆ)− (∇n)1au(yˆ)|.
Let us estimate each of the three terms on the right. The middle term is straightforward,
|∇au(xˆ)−∇au(yˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−1.
For the first and third term, we use the first part of Lemma A.14, which says that
|(∇n)1au(xˆ)−∇au(xˆ)| ≤ C‖u‖Cβ h˜β−1n ,
|(∇n)1au(yˆ)−∇au(yˆ)| ≤ C‖u‖Cβ h˜β−1n .
Using (A.5) it follows that
|(∇n)1au(xˆ)−∇au(xˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−1,
|(∇n)1au(yˆ)−∇au(yˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−1.
Combining the bounds for the three terms the first estimate follows.
Second estimate. As before, we start by breaking the difference in three parts, so
|(∇n)2abu(xˆ)− (∇n)2abu(yˆ)|
≤ |(∇n)2abu(xˆ)−∇2abu(xˆ)|+ |∇2abu(xˆ)−∇2abu(yˆ)|+ |∇2abu(yˆ)− (∇n)2abu(yˆ)|.
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The middle term is bounded by
|∇2abu(xˆ)−∇2abu(yˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−2.
Next, thanks to the second part of Lemma A.14,
|(∇n)2abu(xˆ)−∇2abu(xˆ)| ≤ C‖u‖Cβ h˜β−2n ,
|(∇n)2abu(yˆ)−∇2abu(yˆ)| ≤ C‖u‖Cβ h˜β−2n .
Using (A.5) again, we conclude that
|(∇n)2abu(xˆ)−∇2abu(xˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−2,
|(∇n)2abu(yˆ)−∇2abu(yˆ)| ≤ C‖u‖Cβd(xˆ, yˆ)β−2.
As in the previous case, the combined bounds for the three terms yields the estimate. 
Appendix B. The Proof of Proposition 3.21
This section is dedicated to proving Proposition 3.21, which we re-record right here for the
reader’s convenience.
Proposition. Let x ∈ M \ G˜n and u ∈ Cβ. There is a universal constant C such that the
following bounds hold. First, if 0 ≤ β < 1,
|∇(Eβn ◦ Tn)u(x)| ≤ C‖u‖Cβd(x, G˜n)β−1.
If 1 ≤ β < 2, we have
|∇2(Eβn ◦ Tn)u(x)| ≤ C‖u‖Cβd(x, G˜n)β−2.
Finally, if 2 ≤ β < 3, we have
|∇3(Eβn ◦ Tn)u(x)| ≤ C‖u‖Cβd(x, G˜n)β−3.
Proof. As done throughout Section 3, for the sake of brevity we shall write f = piβnu.
The case β ∈ [0, 1). Since the sum defining f is locally finite, we may differentiate term by
term, which yields
∇f(x) =
∑
k
u(yˆn,k)∇φn,k(x).
Using (3.13) with i = 1 we may rewrite the above as
∇f(x) =
∑
k
(u(yˆn,k)− u(xˆ))∇φn,k(x), ∀ x ∈M \ G˜n.
Then, since the only non-zero terms are those with k ∈ Kx (Kx was introduced in Lemma 3.9),
|∇f(x)|gx ≤
∑
k
|u(yˆn,k)− u(xˆ)||∇φn,k(x)|gx
≤ N sup
k∈Kx
|u(yˆn,k)− u(xˆ)||∇φn,k(x)|gx .
For k ∈ Kx, using Remark 3.10, and the Ho¨lder regularity of u one can check that
|u(yˆn,k)− u(xˆ)||∇φn,k(x)|gx ≤ C‖u‖Cβd(x, G˜n)βd(x, G˜n)−1.
From here, it follows that
|∇f(x)| ≤ C‖u‖Cβd(x, G˜n)β−1.
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The case β ∈ [1, 2). This time, we shall compute the Hessian ∇2f using a local system of
coordinates {x1, . . . , xd}. Then, for any pair of indices a, b we have
∇2abφ = ∂2xaxbφ−
d∑
k=1
Γkab∂xkφ.
Then
∇2abf(x) =
∑
k
∇2ab
(
(u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x))φn,k(x)
)
.
We expand each term using the Leibniz rule, and conclude ∇2abf(x) is equal to
I(x) + II(x) + III(x),
where, for the sake of brevity, we have written
I(x) =
∑
k
(u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x))∇2abφn,k(x),
II(x) =
∑
k
∇al(∇1nu(yˆn,k), yˆn,k;x)∇bφn,k(x) +
∑
k
∇bφn,k(x)∇al(∇1nu(yˆn,k), yˆn,k;x),
III(x) =
∑
k
∇2abl(∇1nu(yˆn,k), yˆn,k;x)φn,k(x).
Since x ∈M \ G˜n, we can use (3.13) with i = 1, 2 to obtain∑
k
(u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x))∇2abφn,k(x)
=
∑
k
(u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x)− u(xˆ))∇2abφn,k(x),
and ∑
k
∇al(∇1nu(yˆn,k), yˆn,k;x)∇bφn,k(x)
=
∑
k
(∇al(∇1nu(yˆn,k), yˆn,k;x)−∇al(∇1nu(xˆ), xˆ;x))∇bφn,k(x).
Let us bound each of these. The triangle inequality says
|u(yˆn,k) + l((∇n)1u(yˆn,k), yˆn,k;x)− u(x)|
≤ |u(yˆn,k) + l(∇u(yˆn,k), yˆn,k;x)− u(x)|+ |l((∇n)1u(yˆn,k), yˆn,k;x)− l(∇u(yˆn,k), yˆn,k;x)|.
By Proposition A.12 the first term on the right is no larger than C‖u‖Cβd(x, yˆn,k)β. On the other
hand, from the definition of l(·, ·; ·), it is immediate that the second term is no larger than
|(∇n)1u(yˆn,k)−∇u(yˆn,k)|gyˆn,kd(x, yˆn,k).
Now, Lemma A.14 says that |(∇n)1u(yˆn,k)−∇u(yˆn,k)|gyˆn,k ≤ C‖u‖Cβ h˜
β−1
n . Noting that d(x, yˆn,k)
is no larger than Ch˜n for x ∈ P ∗n,k, we obtain the estimate
|(∇n)1u(yˆn,k)−∇u(yˆn,k)|gyˆn,k ≤ C‖u‖Cβd(x, yˆn,k)
β−1.
Combining the last three estimates, we conclude that
|u(yˆn,k) + l((∇n)1u(yˆn,k), yˆn,k;x)− u(x)| ≤ C‖u‖Cβd(x, G˜n)β, ∀ x ∈ P ∗n,k.
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Using the estimates for the size of ∇2φn,k, the above implies that
|u(yˆn,k) + l((∇n)1u(yˆn,k), yˆn,k;x)− u(x)||∇2φn,k(x)| ≤ C‖u‖Cβd(x, G˜n)β−2, ∀ x ∈ P ∗n,k.
Finally, let us recall that the only nonzero terms appearing in the sum I(x) are those with k ∈ Kx
(i.e. x ∈ P ∗n,k), and that there at most N of these terms. Then, we conclude that
I(x) ≤ C‖u‖Cβd(x, G˜n)β−2.
Let us now bound II(x), observe that∣∣∇al((∇n)u(yˆn,k), yˆn,k;x)−∇al(∇1nu(xˆ), xˆ;x)∣∣ ≤ C‖u‖Cβd(xˆ, yˆn,k)β−1, ∀ x ∈ P ∗n,k.
Therefore
sup
x∈P ∗n,k
∣∣∇al(∇1nu(yˆn,k), yˆn,k;x)−∇al(∇1nu(xˆ), xˆ;x)∣∣ ≤ C‖u‖Cβd(x, G˜n)β−1.
As before, the only nonzero terms adding up to II(x) are those with x ∈ P ∗n,k, therefore, the
above bound implies that∣∣∣∣∣∑
k
∇al(∇1nu(yˆn,k), yˆn,k;x)∇bφn,k(x)
∣∣∣∣∣ ≤ ∑
k∈Kx
‖u‖Cβd(x, G˜n)β−1Cd(x, G˜n)−1
≤ CN‖u‖Cβd(x, G˜n)β−2.
Therefore,
II(x) ≤ C‖u‖Cβd(x, G˜n)β−2.
It remains to bound III(x). According to Proposition 3.16 and Proposition A.15,
|∇2abl(∇1nu(yˆn,k), yˆn,k;x)| ≤ C‖u‖Cβ(M).
Therefore, using (3.9) (from Lemma 3.9) it follows that∣∣∣∣∣∑
k
∇2abl(∇1nu(yˆn,k), yˆn,k;x)φn,k(x)
∣∣∣∣∣ ≤ C ∑
k∈Kx
‖u‖Cβφn,k(x)
≤ CN‖u‖Cβ .
Gathering the last three estimates, we conclude that
|∇2abf(x)| ≤ C‖u‖Cβ (d(x, G˜n)β−2 + 1).
Moreover, since the indices a, b were arbitrary, and since d(x, G˜n) is bounded from above for
x ∈M \ G˜n by a constant C, we conclude that
|∇2f(x)| ≤ C‖u‖Cβd(x, G˜n)β−2.
The case β ∈ [2, 3). The proof is entirely analogous to the previous case, and we only highlight
the overall steps of the proof: as before, we pick a local system of coordinates {x1, . . . , xd} and
use the identity
∇3abcf(x) =
∑
k
∇3abc
[(
u(yˆn,k) + l(∇1nu(yˆn,k), yˆn,k;x) + q(∇2nu(yˆn,k), yˆn,k;x)
)
φn,k(x)
]
,
which holds for any three indices a, b, and c. The expression on the right may be expanded
via Leibniz rule, resulting in terms mixing various derivatives of φn,k, l(∇1nu(yˆn,k), yˆn,k; ·), and
q(∇2nu(yˆn,k), yˆn,k; ·).
It can then be checked that ∇3abcf(x) is given by a sum in k of terms involving φn,k and values
of u on G˜n –in a manner analogue to the case β ∈ [1, 2). Now, to bound each of the resulting
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terms we will use (3.13) with i = 1, 2 as before, but this time also with i = 3. The bounds will
follow by applying at difference instances Propositions A.12 and A.15, as well as Lemma A.14.
All throughout, we will make us of the fact that the only non-zero terms appearing in the sums
are those with k ∈ P ∗n,k. At the end, we arrive at the bound,
|∇3abcf(x)| ≤ C‖u‖Cβ (d(x, G˜n)β−3 + 1),
which holds for any choice of the indices a, b and c. This means that
|∇3f(x)| ≤ C‖u‖Cβd(x, G˜n)β−3,
where we have used again that d(x, G˜n) is bounded from above for x ∈M \ G˜n. 
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