Abstract-We consider the two-parallel machines scheduling problem, with the aim of minimizing the maximum lateness and the makespan. Formally, the problem is defined as follows. We have to schedule a set J of n jobs on two identical machines. Each job i ∈ J has a processing time pi and a delivery time qi. Each machine can only perform one job at a given time. The machines are available at time t = 0 and each of them can process at most one job at a given time. The problem is to find a sequence of jobs, with the objective of minimizing the maximum lateness Lmax and the makespan Cmax. With no loss of generality, we consider that all data are integers and that jobs are indexed in non-increasing order of their delivery times: q1 ≥ q2 ≥ . . . ≥ qn. This paper proposes an exact algorithm (based on a dynamic programming) to generate the complete Pareto Frontier in a pseudo-polynomial time. Then, we present an FPTAS (Fully Polynomial Time Approximation Scheme) to generate an approximate Pareto Frontier, based on the conversion of the dynamic programming. The proposed FPTAS is strongly polynomial. Some numerical experiments are provided in order to compare the two proposed approaches.
I. INTRODUCTION
We consider the two-parallel machines scheduling problem, with the aim of minimizing the maximum lateness and makespan. Formally, the problem is defined as follows. We have to schedule a set J of n jobs on two identical machines. Each job i ∈ J has a processing time p i and a delivery time q i . The machines are available at time t=0 and each of them can process at most one job at a time. The problem is to find a sequence of jobs, with the objective of minimizing the maximum lateness L max and the makespan C max . With no loss of generality, we consider that all data are integers and that jobs are indexed in non-increasing order of their delivery times q 1 ≥ q 2 ≥ . . . ≥ q n . For self-consistency, we recall some necessary definitions related to the approximation area. An algorithm A is called a ρ−approximation algorithm for a given problem, if for any instance I of that problem the algorithm A yields, within a polynomial time, a feasible solution with an objective value A(I) such that: |A(I) − OP T (I)| ≤ .OP T (I), where OP T (I) is the optimal value of I and ρ is the performance guarantee or the worst-case ratio of the approximation algorithm A. It can be a real number greater or equal to 1 for the minimization problems ρ = 1 + (that it leads to inequality A(I) ≤ (1 + )OP T (I)), or it can be real number from the interval [0, 1] for the maximization problems ρ = 1 − (that it leads to inequality A(I) ≥ (1 − )OP T (I)). The Pareto-optimal solutions are the solutions that are not dominated by other solutions. Thus, we can consider that the solution is Pareto-optimal if there does not exist another solution that is simultaneously the best for all the objectives. Noteworthy, Pareto-optimal solutions represent a range of reasonable optimal solutions for all possible functions based on the different objectives. A schedule is called Pareto-optimal if it is not possible to decrease the value of one objective without increasing the value of the other. It is noteworthy that during the last decade the multi-objective scheduling problems have attracted numerous researchers from all the world and have been widely studied in the literature. For the scheduling problems on serial-batch machine, Geng et al. [17] studied scheduling problems with or without precedence relations, where the objective is to minimize makespan and maximum cost. They have provided highly efficient polynomial-time algorithms to generate all Pareto optimal points. An approximate Pareto set of minimal size that approximates within an accuracy for multi-objective optimization problems have been studied by Bazgan et al. [2] . They proposed a 3-approximation algorithm for two objectives and also proposed a study of the greedy algorithm performance for a three-objective case when the points are given explicitly in the input. They showed that the threeobjective case is NP-hard. Chen and Zou [5] proposed a runtime analysis of a (µ + 1) multi-objective evolutionary algorithm for three multi-objective optimization problems with unknown attributes. They showed that when the size of the population is less than the total number of Pareto-vector, the (µ + 1) multi-objective evolutionary algorithm cannot obtain the expected polynomial runtime for the exact discrete multiobjective optimization problems. Thus, we must determine the size of the population equal to the total number of leading ones, trailing zeros. Furthermore, the expected polynomial runtime for the exponential discrete multi-objective optimization problem can be obtained by the ratio of n/2 to µ − 1 over an appropriate period of time. They also showed that the (µ + 1) multi-objective evolutionary algorithm can be solved efficiently in polynomial runtime by obtaining an − adaptive Pareto front. Florios and Mavrotas [6] used AUGMECON2, a multi-objective mathematical programming method (which is suitable for general multi-objective integer programming problems), to produce all the Pareto-optimal solutions for multi-objective traveling salesman and set covering problems. They showed that the performance of the algorithm is slightly better than it already exists. Moreover, they showed that their results can be helpful for other multi-objective mathematical programming methods or even multi-objective meta-heuristics. In [10] , Sabouni and Jolai proposed an optimal method for the problem of scheduling jobs on a single batch processing machine to minimize the makespan and the maximum lateness. They showed that the proposed method is optimal when the set with maximum lateness objective has the same processing times. They also proposed an optimal method for the group that has the maximum lateness objective and the same processing times. Geng et al. [3] considered the scheduling problem on an unbounded p-batch machine with family jobs to find all Pareto-optimal points for minimizing makespan and maximum lateness. They presented a dynamic programming algorithm to solve the studied problem. He et al. [4] showed that the Pareto optimization scheduling problem on a single bounded serial-batching machine to minimize makespan and maximum lateness is solvable in O(n 6 ). They also presented an O(n 3 )-time algorithm to find all Pareto optimal solutions where the processing times and deadlines are agreeable. For the bi-criteria scheduling problem, He et al. [8] showed that the problem of minimizing maximum cost and makespan is solvable in O(n 5 ) time. The authors presented a polynomial-time algorithm in order to find all Pareto optimal solutions. Also, He et al. [9] showed that the bi-criteria batching problem of minimizing maximum cost and makespan is solvable in O(n 3 ) time. The bi-criteria scheduling problem on a parallel-batching machine to minimize maximum lateness and makespan have been considered in [11] . The authors presented a polynomialtime algorithm in order to find all Pareto optimal solutions. Allahverdi and Aldowaisan [13] studied the no-wait flow-shop scheduling problem with bi-criteria of makespan or maximum lateness. They also proposed a dominance relation and a branch-and-bound algorithm and showed that these algorithms are quite efficient.
The remainder of this paper is organized as follows. In Section 2, we describe the proposed dynamic programming (DP) algorithm. Section 3, provides the description and the analysis of the FPTAS. In Section 4, we present a practical example for DP and FPTAS. Finally, Section 5 concludes the paper.
II. DYNAMIC PROGRAMMING ALGORITHM
The following dynamic programming algorithm A, can be applied to solve exactly this problem. This algorithm A generates iteratively some sets of states. At every iteration i, a set χ i composed of states is generated (0
can be associated to a feasible partial schedule for the first i jobs. Let variable k ∈ {0, 1} denote the most loaded machine, L max denote the maximum lateness and C max denote the maximum completion time of the corresponding schedule. The dynamic programming algorithm can be described as follows.
3) Return the Pareto front of χ n , by only keeping nondominated states. Remark: To destroy the symmetry, we start by
e., we perform job 1 on the first machine).
III. APPROXIMATE PARETO FRONTIER
The main idea of the Approximate Pareto Frontier is to remove a special part of the states generated by the dynamic programming algorithm A. Therefore, the modified algorithm A described in Lemma III.1 produces an approximation solution instead of the optimal solution. Given an arbitrary > 0, we define the following parameters:
where q max is the maximum delivery time and P is the total sum of processing times.
Let L * max and C * max be the optimal solutions for our two objectives. Let LM AX and CM AX be the upper bounds for the two considered criteria (scheduling all the jobs on the same machine), such that, 
We will prove the statement for level i in the three cases.
However, it may be removed when reducing the state subset. Let [α, λ, µ] be the state in χ # i that is in the same box as the
Hence, we have:
In addition,
and,
Consequently, [α, λ, µ] is an approximate state verifying the two conditions.
Consequently, two sub-cases can occur:
• Sub-case 2.1:
# max ] is created by algorithm A at iteration i. However, it may be removed when reducing the state subset. Let [α, λ, µ] be the state in χ # i that is in the same box as
. Hence, we have:
Moreover,
And,
• Sub-case 2.2:
Here, the state
is created by algorithm A at iteration i. However, it may be removed when reducing the state subset. Let [α, λ, µ] be the state in χ # i that is in the same box as
then the following relation holds
Thus, [α, λ, µ] verifies the necessary conditions.
• Sub-case 3.1:
However, it may be removed when reducing the state subset. Let [α, λ, µ] be the state in χ # i that is in the same box as
and
In the other hand, we have
Thus, [α, λ, µ] fulfills the conditions.
• Sub-case 3.2:
# max ] is created by algorithm A at iteration i. However, it may be removed when reducing the state subset. Let [α, λ, µ] be the state in χ
Therefore, [α, λ, µ] fulfills the conditions.
In conclusion, the statement holds also for level i in the third case, and this completes our inductive proof.
Based on the lemma, we deduce easily that for every non-
Moreover, it is clear that the FPTAS runs polynomially in n and 1/ . The overall complexity of our FPTAS is O(n 3 / 2 ).
IV. RESULTS
The following results have been obtained after testing the performance of the proposed algorithms. The code has been done in Java and the experiments were performed on an Intel(R) Core(TM)-i7 with 8GB RAM. We randomly generate five sets of instances, with different numbers of jobs and various processing and delivery times:
• number of jobs: from 5 to 25, 26 to 50, 51 to 75, 76 to 100 and 100 to 200 • processing times : from 1 to 20, 1 to 100 and 1 to 1000 • delivery times : from 1 to 20, 1 to 100 and 1 to 1000 That gave us 135 instances in each set of instances. Finally, the FPTAS has been tested with two values of : 0.3 and 0.9. To ensure the consistency of running times, each test has been run three times. Figure 1 presents a comparison of FPTAS and Dynamic Programming. The left part of this figure shows the average size of the Pareto Front (i.e. the number of solutions) found by the Dynamic Programming algorithm and our FPTAS with the two values we used. The sizes are given for our five sets of instances, from small instances (5-25 instances) to bigger ones (100-200 jobs). We can see that the number of solutions decreases as the number of jobs increases. With a lot of jobs, it is more likely to obtain very similar solutions, a lot of them being dominated by others. At the opposite, the number of jobs has no real influence on the Pareto front sizes found by our FPTAS algorithm, whatever the value of .
On the right part of the same figure are given the average quality of the two objectives of our study: L A max /L * max and C A max /C * max . We can see that the FPTAS algorithms are finding solutions closer to the optimal ones when the number of jobs is increasing. C max values are closer to the optimal than L max values, which is not a surprise, as L max depends on C max . Worth to mention, our FPTAS with = 0.3 gives better results than with = 0.9, which is consistent with the theory.
We have also studied the influence of processing and delivery times, in Table I and II. These tables present average results for our benchmark, considering the 5 sets of instances. Results are presented for = 0.3; the analysis is the same with = 0.9. Table I shows that instances composed of jobs with various processing times lead to optimal solutions with a bigger Pareto front, as seen in column 2. At the opposite, columns 3 to 5 show that our FPTAS algorithm is not really influenced by this parameter. Table II shows that delivery times ranges have more influence on the results : the size of the Pareto front of non-dominated solutions grows faster. Our FPTAS algorithm has the same behavior, and we can see that the results are more close to the optimal with smaller values of q i . Computing times are given in Tables III, IV and V. They compare our Dynamic Programming algorithm and our FP-TAS, considering two values : 0.3 and 0.9. All values are in milliseconds. Table III shows that all algorithms are slower when the number of states is growing. Table IV shows an interesting result: while the Dynamic Programming algorithm becomes slower when the processing times ranges are growing, the FPTAS has an opposite behavior. The FPTAS with = 0.3 is even slower than the exact algorithm for the smallest range of processing times. Table V shows that the delivery times ranges have a smaller influence on the Dynamic Programming algorithm: computing times are growing, but slower than the delivery times ranges. The FPTAS computing times are also growing in function of the delivery times ranges. Note that tables IV and V are based on mean values from all the set of instances.
Size of Pareto Front
Quality of C max and L max Figure 1 : Quality of our FPTAS algorithm with = 0.3 and = 0.9 
V. CONCLUSIONS AND PERSPECTIVES
The two-parallel machines scheduling problem has been considered to minimize the maximum lateness and the makespan. We have proposed an exact algorithm (based on dynamic algorithm) to generate the complete Pareto Frontier in a pseudo-polynomial time. Then, we present an FPTAS (Fully Polynomial Time Approximation Scheme) to generate an approximate Pareto Frontier, based on the conversion of the exact dynamic programming. For the proposed algorithms, we randomly generated several instances with different ranges, and, for each job J i , its processing time p i and delivery time q i are sets to be integer numbers.The results of the experiments showed that the proposed algorithms for the considered problem are very efficient. It is clear that optimizing the maximum lateness (L max ) implies to minimize implicitly the makespan (C max ). Moreover, the values of and processing and delivery times play an important role in the results (i.e., big processing times, small delivery times and big make the FPTAS faster and vice versa). In our future works, the study of the multiple-machine scheduling problems seems to be a challenging perspective in the extension of our work.
