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Abstract. Plasmonics has attracted much attention not only because it has useful
properties such as strong field enhancement, but also because it reveals the quantum
nature of matter. To handle quantum plasmonics effects, ab initio packages or empirical
Feibelman d-parameters have been used to explore the quantum correction of plasmonic
resonances. However, most of these methods are formulated within the quasi-static
framework. The self-consistent hydrodynamics model offers a reliable approach to
study quantum plasmonics because it can incorporate the quantum effect of the
electron gas into classical electrodynamics in a consistent manner. Instead of the
standard scattering method, we formulate the self-consistent hydrodynamics method
as an eigenvalue problem to study quantum plasmonics with electrons and photons
treated on the same footing. We find that the eigenvalue approach must involve a
global operator, which originates from the energy functional of the electron gas. This
manifests the intrinsic nonlocality of the response of quantum plasmonic resonances.
Our model gives the analytical forms of quantum corrections to plasmonic modes,
incorporating quantum electron spill-out effects and electrodynamical retardation. We
apply our method to study the quantum surface plasmon polariton for a single flat
interface.
Keywords: Eigenvalue approach, Quantum plasmonics, Self-consistent hydrodynamics
method, Surface plasmon-polariton dispersion
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1. Introduction
Plasmonic resonances are the intrinsic modes of metallic systems, and these collective
excitations have found widespread applications in sensing [1, 2, 3, 4, 5], photonics
[6, 7, 8, 9, 10, 11, 12], the lightning rod effect [10] and the realization of the perfect lens
[11, 12]. Recently, with the development of sophisticated and controllable fabrication
techniques for metallic nanoparticles, the quantum nature of electrons has become more
obvious and the classical description of local electrodynamics has become inadequate
[13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. Quantum effects, such as the nonlocal
response [13, 14, 15, 16, 17, 18, 19, 20] and electron spill-out [21, 22, 23, 24], must
be taken into account. The most popular ab initio numerical approach to studying
the plasmonic quantum effect is time-dependent density functional theory (TD-DFT)
[25, 26, 27, 28, 29, 30]. In addition, the hydrodynamics method has also been employed
to study quantum plasmonics [31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41]. While
TD-DFT is very useful within the quasi-static framework, the method becomes very
computationally demanding if it is coupled with the full Maxwell equations to include
electromagnetic (EM) wave characteristics such as retardation [42, 43]. It is also
difficult to extract the physics from fully ab initio numerical simulations, as the sheer
volume of information produced can be overwhelming. In order to understand the
underlying physics, semi-empirical approaches such as the Feibelman d-parameters
[44] have been introduced to model the electron spill-out effect for a single flat
interface, and the predicted quantum corrections to surface plasmons have been verified
experimentally [45, 46, 47, 48, 49, 50]. The d-parameter framework has subsequently
been extended to more complicated shapes through the boundary element method
(BEM) [51]. However, the method of Feibelman d-parameters is still formulated within
the quasi-static approximation, meaning that no retardation is incorporated. From an
optics and photonics point of view, the Hamiltonian (eigenvalue) approach is used less
frequently than scattering formalisms, for the reason that many optics problems are
formulated with open boundary conditions. But the eigenvalue approach has proved
indispensable in situations where periodic boundary conditions are imposed [52, 53],
and it is also useful in describing novel properties that are defined using eigenfunctions
(such as topological invariants) [54]. Up to now, essentially all classical Hamiltonian
approaches assume that the system must have well-defined macroscopic permittivity
and permeability [53]. How to include the quantum effects of electron gases in the
Hamiltonian is still an open question.
Plasmon-polariton excitations, as bound states outside the light cone in a phase
space, can be fully described using an eigenvalue formulation. In this article, we attempt
to establish the eigenvalue approach based on the self-consistent hydrodynamics model
(SC-HDM) to investigate the quantum correction of plasmonic modes. We find that a
global operator must exist in the eigenvalue approach in order to make it Hermitian (in
the limit of no dissipation). The existence of this global operator means that the response
of the system is nonlocal, which is consistent with our physical understanding that
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classical local electrodynamics is an approximation that will break down when quantum
effects kick in. By employing first-order perturbation theory, we give the analytical form
of quantum corrections to the plasmonic modes. As an example, we apply our method
to study the surface plasmon polaritons (SPPs) of a single flat surface and find that
our method agrees with that of the Feibelman d-parameters in the intermediate region
of wavenumber space. The paper is organized as follows. In section 2, we formulate
an eigenvalue approach based on SC-HDM. The related issues on the global operator
and the inner product are discussed in section 2.2 and section 2.3, respectively. The
quantum corrections to a general plasmonic mode and the dispersion of quantum SPPs
are given in section 3. Conclusions are drawn in section 4.
2. Methods
To formulate the eigenvalue approach, we employ SC-HDM because it treats electrons
and photons on the same footing [55, 56, 57, 58, 59, 60]. However, SC-HDM uses the
electron density and not the electronic wavefunction as the basic variable, it is not as
accurate as local density functionals. Yet previous studies have shown that SC-HDM
gives reasonable results compared with ab initio calculations [55, 56, 57, 58, 59, 60] but
at a much lower computational cost. In the following, we will show the procedure for
establishing the eigenvalue approach based on SC-HDM.
2.1. Eigenvalue approach
The first step of SC-HDM involves determining the electronic ground state density
that minimizes a density functional G[n] subject to constraints (chemical potential
and electron number). This step requires the numerical calculation of the equilibrium
electron density n0 and the effective single electron potential Veff [60]. Once the ground
state density is obtained, the excited state calculations can be performed numerically by
coupling the linearized equations of motion for the electron gas with Maxwell equations
as [60]
∇× (∇×E)−
(ω
c
)2
E − iωµ0J = 0, (1)
∇ · J − iωρ = 0, (2)
en0
me
∇
(δG
δn
)
1
+
e2n0
me
E − (−iω + γ)J = 0, (3)
where ω is the angular frequency, c = 1/
√
ε0µ0 is the speed of light in vacuum, me (−e)
is the mass (charge) of an electron, E is the microscopic electric field, J is the induced
current, ρ is the induced charge density, and γ is the loss parameter. The first term in (3)
gives the nonlocal and spill-out effect of the electron gas, an important effect at the nano-
scale that is absent in the classical electromagnetic approaches. In principle, the density
functional G[n] has many contributions, including kinetic energy, exchange-correlation,
and Coulomb interactions. The exchange-correlation part is explicitly quantum in
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nature. All other terms depend on the density, which itself is determined variationally
by minimizing G[n] with respect to certain constraints. We can view those physical
effects that originate from G[n] as quantum in nature. Nevertheless, some of the terms
can be derived through a semi-classical approach. We will discuss the explicit forms
of G[n] later. Using (2), we see that the currents J can be used to replace n1 as the
variable in (3), so we introduce an operator KˆG defined as
c2
−iω KˆGJ =
en0
me
∇
(δG
δn
)
1
, n1 = − 1
iωe
∇ · J . (4)
We assume that the dispersion of electrons near the Fermi energy is parabolic,
namely
EF =
~
2k2F
2me
=
1
2
mev
2
F =
~
2
2me
(3π2nion)
2/3, (5)
where vF, kF, and nion are the Fermi velocity, the Fermi wave vector and the ion density,
respectively. The ion density is defined via a dimensionless quantity rs as
nion =
3
4π(rsaH)
3 , (6)
where aH = 0.529A˚ is the Bohr radius. Furthermore, the corresponding Thomas-Fermi
screening wave vector and plasma frequency are both defined through the ion density
as [61]
q2TF =
3ω2p
v2F
, ω2p =
e2nion
meε0
. (7)
With (4)-(7), equation (3) could be written as
iω−1c2KˆGJ + ε0ω2pf
2
0E − (−iω + γ)J − iω20ω−1J = 0, (8)
where f0 =
√
n0/nion is a dimensionless quantity. Note that we have added the term
−iω20ω−1J which stands for interband resonances [52].
It can be shown that (1) and (8) could be rewritten as
Ax+ νBx + ν2Cx = 0, (9)
where x = (E˜, J˜)T, ν = ω/c, and
E˜ =
√
ε0 E, J˜ =
1
ωpf0
√
ε0
J , (10)
A =
( ∇×∇× 0
0
(
KˆG − ω
2
0
c2
)
f0
)
, (11)
B =
(
0 − iωpf0
c
− iωpf20
c
iγf0
c
)
, C =
(
−1 0
0 f0
)
. (12)
To transform (9) into a Hermitian eigenvalue problem, we introduce an auxiliary
vector y = ν−1Dx. Then (9) becomes(
−C−1B −C−1AD−1
D 0
)(
x
y
)
= ν
(
x
y
)
. (13)
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In the absence of losses (γ = 0), the matrix on the left-hand side of (13) would be
a Hermitian matrix, so that
D†D = −C−1A =
( ∇×∇× 0
0 f−10
(
ω20
c2
− KˆG
)
f0
)
. (14)
Note that in (14) we have assumed the existence of the inverse of D. If we define
the operator OˆJ as
Oˆ∗JOˆJ ≡ f−10
(ω20
c2
− KˆG
)
f0, (15)
then the matrix D could be written as
D =
(
−i∇× 0
0 OˆJ
)
. (16)
With the help of D, equation (13) gives the operator H for a photonic system
H =

0 − iωpf0
c
i∇× 0
iωpf0
c
− iγ
c
0 Oˆ∗J
−i∇× 0 0 0
0 OˆJ 0 0
 . (17)
If we set γ = 0, then H† = H , as it must be if there is no dissipation. Meanwhile
the auxiliary quantity y is evaluated as
y =
c
ω
(
−i∇× 0
0 OˆJ
)(
E˜
J˜
)
=
( √
µ0 H
−ic
ωp
√
ε0
OˆJ(f
−1
0 P )
)
. (18)
It is easy to see that the above procedure automatically introduces magnetic fields
H into the formulations. Let us further define H˜ =
√
µ0 H1 and P˜ =
ω0
ωpf0
√
ε0
P . Then
y is simplified as
y =
(
H˜
−ic(OˆJω−10 P˜ )
)
. (19)
We can now introduce the four-component vector: z =
(
E˜, J˜ , H˜ ,−ic(OˆJω−10 P˜ )
)T
.
The eigenvalue formulation is then
Hz =
ω
c
z. (20)
We have now completely derived the eigenvalue approach for a photonic
system expressed in terms of microscopic electron densities rather than macroscopic
permittivity. In the photonic crystal literature, H in equation (20) is often called the
Hamiltonian because it can be transformed to the wavevector space and hence forms a
Hilbert space. In the following, we discuss the operator OˆJ and the related definition of
the inner product within the current framework.
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2.2. Energy functional and nonlocal operator
In the previous section, we showed that the eigenvalue approach for photonic systems
based on microscopic electron densities could be formulated using the operator OˆJ, which
comes from the internal energy G[n] of the electron gas. The explicit form of G[n] should
be specified in order to obtain an expression for OˆJ. Throughout this paper, we use the
form of G[n] used commonly in the literature [56, 60]. KˆG can then be obtained as
KˆG =
v2F
c2
[
∇− 2g
]{De1
3
− C2
4
[
∇2 − 2g · ∇
]}
(∇·), (21)
where g ≡ ∇f0/f0, and the coefficients are
De1 = f
4/3
0 +
3
2
C2∇ · g − 1
2
C1f
2/3
0 + 3C0f
4/3
0 − C3f 20 , (22)
C0 =
2
9
0.035X1
(0.6024 + X1f
2/3
0 )
2
q2TF
n
2/3
ion
, (23)
C1 =
8
9
(0.0588 +
0.035
0.6024 + X1f
2/3
0
)
q2TF
n
2/3
ion
, (24)
C2 =
λω
k2F
X1 = 7.8aHn
1/3
ion , (25)
C3 =
2
9
0.035X21
(0.6024 + X1f
2/3
0 )
3
q2TF
n
2/3
ion
. (26)
λω comes from the kinetic energy of the inhomogeneous electron gas, and λ
−1
ω me
describes effective masses. It is worth mentioning that there are different choices of the
exchange-correlation energy functional in G[n], but they all give essentially the same
result [60].
In (15), the first term represents the interband resonance and the second term the
quantum correction. The exact form of OˆJ under the energy functional operator KˆG is
not easy to obtain because it involves fractional derivative operators [62]. The leading
differential order in (21) is the first-order derivative, and hence there must exist d1/2
terms in OˆJ. Mathematically, the fractional derivative of h(x) to order p is often defined
by means of Fourier or Mellin integral transforms [62]. dph(x) at a point x0 is a local
property only when p is an integer, but if p is not an integer, then dph(x) at x0 not only
depends on the values of h(x) near x0, but also relates to h(x) in the whole domain.
This indicates that OˆJ must be a global operator, illustrating that the response of the
electron gas is nonlocal, which is consistent with our physical understanding as shown
in (3).
However, if we assume that the second term in (15) is much smaller than the first
term, then the operator OˆJ could be approximately written as
OˆJ ≈ iω0
c
[
I− c
2
2ω20
f−10 KˆGf0
]
. (27)
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Using (27), the fourth component of z can be explicitly written as
−ic
ωp
√
ε0
OˆJ(f
−1
0 P ) = P˜ −
√
ε0ωpf0
2eω0
∇
(δG
δn
)
1
. (28)
In classical approximations, G[n] = 0 (KˆG = 0). Then (28) recovers the results in
the literature [52, 63]. Therefore in addition to the classical Hamiltonian for a dispersive
medium, we should include the modulations of energy functional G[n] under EM waves
in the formulation.
2.3. Inner product
For a completeness method, we define the inner product as
〈zm|zn〉 =
∫
dr
{
1
2
µ0H
∗
m ·Hn +
1
2
ε0E
∗
m ·En
+
1
2ω2pε0
[ 1
f 20
J∗m · Jn + c2(Oˆ∗Jf−10 P ∗m) · (OˆJf−10 Pn)
]}
, (29)
where the factor of 1/2 is the normalized factor that makes the product the total energy
of a certain state [52, 53]. Using (28), the inner product (29) could be explicitly written
as
〈zm|zn〉 =
∫
dr
{
1
2
µ0H
∗
m ·Hn +
1
2
ε0E
∗
m ·En
+
1
2ω2pf
2
0 ε0
J∗m · Jn +
ω20
2ω2pf
2
0 ε0
P ∗m · Pn
− 1
4e
[
P ∗m · ∇
(δG
δn
)
n,1
+ Pn · ∇
(δG
δn
)∗
m,1
]}
. (30)
The bracket in the integral is the energy density of a particular photonic state (for
m = n) with the internal energy of the electron gas taken into account. Let Wn denote
the bracket. Then the orthogonal condition (29) used within this method is
〈zm|zn〉 = δmn
(∫
drWn
)
. (31)
Note once again that our method is an eigenvalue approach, while others are based
on the scattering approach [57]. Computationally, the incident EM wave must be
specified for the scattering approach, and the focus is on the scattering of the incident
wave by the plasmonic object. Our method solves an eigenvalue problem, similar to
band dispersion calculations, and the output consists of the eigenmodes (e.g. surface
plasmons) supported by the system. Thus the eigenvalue approach shown in this section
is quite different from the scattering approach although the partial differential equations
are the same.
3. Results and discussions
We have established the eigenvalue approach based on SD-HDM. In this section, we
give an explicit expression for quantum corrections to certain plasmonic modes using
Eigenvalue approach for SC-HDM 8
first-order perturbation theory, and discuss the dispersion of quantum SPPs for a single
flat interface.
3.1. Quantum correction of plasmonic modes
To study the quantum correction of particular plasmonic modes, we can treat the terms
involving quantum corrections and loss in (17) as the perturbation potential, namely
H = H0 +H1 in which
H0 =

0 − iωpfion
c
i∇× 0
iωpfion
c
0 0 − iω0
c
−i∇× 0 0 0
0 iω0
c
0 0
 , (32)
H1 =

0 − iωp(f0−fion)
c
0 0
iωp(f0−fion)
c
− iγ
c
0 ic
2ω0
f−10 KˆGf0
0 0 0 0
0 − ic
2ω0
f−10 KˆGf0 0 0
 , (33)
where fion =
√
nj/nion, and nj describes the ion density in the jellium model [60].
Mathematically, fion = 1M(r) is the indicator function and M stands for the union of
all metallic domains. Suppose the eigenmodes of H0 are H0z
(0)
m = c−1ω
(0)
m z
(0)
m (m is the
plasmonic mode index). Then perturbation theory gives the first-order corrections to
the plasmon resonance frequency ω
(0)
m as
c−1ω(1)m =
〈z(0)m |H1|z(0)m 〉
〈z(0)m |z(0)m 〉
(34)
=
1∫
drW
(0)
m
∫
dr
1
2
{
− iγ
c
J˜∗m · J˜m +
iωp(f0 − fion)
c
(
J˜∗m · E˜m − E˜∗m · J˜m
)
+
ic
2ω0
[
J˜∗mf
−1
0 KˆGf0P˜m − P˜ ∗mf−10 KˆGf0J˜m
]}
, (35)
where W
(0)
m denotes the classical energy density of the photonic state, i.e. setting
G[n] = 0 in (30). For simplicity, we have omitted the superscript (0) in the fields
(E,H ,P ,J) and will use this notation in the following. Before proceeding, let us
discuss the conditions under which the perturbation approximation holds. The condition
|H1| ≪ |H0| indicates that the variations in ground state densities and the surface-to-
volume ratio of the nanoparticles should be small.
In (35) there are three terms: the first one is due to loss, and the other two terms
are quantum corrections. The first term is a purely imaginary number, which could be
evaluated as
ω(1)m =
1∫
drW
(0)
m
−iγ
2ω2pǫ0
∫
dr
1
fion
∣∣∣Jm∣∣∣2. (36)
This is consistent with classical EM results in [52]. In order to relate the other two
terms to the Feibelman d-parameters (d⊥ and d‖) defined in quasi-static approximations
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which are used to explain quantum corrections to plasmonic modes [44], we introduce
the quantum correction factor F as follows:
F = 4Ω0Ω1, Ω0 = ω
(0)
m
ωp
, Ω1 =
ω
(1)
m
ωp
. (37)
Within the quasi-static limit, BEM gives the quantum correction factor as F =
d⊥Λ⊥ + d‖Λ‖ and
d⊥ =
∫
xρ1dx∫
ρ1dx
Λ⊥ =
(Λ(0))2 − 1
2ǫ0
〈σ(0)|σ(0)〉
〈φ(0)|σ(0)〉 , (38)
d‖ =
∫
(f 20 − f 2ion)dx Λ‖ = 2ǫ0
〈∇‖φ(0)|∇‖φ(0)〉
〈φ(0)|σ(0)〉 , (39)
Ω20 =
1
2
(1 + Λ(0)), (40)
where σ(0) and φ(0) are the surface charge density and the electrostatic potential in the
classical model [51]. Within the quasi-static framework, the quantum correction factor
F can be factorized into the shape factor Λ⊥,‖ and the electron spill-out factor d⊥,‖.
However, while the d-parameters are well defined for a single flat interface, they are not
applicable to the description of nanoparticles with complex geometries, especially those
with sharp corners.
Next, we give the explicit form of the quantum correction factor within our method.
Using the properties in the classical model
Jm = iω
−1ω2pǫ0fionEm, Pm = −
ǫ0ω
2
pfion
ω2
Em, (41)
we could explicitly obtain
F = 4ǫ0∫
drW
(0)
m
∫
dr
{
(f0 − fion)
∣∣∣Em∣∣∣2
− 3c
2/v2F
4Ω20q
2
TF
1
ω0f0
[
E∗m · KˆG(ω0f0Em) + ω0E∗m · KˆG(f0Em)
]}
. (42)
The first term in the integral depends on the electrostatic surface dipole and electric
field intensities, while the second term originates from the nonlocal operators, indicating
that the second term depends more on details of the mode than the first one. To obtain
physical insights into this correction, we keep the leading derivative term in KˆG, namely
KˆG ≈ −2v
2
FDe1
3c2
g(∇·). (43)
Then (42) becomes
F = 4ǫ0∫
drW
(0)
m
∫
dr
{
(f0 − fion)
∣∣∣Em∣∣∣2 + De1
Ω20q
2
TF
(E∗m · g)
[
∇ ·Em + g ·Em
]}
, (44)
where we set ω0 = 0 because of our focus on plasmonic systems. Firstly, according to
our method, the contributions from the electron spill-out effect and shape effects to the
quantum corrections are mixed. Moreover, the first term in the bracket does not have
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any feature length explicitly, but the second term carries the Thomas-Fermi screening
length scale ℓTF ≡ q−1TF. For example, the typical value of ℓTF is 0.675A˚ for sodium.
Secondly, the major contribution to the integration comes from the surface region of
the metallic particles, because (f0− fion) is only nonzero near the surface region, De1 is
zero in the bulky vacuum domain, and g is zero in the bulky metal domain.
To seek a clearer understanding, we use the following relations:
ǫ0∇ ·Em = ρ(0)P,m + σ(0)P,mδS(r), (45)(
g ·Em
)
(s) =
(
g ·Em,‖
)
(s)− Λ
(0)g⊥(s)
2ǫ0
σ
(0)
P,m, s ∈ ∂M, (46)
where g⊥ = g ·nˆ, g = |g|gˆ, and ρ(0)P,m and σ(0)P,m are bulk and surface charge densities, and
‖/⊥ stands for tangential/normal directions of the surface ∂M. Then we could simplify
the quantum correction factor F in (44) as
F = 4ǫ0∫
drW
(0)
m

∫
dr
[
(f0 − fion)
∣∣∣Em∣∣∣2]+ ℓ2c,m ∫ dr [De1|g|2∣∣∣gˆ ·Em∣∣∣2]
+
ℓ2c,m
ǫ0
∫
∂M
dA(s)
[
De1|g|
(
gˆ ·E∗m,‖
)
σ
(0)
P,m
]
(s)
−Λ(0)ℓ2c,m
2ǫ20
∫
∂M
dA(s)
[
De1g⊥
∣∣∣σ(0)P,m∣∣∣2](s)

, (47)
where the feature length ℓ2c,m = ℓ
2
TFΩ
−2
0 is determined from classical results and material
properties.
There are four terms in (47). The first two are volume integrals in all of the space,
but the contributions mainly come from the surface region of the metallic particles.
Meanwhile, the last two terms are integrals on the metal surface. Therefore the quantum
correction factor F is nonnegligible only for particles with a large surface-to-volume
ratio.
3.2. Dispersion of quantum surface plasmon polaritons
In this section, we aim to apply our method to a single plasmonic interface as shown in
figure 1(a). To see the coefficients in (47), we plot De1|g|2ℓ2TF, De1|g|ℓTF and De1g⊥ℓTF
of this single interface case in figure 1(b). It is clear that all of the coefficients are
nonzero near the surface as expected.
The next task is to explicitly write down the classical results of SPPs for the system
in figure 1(a). The magnetic fields are given as
H1 = zˆH0 exp (iqy + α1x− iωt) q2 − α21 = k20ǫr, (48)
H2 = zˆH0 exp (iqy − α2x− iωt) q2 − α22 = k20, (49)
where k0 = ω/c, q is the parallel wavenumber, and α1,2 > 0. The related electric fields
are
E1 =
i
ωǫ0ǫr
[
xˆiq − yˆα1
]
H0 exp (iqy + α1x− iωt), (50)
E2 =
i
ωǫ0
[
xˆiq + yˆα2
]
H0 exp (iqy − α2x− iωt). (51)
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 g  l
Figure 1: (a) Schematic diagram of a single metallic interface formed at x = 0nm by
metal (x < 0nm) and vacuum (x > 0nm). (b) The values of De1|g|2ℓ2TF, De1|g|ℓTF and
De1g⊥ℓTF as a function of x near the surface region for a single interface shown in (a).
The metal used here is sodium with rs = 4 and λω = 0.12.
The boundary condition of E‖ gives the dispersion relation of SPPs as
Ω20 =
1
2
+ η2 −
√
1
4
+ η4, (52)
where the dimensionless quantities ξ = q/k0 and η = ξΩ0 = qc/ωp are introduced to
simplify the expressions.
The quantum correction factor F in (47) for the single interface case can now be
given term by term. The first term in (47) is
F1 = 4ǫ0∫
drW
(0)
m
∫
dr
[
(f0 − fion)
∣∣∣Em∣∣∣2] (53)
=
8α2
Θ(ξ−1)
(
2− ξ−2
)[
Ω20(2− ξ−2)I1− + I1+
]
, (54)
with the following notations:
Θ(ζ) = −ζ3 + 4ζ2 − 6ζ + 4, (55)
I1− =
∫ 0
−∞
dx (f0 − fion) exp (2α1x), (56)
I1+ =
∫ +∞
0
dx (f0 − fion) exp (−2α2x). (57)
The second term in (47) is
F2 = 4ǫ0∫
drW
(0)
m
ℓ2c,m
∫
dr
[
De1|g|2
∣∣∣gˆ ·Em∣∣∣2] (58)
=
8α2
Θ(ξ−1)
ℓ2TF
(
2− ξ−2
)[
(1− ξ−2)I2− + (1− ξ−2)−1I2+
]
, (59)
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(a) (b)
Figure 2: (a) Dispersion relations of surface plasmon polaritons calculated using our
model (solid red line), d-parameters (solid blue line), and the classical model (solid
green line). The light cone is plotted with the solid dark gray line. The shaded area is
the electron-hole pair region, which means that loss is prominent. (b) An enlarged view
of the dispersion shown in (a) in the small wavenumber limit.
where
I2− =
∫ 0
−∞
dxDe1|g|2 exp (2α1x), (60)
I2+ =
∫ +∞
0
dxDe1|g|2 exp (−2α2x). (61)
The third term of the quantum correction factor F in (47) for the single interface
case is zero due to the fact that g is perpendicular to the surface. However, for particles
have corners, g must have a parallel component to the surface, so this part of the
quantum correction factor can become prominent. The fourth term of the quantum
correction factor F in (47) for the single interface case is
F4 = 4ǫ0∫
drW
(0)
m
−Λ(0)ℓ2c,m
2ǫ20
∫
∂M
dA(s)
[
De1g⊥
∣∣∣σ(0)P,m∣∣∣2](s) (62)
=
4α2
Θ(ξ−1)
(−ℓ2TF)
(1− 2ξ2)2
ξ4(1− ξ2)
(
De1g⊥
)∣∣∣
x=0
. (63)
The full numerical results of the SPP dispersion with quantum correction factor F
are shown by the solid red line in figure 2(a). For comparison, we also plot the SPP
dispersion of the classical model and the d-parameter method using green and blue
lines, respectively [44, 51, 60, 64]. A magnified version of the SPP dispersion in the
small wavenumber limit is shown in figure 2(b). We see that the d-parameter approach
works well in the intermediate region of q space.
Before ending this section, let us discuss the asymptotic behaviors of F . Firstly, in
the limit of a small q, namely ξ → 1+, F1,2,4 ≈ 0 because α2 → 0, as shown by the red
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and green lines in figure 2(b). Secondly, in the large q limit, namely ξ ≫ 1,
F1 ≈ 4q
[
2Ω20I1− + I1+
]
, (64)
F2 ≈ 4qℓ2TF
[
I2− + I2+
]
, (65)
F4 ≈ 4qℓ2TFξ−2
(
De1g⊥
)∣∣∣
x=0
. (66)
It is not difficult to see that F4 ≪ F1,2, and if we are only concerned with the
behavior near the plasmon resonance (≈ ωp/
√
2), then the quantum correction factor
could be further simplified as
F = 4q
[
I1 + ℓ
2
TFI2
]
, (67)
where I1 = I1,− + I1,+ and I2 = I2,− + I2,+. These two integrals are infinite series in q,
and the leading order in q is a constant, indicating that F in (67) is linear in q. This is
numerically shown by the red and blue lines in figure 2(b).
4. Conclusions
We formulated an eigenvalue approach for plasmonic resonances using the self-consistent
hydrodynamics model. We showed that the Hamiltonian carries a global operator,
indicating that the response of quantum plasmonic resonances is highly nonlocal at
the nano-scale. We derived the analytical forms of quantum corrections to a general
plasmonic mode. The calculated dispersions of quantum surface plasmon polaritons for
a single interface show that in the intermediate q/kF region, our results agree well with
the Feibelman d-parameter method.
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