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Abstract
This paper deals with the existence of bounded time-periodic solutions for the nonlinear telegraph equa-
tion
utt − uxx + cut = F(t, x,u), (t, x) ∈ R2,
where c > 0 is a constant, F ∈ C(R3,R) is 2π -periodic in t . We build a maximum principle for the
time-periodic solutions of the corresponding linear telegraph equation. Using this maximum principle, we
develop a method of the upper and lower solutions for the time-periodic problem of the nonlinear telegraph
equation and obtain some existence and uniqueness results.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we deal with the existence of time-periodic solutions for the nonlinear telegraph
equation
utt − uxx + cut = F(t, x,u), (t, x) ∈ R2. (1.1)
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telegraph equations with various boundary condition for space variable x has been studied by
many authors, see [1–13] and the references therein. We consider the existence of the solutions
u(t, x) of Eq. (1.1), which satisfy the time-periodic condition
u(t + 2π,x) = u(t, x), (t, x) ∈ R2, (1.2)
and are bounded on R with respect to space variable x. We term such solutions the bounded
time-periodic solutions. Our discussion is based on a new maximum principle for time-periodic
solutions of the linear telegraph equation
utt − uxx + cut + a(t, x)u = h(t, x), (t, x) ∈ R2, (1.3)
where a,h ∈ L∞(R2) and a satisfies certain conditions.
Maximum principles have many applications in the theory of differential equations. Specially,
if a maximum principle holds for a linear differential equation, the method of lower and upper
solutions is applicable to the corresponding nonlinear differential equation, see [14]. The first
maximum principle for linear telegraph equations was built by Ortega and Robles-Pérez in [10].
They proved that the maximum principle for the double 2π -periodic solutions of the linear tele-
graph equation
utt − uxx + cut + λu = h(t, x), (t, x) ∈ R2, (1.4)
holds if and only if λ ∈ (0, ν(c)], where ν(c) ∈ ( c24 , c
2
4 + 14 ] is a constant which cannot be con-
cretely determined. This maximum principle on the torus T2 (here, T = R/2πZ denotes the unit
circle) was used in [10] to develop a method of upper and lower solutions for the double periodic
solutions of the nonlinear telegraph equation (1.1) when the function u → F(t, x,u) + ν(c)u is
monotonically nondecreasing.
Afterwards in [15], Mawhin, Ortega and Robles-Pérez built a maximum principle for the so-
lutions u(t, x) of Eq. (1.4) which are 2π -periodic with respect to x and bounded on R with
respect to t (namely, u ∈ L∞(R × T)) when λ ∈ (0, c24 ]. In [15] a similar method of upper and
lower solutions for the solutions of Eq. (1.1) in L∞(R × T) was developed when the function
u → F(t, x,u) + c24 u is monotonically nondecreasing. Lately, these authors in [16] have ex-
tended their results in [15] to the telegraph equations in space dimensions two or three.
The purpose of this paper is to build a maximum principle for the bounded 2π -time-periodic
solutions (namely, the solutions u ∈ L∞(T×R)) of linear equation (1.3), and use such a max-
imum principle to develop a method of upper and lower solutions for the bounded 2π -time-
periodic solutions of the nonlinear equation (1.1). In Section 2, we first study the 2π -time-
periodic problem for the linear telegraph equation with the form of
utt − uxx + cut + c
2
4
u = h(t, x), (t, x) ∈ R2. (1.5)
We use the distribution and fundamental solution theory to construct the Green function G(t, x)
of 2π -time-periodic solutions of Eq. (1.5). By the property of the Green function, we prove that
for every h ∈ L∞(T × R), Eq. (1.5) has a unique weak 2π -time-periodic solution u(t, x), and
u ∈ W 1,∞(T × R) satisfies the maximum principle: if h(t, x)  0 a.e. in T × R, the solution
u(t, x) 0 on T×R. Then by the disturbance theory of positive operator, we obtain a maximum
principle for the 2π -time-periodic solutions of the linear equation (1.3) when ε  a(t, x)  c24(ε > 0). In Section 3, we use this maximum principle to develop a method of upper and lower so-
lutions for bounded 2π -time-periodic solutions of the nonlinear equation (1.1) when the function
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ple to construct the upper and lower solutions for the 2π -time-periodic solutions of Eq. (1.1) and
obtain some existence and uniqueness results.
Our results are applied to the forced dissipative sine-Gordon equation
utt − uxx + cut + a(t, x) sinu = h(t, x). (1.6)
We show that Eq. (1.6) has infinitely many bounded 2π -time-periodic solutions when a,h ∈
C(T×R)∩L∞(T×R) satisfy the conditions that ε  a(t, x) c24 and |h(t, x)| a(t, x).
2. Preliminaries on linear telegraph equations and maximum principles
Throughout this paper, T = R/2πZ denotes the unit circle, and functions u(t, x) defined
on R2 which are 2π -periodic with respect to t will be identified to functions defined on T × R.
In particular, the notations
L1(T×R), L∞(T×R), C(T×R), D(T×R) = C∞0 (T×R), . . .
denote the spaces of t-periodic functions with the indicated degree regularity.D′(T×R) denotes
the space of distribution on T×R, and D′(R2) is the space of distribution on R2.
In this section, we first consider the linear time-periodic problem with the special form of
utt − uxx + cut + c
2
4
u = h(t, x) in D′(T×R), (2.1)
where c > 0 is a constant, and h ∈ Lloc(T × R). We follow the ideas that [10] deals with the
double periodic problem to discuss Eq. (2.1).
To be convenient, we define the differential operator L acting on functions on T×R by
Lu = utt − uxx + cut + c
2
4
u.
The formal adjoint operator of L is
L∗u = utt − uxx − cut + c
2
4
u.
By a solution of Eq. (2.1) we understand a function u ∈ Lloc(T × R) satisfying the equation in
the distribution sense (weak solution), that is∫
T×R
uL∗ψ dt dx =
∫
T×R
hψ dt dx, ∀ψ ∈D(T×R).
We seek the fundamental solution of the operator L in D′(T × R) and express the solution of
Eq. (2.1) by integration. Let δ be Dirac distribution in D′(R2), more precisely
〈δ,φ〉 = φ(0,0), ∀φ ∈D(R2),
and δ be Dirac distribution in D′(T×R).
It is well known that the function
U0(t, x) =
{ 1
2 , |x| < t,
0, |x| t,
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U0t t −U0xx = δ in D′
(
R
2).
From this we easily see that the fundamental solution of operator L in D′(R2) is given by
U(t, x) = e−(c/2)tU0(t, x), (2.2)
that is
Utt −Uxx + cUt + c
2
4
U = δ in D′(R2). (2.3)
To obtain the fundamental solution of operator L in D′(T × R), we construct the t-periodic
function
G(t, x) =
∑
n∈Z
U(t + 2nπ,x), (t, x) ∈ R2. (2.4)
By the Weierstrass test, it is easy to show that the series in (2.4) is uniformly convergent on
bounded subset of R2, and therefore G ∈ L∞loc(T×R).
Lemma 2.1. The function G defined by (2.4) is the fundamental solution of operator L in
D′(T×R), namely
Gtt −Gxx + cGt + c
2
4
G = δ in D′(T×R). (2.5)
Proof. For every φ ∈D(T×R), by (2.3) we have∫
R2
UL∗φ dt dx = φ(0,0),
from which and (2.4) it follows that∫
R2
GL∗φ dt dx =
∑
n∈Z
φ(2nπ,0). (2.6)
Choose a function ϕ0 ∈D(R) = C∞0 (R) such that
suppϕ0 ⊂
[
−3π
2
,
3π
2
]
,
∑
n∈Z
ϕ0(t + 2nπ) ≡ 1. (2.7)
Such a function can be constructed as follows:
Choosing ϕ ∈D(R) such that 0 ϕ(t) 1 and
ϕ(t) =
{1, t ∈ [−π,π],
0, t /∈ [−3π/2,3π/2],
set
ϕ0(t) = ϕ(t)
/(∑
n∈Z
ϕ(t + 2nπ)
)
,
then ϕ0 ∈D(R) satisfies (2.7).
By (2.7) we can easily verify that, for every h ∈ Lloc(T×R) and α ∈ N2 with |α| > 0, ϕ0 has
the following properties:
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∫
R2
hϕ0 dt dx =
∑
n∈Z
∫
T×R
hϕ0(t + 2nπ)dt dx =
∫
T×R
hdt dx;
(ii)
∫
R2
h∂αϕ0 dt dx =
∑
n∈Z
∫
T×R
h∂αϕ0(t + 2nπ)dt dx = 0.
Now for every ψ ∈ D(T × R), since ψϕ0 ∈ D(R2), by the properties (i)–(ii) and (2.6), we
have ∫
T×R
GL∗ψ dt dx =
∫
R2
(GL∗ψ)ϕ0 dt dx =
∫
R2
GL∗(ψϕ0) dt dx
=
∑
n∈Z
(ψϕ0)(2nπ,0) = ψ(0,0) = 〈δ,ψ〉.
In consequence, we obtain that
〈LG,ψ〉 = 〈G,L∗ψ〉 = 〈δ,ψ〉, ∀ψ ∈D(T×R),
this means that (2.5) holds. 
We seek to obtain the precise expression of G. Let
Dk =
{
(t, x) ∈ R2: |x| + 2kπ < t < |x| + 2kπ + 2π},
and D =⋃∞k=−∞Dk . Then the complementary set of D,
C = R2 \D = {(t, x) ∈ R2: t = |x| + 2kπ, k = 0,±1,±2, . . .},
has measure zero. By t-periodicity, the value of G on D0 determines the value of it on whole
set D. For every (t, x) ∈ D0, noting that U(t, x) vanishes on the outside of the open cone V =
{(t, x) ∈ R2: t > 0, |x| < t}, by (2.4) we obtain that
G(t, x) =
∑
(t+2nπ,x)∈V
U(t + 2nπ,x)
=
∞∑
n=0
1
2
e−(c/2)t e−ncπ = e
−(c/2)t
2(1 − e−cπ ) .
Hence, we have
Lemma 2.2. The fundamental solution G is precisely expressed by
G(t, x) = e
−(c/2)t
2(1 − e−cπ ) , (t, x) ∈D0. (2.8)
By (2.8), G(t, x) is continuous on every Dk . Furthermore, it is easy to see that
G ∈ L∞(T×R)∩L1(T×R) (2.9)
with the L1-norm
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∞∫
−∞
2π∫
0
G(t, x) dt dx = 2
∞∫
0
2π∫
0
G(t, x) dt dx
= 2
∞∫
0
x+2π∫
x
G(t, x) dt dx
= 1
1 − e−cπ
∞∫
0
x+2π∫
x
e−(c/2)t dt dx = 4
c2
and essential supremum
G := ess supG(t, x) = 1
2(1 − e−cπ ) .
Remark 2.1. The proofs of the above Lemmas 2.1 and 2.2 are similar to those of Lemmas 5.1
and 5.2 in [10]. But the working spaces are different, and in our proofs some detailed computa-
tions concerning ϕ0 and G are given and the argumentations are more explicit.
Now we consider the time-periodic problem (2.1). For every h ∈ L1(T × R) ∪ L∞(T × R),
by Lemma 2.1 and (2.9), the convolution
u(t, x) = G ∗ h =
∫
T×R
G(t − s, x − y)h(s, y) ds dy (2.10)
is a unique weak solution of Eq. (2.1). By the continuity of G on D and the dominated conver-
gence theorem, u ∈ C(T × R). Moreover, if h(t, x)  0 a.e. in T×R, by the positivity of G
and (2.10), the solution u(t, x) 0 on T×R, that is, Eq. (2.1) satisfies the maximum principle.
Let W 1,∞(T×R) denote the Banach space of functions u ∈ L∞(T×R) which are Lipschitz-
continuous, with the norm
‖u‖W 1,∞ = ‖u‖L∞ + [u]Lip,
where [u]Lip is the best Lipschitz constant of u.
Theorem 2.1. For every h ∈ L∞(T × R), Eq. (2.1) has a unique solution u(t, x) which belongs
to W 1,∞(T×R) and satisfies the estimates
‖u‖L∞  4
c2
‖h‖L∞, ‖u‖W 1,∞  C‖h‖L∞,
where C is a positive constant. Moreover, if h(t, x) 0 a.e. in T×R, the solution u(t, x) 0 on
all T×R.
Proof. For every h ∈ L∞(T × R), Eq. (2.1) has a unique weak solution u ∈ C(T × R) given
by (2.10). By (2.10) u satisfies that
‖u‖L∞  ‖G‖L1‖h‖L∞ =
4
c2
‖h‖L∞,
and can be expressed as
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∫
T×R
G(t − s, x − y)h(s, y) ds dy
=
∫
T×R
[∑
n∈Z
U(t − s + 2nπ,x − y)h(s, y)
]
ds dy
=
∫
R2
U(t − s, x − y)h(s, y) ds dy.
Given ε > 0, we denote by χε(t, x) the characteristic function of the set
Bε =
{
(t, x) ∈ R2: |x| − ε < t < |x| − ε}.
Let χV (t, x) denote the characteristic function of open cone V .
Given k = (k1, k2) ∈ R2 with |k| = |k1| + |k2|  1, considering two case of (t, x) ∈ Bε and
(t, x) /∈ Bε , we easily prove that∣∣U(t + k1, x + k2)−U(t, x)∣∣ C1[|k|χV (t, x)+ χ|k|(t, x)]e−(c/2)t ,
for all (t, x) ∈ R2, here and after, C1,C2,C3, . . . denote some positive constants. Since∫
R2
χV (t, x)e
−(c/2)t dt dx = 8
c2
,
∫
R2
χ|k|(t, x)e−(c/2)t dt dx  C2|k|,
we obtain that∫
R2
∣∣U(t + k1, x + k2)−U(t, x)∣∣dt dx C3|k|.
Consequently,∣∣u(t + k1, x + k2)− u(t, x)∣∣

∫
R2
∣∣U(t + k1 − s, x + k2 − y)−U(t − s, x − y)∣∣ · ∣∣h(s, y)∣∣ds dy

∫
R2
∣∣U(s + k1, y + k2)−U(s, y)∣∣ds dy · ‖h‖L∞
 C3‖h‖L∞|k|.
This implies that [u]Lip C3‖h‖L∞ , and thus ‖u‖W 1,∞  C‖h‖L∞ . 
Now we consider the time-periodic problem of the linear telegraph equation with variable
coefficients
utt − uxx + cut + a(t, x)u = h(t, x) in D′(T×R), (2.11)
where a ∈ L∞(T×R) satisfies the assumption:
(P) 0 a(t, x) c24 a.e. in T×R, and a = ess infa(t, x) > 0.
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has a unique solution u := Ph, this solution belongs to W 1,∞(T × R) and P : L∞(T × R) →
W 1,∞(T × R) is a bounded linear operator. Moreover, the maximum principle holds: if
h(t, x) 0 a.e. in T×R, the solution u(t, x) 0 on all T×R.
Proof. Let E denote the Banach space L∞(T × R), whose essential supremum norm is
simply denoted by ‖u‖. E is also an ordered Banach space with the positive cone K =
{h ∈ E: h(t, x) 0 a.e. in T ×R}.
We use the same method with the proof of Lemma 2 of [13] to prove Theorem 2.2. In order
to do this, we define a positive linear operator R : E → E by
(Rh)(t, x) =
∫
T×R
G(t − s, x − y)h(s, y) ds dy, (2.12)
which is the inverse operator of L. By Theorem 2.1, R : E → W 1,∞(T×R) is bounded, and its
norm in L(E,E) satisfies ‖R‖ 4
c2
. Now we rewrite Eq. (2.11) in form of the operator equation
in E,
(I −R ◦B)u =Rh, (2.13)
where I is the identity operator in E, and B : E → E is defined by
(Bu)(t, x) =
(
c2
4
− a(t, x)
)
u(t, x), ∀u ∈ E, (2.14)
which is a positive linear operator. For every v ∈ E, because R ◦ B is a positive linear operator
in E, we have∣∣(R ◦B)(v)∣∣ (R ◦B)(‖v‖ · 1)= ‖v‖ · (R ◦B)(1)
= ‖v‖ ·R
(
c2
4
− a(t, x)
)
 ‖v‖ ·
(
c2
4
− a
)
R(1) =
(
1 − 4
c2
a
)
‖v‖.
This shows that the norm of R ◦B in L(E,E) satisfies
‖R ◦B‖ 1 − 4
c2
a < 1. (2.15)
Thus, I −R ◦B has the bounded inverse operator given by the series
(I −R ◦B)−1 =
∞∑
n=0
(R ◦B)n.
Consequently, Eq. (2.13), equivalently Eq. (2.11), has a unique solution
u = (I −R ◦B)−1(Rh) := Ph,
where
P = (I −R ◦B)−1R=
∞∑
(R ◦B)nR. (2.16)
n=0
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we see that P can be expressed by
P =R
(
I +B ◦R+
∞∑
n=1
B(R ◦B)nR
)
=R ◦Q,
where
Q = I +B ◦R+
∞∑
n=1
B(R ◦B)nR
is in L(E,E). By the boundedness of R : E → W 1,∞(T × R), P = R ◦ Q maps E into
W 1,∞(T×R) and is bounded.
This completes the proof of Theorem 2.2. 
Remark 2.2. For λ ∈ (0, c24 ], in Theorem 2.2 choosing a(t, x) ≡ λ, we see that the differential
operator
Lλu = utt − uxx + cut + λu
satisfies the maximum principle for u ∈ L∞(T × R). Similarly to the case that u ∈ L∞(R × T)
in [15], the constant c24 is optimal in the maximum principle, and the maximum principle is not
strong.
3. The method of upper and lower solutions
In this section, we use a method of upper and lower solutions to discuss the existence of the
nonlinear telegraph equation
utt − uxx + cut = F(t, x,u) in D′(T×R), (3.1)
where F : T×R2 → R is continuous.
Definition 3.1. Let L0 be the differential operator defined by
L0u = utt − uxx + cut .
If a function v ∈ L∞(T×R), such that L0v ∈ L∞(T×R) in the sense of distributionD′(T×R),
and satisfies
L0v  F(t, x, v) a.e. (t, x) ∈ T×R,
we call it a lower solution of Eq. (3.1). If the inequality is inverse, we call it an upper solution of
Eq. (3.1).
Theorem 3.1. Let Eq. (3.1) have a lower solution v0 and an upper solution w0 with v0 w0.
Assume that F(t, x,u) ∈ C(T ×R2,R) satisfies the monotonicity condition:
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2
4
(η2 − η1),
∀(t, x) ∈ T, and v(t, x) η1  η2 w(t, x).
Then Eq. (3.1) has at least one solution u ∈ W 1,∞(T×R) between v0 and w0.
Proof. We choose the ordered Banach space E = L∞(T ×R), which positive cone K is normal.
Let D = [v0,w0] be the order-interval in E. Set
F(u)(t, x) := F (t, x, u(t, x))+ c2
4
u(t, x), u ∈ D,
then F : D → E is continuous. By the assumption (H1), F : D → E is an increasing mapping.
By Theorem 2.1, differential operator L has the positively inverse operator R ∈ L(E,E). Since
Eq. (3.1) can be rewritten in the form of
Lu = F(t, x,u)+ c
2
4
u in D′(T×R),
by the definition of R, the solution of Eq. (3.1) in D is equivalent to the fixed-point of the
operator A =R ◦F . Clearly, A : D → E is a continuously increasing operator. Let h1 = Lv0,
h2 = Lw0. By the definition of the lower and upper solutions, h1, h2 ∈ L∞(T×R), and
h1 F(v0), F(w0) h2,
which implies that: v0 Av0, Aw0 w0. Combining this fact with the increasing property of A
in D, we see that A maps D into itself.
Now, we define two sequences {vn} and {wn} in D by the iterative scheme
vn = Avn−1, wn = Awn−1, n = 1,2, . . . . (3.2)
Then from the monotonicity of A, it follows that
v0  v1  · · · vn  · · ·wn  · · ·w1 w0. (3.3)
Let
u(t, x) = lim
n→∞vn(t, x), u(t, x) = limn→∞wn(t, x), (3.4)
then u,u ∈ E, v0  u  u  w0. Letting n → ∞ in (3.2), since F(v0)  F(vn)  F(wn) 
F(w0) (n = 1,2, . . .), by the expression (2.12) of R and the dominated convergence theorem,
we obtain that
u = Au, u = Au. (3.5)
Therefore, u and u are two solutions of Eq. (3.1) in D. Since R maps E into W 1,∞(T × R),
it follows that A(D) =R(F(D)) ⊂ W 1,∞(T × R). Thus u,u ∈ W 1,∞(T × R). Moreover, we
easily see that u and u are respectively the minimal solution and maximal solution of Eq. (3.1)
in [v0,w0].
The proof of Theorem 3.1 is completed. 
Strengthening the conditions in Theorem 3.1, we have the following unique existence result
of Eq. (3.1) in [v0,w0].
Theorem 3.2. Let Eq. (3.1) have a lower solution v0 and an upper solution w0 with v0 w0.
Assume that F(t, x,u) ∈ C(T ×R2,R) satisfies (H1) and the following condition:
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F(t, x, η2)− F(t, x, η1)−a(t, x)(η2 − η1),
∀(t, x) ∈ T, and v(t, x) η1  η2 w(t, x).
Then Eq. (3.1) has a unique solution between v0 and w0, moreover this solution belongs to
W 1,∞(T×R).
Proof. By Theorem 3.1, Eq. (3.1) has a minimal solution u and a maximal solution u in
[v0,w0]. By the proof of Theorem 3.1, (3.2)–(3.5) are valid. By (3.2), (3.3) and assumptions (H1)
and (H2), we have
0wn − vn = A(wn−1)−A(vn−1)
=R(F(wn−1)−F(vn−1))
R
((
c2
4
− a
)
(wn−1 − vn−1)
)
 (R ◦B)(wn−1 − vn−1),
where B ∈ L(E,E) is the positive linear operator defined by (2.14). Repeatedly using this in-
equality, we have
0wn − vn  (R ◦B)n(w0 − v0), n = 1,2, . . . , (3.6)
from which and (2.15) it follows that
‖u− u‖ ‖wn − vn‖
∥∥(R ◦B)n∥∥ · ‖w0 − v0‖

(
1 − 4
c2
a
)n
‖w0 − v0‖ → 0 (n → 0).
Therefore, u˜ = u = u is the unique solution of Eq. (3.1) in [v0,w0]. 
Theorem 3.3. Let F ∈ C(T × R2,R) have the partial derivative Fη(t, x, η) and F(t, x,0) ∈
L∞(T×R). If there exists a ∈ L∞(T×R) satisfying (P) such that
−c
2
4
 Fη(t, x, η)−a(t, x), ∀(t, x, η) ∈ T×R2, (3.7)
then Eq. (3.1) has a unique bounded solution u ∈ W 1,∞(T×R).
Proof. Let h(t, x) = |F(t, x,0)|, and let w be the unique bounded solution of the time-periodic
problem (2.11). Since h ∈ K , by Theorem 2.2, w ∈ W 1,∞(T×R) is nonnegative. By the second
inequality of (3.7),
F(t, x,w)− F(t, x,0)−a(t, x)w, (t, x) ∈ T×R,
F (t, x,0)− F(t, x,−w)−a(t, x)w, (t, x) ∈ T×R.
This implies that
L0w = −a(t, x)w + h(t, x) F(t, x,w), (t, x) ∈ T×R,
L0(−w) = −a(t, x)(−w)− h(t, x) F(t, x,−w), (t, x) ∈ T×R.
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first inequality of (3.7), F(t, x,u) satisfies assumption (H1) on order-interval [−w,w], and by
Theorem 3.1, Eq. (3.1) has a solution u1 ∈ W 1,∞(T×R) between −w and w.
Let u2 ∈ L∞(T×R) be another solution of Eq. (3.1). Setting u = u2 − u1, then we have
Lu =
(
c2
4
+ Fη(t, x,u1 + θu)
)
u in D′(T×R),
with θ ∈ [0,1]. Therefore
u =R
((
c2
4
+ Fη(t, x,u1 + θu)
)
u
)
,
from which it follows that
‖u‖ = ‖R‖ ·
∥∥∥∥
(
c2
4
+ Fη(t, x,u1 + θu)
)
u
∥∥∥∥
 4
c2
·
(
c2
4
− a
)
· ‖u‖

(
1 − 4
c2
a
)
· ‖u‖ < ‖u‖.
Thus ‖u‖ = 0, namely u1 = u2. This means that Eq. (3.1) has only one bounded solution. 
Remark 3.1. In Theorem 3.3, if F(t, x,0)  0, we can choose v ≡ 0 as a lower solution of
Eq. (3.1). In this case, the unique bounded solution of Eq. (3.1) is nonnegative.
Example 3.1. Consider the forced dissipative sine-Gordon equation with variable coefficient
utt − uxx + cut + a(t, x) sinu = h(t, x), (3.8)
where a,h ∈ C(T×R)∩L∞(T×R) and a satisfies condition (P). When |h(t, x)| a(t, x) a.e. in
T×R, Eq. (3.8) has infinitely many bounded 2π -time-periodic solutions. For every k ∈ Z, since
vk = 2kπ − π/2 and wk = 2kπ + π/2 are respectively the lower solution and upper solution of
the time-periodic problem of this equation, and F(t, x,u) = h(t, x) − a(t, x) sinu satisfies the
assumption (H1) on [vk,wk], by Theorem 3.1, Eq. (3.8) has a bounded 2π -time-periodic solution
uk ∈ W 1,∞(T×R) between vk and wk .
Example 3.2. We consider the superlinear telegraph equation
utt − uxx + cut + du2n+1 = h(t, x), (3.9)
where n ∈ N, h ∈ C(T × R) ∩ L∞(T × R) with ‖h‖L∞ > 0, d > 0 is a constant. Let R =
2n+1√‖h‖L∞/d . It is easy to verify that v0 = −R is a lower solution and w0 = R is an upper
solution of the time-periodic problem of Eq. (3.9). If
0 < d 
(
c2
4(2n+ 1)
)2n+1/
‖h‖2nL∞ , (3.10)
then F(t, x,u) = h(t, x)− du2n+1 satisfies the monotonicity condition (H1) on [v0,w0]. Hence,
when the inequality (3.10) holds, by Theorem 3.1, Eq. (3.9) has a bounded 2π -time-periodic
solution u ∈ W 1,∞(T×R) such that ‖u‖R.
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