Coadjoint orbits of the Virasoro algebra and the global Liouville
  equation by Balog, J. et al.
ar
X
iv
:h
ep
-th
/9
70
30
45
v3
  1
 Ja
n 
19
97
BONN-TH-97-02
ITP Budapest Report No. 526
Coadjoint orbits of the Virasoro algebra
and the global Liouville equation
J. Balog1,†, L. Fehe´r2 and L. Palla3
1Laboratoire de Math. et Physique The´orique, CNRS UPRES-A 6083
Universite´ de Tours, Parc de Grandmont, F-37200 Tours, France
2Physikalisches Institut der Universita¨t Bonn, Nussallee 12, D-53115 Bonn, Germany
3Institute for Theoretical Physics, Roland Eo¨tvo¨s University
H-1088 Budapest, Puskin u 5-7, Hungary
Abstract
The classification of the coadjoint orbits of the Virasoro algebra is reviewed and
is then applied to analyze the so-called global Liouville equation. The review is self-
contained, elementary and is tailor-made for the application. It is well-known that the
Liouville equation for a smooth, real field ϕ under periodic boundary condition is a reduc-
tion of the SL(2,R) WZNW model on the cylinder, where the WZNW field g ∈ SL(2,R)
is restricted to be Gauss decomposable. If one drops this restriction, the Hamiltonian
reduction yields, for the field Q = κg22 where κ 6= 0 is a constant, what we call the global
Liouville equation. Corresponding to the winding number of the SL(2,R) WZNW model
there is a topological invariant in the reduced theory, given by the number of zeros of Q
over a period. By the substitution Q = ± exp(−ϕ/2), the Liouville theory for a smooth
ϕ is recovered in the trivial topological sector. The nontrivial topological sectors can
be viewed as singular sectors of the Liouville theory that contain blowing-up solutions
in terms of ϕ. Since the global Liouville equation is conformally invariant, its solutions
can be described by explicitly listing those solutions for which the stress-energy tensor
belongs to a set of representatives of the Virasoro coadjoint orbits chosen by convention.
This direct method permits to study the ‘coadjoint orbit content’ of the topological sec-
tors as well as the behaviour of the energy in the sectors. The analysis confirms that the
trivial topological sector contains special orbits with hyperbolic monodromy and shows
that the energy is bounded from below in this sector only.
† On leave from the Research Institute for Particle and Nuclear Physics, Budapest, Hungary
1. Introduction
The Liouville equation plays an important role in various areas of theoretical physics
(for a review, see e.g. Ref. [1]). Our motivation for the present work was to explore the
space of solutions of the evolution equation
Q∂+∂−Q− ∂+Q∂−Q = 1, x± = τ ± σ
2
, ∂± = (∂τ ± ∂σ), (1.1)
for a smooth, real fielda Q under periodic boundary condition in σ. We call this equation
the global Liouville equation, since it becomes the Liouville equation
∂+∂−ϕ+ 2e
ϕ = 0 (1.2)
upon the substitution Q = ± exp(−ϕ/2), which is valid only locally, if Q has no zeros.
Notice that the number of zeros of Q over a period in σ is a topological invariant for the
global Liouville theory. It cannot be changed by a smooth deformation of Q, since (1.1)
implies that Q cannot have any double zero in σ. The number of zeros, N , is even as
Q is periodic. The Liouville equation (1.2) for a smooth ϕ is recovered in the trivial,
N = 0 topological sector of (1.1), and the other sectors may be thought of as singular
sectors of the Liouville theory, where the solutions blow up in terms of ϕ, but remain
smooth in terms of Q. The smoothness of Q is in fact equivalent to the smoothness of the
conformally improved Liouville stress-energy tensor. One of the main questions about
the model is how the energy behaves in the various topological sectors. It will turn out
in the end that the energy is bounded from below in the trivial topological sector only.
The singular solutions of the Liouville equation were studied previously [2,3] using
methods different from those that will be used here. Equation (1.1) was apparently first
introduced in the second article of Ref. [3]. We were led to the global Liouville equation
by the earlier treatment [4] of the Liouville theory as a reduced Wess-Zumino-Novikov-
Witten (WZNW) model [5] on the cylinder for the group SL(2,R). In that case, the
Liouville equation arises if one further restricts the group valued field g ∈ SL(2,R) to
vary in the neighbourhood of the identity consisting of Gauss decomposable matrices.
Dropping this restriction, one obtains precisely the global Liouville equation forQ = κg22,
where κ is the level parameter of the WZNW model. Hence, studying the solutions of
(1.1) helps to explore the global structure of the phase space of the reduced WZNWmodel
[6]. The topological sectors of the global Liouville theory correspond to the topological
sectors of the WZNW model, which are labelled by the winding number of the field
g : S1 × R → SL(2,R). The constraints of the reduction enforce that the winding
number equals signκ-times half the number of zeros of g22.
a In this paper smooth means infinitely many times differentiable, i.e, C∞.
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Before explaining the content of the paper, we need to describe an algorithm for
solving the global Liouville equation. The subsequent algorithm is well-known in the
context of the Liouville equation, and is based on the observation that if one defines L± :=
∂2±Q/Q, then ∂∓L± = 0 on account of (1.1). In terms of ϕ, L± are just the light cone
components of the conformally improved Liouville stress-energy tensor. For a smooth Q
which is periodic in σ, L± are smooth, periodic functions depending respectively on x
±
only. For convenience, the length of the period in σ is set equal to 4π. As a first step for
solving (1.1), one may therefore consider the pair of Schro¨dinger equations
(∂2± − L±)ψ± = 0 (1.3)
for some given smooth L± with L±(x
± + 2π) = L±(x
±). This is also known as Hill’s
equation [7]. If ψ±i (x
±) for i = 1, 2 are independent, real solutions normalized by the
Wronskian condition
ψ±2 ∂±ψ
±
1 − ψ±1 ∂±ψ±2 = 1, (1.4)
then
Q(x+, x−) := Ψ+(x
+)ΨT−(x
−), where Ψ± := (ψ
1
± ψ
2
± ) , (1.5)
solves (1.1). This solution is automatically smooth as well, but its periodicity in σ
constrains the admissible pairs (L+, L−). Namely, since L± are periodic, the solutions
of the Hill’s equations are quasiperiodic with some monodromy, i.e.,
Ψ±(x
± + 2π) = Ψ±(x
±)MΨ± for some MΨ± ∈ SL(2,R). (1.6)
The periodicity condition Q(x+, x−) = Q(x+ + 2π, x− − 2π) is clearly equivalent to
MΨ− = (MΨ+)
T . (1.7)
Because the transformations
Ψ+ 7→ Ψ+A, Ψ− 7→ Ψ−(A−1)T A ∈ SL(2,R) (1.8)
do not change Q and transform the monodromy matrices by conjugation, one may assume
without loss of generality that MΨ+ belongs to a given set of representatives of the
conjugacy classes of SL(2,R) when writing the solutions of (1.1) in the form (1.5).
The global Liouville equation is conformally invariant, since if Q is a solution then
so is Qα+,α− given by
Qα+,α−(x+, x−) :=
1√
∂+α+(x+)
1√
∂−α−(x−)
Q(α+(x
+), α−(x
−)) (1.9)
for any conformal transformation x± 7→ α±(x±), where the smooth functions α± satisfy
∂±α± > 0, α±(x
± + 2π) = α±(x
±) + 2π. (1.10)
2
In order to describe all solutions of (1.1), it is enough to know the conformally nonequiv-
alent ones. An important fact is that the action of the conformal group on Q in (1.9) is
induced from its action on the set of Hill’s equations according to
L± 7→ Lα±± := (∂±α±)2L± ◦ α± −
1
2
∂3±α±
∂±α±
+
3
4
(∂2±α±)
2
(∂±α±)2
(1.11a)
Ψ± 7→ Ψα±± :=
1√
∂±α±
Ψ± ◦ α±. (1.11b)
For each chirality, the action in (1.11a) is just the coadjoint action of the central extension
of the conformal group Diff0(S
1). Its orbits in the space of ‘Virasoro densities’ L±
are known as the coadjoint orbits of the Virasoro algebrab. Equations (1.11a), (1.11b)
together express the conformal covariance of Hill’s equation (1.3).
It is now clear that the classification of the Hill’s equations under the conformal
group is essentially the same as the classification of the Virasoro coadjoint orbits, and
this is the crucial step for describing the solutions of the global Liouville equation. In-
deed, since all smooth, periodic solutions of (1.1) arise from the above algorithm, the
conformally nonequivalent ones among these solutions of (1.1) can be written down ex-
plicitly once one has the list of conformally nonequivalent Virasoro densities, and the
associated nonequivalent solutions of Hill’s equation.
The classification of Virasoro coadjoint orbits is well-known [8,9,10,11,12,13,14].
However, we found that the expositions that are available in the literature are not explicit
enough for what is needed in the study of the global Liouville equation. This is espe-
cially true regarding representatives for the nonequivalent solutions of Hill’s equation.
Therefore we have rederived the necessary classification keeping in mind its application
to study (1.1). Our derivation is elementary, and we obtain complete proofs of all state-
ments. Since our description of the classification might be useful in other applications
too, we thought it worthwhile to publish it as a review, in which we included a comparison
with the previous treatments of the problem.
The above-mentioned review takes up the bigger part of the paper, and then we
come back to apply it to equation (1.1). More precisely, the paper is organized as
follows. First, in Section 2, we summarize the WZNW description of the global Liouville
system. The following section, which is the longest, is devoted to presenting the list
of nonequivalent Hill’s equations together with their explicit solutions. The reader is
advised to consult Subsection 3.7 for a summary. Then, in Section 4, we describe the
behaviour of the chiral energy functional (the zero mode of the Virasoro density) on
the Virasoro coadjoint orbits. This was also studied in Ref. [11], and we complete the
b To be exact, the properly normalized Virasoro densities are L± = 2κL±. Geometrically,
they belong to the hyperplane of centre C = 24πκ in the dual of d̂iff(S1). See Section 2.
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arguments of this reference on some minor points. In Section 5, we obtain an explicit
list of solutions for the global Liouville equation, which in particular shows the exact
relationship between the topological type (number of zeros) and the Virasoro orbit type
of the solutions. Combining this with the results in Section 4, we establish the behaviour
of the ‘total energy’ (defined as the reduced WZNW Hamiltonian) in the topological
sectors of equation (1.1). Finally, we give our conclusions in Section 6, and there are 4
appendices containing technical details.
2. Reduced WZNW treatment of the global Liouville equation
We here recall [4,6] the interpretation of the global Liouville system as a reduced
WZNW model. This also serves to fix the conventions used in the subsequent sections.
Consider the WZNW model for the group SL(2,R) in the Hamiltonian framework.
The phase space of the model (the set of initial data at τ = 0) can be realized as the
manifold
MWZ = { (g, J+) | g ∈ C∞(S1, SL(2,R)), J+ ∈ C∞(S1, sl(2,R)) }. (2.1)
It comes equipped with the fundamental Poisson brackets
{g(σ), g(σ¯)}WZ =0,
{tr(TaJ+)(σ), g(σ¯)}WZ =− Tag(σ)δ4π, δ4π = δ4π(σ − σ¯),
{tr(TaJ+)(σ), tr(TbJ+)(σ¯)}WZ =tr([Ta, Tb]J)(σ)δ4π + 2κtr(TaTb)δ′4π,
(2.2)
where κ ∈ R is a nonzero constant, and Ta is a basis of sl(2,R). The functions on S1 are
realized as periodic functions on R with period 4π using the variable σ that parametrizes
S1 by z = exp( iσ
2
), and δ4π(σ) =
1
4π
∑
n∈Z e
inσ/2 is the 4π-periodic Dirac-δ. Defining
J− = −g−1J+g + 2κg−1g′, (2.3)
the WZNW Hamiltonian
HWZ = 1
4κ
∫ 4π
0
dσ tr(J2+ + J
2
−)(σ) (2.4)
generates the evolution equation
κ∂+g = J+g, ∂−J+ = 0. (2.5)
The global Liouville system will result from reduction by the constraintsc
tr(e12J+) = 1, tr(e21J−) = −1, (2.6)
c We could equivalently set the currents in (2.6) equal to any constants µ± with µ+µ− < 0,
while µ+µ− > 0 would lead to a system containing the Liouville theory with wrong sign.
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where the eij are the standard matrices having 1 for the (i, j)-entry and zero elsewhere.
These constraints are first class and generate the gauge transformations
g → exp(Ae12)g exp(−Be21), J+ → exp(Ae12)J+ exp(−Ae12) + 2κA′e12, (2.7)
for any A,B ∈ C∞(S1,R). A globally well-defined gauge fixing is obtained by restricting
the pair (g, J+) in such a way that
g =
(
R P+
P− g22
)
, J+ =
(
0 ℓ+
1 0
)
, and J− = −
(
0 1
ℓ− 0
)
. (2.8)
Due to (2.3) these restrictions on (g, J+) can be rewritten in the form
R = ℓ+g22 − 2κP ′+, P− = P+ − 2κg′22, ℓ− = R2 − ℓ+P 2− + 2κ(R′P− −RP ′−), (2.9)
which express R,P−, ℓ− in terms of g22, P+, ℓ+, and a remaining constraint
1 = det g = g22(ℓ+g22 − 2κP ′+)− P+(P+ − 2κg′22). (2.10)
Thus we can think of the reduced WZNW phase space as the submanifold in the space
of the triples (g22, P+, ℓ+) of smooth, periodic functions defined by (2.10).
It is appropriate to comment here on the topological sectors of the reduced system.
Denote by N [g22] the number of zeros of g22(σ) over a period 0 ≤ σ < 4π. Note from
(2.10) that g22(σ) and g
′
22(σ) cannot have simultaneous zeros:(
g222 + (g
′
22)
2
)
(σ) 6= 0. (2.11)
Therefore g22(σ) cannot have any double zero, thus N [g22] is even (possibly 0), and it
defines a topological invariant of g22. Consequently, the reduced WZNW phase space
decomposes into disconnected components labelled by the values of N [g22]. It is shown
in Appendix A that the invariant N [g22] is inherited from the winding number W [g] of
g : S1 → SL(2,R), which is a topological invariant in the original WZNW model. The
winding number is invariant with respect to the gauge group in (2.7), since this group
has trivial topology.
To describe the reduced WZNW dynamics, we note that the gauge fixing in (2.8) is
preserved by the WZNW evolution equation (2.5), and therefore the reduced dynamics
can be obtained by simply applying (2.5) to the gauge fixed variables (g, J+) in (2.8).
This yields the evolution equation
κ∂+g22 = P+, κ∂+P+ = ℓ+g22, ∂−ℓ+ = 0. (2.12)
In terms of the variables (g22, P−, ℓ−), the reduced dynamics is equivalently given by
κ∂−g22 = P−, κ∂−P− = ℓ−g22, ∂+ℓ− = 0. (2.13)
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Using (2.12-13) the constraint in (2.10) becomes
(Q∂+∂−Q− ∂+Q∂−Q) = 1 where Q := κg22. (2.14)
This is just our global Liouville equation in (1.1). Conversely, any smooth, periodic
solution of (2.14) gives a solution of (2.12) by defining P+ := ∂+Q and ℓ+ := κ
2∂2+Q/Q.
By this definition, (2.14) becomes just the constraint (2.10). The smoothness of ℓ+ is also
guaranteed since ∂2+Q/Q = ∂
2
+∂−Q/∂−Q, where Q and ∂−Q cannot be simultaneously
zero by (2.14). In conclusion, the global Liouville equation encodes the reduced WZNW
dynamics.
We now wish to elaborate on the conformal symmetry of the reduced sytem. We
first note that (2.12-13) imply ∂2±Q(x
+, x−) = L±(x
±)Q(x+, x−) with
L±(x
±) =
1
κ2
ℓ±(σ = ±2x±, τ = 0). (2.15)
Hence, comparison with (1.3), (1.5) allows us to identify the variables L± in (2.15) with
the similarly named variables of Section 1. As ℓ± are functions on the reduced WZNW
phase space that carries a natural induced Poisson bracket (the Dirac bracket), we can
then compute the Poisson brackets of
L±(x±) := 2κL±(x±), (2.16)
and find [4]
{L±(x),L±(y)} = −κδ′′′2π(x− y) + 2L±(y)δ′2π(x− y)− L′±(y)δ2π(x− y), (2.17)
where δ2π(x) =
1
2π
∑
n∈Z e
inx is the 2π-periodic Dirac-δ. Defining the modes Ln± by
Ln± :=
∫ 2π
0
dx einxL±(x) + κπδn,0, ∀n ∈ Z, (2.18)
eq. (2.17) is equivalent to
{Ln±,Lm±} = (−i)
(
(n−m)Ln+m± + 24πκ
n(n2 − 1)
12
δn+m,0
)
. (2.19)
These are two commuting copies of the Virasoro algebra with centre
C = 24πκ. (2.20)
The overall factor (−i) on the r.h.s. of (2.19) reflects correctly the correspondence prin-
ciple between Poisson brackets and commutators, and the second term has the standard
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form that vanishes for the Mo¨bius subalgebras generated by L−1± ,L0±,L1± due to the shift
in the definition of L0± in (2.18).
The variation ∆ǫ± of a dynamical variable under an infinitesimal conformal trans-
formation x± 7→ x±+ ǫ±(x±) is defined by its Poisson bracket with the respective charge
Tǫ± =
∫ 2π
0
dxǫ±(x)L±(x). In particular, this gives
∆ǫ±L± := −{Tǫ± , L±} = ǫ±L′± + 2ǫ′±L± −
1
2
ǫ′′′± , (2.21)
which we recognize to be the infinitesimal version of the transformation rule in (1.11a).
It follows that as the variable L± maps out an orbit of the conformal group according to
(1.11a), the variable L± in (2.16) runs through a coadjoint orbit of the Virasoro algebra
at centre C = 24πκ. The advantage of using the variables L± is that their transformation
rule is independent of C, and this allows one to describe the Virasoro coadjoint orbits
at any C 6= 0 at one stroke. We shall use this device in the subsequent sections, but for
proper interpretation the relationship (2.16) must be remembered.
Let us further observe that the WZNW Hamiltonian (2.4) survives the reduction
because its restriction to the constrained manifold (2.6) is gauge invariant. This gauge
invariant function defines the natural Hamiltonian for the reduced WZNW model, that is
for the global Liouville system. The Hamiltonian is of course constant along any solution
of the reduced dynamics. Denoting its value by HWZ[Q] we easily verify that
HWZ[Q] = 1
2
(L0+ + L0−)− κπ, (2.22)
where L0± are defined in (2.18). On account of (2.16), it is convenient to represent the
Virasoro zero modes in the form
L0± = 4πκ
(
E[L±] +
1
4
)
where E[L±] =
1
2π
∫ 2π
0
dxL±(x). (2.23)
Later we will study the question of boundedness from below for the ‘chiral energy func-
tionals’ E[L±] on the Virasoro coadjoint orbits, and apply the result to understand the
behaviour of the ‘total energy’ HWZ[Q] in the global Liouville system.
3. The normal forms of Hill’s equation
In this section, we obtain the classification of the Virasoro coadjoint orbits by
analysing the Hill’s equation associated with the Virasoro densities. We first define
a rough classification by attaching to each Virasoro orbit the conjugacy class of the
monodromy matrix of the corresponding Hill’s equation. We then find the conformally
nonequivalent Virasoro densities, and the solutions of Hill’s equation with any given
monodromy. The main ideas and the results of this classification are known, but our pre-
sentation is different, since we list explicit representatives for the nonequivalent objects.
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3.1. Statement of the problem and recall of some known results
We are interested in the classification of the Hill’s equations
ψ′′ = Lψ, (3.1)
where L is a smooth, real, periodic function on the line R with period 2π, with respect
to the group of transformations
L 7→ Lα := α′2L ◦ α+ S(α), S(α) := −1
2
α′′′
α′
+
3
4
α′′
2
α′2
, (3.2a)
ψ 7→ ψα := 1√
α′
ψ ◦ α, (3.2b)
where α is a smooth, real function on R with the property
α′ > 0, α(x+ 2π) = α(x) + 2π. (3.3)
The mappings α : R → R with this property form a subgroup of the group Diff0(R) of
orientation preserving diffeomorphisms of the line. This group is denoted by D˜iff0(S
1)
since it is a covering group of the group of orientation preserving diffeomorphisms of the
circle Diff0(S
1). The homomorphism
χ : D˜iff0(S
1)→ Diff0(S1) (3.4)
is naturally induced from the map R → S1 given by x 7→ eix. The kernel of χ is the
group of translations on R by integer multiples of 2π. Formula (3.2) defines an action of
D˜iff0(S
1) on the set of Hill’s equations, and we wish to find a list of ‘normal forms’ of L
and those of the corresponding solutions ψ that are nonequivalent under this group.
The action of D˜iff0(S
1) in (3.2a) on the space of L’s factors through the homomor-
phism χ to an action of Diff0(S
1). By identifying the space of L’s with a hyperplane
at centre C 6= 0 in the dual of the Virasoro Lie algebra, this action can be recognized
as the coadjoint action of the central extension of Diff0(S
1), which at the infinitesimal
level is the coadjoint action of the Virasoro Lie algebra (see e.g. [11]). Thus our problem
to classify the orbits of the action in (3.2) is essentially equivalent to the classification
of the Virasoro coadjoint orbits [8,9,10,11,12,13,14]. We shall present the solution in an
approach convenient for application to equation (1.1).
We wish to stress here that in this paper we often call the orbits of the group action
in (3.2a) Virasoro coadjoint orbits, even though it is L = C12πL which is the properly
normalized Virasoro density (see eqs. (2.16)–(2.21)). In this way, we effectively describe
the coadjoint orbits at an arbitrary C 6= 0 in C–independent terms, and this slight abuse
of notation should not lead to any misunderstanding.
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For purposes of comparison between our approach, which is close to Refs. [8,10,12],
and the one described by Kirillov [9] and Witten [11], we now recall some known results.
First note that the Lie algebra of the little group G[L] ⊂ Diff0(S1) of L is spanned by
the 2π-periodic vector fields ξ(x) ∂∂x (infinitesimal conformal transformations) that solve
ξ′′′ − 4Lξ′ − 2L′ξ = 0, (3.5)
and if ψ1, ψ2 are the independent solutions of (3.1), then the solutions of (3.5) are the
products
ψ21 , ψ
2
2 , ψ1ψ2, (3.6)
which admit either 1 or 3 periodic linear combinations [7,9]. The coadjoint orbit OL
through L can be represented as
OL = Diff0(S1)/G[L] = D˜iff0(S1)/G˜[L], (3.7)
where
G˜[L] := χ−1 (G[L]) ⊂ D˜iff0(S1) (3.8)
is the lift of G[L] ⊂ Diff0(S1). In the terminology of Ref. [11], the nonconjugate little
groups G[L] ⊂ Diff0(S1) that define the possible orbits OL are [9,11]
S1, PSL(n)(2,R), Tn,∆, T˜n,± (n ∈ N, ∆ > 0). (3.9)
Here S1 is the group of rigid rotations of S1; PSL(n)(2,R) is a subgroup of Diff0(S
1)
isomorphic to the n-fold cover of the projective group PSL(2,R) = SL(2,R)/Z2; Tn,∆
and T˜n,± are special one dimensional subgroups whose Lie algebras are given by vector
fields on S1 having 2n simple and, respectively, n double zeros. The groups Tn,∆ and
T˜n,± are not connected, since they also contain certain discrete subgroups isomorphic
to the group Zn of rigid rotations by multiples of the angle 2π/n. These little groups
classify the coadjoint orbits up to diffeomorphisms, but conjugate little groups may
belong to nonequivalent points in the space of L’s. This actually happens only for the
orbit Diff0(S
1)/S1, which carries a one parameter family of nonequivalent symplectic
structures at fixed value of the central parameter.
The subgroup G˜[L] in (3.8) still acts on the solutions of Hill’s equation at the stan-
dard point L of OL, and this has to be taken into account when listing the conformally
nonequivalent solutions. We shall present a complete list of conformally nonequivalent
solutions of Hill’s equation under the additional assumptions that the solutions are nor-
malized by a Wronskian condition and that they have nonconjugate monodromy matrices.
The monodromy matrix will be fixed to vary in a set of representatives of the conjugacy
classes of SL(2,R) chosen in the next subsection.
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3.2. Rough classification by conjugacy classes of the monodromy matrix
For given L, let ψi (i = 1, 2) be independent, real solutions of Hill’s equation nor-
malized by the Wronskian condition
ψ2ψ
′
1 − ψ′2ψ1 = 1. (3.10)
The solution space of (3.1) is two-dimensional and the solution vectord Ψ given by
Ψ := (ψ1 ψ2 ) (3.11)
is determined up to
Ψ 7→ ΨA, ∀A ∈ SL(2,R). (3.12)
Since L is 2π-periodic, the translation operator
Ψ 7→ Ψ˜, Ψ˜(x) := Ψ(x+ 2π) (3.13)
acts on the solutions, and it obviously preserves the Wronskian condition (3.10). Thus
we can associate the monodromy matrix MΨ ∈ SL(2,R) to Ψ by
Ψ˜ = ΨMΨ. (3.14)
The monodromy matrix enjoys the property
MΨA = A
−1MΨA, ∀A ∈ SL(2,R). (3.15)
This means that the conjugacy class of the monodromy matrix depends only on the
potential L defining the Hill’s equation (3.1), and is independent of the freedom in (3.12).
Moreover, if Ψ is a solution vector of the Hill’s equation at L, then
Ψα := (ψα1 ψ
α
2 ) (3.16)
is a solution vector at Lα (it satisfies the Wronskian condition) with
MΨα = MΨ. (3.17)
In conclusion, the conjugacy class of the monodromy matrix is a conformally invariant
function of L.
Considering the action of the little group G˜[L] in (3.8), (3.17) implies that
Ψα
−1
= Ψγ(α) ∀α ∈ G˜[L], (3.18a)
d Solution basis would be a more correct term, but we often operate on Ψ like on a 2-vector.
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where γ(α) belongs to the little group G[MΨ] ⊂ SL(2,R) of the monodromy matrix. For
any fixed Ψ, the map
γ : G˜[L]→ G[MΨ] (3.18b)
is actually a homomorphism (this is why we used the inverse in the definition (3.18a)).
The normalized solution vectors of Hill’s equation at the standard point L ∈ OL, with
fixed monodromy matrix MΨ are in one-to-one correspondence with the elements g of
G[MΨ], by g ↔ Ψg. The orbits of the little group G˜[L] in the space of these solution
vectors can therefore be parametrized by the points of the coset space
γ(G˜[L])\G[MΨ]. (3.19)
We shall see that this space consists of a single point in most cases, but at most 2 points.
Now let M be the set of conjugacy classes of SL(2,R) and
p : SL(2,R)→M (3.20)
be the canonical projection. Denote by V the set of the Virasoro coadjoint orbits OL.
We have a well-defined map from V to M given by the formula
OL 7→ p(MΨ). (3.21)
This map is many-to-one, and yields a rough classification of the Virasoro coadjoint or-
bits. To describe it more concretely, we below present a list of representatives for the
conjugacy classes of SL(2,R). There exist 4 types of conjugacy classes: elliptic, hyper-
bolic, parabolic and one-point classes. The elliptic and hyperbolic classes are generic
since they contain the elements g ∈ SL(2,R) for which |tr (g)| < 2 and |tr (g)| > 2, re-
spectively. Our terminology is somewhat nonstandard concerning the remaining special
classes, as we call parabolic only those that contain more than one element.
Our representatives are as follows. First, a hyperbolic conjugacy class is represented
by a matrix Bη(b) of the form
Bη(b) := η
(
e2πb 0
0 e−2πb
)
, η = ±1, b > 0. (3.22a)
The corresponding little group G[Bη(b)] ⊂ SL(2,R) contains the matrices(
β 0
0 1/β
)
, β 6= 0. (3.22b)
Second, an elliptic class is represented by a matrix C(ω) of the form
C(ω) :=
(
cosω − sinω
sinω cosω
)
, 0 < ω < π, π < ω < 2π. (3.23a)
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The little group G[C(ω)] contains the matrices(
cosϑ − sinϑ
sinϑ cosϑ
)
, 0 ≤ ϑ < 2π. (3.23b)
Third, one has the 2 one-point classes given by
Eη := η
(
1 0
0 1
)
, η = ±1, (3.24)
whose little group is the full group G[Eη] = SL(2,R). Finally, one has the 4 parabolic
classes represented by the matrices P qη ,
P qη := η
(
1 0
q 1
)
, η = ±1, q = ±1. (3.25a)
The little group G[P qη ] is the maximal nilpotent subgroup consisting of the matrices(±1 0
γ ±1
)
, ∀γ ∈ R. (3.25b)
In addition to the monodromy parameter furnished by the map (3.21), the classifi-
cation of the Virasoro coadjoint orbits requires an additional discrete parameter [10,12].
The orbits associated with monodromy conjugacy classes of type B, C, E, P will be de-
noted by the letters B, C, E , P, respectively, plus parameters needed for their complete
specification. This will be related to the notation in Refs. [8,9,11].
3.3. Virasoro coadjoint orbits with elliptic monodromy
If L is such that the monodromy of Hill’s equation is elliptic, choose a solution vector
Ψ = (ψ1 ψ2 ) so that the monodromy matrix is of the form C(ω) in (3.23a). Then
R := ψ21 + ψ22 > 0 (3.26)
is a periodic function, which is a well-defined functional of L, since it is unchanged under
Ψ 7→ ΨA0, A0 ∈ G[C(ω)]. It is straightforward to verify the equality
L =
ψ′′1ψ1 + ψ
′′
2ψ2
ψ21 + ψ
2
2
=
1
2
R′′
R −
1
4
R′2
R2 −
1
R2 . (3.27)
It is also clear that
ν :=
1
π
∫ 2π
0
dy
R(y) , ν > 0, (3.28)
is invariant under the conformal group (3.2), and that
α(x) :=
2
ν
∫ x
0
dy
R(y) (3.29)
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satisfies (3.3). With this α, (3.27) can be rewritten as the equality
L = α′
2
(
−ν
2
4
)
+ S(α). (3.30)
By (3.2), this means that L lies on the Virasoro coadjoint orbit through
Lν := −ν
2
4
, (3.31)
i.e., L = Lαν . Hence the ‘standard Virasoro densities’ Lν provide a complete, nonredun-
dant set of representatives of the Virasoro coadjoint orbits with elliptic monodromy.
The solution vector Ψν = (ψ1,ν ψ2,ν ) of Hill’s equation at Lν , with standard
monodromy, is given by
ψ1,ν(x) =
√
2
ν
sin
νx
2
, ψ2,ν(x) =
√
2
ν
cos
νx
2
, (3.32)
up to the freedom contained in the little group G[C(ω)]. Indeed, the corresponding
monodromy matrix is C(ω) with
ω = νπ − 2πd for some d ∈ Z+ := {0} ∪N. (3.33)
This establishes the relationship between ν and the monodromy parameter ω, and one
sees that the latter determines the former up to a nonnegtive integer d. The integer just
mentioned may be regarded as the discrete parameter that labels the orbits with elliptic
monodromy in addition to ω. Note that ν /∈ N since we have elliptic monodromy (3.23a).
The little group G[Lν ] ⊂ Diff0(S1) is in fact [9,11] the group of rigid rotations of
S1, which lifts to the translation group of R, i.e., G˜[Lν ] = R (see also Appendix B).
One can easily evaluate the action of this group on the solution vector Ψν in (3.32),
which shows that the orbit of G˜[Lν ] contains all solution vectors at Lν with the same
monodromy matrix, i.e., the coset space in (3.19) consists of a single point in this case. We
conclude that the solution in (3.32) is a representative for all solutions of Hill’s equation
with monodromy C(ω) and fixed value of the invariant ν in (3.28). In particular, since
L = Lαν , we can write
ψ1 = ψ
α
1,ν =
√
2
να′
sin
ν
2
α, ψ2 = ψ
α
2,ν =
√
2
να′
cos
ν
2
α, (3.34)
up to the little group of conformal transformations.
To summarize, the Virasoro coadjoint orbits with elliptic monodromy are
C(ν) := OLν = Diff0(S1)/S1 = D˜iff0(S1)/R, ν > 0, ν /∈ N, (3.35)
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and, for any L ∈ C(ν), the Wronskian-normalized solutions of Hill’s equation with mon-
odromy matrix C(ω) are conformally equivalent to the solution in (3.32). The orbits in
(3.35) associated with different values of ν are diffeomorphic, but of course this does not
mean equivalence from the phase space (symplectic form, energy etc) point of view.
3.4. Virasoro coadjoint orbits with Eη-type monodromy
The analogues of equations (3.26-32) are valid in this case as well. We find that
any L of monodromy type Eη in (3.24) lies on a Virasoro orbit through Lν = −ν24 for
some positive ν. The monodromy matrix of the normalized solution vector (3.32) at Lν
becomes the matrix Eη if ν is an integer. Therefore we have
ν = n ∈ N and η = (−1)n. (3.36)
A difference from the elliptic case is that R in (3.26) is not unique in the present case,
since now the solution vector Ψ can be transformed according to
Ψ 7→ ΨA, ∀A ∈ G[Eη] = SL(2,R), (3.37)
and R is not invariant under such a transformation in general.
The Lie algebra of the little group G[Ln] ⊂ Diff0(S1) is spanned by the vector fields
∂
∂x
, cosnx
∂
∂x
, sinnx
∂
∂x
, (3.38)
which define nonconjugate embeddings of sl(2,R) into the Lie algebra of Diff0(S
1) for
different values of n. Globally [9,11] (see also Appendix B), G[Ln] is the n-fold covering
group of PSL(2,R), denoted by PSL(n)(2,R). Then equations (3.8), (3.18) yield a
homomorphism
γ : χ−1
(
PSL(n)(2,R)
)→ SL(2,R), (3.39)
which is surjective, since it is just the standard homomorphism of the universal cov-
ering group of SL(2,R) onto SL(2,R). A particular consequence is that, despite the
noninvariance of R under (3.37),
n =
1
π
∫ 2π
0
dy
ψ21 + ψ
2
2
(3.40)
is independent from the choice of the solution vector Ψ, as it should be. This integral
is obviously invariant under conformal transformations, and this implies its invariance
under (3.37), since the latter transformations arise from conformal transformations by
the surjective homomorphism (3.39). Another consequence is that the coset space (3.19)
consists of a single point for MΨ = Eη.
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In conclusion, the Virasoro coadjoint orbits with monodromy matrix Eη are
En := OLn = Diff0(S1)/PSL(n)(2,R) = D˜iff0(S1)/χ−1(PSL(n)(2,R)) (3.41)
where n ∈ N and η = (−1)n. The Wronskian-normalized solutions of Hill’s equation
(3.1) at L ∈ En are conformally equivalent to the solution Ψn at Ln given by
ψ1,n(x) =
√
2
n
sin
nx
2
, ψ2,n(x) =
√
2
n
cos
nx
2
. (3.42)
3.5. Virasoro coadjoint orbits with hyperbolic monodromy
If L is such that the monodromy of Hill’s equation is hyperbolic, consider a solution
vector Ψ = (ψ1 ψ2 ) whose monodromy matrix takes the standard form Bη(b) in (3.22a).
Then associate a nonnegative integer n to L by means ofe
L 7→ n(L) := number of zeros of ψ2(x) for 0 ≤ x < 2π. (3.43)
Since Ψ is unique up to
Ψ 7→ ΨA, A ∈ G[Bη(b)], (3.44)
the map L 7→ n(L) is well-defined. Furthermore, it follows from the transformation rule
(3.2) that n(L) is a conformally invariant function on the space of L’s with hyperbolic
monodromy. The discrete invariant n ∈ Z+ determines the invariant η appearing in the
specification of the monodromy matrix,
η = (−1)n. (3.45)
Below, we show that the monodromy invariant b > 0 and n together provide a complete
classification of the Virasoro coadjoint orbits with hyperbolic monodromy, which may
therefore be labelled as
Bn(b), b > 0, n ∈ Z+. (3.46)
We proceed by proving that any L with invariants b, n can be brought to a standard
form by a conformal transformation. We first deal with the simplest case.
3.5.1. The case B0(b). Since ψ2 has no zeros, the function u defined by
u :=
ψ1
ψ2
(3.47)
is smooth in this case. This function satisfies
u′ =
1
ψ22
> 0 and u(x+ 2π) = e4πbu(x), (3.48)
e Because of the Wronskian condition, one could equivalently use ψ1 in the definition.
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and hence it is monotonically increasing with limits
lim
x→−∞
u(x) = 0, lim
x→+∞
u(x) = +∞. (3.49)
These properties of u permit to define an element α ∈ D˜iff0(S1) by
α :=
1
2b
lnu. (3.50)
It is then straightforward to verify the identity
L =
ψ′′2
ψ2
= b2(α′)2 + S(α), (3.51)
proving that L lies on the orbit of the ‘standard point’
L2ib := b
2. (3.52)
The little group G[L2ib] is the group of rigid rotations of S
1. Therefore we have
B0(b) = OL2ib = Diff0(S1)/S1 = D˜iff0(S1)/R, (3.53)
where we used that
G˜[L2ib] = R (3.54)
is the translation group of R. We further claim that the conformally nonequivalent
solutions of Hill’s equation at L2ib are given by Ψ
± = (ψ±1 ψ
±
2 ), where
ψ±1 (x) = ±
1√
2b
ebx, ψ±2 (x) = ±
1√
2b
e−bx. (3.55)
Indeed, the image of the little group (3.54) under the homomorphism (3.18) is the con-
nected component of the identity inG[Bη(b)], and thus the coset space (3.19) now consists
of 2 points. As a consequence, the solutions of Hill’s equation with monodromy matrix
B+(b) at any L ∈ B0(b) are conform transforms of Ψ±.
3.5.2. The case Bn(b) for n ∈ N. We start by noting that if Ψ = (ψ1 ψ2 ) is a pair of
smooth functions subject to the Wronskian condition (3.10), then
L :=
ψ′′1
ψ1
=
ψ′′2
ψ2
(3.56)
is also smooth. If in addition
Ψ(x+ 2π) = Ψ(x)Bη(b), (3.57)
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then L is periodic as well. In other words, Ψ is a solution vector of Hill’s equation at L.
To show that Virasoro coadjoint orbits with n(L) 6= 0 exist, it is enough to present
examples. For arbitrarily chosen b > 0 and n ∈ N, let us define
ψ1(x) : =
ebx√
F (x)
√
n
2
(
2b
n2
cos
nx
2
+
2
n
sin
nx
2
)
ψ2(x) : =
e−bx√
F (x)
√
2
n
cos
nx
2
(3.58a)
where
F (x) = Fn,b(x) := cos
2 nx
2
+
(
sin
nx
2
+
2b
n
cos
nx
2
)2
. (3.58b)
Since the function F has no zeros, Ψ is smooth. It is clear that ψ2 has n zeros, and
(3.10), (3.57) are satisfied. Thus Ψ is a solution vector of Hill’s equation at Ln,b := L
given by (3.56), which explicitly reads as
Ln,b = b
2 +
n2 + 4b2
2F
− 3
4
n2
F 2
. (3.59)
This Virasoro density and the solution Ψ in (3.58) are deformations of the En-type rep-
resentatives Ln = −n24 and Ψn in (3.42) that are recovered in the limit b = 0.
We now claim that any Virasoro density with hyperbolic monodromy and discrete
invariant n ∈ N lies on the orbit Bn(b) of the ‘standard point’ Ln,b in (3.59). The
idea of the proof is as follows. For an arbitrary L¯ with the same monodromy and
discrete invariants as Ln,b, let Ψ¯ = ( ψ¯1 ψ¯2 ) be a normalized solution vector at L¯ with
monodromy matrix Bη(b). Using that both ψ2 in (3.58) and ψ¯2 have n zeros, it is not
hard to see that ψ¯2 can be transformed into ψ2 by a conformal transformation, i.e.,
∃α ∈ D˜iff0(S1) such that 1√
α′
ψ¯2(α(x)) = ψ2(x). (3.60)
A construction of the required α is contained in Appendix C. Once (3.60) is proven,
L = L¯α follows from Hill’s equation. Since ψ¯2 uniquely determines ψ¯1 by the Wronskian
and monodromy conditions, this argument also proves that the solution Ψ¯ is conformally
equivalent to the solution Ψ in (3.58).
The little group G[Ln,b] ⊂ Diff0(S1) is spanned by the vector field ξ(x) ∂∂x , where
ξ(x) = ψ1(x)ψ2(x) = cos
nx
2
(
2b
n2
cos
nx
2
+
2
n
sin
nx
2
)
/F (x) (3.61)
is now the only periodic one among the expressions in (3.6). This vector field has 2n
simple zeros over the period 0 ≤ x < 2π, and therefore we can identify G[Ln,b] in terms
of the list in (3.9) as
G[Ln,b] ≃ Tn,∆. (3.62a)
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Using the explicit expression in (3.58), the relation between the monodromy invariant b
and the invariant [9,11] ∆ can be obtained from the definition [11] of ∆ as
∆ = 4πb. (3.62b)
Observe from (3.59) that Ln,b is periodic with period
2π
n . Thus G[Ln,b] ≃ Tn,4πb contains
the cyclic group Zn of rigid rotations on S
1 by multiples of the angle 2πn . The structure
of the little group is further clarified in Appendix C. We find that up to isomorphism
G[Ln,b] = R+ × Zn and G˜[Ln,b] = R+ ×T 2pi
n
(3.63)
where R+ is the multiplicative group of positive real numbers and T 2pi
n
is the group of
translations on R by multiples of 2π
n
. This is consistent with the fact that γ in (3.18) is
a surjective homomorphism onto G[Bη(b)] ≃ R+ × Z2. The structure of Tn,∆ ≃ G[Ln,b]
has not been fully clarified in Refs. [9,11], and our result (3.63) is in conflict with a claim
of Ref. [14] on this point.
To summarize, we have established the identification
Bn(b) = OLn,b = Diff0(S1)/G[Ln,b] = Diff0(S1)/Tn,4πb (3.64)
and proved that up to conformal transformations Ψ in (3.58) represents the solutions of
Hill’s equation with monodromy Bη(b), η = (−1)n along this Virasoro coadjoint orbit.
3.6. Virasoro coadjoint orbits with parabolic monodromy
The discussion is similar to that in the previous subsection. For any L for which
the monodromy matrix of Hill’s equation belongs to the conjugacy class of P qη in (3.25a),
consider a solution vector Ψ = (ψ1 ψ2 ) whose monodromy matrix equals P
q
η . It follows
from (3.25b) that ψ2 is now unique up to sign. Hence the discrete invariant n(L) defined
by (3.43) can again be attached to the Virasoro coadjoint orbit through L, and η = (−1)n
holds. Below, we show that the invariants n ∈ Z+ and q = ±1 together provide a complete
classification of the Virasoro orbits in this case. The orbit corresponding to a fixed value
of n ∈ Z+ and q ∈ {±1} will be denoted by Pqn. Sometimes we also write P±n to refer to
Pqn for q = ±1, respectively. The list of orbits turns out to be
P+0 , Pqn n ∈ N, q ∈ {±1}. (3.65)
If n = 0, then only the value q = +1 occurs. We justify our claim by bringing any L
with invariants n, q to a standard form by a conformal transformation.
3.6.1. The case P+0 . Choosing any Ψ with monodromy P q1 , the smooth function u = ψ1ψ2
now satisfies
u′ =
1
ψ22
> 0 and u(x+ 2π) = u(x) + q, (3.66)
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where q = +1 since u is monotonically increasing. This explains the remark after equation
(3.65), and also implies that α := 2πu is an element of D˜iff0(S
1). As a consequence of
an analogous general property of ψ1ψ2 , one then obtains
L =
ψ′′2
ψ2
= −1
2
u′′′
u′
+
3
4
u′′2
u′2
= S(u) = S(α), (3.67)
which means by (3.2) that L is on the coadjoint orbit of
L0(x) := 0. (3.68)
It is clear from (3.6) that the Lie algebra of the the little group G[L0] ⊂ Diff0(S1)
is spanned by the vector field ∂∂x , and G[L0] = S
1 in fact. At L0, two conformally
nonequivalent solution vectors of Hill’s equation are given by Ψ±0 = (ψ
±
1,0 ψ
±
2,0 ):
ψ±1,0(x) : = ±
x√
2π
,
ψ±2,0(x) : = ±
√
2π.
(3.69)
One readily confirms that the image of the homomorphism γ : G˜[L0] → G[P 11 ] defined
by (3.18) is the connected component of G[P 11 ]. Thus Ψ
±
0 represent the conformally
nonequivalent solutions of Hill’s equation with monodromy P 11 along the coadjoint orbit
P+0 = OL0 = Diff0(S1)/S1 = D˜iff0(S1)/R. (3.70)
3.6.2. The case Pqn for n ∈ N. For any q ∈ {±1}, n ∈ N and η = (−1)n, define
Ψn,q = (ψ1,n,q ψ2,n,q ) by
ψ1,n,q(x) : =
1√
H(x)
(
qx
2π
sin
nx
2
− 2
n
cos
nx
2
)
ψ2,n,q(x) : =
1√
H(x)
sin
nx
2
(3.71a)
where
H(x) = Hn,q(x) := 1 +
q
2π
sin2
nx
2
. (3.71b)
This is a solution vector of Hill’s equation with monodromy P qη and n zeros of ψ2 at
Ln,q =
n2
2H
− 3n
2(1 + q
2π
)
4H2
. (3.72)
The proof in Appendix C shows that any Virasoro density L of the same monodromy
type and discrete invariant n(L) lies on the coadjoint orbit of Ln,q, i.e., we have
Pqn = OLn,q = Diff0(S1)/G[Ln,q]. (3.73)
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The Lie algebra of G[Ln,q] is spanned by the vector field
ξ(x)
∂
∂x
, ξ(x) = ψ22,n,q(x). (3.74)
Since ξ(x) has n double zeros, we can identify the little group in terms of the list (3.9) as
G[Ln,q] ≃ T˜n,sign(−q), (3.75)
where the flip of sign is merely our convention for defining T˜n,±. Similarly to G[Ln,b] in
(3.63), G[Ln,q] has the structure R+ × Zn and (3.18) gives a surjective homomorphism.
The solution Ψn,q in (3.71) is conformally equivalent to any solution vector of Hill’s
equation that has the same monodromy matrix P qη , η = (−1)n and discrete invariant n.
3.7. Summary of the Virasoro coadjoint orbits
In this section, we described the coadjoint orbits of the Virasoro algebra by exhibit-
ing representatives for all of them, and presented an explicit list for the conformally
nonequivalent solutions of Hill’s equation. We also provided the link between our de-
scription of the coadjoint orbits and the one based on the inspection of the possible little
groups [9,11] of the Virasoro densities. In our notation, the set of orbits is given by
C(ν), B0(b), P+0 ; En; Bn(b); P±n (n ∈ N, b > 0), (3.76)
where we have arranged the orbits into four families according to the type of the little
group in (3.9). Ref. [13] contains related (but incomplete) results on the connection be-
tween the monodromy invariant (3.21) and the type of the little group G[L] ⊂ Diff0(S1).
Observe that the first two families in (3.76) consist of the orbits OL possessing a constant
representative L = Λ for some Λ ∈ R.
As a mnemonic, we find it useful to associate the set of Virasoro orbits in (3.76)
with the points of a ‘comb-like’ figure, which we colloquially refer to as the ‘Vircomb’ (see
Figure 1). To explain the shape of the Vircomb, recall that the Bn(b) representatives
in (3.58) become the En ones in (3.42) as b → 0. As for the Pqn orbits, they are also
deformations of the En orbits in a sense [11]. To illustrate this, consider for example
the one parameter curve of Virasoro densities Ln,q;a and corresponding solution vectors
Ψ̂n,q;a given as follows:
Ln,q;a :=
n2a2
2Hn,q;a
− 3n
2a2(a2 + q
2π
)
4H2n,q;a
with Hn,q;a := a
2 +
q
2π
sin2
nx
2
(3.77a)
and Ψ̂n,q;a = Ψn,q;aA(a), where Ψn,q;a = (ψ1,n,q;a ψ2,n,q;a ) with
ψ1,n,q;a(x) : =
1√
Hn,q;a(x)
(
qx
2π
sin
nx
2
− 2a
2
n
cos
nx
2
)
ψ2,n,q;a(x) : =
1√
Hn,q;a(x)
sin
nx
2
(3.77b)
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and
A(a) :=
(
0 − 1a
√
n
2
a
√
2
n 0
)
. (3.77c)
The parameter a runs either as a > 0 or as a > 1/
√
2π depending on whether q = +1
or q = −1, respectively. One can check that the monodromy matrix of Ψ̂n,q;a belongs
to the class of P qη for any finite a and the discrete invariant takes the value n, which
ensure that the curve Ln,q;a lies on the orbit Pqn. The point we wish to make is that
Ln,q;a has Ln = −n24 as its a→∞ limit, and the solution vector Ψ̂n,q;a becomes the En
representative Ψn (3.42) in this limit. This curve will be used in an argument later, too.
e x u u u

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Figure 1: The coadjoint orbits of the Virasoro algebra.. The points of the gure are in one-
to-one correspondence with the Virasoro coadjoint orbits at any xed C 6= 0. The vertical
lines (parametrized by b) correspond to the hyperbolic orbits with n = 0; 1; 2::: The noninteger
points on the horizontal axis correspond to the elliptic orbits, while the integer points (denoted
by full circles) represent the E-type orbits. The + and { signs around the integer points stand
for the corresponding parabolic orbits. (Note that the open circle at n = 0 is an empty point
with no corresponding orbit.) The thickness of the vertical line at n = 0 and the horizontal
line between n = 0 and n = 1 as well as the + sign at n = 0 and the { sign at n = 1 and the
larger radius of the circle at n = 1 indicate that these are the only orbits for which the chiral
energy functional E[L] is bounded from below.
The approach whereby we derived the list in (3.76) is essentially an elementary
version and elaboration of the approach followed in the previous papers [8,10,12], where
the classification of the Virasoro orbits was also presented as a refinement of the rough
classification defined by the monodromy invariant (3.21). We now give a more detailed
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comparison with the results of Lazutkin and Pankratova [8]. These authors first define
the following decomposition of the set X of the Hill’s equations in (3.1):
X = Xstable ∪Xunstable ∪Xsemistable , (3.78)
where Xstable consists of the equations that possess only bounded solutions, Xunstable the
equations whose nontrivial solutions are all unbounded, and Xsemistable is the rest. In our
notation, Xstable corresponds to elliptic and E type monodromies, Xunstable corresponds
to hyperbolic monodromy, and Xsemistable corresponds to parabolic monodromy. They
next consider a second decomposition X = Xnonosc ∪ Xosc, where Xosc contains the
equations whose real solutions have infinitely many zeros both for positive and negative
x. In terms of (3.76), we can identify these sets as
Xnonosc = {P+0 , B0(b)} and Xosc = {C(ν), En, Bn(b), P±n }. (3.79)
In effect, the elements of Xosc are labelled in Ref. [8] by an invariant θ(L) together with
the monodromy class in PSL(2,R). The definition of the Lazutkin-Pankratova invariant
θ(L), which unifies our invariants ν(L) and n(L) that we defined in a case by case manner,
is particularly elegant. For this one uses the translation number Θ(α) associated to any
α ∈ D˜iff0(S1) by Θ(α) := limm→∞ 12πmαm(x), where αm = α ◦ αm−1. According to
Poincare´, the limit exists and is independent of x. Then θ(L) := Θ(αL), where αL is
defined as follows. Let ψx be a nontrivial real solution of Hill’s equation that vanishes at
x, and set αL(x) to be the zero of ψ
x which is next to x in the positive direction (such
a zero exists since ψx is oscillating). It is not difficult to verify that
θ(L) =
1
ν
if L ∈ C(ν) and θ(L) = 1
n
if L ∈ En, Bn(b), P±n for n ∈ N. (3.80)
This completes the correspondence between our classification and that in Ref. [8]. We
note that Lazutkin and Pankratova did not give explicit representatives for the solutions
of (3.1) in the nontrivial cases P±n , Bn(b), and it is not clear [10] whether their suggested
representative Virasoro densities are correct in these cases or not.
4. The energy functional on the coadjoint orbits
In the previous section we described the coadjoint orbits of the Virasoro algebra at
central charge C 6= 0. We now recall that Witten [11] also investigated the behaviour
of the zero mode functional L0 on the orbits. An interesting question, motivated for
example by analogy with the representation theory of the Virasoro algebra, is to find the
list of orbits on which L0 is bounded from below. As was already mentioned, the zero
mode functional is given by
L0 = C
6
(
E[L] +
1
4
)
where E[L] =
1
2π
∫ 2π
0
dxL(x) (4.1)
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is the so called chiral energy functional. On the orbit OL of L fixed, it is further conve-
nient to define
EL[α] := E[L
α], α ∈ D˜iff0(S1). (4.2)
This functional is unbounded from above on every orbit (as is easily seen from (4.5)),
and hence L0 is bounded from below if and only if EL[α] is bounded from below and
C > 0. In fact, the orbits on which the chiral energy functional is bounded from below
are:
B0(b), P+0 , C(ν) for 0 < ν < 1, E1, P−1 , (4.3)
see Figure 1. Except for P−1 , these orbits contain a constant representative,
L = Λ for Λ ≥ −1
4
, (4.4)
and the chiral energy has a global minimum on the orbit taken precisely at the constant
representative. This representative may be called a ‘classical highest weight state’ of
the Virasoro algebra if C > 0, since then L0 is also bounded from below by its global
minimum taken at the classical highest weight state. The global minimum of L0 is
positive except for the ‘vacuum orbit’ E1, where it takes the value zero. On the orbit P−1
with C > 0, the zero mode functional L0 has again the greatest lower bound given by
zero, but this value is not taken on the orbit. These results were all described in Ref. [11],
but in some cases (the case of P−1 and the question of global minimum at L = Λ in (4.4))
no attempt was made to prove them. Our aim below is to present a complete, elementary
proof. We shall proceed in a case by case manner.
4.1. The case of the vacuum orbit E1
As a preparation, let us spell out (4.2) as
EL[α] =
1
2π
∫ 2π
0
dy
{
α′2(y)L(α(y)) +
1
4
α′′2(y)
α′2(y)
}
, (4.5)
where we used
S(α) = −1
2
α′′′
α′
+
3
4
α′′2
α′2
= −1
2
(
α′′
α′
)′
+
1
4
α′′2
α′2
. (4.6)
Introducing the new integration variable
y = α−1(x), dy =
dx
q(x)
with q =
1
(α−1)′
= α′ ◦ α−1 (4.7)
eq. (4.5) becomes
EL[α] =
1
2π
∫ 2π
0
dx
{
q(x)L(x) +
1
4
q′2(x)
q(x)
}
. (4.8)
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From its definition above, q is a smooth, 2π-periodic function satisfying
q > 0,
1
2π
∫ 2π
0
dx
q(x)
= 1. (4.9)
Conversely, any 2π-periodic function q subject to (4.9) determines a conformal transfor-
mation α−1, which is unique up to translations. Therefore we may regard q with these
properties as the independent variable in our extremum problem. (When doing so, we
will denote the chiral energy (4.8) as EL[q].) Note also that if α ∈ D˜iff0(S1) is the lift of
a Mo¨bius transformation on S1,
eix 7→ ae
ix + b¯
beix + a¯
, (4.10)
where (
a b¯
b a¯
)
∈ SU(1, 1), i.e. |a|2 − |b|2 = 1, (4.11)
then the corresponding function q = 1/(α−1)′ has the form
q(x) =
√
1 + µ2 − µ cos(x+ x0) with µ = 2|ab| ≥ 0, x0 = arg b− arg a. (4.12)
With this preparation in hand, we are ready to prove that on the orbit
E1 = OL1 L1 = −
1
4
, (4.13)
the chiral energy functional
EL1 [q] =
1
8π
∫ 2π
0
dx
{
q′2
q
− q
}
(4.14)
has the global mininum −1/4, and the minimum is taken at those functions q(x) that
are of the form (4.12). Since the Mo¨bius transformations leave L1 invariant, the second
statement means that the global minimum of the chiral energy on E1 is precisely at the
‘classical vacuum state’ L1. We start by integrating the inequality
1
2π
(
|q′|√
q
−
√
m+M − q − mM
q
)2
≥ 0 (4.15)
which, using the definition (4.14) and the constraint (4.9), gives
4EL1[q] ≥ −m−M +mM +
1
π
∫ 2π
0
dx
|q′|
q
√(M −m
2
)2
−
(
q − M +m
2
)2
. (4.16)
Herem andM are the absolute minimum and maximum of the function q(x), respectively.
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If there were no absolute value sign in the integrand in (4.16), we could change the
integration variable from x to q. We can still do this piecewise, between two consecutive
local extrema of the function q(x), since within such an interval the sign of q′ remains
constant. We can now express the right hand side of (4.16) with the help of the primitive
function of the integrand,
F(q) =
∫ q
m
dz
z
√(M −m
2
)2
−
(
z − M +m
2
)2
. (4.17)
Let us look at this in detail for the case illustrated by Figure 2. (The general case can
be treated similarly.) In this case we have
4EL1 [q] ≥ −m−M +mM +
2
π
[
F(q1) +F(q3) +F(q5)−F(q2)−F(q4)− F(q6)
]
= −m−M +mM + 2
π
[
F(M)−F(m)
]
+
2
π
[
F(q3)− F(q4)
]
+
2
π
[
F(q1)−F(q6)
]
≥ −m−M +mM + 2
π
[
F(M)−F(m)
]
= mM − 2
√
mM =
(√
mM − 1)2 − 1 ≥ −1 . (4.18)
1 2 3 4 5 6
m
M
Figure 2: An example of the function q(x)
This shows that −1/4 is a lower bound for the functional EL1 [q]. It is also clear from
the derivation that this lower bound is saturated only if the following three conditions
are satisfied by the function q(x):
1) It satisfies the differential equation
q′2
q
= m+M − q − mM
q
. (4.19)
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2) In addition to the points where q(x) takes its absolute minimum m and maximum
M it has no other local extrema.
3)
mM = 1. (4.20)
The most general solution of the above conditions is given by (4.12). It is easy to
check that (4.12) satisfies the requirements 1)-3) above. To see that it gives the most
general solution it is useful to rewrite (4.19) in terms of β := α−1, q = 1/β′. One obtains
that the derivative of (4.19) using (4.20) becomes the condition
0 = q′
(
Lβ1 − L1
)
. (4.21)
It is well-known (and is shown in Appendix B) that the solutions of
Lβ1 = L1 (4.22)
are the Mo¨bius transformations, yielding (4.12) as remarked earlier. Note that (4.22)
may also be derived directly from (4.5) as the Euler-Lagrange equation of the functional
EL1 [α]. This already implies that there is a unique local extremum of the chiral energy
at L1, but the above reasoning also proves that this really is a global minimum, which
is not obvious [11].
4.2. Arbitrary orbit with a constant representative
Consider the orbit OΛ of a constant L,
L = Λ, Λ ∈ R. (4.23)
We wish to show that the behaviour of the chiral energy EΛ[α] depends on whether
Λ ≥ −1
4
or Λ < −1
4
. (Recall that OΛ is of type B0(b), P+0 , C(ν) or En depending on the
particular value of the constant Λ.) For any Λ, one has the identity:
EΛ[α] =
Λ + 1
4
2π
∫ 2π
0
dxα′2(x)+E− 1
4
[α] = Λ+
Λ+ 1
4
2π
∫ 2π
0
dx (α′ − 1)2+
(
E− 1
4
[α] +
1
4
)
.
(4.24)
If one now takes
Λ > −1
4
, (4.25)
then (4.24) and the result of the previous subsection imply that
EΛ[α] ≥ Λ, (4.26)
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and equality holds if and only if α′ = 1, which holds precisely for the elements of the
little group of L = Λ. This proves that in the case (4.25) the chiral energy has a unique,
global minimum on the orbit OΛ taken at L = Λ, like for Λ = −14 .
In contrast, if
Λ < −1
4
, (4.27)
then the chiral energy is not bounded from below on the orbit OΛ. To see this, consider
the one parameter subgroup of the Mo¨bius group given by(
cosh t i sinh t
−i sinh t cosh t
)
∈ SU(1, 1), ∀ t ∈ R, (4.28)
for which one has
qt(x) = cosh 2t− sinh 2t sinx. (4.29)
One then finds that
EΛ[qt] = −1
4
+
(
Λ+
1
4
)
cosh 2t. (4.30)
Since t is arbitrary, the chiral energy is indeed not bounded from below in the case (4.27).
4.3. The orbits P−n for n ≥ 2 and P+n , Bn(b) for any n ∈ N
We wish to show that the chiral energy is not bounded from below on these orbits.
First, consider the orbit P−n , whose representative Ln,− is defined by (3.71-72) with
q = −1. One can verify the inequality
Ln,−(x) < −n
2
8
. (4.31)
Therefore
Ln,−(x) < −1
2
if n ≥ 2, (4.32)
which implies by comparison with a constant L = Λ in (4.27) that the chiral energy is
not bounded from below in this case.
Second, using the curve Ln,+;a of Virasoro densities on the orbit P+n given by (3.77a)
with q = +1, one obtains that
E[Ln,+;a] = − n
2
8
√
a2 + 1/2π
(
3/2π + 2a2
a
)
. (4.33)
This approaches −∞ as a→ 0, settling the P+n case.
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The Bn(b), n ∈ N, case is dealt with by a similar computation using a one parameter
curve on this orbit, given by
Ln,b;a =b
2 +
n2 + 4b2
2Fn,b;a
− 3
4
n2a2
F 2n,b;a
,
Fn,b;a(x) =a
2 cos2
nx
2
+
(
sin
nx
2
+
2b
n
cos
nx
2
)2
,
(4.34)
where the parameter a > 0 is arbitrary. The corresponding solution Ψa = (ψ1,a ψ2,a )
of Hill’s equation is written as
ψ1,a(x) : =
ebx√
Fa(x)
√
n
2
([
2b
n2
+
a2 − 1
2b
]
cos
nx
2
+
2
n
sin
nx
2
)
ψ2,a(x) : =
e−bx√
Fa(x)
√
2
n
cos
nx
2
.
(4.35)
The existence of conformal transformations ‘creating’ this curve from the ‘standard point’
in (3.58-59) (which corresponds to a = 1) follows from the fact that (4.35) yields the same
monodromy and discrete invariants as (3.58a).
Now it is easy to verify that
E[Ln,b;a] = b
2 +
n2 + 4b2
8a
− 3n
2a
8
, (4.36)
which is not bounded from below as a→∞, completing the proof of the above claim.
4.4. The exceptional orbit P−1
In this subsection we prove that on the orbit P−1 the chiral energy functional E[L]
has the largest lower bound −1/4, but this value is not reached. The fact that makes
P−1 exceptional is that for this orbit (and only for this one among the Pqn, n 6= 0) it is
possible to find a number ξ such that
u(ξ) =
1
2
(4.37)
and
ψ1(x) > 0 for ξ < x < ξ + 2π , (4.38)
where u(x) = ψ1(x)/ψ2(x), as in Appendix C. Indeed, we can always choose ξ such that
(4.37) is satisfied (since the function u(x) takes all values between two consecutive zeros
of ψ2) and for which ψ2(ξ) is positive (since ψ2 is antiperiodic). But then (4.38) is also
satisfied since ψ1(ξ) =
1
2ψ2(ξ) > 0, ψ1(ξ+2π) = u(ξ+2π)ψ2(ξ+2π) = −12ψ2(ξ+2π) =
1
2
ψ2(ξ) = ψ1(ξ) > 0 and ψ1 cannot change sign between ξ and ξ+2π. The last statement
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holds since a possible zero of ψ1 would be a zero of u(x) as well, but we know (see
Appendix C) that u(x) increases from 12 to +∞ as x changes from ξ to the singular point
of u(x) (the only one in this interval), and then from −∞ to −12 as x completes its period
from the singular point to ξ + 2π. Our proof is based on the above observation.
We will use the relations
ψ′1(ξ + 2π) = ψ
′
1(ξ)−
1
ψ1(ξ)
(4.39)
and ∫ ξ+2π
ξ
dx
ψ21(x)
=
−1
u(ξ + 2π)
+
1
u(ξ)
= 4 , (4.40)
which also follow from (3.13-14) using the monodromy matrix P qη in (3.25a) with η =
q = −1.
As a consequence of the above, the smooth function y(x) := ψ1(x+ ξ + π) satisfies
y(x) > 0 for x ∈ [−π, π], y(π) = y(−π) , y′(π) = y′(−π)− 1
y(π)
(4.41)
and ∫ π
−π
dx
y2(x)
= 4 . (4.42)
We denote the absolute maximum of y(x) in the interval [−π, π] by M .
Now we express the chiral energy functional (4.1) in terms of y(x) as
E[y] =
1
2π
∫ π
−π
dxL(x) =
1
2π
∫ π
−π
dx
y′′
y
=
1
2π
∫ π
−π
dx
y′2
y2
− 1
2πy2(π)
. (4.43)
The following consideration is very similar to that of Sect. 4.1., so here we can be
brief. We start by integrating the inequality
1
2π
(
|y′|
y
− w
√
M2
y2
− 1
)2
≥ 0, (4.44)
where w is a positive constant to be fixed later and obtain
E[y] ≥ − 1
2πy2(π)
− w2
(
2M2
π
− 1
)
+
w
π
∫ π
−π
dx
|y′|
y2
√
M2 − y2 . (4.45)
Then, by an argument similar to that in Sect. 4.1., we can show that∫ π
−π
dx
|y′|
y2
√
M2 − y2 ≥ 2
∫ M
y(π)
dy
y2
√
M2 − y2 = 2(tg p− p) , (4.46)
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where equality holds only if y(x) has a single local extremum in the interval [−π, π]
(where it takes its absolute maximum M) and p is introduced via the parametrization
M =
y(π)
cos p
0 < p <
π
2
. (4.47)
So far we have shown that for any positive w
E[y] ≥ −1
2πy2(π)
−Bw2 + 2Aw , (4.48)
where the positive constants A, B are
A =
1
π
(
tg p− p
)
B =
2M2
π
− 1 (4.49)
(positivity of B is a consequence of the constraint (4.42)). Choosing w := A/B yields
E[y] ≥ A
2
B
− 1
2πy2(π)
. (4.50)
We now parametrize y(π) as
y2(π) =
π
2
sin 2r
2r
0 < r <
π
2
. (4.51)
This parametrization is not possible if y2(π) ≥ π/2, but in this case E[y] ≥ −1/π2
manifestly. In this parametrization (4.50) can be written as
E[y] ≥ f(p, r) = − 1
π2
r
sin r cos r
+
r
π2
(sin p− p cos p)2
sin r cos r − rcos2p . (4.52)
It is elementary to show that for 0 < p, r < π/2
f(p, r) ≥ f(r, r) = − 1
π2
(
r2 + r ctg r
)
> −1
4
, (4.53)
establishing the strict lower bound −1/4.
Finally, it is possible to compute the value of the chiral energy functional for the
curve (3.77a) on P−1 explicitly. We find that E → −1/4 as a → ∞ along this curve.
Thus we have proven that −1/4 is the largest lower bound but it is not taken on the
orbit P−1 . This is quite an intriguing orbit since (by (4.1), if C > 0) the corresponding
lower bound of the Virasoro zero mode L0 is zero.
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5. The solutions of the global Liouville equation
The smooth, periodic solutions of the global Liouville equation (1.1) that we are
interested in have two important characteristics. The first is the topological type defined
by the number of zeros of Q(τ, σ) for 0 ≤ σ < 4π at any fixed τ . This number, N , is
even on account of the 4π-periodicity and the fact that Q cannot have a double zero in σ.
The second is the ‘Virasoro orbit type’ O+ ×O− attached to Q by the orbits O± of the
Virasoro densities L± = ∂
2
±Q/Q. This characteristic is a refinement of the monodromy
type of the solutions Ψ± of (1.3) that compose Q according to (1.5). Correspondingly,
we call a solution of (1.1) elliptic, hyperbolic etc if the solutions of the Hill’s equations
(1.3) have elliptic, hyperbolic etc monodromy. The main purpose of this section is to
establish the precise relationship between the two characteristics.
We shall make use of the normal forms of Hill’s equation to write down explicit
representatives for all smooth, periodic solutions of (1.1) up to conformal transformations.
As explained in the Introduction, these representatives can be obtained by taking Ψ+
in (1.5) to run through the representative solutions given in Section 3, and choosing Ψ−
from an analogous set of representatives in such a way to obey the monodromy constraint
(1.7), which ensures the periodicity of Q. Inspection of the representative solutions will
then reveal the relation between the topological type and the Virasoro orbit type. The
results in Section 4 will further permit to describe the behaviour of the energy functional
in the various sectors of the global Liouville model. According to eqs. (2.22-23), the
(total) energy of a solution Q is given by
HWZ[Q] = 2πκ (E[L+] +E[L−]) , (5.1)
where E[L±] is the chiral energy at the respective Virasoro density L±. The energy
is bounded from below on the conformal orbit {Qα+,α−} of a solution Q (see (1.9)) if
and only if the corresponding chiral energy functionals EL± [α±] are both bounded from
below and κ > 0. Hence, in the rest of this section we assume that κ > 0.
Below, the number of zeros of Q turns out to be a function of the discrete parameters
of the Virasoro orbits. For elliptic orbits C(ν+) × C(ν−), we find that N = (ν+ + ν−),
where the sum only depends on the discrete parameters d± attached to ν± by (3.33). For
En type orbits the same formula is valid in the limiting case of integral ν±. Actually, the
formula N = (ν+ + ν−) can be used to describe most other cases, too, if we deform the
representatives of the Virasoro orbits according to Figure 1 and note that as a topological
invariantN cannot depend on such deformations. (It is for the same reason thatN cannot
depend on the continuous parameters of the monodromy.) Consistently with the earlier
results [15,16], we shall see that the N = 0 sector, which contains the regular solutions
of the Liouville equation (1.2), is associated with the Virasoro orbits B0(b)× B0(b), and
it turns out that the energy is bounded from below in this sector only.
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In Ref. [3] it was argued that the N=2 sector is special in that it contains a stable
lowest energy state (the one with constant Virasoro densities) and is therefore a suitable
starting point for quantization. As we show in Appendix D, the N=2 sector is connected
and the would-be vacuum state of Ref. [3] (which in our notation is given by eq. (5.8)
below) is only locally stable since it is continuously connected to states whose energy is
not bounded from below.
5.1. Elliptic solutions
If Q is a solution so that Ψ+ in (1.5) has elliptic monodromy, then using the freedom
(1.8) we may assume that MΨ+ is of the standard form (3.23a) with some ω := ω+,
MΨ+ = C(ω+), 0 < ω+ < 2π, ω+ 6= π. (5.2a)
Then (1.7) forces
MΨ− = C(ω−) with ω− = 2π − ω+. (5.2b)
Therefore the parameters ν± of the respective chiral and anti-chiral Virasoro orbits C(ν±)
take the form
ν+ =
ω+
π
+ 2d+, ν− =
(
2− ω+
π
)
+ 2d−, d± ∈ Z+ , (5.3a)
which fixes the the allowed pairing
C(ν+)× C(ν−). (5.3b)
From the results of Section 3.3, a representative solution Q with this Virasoro orbit type
can be given explicitly as
Q(x+, x−) =
2√
ν+ν−
cos θ, (5.4a)
where
θ =
1
2
(ν+x
+ − ν−x−) = 1
2
(ω+
π
+ d+ − d− − 1
)
τ +
1
2
(d+ + d− + 1)σ. (5.4b)
The Virasoro densities belonging to this solution are L± = −14ν2±, and Qα+,α− in (1.9)
is the general solution associated with elliptic monodromy. The number of zeros of such
a solution over a 4π period in σ is
N = 2(d+ + d− + 1) = ν+ + ν−. (5.5)
In particular, N 6= 0.
On the orbit of the conformal group D˜iff0(S
1) × D˜iff0(S1) through Q in (5.4) the
energy is not bounded from below. This follows from the results in the preceding section
since either ν+ or ν− is greater than 1 by (5.3a) .
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5.2. Solutions associated with monodromy type Eη
By (1.7), the list of possible Virasoro orbit types is in this case
En+ × En− with n± ∈ N, (n+ + n−) ∈ 2N. (5.6)
For any such orbit, there is a unique solution of (1.1) up to conformal transformations:
Q(x+, x−) =
2√
n+n−
cos
(n+x
+ − n−x−)
2
, (5.7)
whose topological type is given by N = (n+ + n−). Of particular interest is the N = 2
representative solution,
Q(x+, x−) = 2 cos
(
1
2
σ
)
. (5.8)
This is the only one among the Eη-type solutions such that on the orbit {Qα+,α−} of
D˜iff0(S
1) × D˜iff0(S1) the energy is bounded from below. The static solution Q in (5.8)
may be thought of as the classical analogue of a vacuum state in a conformal field theory,
since the Virasoro zero modes L0± (4.1) are equal to zero at Q and are bounded from
below on the associated coadjoint orbits. However, unlike in standard conformal field
theory, the energy is not bounded from below in the global Liouville model (1.1).
5.3. Hyperbolic solutions
When constructing the hyperbolic solutions of (1.1) by (1.5), we may assume that
the chiral monodromy matrix MΨ+ is of the standard form Bη(b) in (3.22a), and then
(1.7) requires the anti-chiral monodromy matrix MΨ− to coincide with the chiral one.
This means that the set of hyperbolic solutions is a union over the Virasoro orbit types
Bn+(b)× Bn−(b) where b > 0, (−1)n++n− = 1. (5.9)
We shall verify that the topological type of these solutions is given by
N = (n+ + n−). (5.10)
On a set of solutions whose Virasoro orbit type involves Bn(b) for some n > 0, the energy
is not bounded from below. Next we elaborate the simplest case n± = 0, for which the
energy is bounded from below.
5.3.1. Solutions with Virasoro orbit type B0(b)× B0(b). For fixed b > 0, the conformally
nonequivalent solutions of Hill’s equation are given by (3.55). Applying this to the chiral
and anti-chiral equations in (1.3), we obtain from (1.5) the following two conformally
nonequivalent solutions of the global Liouville equation:
Q±(x
+, x−) = ±1
b
cosh b(x+ + x−) = ±1
b
cosh bτ. (5.11)
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As they are σ independent, these solutions have no zeros, N = 0. We shall see that all
other Virasoro orbit types belong to N 6= 0.
The global Liouville equation (1.1) is invariant under Q 7→ −Q, and the topological
sector N = 0 further decomposes into two disconnected subsectors according to the sign
of Q. Clearly, both these subsectors correspond to the regular solutions of the Liouville
equation(1.2) by the substitutions Q = ±e− 12ϕ.
It is interesting to recover the standard form of the solutions of (1.2) from Q
α+,α−
+
with Q+ in (5.11), which yields
e−
1
2
ϕ(x+,x−) =
1
b
√
∂+α+(x+)∂−α−(x−)
cosh b
(
α+(x
+) + α−(x
−)
)
, (5.12)
where α+, α− now satisfy (1.10), ensuring the periodicity and the smoothness of ϕ. This
can be rewritten in Liouville’s form [17]
ϕ(x+, x−) = ln
(
∂+A(x
+)∂−A−(x
−)
(A−(x−)−A+(x+))2
)
(5.13)
by putting
A+(x
+) := −e−2bα+(x+), A−(x−) := e2bα−(x
−). (5.14)
Of course, if we ‘forget’ these definitions of A±, then we could also describe the singular
solutions of (1.2) by (5.13). However, it appears more economical and transparent to do
so in terms of the variable Q by means of our group theoretic analysis.
5.3.2. Solutions of type B0(b)× B2n(b) or B2n(b)× B0(b) for n ∈ N. By the analysis in
Section 3.5, one needs a singe representative solution Q of type B0(b)× B2n(b), e.g.,
Q(x+, x−) =
1√
2nbF2n,b(x−)
{
e−bτ cosnx− + ebτ
(
sinnx− +
b
2n
cosnx−
)}
, (5.15)
where F2n,b is defined in (3.58). It follows that Q|τ=0 = 0 if and only if tg nσ2 =n+bn , which
implies that N = 2n. In the case B2n(b) × B0(b), a representative solution is obtained
from (5.15) using the symmetry of the global Liouville equation under the interchange
of the light cone coordinates, whereby Q 7→ Q˜ with Q˜(x+, x−) := Q(x−, x+).
5.3.3. Virasoro orbit type Bn+(b) × Bn−(b) for n+n− 6= 0. Using the solution (3.58) of
Hill’s equation, we can now write down the representative solution of the global Liouville
equation as
Q(x+, x−) = 2
e−bτ cos n+x
+
2 cos
n−x
−
2 + e
−bτX√
n+n−Fn+,b(x
+)Fn−,b(x
−)
(5.16)
X =
(
sin
n+x
+
2
+
b
n+
cos
n+x
+
2
)(
sin
n−x
−
2
+
b
n−
cos
n−x
−
2
)
.
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Either directly comparing (5.7) and (5.16), or by recalling a remark after (3.59), we see
that this hyperbolic solution is a smooth deformation of the En+ × En− type solution
(5.7), to which it reduces in the b = 0 limit. Therefore Q in (5.16) has the same number
of zeros as Q in (5.7), namely, N = (n+ + n−) ∈ 2N.
5.4. Parabolic solutions
The representatives P qη of the parabolic conjugacy classes in (3.25a) obey
(
P qη
)T
= w−1P−qη w where w :=
(
0 −1
1 0
)
. (5.17)
Hence in the parabolic case the periodic solutions of (1.1) have Virasoro orbit types
Pqn+ × P−qn− , n± ∈ Z+, (n+ + n−) ∈ 2N. (5.18)
If we choose MΨ+ = P
q
η (η = (−1)n+) in the construction (1.5), then MΨ− has to be
chosen as MΨ− = w
−1P−qη w. The solutions of Hill’s equation with monodromy MΨ−
can be obtained from those in Section 3.6 by means of a transformation like in (3.15).
Observe that the energy is not bounded from below in correspondence with any of the
Virasoro orbit types in (5.18). It turns out that the topological type of the solutions is
given by N = (n+ + n−) similar to the hyperbolic case (5.10).
5.4.1. Solutions of type P+0 × P−2n or P−2n × P+0 for n ∈ N. It is clear from the study of
Hill’s equation in Section 3.6 that we may choose a single representative solution of type
P+0 ×P−2n, for example,
Q(x+, x−) =
√
2π
H2n,−(x−)
(
τ
2π
sinnx− +
1
n
cosnx−
)
, (5.19)
with H2n,− defined in (3.71b). Setting τ = 0, we see that the number of zeros of Q is 2n.
We can use the symmetry of (1.1) under x± 7→ x∓ to obtain a solution of type P−2n×P+0 .
5.4.2. Virasoro orbit type Pqn+ × P−qn− for n+n− 6= 0. Up to conformal transformations,
the corresponding solution is given as follows:
Q(x+, x−) =
(
2
n−
sin n+x
+
2 cos
n−x
−
2 +
qτ
2π sin
n+x
+
2 sin
n−x
−
2 − 2n+ cos
n+x
+
2 sin
n−x
−
2
)
√
Hn+,q(x
+)Hn−,−q(x
−)
.
(5.20)
At τ = 0, this simplifies to the product of a factor without zeros and
Y (σ) := 2n− sin
n−σ
4
cos
n+σ
4
+ 2n+ sin
n+σ
4
cos
n+σ
4
. (5.21)
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One can check that Y (σ) has (n+ + n−) zeros for 0 ≤ σ < 4π.
Alternatively, one may prove the relationN = (n++n−) using the curve of parabolic
solutions of Hill’s equation given in (3.77), which become the En representatives in the
a→∞ limit. Noting that the topological type of the corresponding a-dependent family
of solutions of (1.1) is constant, one obtains N = (n+ + n−) for the parabolic solutions
of (1.1) as a consequence of the analogous relation in the a→∞ limit.
To summarize, we enumerated the conformally nonequivalent, smooth, periodic so-
lutions of the global Liouville equation, and established the dependence of the topological
type N on the discrete parameters of the Virasoro coadjoint orbits. Combining these
results with the analysis of Section 4, we may conclude that the energy HWZ[Q] in (5.1)
(with κ > 0) is bounded from below only in the N = 0 topological sector of the model.
For instance, if N = 2 then we have solutions with Virasoro orbit type E1 ×E1 on which
the energy is bounded from below, and also of type B1(b)× B1(b), as well as others, on
which the energy is unbounded. If N = 0 then the sign of Q is a further topological in-
variant, but otherwise any two solutions with the same number of zeros can be deformed
into each other. This can be seen with the aid of our explicit results on the solutions, or
can be established by directly inspecting the phase space of the global Liouville model,
the details are collected in Appendix D.
For completeness, let us finally comment on the present understanding of the role
of the various classical solutions in the quantized Liouville field theory. First, the quan-
tizations of Thorn et al [18] and Otto and Weigt [19] deal with the regular sector, which
contains a subset of the hyperbolic solutions. Second, the studies of Gervais and collab-
orators (see e.g. [20]) deal with the elliptic sector of the theory. More general singular
solutions appear in the work [3], but see our remark at the end of the introduction to
Section 5.
6. Discussion
In this paper we dealt with the coadjoint orbits of the Virasoro algebra and the
solution space of the global Liouville equation. Our description of the Virasoro orbits is
summarized by Figure 1. We connected our elementary presentation with the well-known
classifications of the Virasoro orbits [8,9,11], whereby we hope to have made the known
results more easily accessible, and we also made them more explicit and more complete
in some respects. Our review of the orbits was motivated by its subsequent application
to the global Liouville equation (1.1). The main interest of this equation is that its
smooth solutions describe also those solutions of the Liouville equation (1.2) that may
be singular in terms of ϕ in such a way that the Virasoro densities L±, the components of
the conformally improved Liouville stress-energy tensor, remain smooth. We have listed
all smooth solutions of the global Liouville equation up to conformal transformations
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under periodic boundary condition. In this way we established the correlation between
the topological type (given by the number of zeros of Q) of the solutions and their
Virasoro orbit type. The energy (5.1) (with κ > 0) turned out to be bounded from below
only in the trivial topological sector that contains the solutions with Virasoro orbit type
B0(b)× B0(b).
The antiperiodic, Q(x+ + 2π, x− − 2π) = −Q(x+, x−), solutions of (1.1) can be
analyzed analogously to the periodic case, since L± are periodic for these solutions,
too. In the antiperiodic case Q has an odd number of zeros for 0 ≤ σ < 4π, and
the possible pairings of the chiral and antichiral Virasoro densities are governed by the
monodromy condition MΨ− = −(MΨ+)T that replaces (1.7). Similar to (5.5), we still
have N = (ν+ + ν−) for elliptic solutions. An interesting consequence is that in the
N = 1 sector we can pair the orbits as C(ν+)×C(ν−) for 0 < ν+ < 1, ν− = (1−ν+), and
therefore the energy is bounded from below on the set of the corresponding solutions.
However, taking the other monodromies into account, the energy is not bounded from
below in any of the topological sectors in the antiperiodic case (cf. Ref. [3]). For instance,
if N = 1 then the Virasoro orbit type B0(b)× B1(b), on which the energy is unbounded,
is also permitted, and any two solutions with the same N can be connected to each other
along a path of solutions.
Throughout this paper we required that the Virasoro densities L±, and therefore
also the global Liouville field Q and the conformal transformations α± ∈ D˜iff0(S1), be
given by infinitely many times differentiable functions of x±. From the point of view
of the differential equations (1.1) and (1.3), it might be natural to relax this stringent
requirement and assume instead that the conformal transformations and the global Liou-
ville field are thrice and twice continuously differentiable functions, respectively, while the
Virasoro densities are assumed to be only continuous. Under these requirements the set
of possible Virasoro densities becomes larger, but so does the group of conformal trans-
formations too. As a result, the classification of the Hill’s equations in Section 3 and the
solutions of the global Liouville equation in Section 5, including the list of nonequivalent
representatives given in the respective sections, remain valid without change.
The previous studies [2,3] of the singular solutions of the Liouville equation were
already mentioned in the Introduction. In Ref [2], whose analytic methods are rather
different from our group theoretic approach, the admissible singularities of the field ϕ and
the boundary conditions at infinity are specified directly in such a way that their nature
is preserved by the time development, and the regularity of the stress-energy tensor as
well as the existence of certain associated Noether charges are ensured. For any fixed
solution ϕ(τ, σ), the time development of the singularities is then interpreted [2] as the
dynamics of certain ‘particles’ on the line interacting with each other through a velocity
dependent potential. For some particular solutions, the dynamics of the singularities is
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even Poincare´ invariant. It could be interesting to generalize this picture and describe
the dynamics of the zeros of our smooth and periodic Q subject to (1.1) in terms of some
system of interacting particles on the circle. Some results in Ref. [21] may be related to
this problem.
As we saw in Section 2, the global Liouville system is a reduced WZNW model [4]
for the group SL(2,R). For other groups, the reduced WZNW systems [4] contain the
standard Toda field theories in their trivial topological sector. Some nontrivial aspects
of these reduced systems have been investigated in the point particle case [6,22,23,24]. In
the field theoretic case the SL(3,R) model was studied [25] using the known description
of the symplectic leaves of the W3-algebra [26] that replaces the Virasoro algebra as one
goes from SL(2,R) to SL(3,R). However, the results are far from complete even in this
particular case, and exploring the solution space of the ‘global Toda models’ is a problem
for the future.
Finally, the most interesting problem is of course to better understand the role of
the singular solutions of the Liouville and Toda equations at the quantum mechanical
level. As was already mentioned, results in this direction can be found in Ref. [3] and in
the works [20]. However, a full treatment including all types of singular solutions appears
to be still missing.
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Appendix A: The number of zeros of Q as a winding number
In this appendix we study the connection between the number of zeros N [Q] of the
field Q, and the winding number W [g] of the corresponding SL(2,R) valued WZNW
field g. Both quantities are topological invariants, so it is natural to assume that they
are related, and we shall find that the relationship is given by eq. (A.6) below.
We need a concrete description of the winding number associated with the WZNW
field g(σ) ∈ SL(2,R). For this we parametrize the SL(2,R) matrix elements
g =
(
a b
c d
)
ad− bc = 1 (A.1)
using the three-dimensional system of coordinates (φ, x, y) as
d− a = 2x d+ a = 2r sinφ ,
b+ c = 2y b− c = 2r cosφ , (A.2)
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where r =
√
1 + x2 + y2. We introduced this system of coordinates because it makes
transparent that the group SL(2,R) has the topology of U(1)×R2. The winding number
of the WZNW field g(σ) is the number of times exp(iφ(σ)) goes around the U(1) circle
as the field completes a full period 4π in σ. It may be determined as the regular integral
W [g] =
1
2π
∫ 4π
0
dσ
(b− c)(a′ + d′) + (c′ − b′)(a+ d)
4 + (a− d)2 + (b+ c)2 , (A.3)
but it is more useful to determine it directly as 1
2π
-times the total change in the angle
φ(σ) = arctg
(
a+ d
b− c
)
(σ) (A.4)
as σ varies over a 4π-period.
Now we restrict the WZNW field g(σ) to the gauge in (2.8), where by (2.9) and
(2.10) we have
a+ d = ℓ+g22 − 2κP ′+ + g22 = g22 +
1
g22
(1 + P 2+ − 2κP+g′22) ,
b− c = 2κg′22, (Q = κg22).
(A.5)
This shows that for the gauge fixed configuration (a + b)/(b − c) in (A.4) is singular
precisely at the points where Q′ vanishes, and that the sign of the argument of the
arctg function close to a point where it is singular is equal to sign (κ)sign (Q) sign (Q′).
Clearly, the contribution to the winding number of an interval between two consecutive
zeros of Q′ depends only on the product of these signs at the beginning and at the end
of the interval. Since the sign of Q′ does not change within such an interval, there is
no contribution coming from the interval if the sign of Q does not change either, as for
example between points 1 and 2 or 2 and 3 on Figure 3.
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Figure 3: An example of the function Q(σ)
There is a nonvanishing contribution toW only ifQ changes sign between two consecutive
zeros of Q′. This happens if the interval contains a zero of Q, and in such a case the
contribution is always sign (κ)/2, independently of whether the curve reaches the zero
from below or from above. (See the interval between points 4 and 5 and the interval
between 5 and 6 on Figure 3.) It follows from the above observations that the winding
number of a WZNW field g in (2.8) corresponding to a global Liouville field Q = κg22
with 2n zeros is sign (κ)n. That is we have
N [Q] = 2 sign (κ)W [g] (A.6)
for any configuration in (2.8). This means in particular that the constraints in (2.6)
exclude those WZNW configurations with nonzero winding number for which the sign of
the winding number does not agree with the sign of κ.
Appendix B: The little groups for orbits with constant Virasoro densities
We below investigate the little groups for the orbits that contain a constant Virasoro
density, L = Λ ∈ R, by integrating the equation
Λ = α′
2
Λ+ S(α). (B.1)
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Like in Subsection 4.1, it proves useful to introduce the function
q =
1
(α−1)′
= α′ ◦ α−1. (B.2)
Recall from (4.9) that q is smooth, 2π-periodic and positive.
We consider first the orbits with elliptic monodromy, for which Λ = −ν2
4
. In this
case (B.1) reads in terms of q as
−ν
2
4
= −ν
2
4
q2 − 1
2
qq′′ +
1
4
(q′)2. (B.3)
By the substitution q = f2/2, this simplifies to a problem of classical mechanics in one
dimension:
f ′′ = ν2
(
1
f3
− 1
4
f
)
, (B.4)
which can be solved by quadrature. The solution will be real if the constant of integration,
a, arising in the first integration,
1
2
(f ′)2 = a− ν
2
2
(
1
f2
+
f2
4
)
, (B.5)
satisfies a ≥ ν22 . In this case the second integration yields
q =
2a
ν2
+
√(
2a
ν2
)2
− 1 sin(νx+ c), (B.6)
where c is the corresponding constant of integration. The function q given by (B.6) is
positive for all values of a and ν, and it is 2π-periodic if and only if
(i) ν 6∈ N, a = ν
2
2
; (ii) ν ∈ N, a ≥ ν
2
2
.
In case (i) one easily gets from the definition of q that α(x) = x + α0, describing the
lift of the group of rigid rotations Rot(S1) = S1 to the translation group of R. In case
(ii), which corresponds to orbits with Eη-type monodromy, we find from inverting the
relation between q and α that
α(x) =
2
n
arctg
 tg(n2x+ cˆ)
2a
n2
+
√(
2a
n2
)2 − 1
+ α0, (B.7)
where cˆ is a new constant of integration, and α0 is a constant related to c. To exhibit the
SL(2,R) (SU(1, 1)) character of these conformal transformations we use the well-known
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relation between the inverse trigonometric and logarithmic functions, which allows us to
rewrite (B.7) as
α(x) =
1
in
ln
Aeinx + B¯
Beinx + A¯
,
where
A =
M + 1
2
√
M
ei(2cˆ+α0n)/2, B¯ =
M − 1
2
√
M
e−i(2cˆ−α0n)/2, M =
2a
n2
+
√(
2a
n2
)2
− 1.
These equations show that χ(α) ∈ Diff0(S1), see eq. (3.4), operates on z = eix ∈ S1
according to
χ(α) : z 7→
[
Azn + B¯
Bzn + A¯
] 1
n
where
(
A B¯
B A¯
)
∈ SU(1, 1).
Therefore, for any n ∈ N, the little group of L = −n24 in Diff0(S1) is an n-fold cover of
the Mo¨bius group PSL(2,R).
In the case of orbits with hyperbolic monodromy, for which Λ = b2 with b > 0 as in
(3.52), the integration of the equation replacing (B.4),
f ′′ = b2
(
f − 4
f3
)
,
yields
1
2
(f ′)2 = a+ b2
(
2
f2
+
f2
2
)
, (B.8)
instead of (B.5). The constant a must satisfy a ≥ −2b2 to guarantee the positivity of
the r.h.s. Since the integration of eq. (B.8) involves hyperbolic functions rather than
trigonometric ones, it is not difficult to see that the only periodic solution is f2 ≡ 2,
which is obtained for a = −2b2. This solution, obviously, leads again to α(x) = x+ α0.
Among the orbits with parabolic monodromy only P+0 has a constant Virasoro den-
sity, and this corresponds to Λ = 0. In this case eq. (B.4) simplifies to f ′′ = 0, which
is solved by f = ax + c. This solution is periodic only for a = 0, and with this choice
(after tuning the constant of integration c as required by eq. (1.10)) it leads again to
α(x) describing the lift of the group of rigid rotations.
Appendix C: Construction of conformal transformations for Bn(b) and Pqn
We here show that any two solution vectors, say Ψ = (ψ1 ψ2 ) and Ψ = (ψ1 ψ2 ),
of Hill’s equation that have the same monodromy matrix Bη(b) (or P
q
η ) and discrete
invariant n > 0 (3.43) can be transformed into each other by a conformal transformation.
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In particular, this proves that Ψ in (3.58) (and that in (3.71)) is indeed a representative
for the solutions associated with the Virasoro orbit Bn(b) (and respectively with Pqn).
For definiteness, let us concentrate on the case Bn(b). Denote the zeros of the
component ψ2 (the number of which, within a 2π period, is n) by xk and arrange the
indexing of these zeros so that
0 ≤ x1 < x2 . . . xn < 2π ,
xk+mn = xk + 2mπ , k = 1, . . . , n m ∈ Z .
(C.1)
Because of the Wronskian condition, the derivative of ψ2 cannot vanish at the points xk
and we have
ψ′2(xk) = rk 6= 0 ,
ψ1(xk) =
−1
rk
.
(C.2)
The ratio
u(x) =
ψ1(x)
ψ2(x)
x 6= xk (C.3)
is well-defined and smooth away from the set of zeros and has the properties
u(x+ 2π) = e4πbu(x) , (C.4a)
u′(x) =
1
ψ22(x)
> 0 . (C.4b)
Near the point xk u(x) can be written as
u(x) =
−1
(x− xk)r2k
+ βk(x) , (C.5)
where βk(x) is smooth around xk. Using (C.4) and (C.5) we see that between two
consecutive zeros xk and xk+1 u(x) increases monotonically from −∞ to +∞. This
allows us to define a set of functions vk, the inverses of u, by
vk(u(x)) = x xk < x < xk+1 . (C.6)
Note that vk(y) is defined for all y, it is smooth and monotonically increases from xk to
xk+1 as y varies from −∞ to +∞. From (C.6) and the properties of the solution of Hill’s
equation it also follows that
u(vk(y)) = y −∞ < y <∞ (C.7)
and
vk+n(e
4πby) = vk(y) + 2π . (C.8)
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We are now able to define the element α ∈ D˜iff0(S1) that transforms Ψ to Ψ:
α(xk) = xk+d k ∈ Z ,
α(x) = vk+d(u(x)) xk < x < xk+1 .
(C.9)
Here (and in the following) we use the convention that overlined objects are defined for
Ψ analogously to the corresponding quantities for Ψ. Note the shift k → k + d in the
index of the zeros. This shift has to be chosen so that the signs of rk and rk+d coincide,
which is clearly necessary for α to transform Ψ to Ψ.
Using (C.8) it is easy to show that α(x) as defined by (C.9) satisfies α(x + 2π) =
α(x)+2π and is smooth and strictly monotonically increasing for all x 6= xk. To show that
it is a proper conformal transformation, we still have to show that it is also differentiable
at the zeros xk.
Before we do that we differentiate (C.7) and use (C.4b) to obtain
v′k(y) =
1
u′(vk(y))
= ψ22(vk(y)) . (C.10)
Using this (for the analogous overlined objects) and taking the derivative of the definition
(C.9) we get
α′(x) = ψ
2
2(vk+d(u(x)))
1
ψ22(x)
=
ψ
2
2(α(x))
ψ22(x)
. (C.11)
Finally, on account of the equality of the sign of rk and rk+d, we can take the square
root as
1√
α′(x)
ψ2(α(x)) = ψ2(x) x 6= xk , (C.12)
which is the required conformal transformation from Ψ to Ψ. More precisely, we still
have to show that α is smooth and (C.12) holds also at the set of zeros xk. We show this
by first observing that (C.9) and (C.7) imply
u(α(x)) = u(vk+d(u(x))) = u(x) , (C.13)
which, when multiplied by (C.12), gives
1√
α′(x)
ψ1(α(x)) = ψ1(x) . (C.14)
By continuity, (C.14) holds for all x (including the set of zeros), and this allows us to
express α′ as
α′(x) =
ψ
2
1(α(x))
ψ21(x)
, (C.15)
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showing that α(x) is indeed smooth also around the points xk.
To summarize, we have proved that any solution vector of Hill’s equation in the class
Bn(b), n > 0 with monodromy matrix Bη(b) can be expressed as the conformal transform
of some unique representant, which can be chosen, for example, as in (3.58). Incidentally,
the above consideration also clarifies the structure of the little group for the Virasoro
orbit Bn(b). Because of the structure of G[Bη(b)] in (3.22b), we see that α ∈ D˜iff0(S1)
belongs to the little group G˜[L] of L = ψ
′′
2/ψ2 if and only if it transforms ψ2 into itself
up to a nonzero constant rescaling. The sign of this rescaling and the parity of the index
shift d in (C.9) are related and therefore the elements of G˜[L] can be labelled by the
shift d and the absolute value, λ, of the rescaling parameter. Since we can construct a
unique element αλ,d ∈ G˜[L] for any λ ∈ R+ and d ∈ Z, the group G˜[L] is isomorphic to
R+×Z, where R+ is the multiplicative group of the positive real numbers. Factoring by
the group of translations by multiples of 2π, whose elements are αλ,mn with λ = e
−2πbm
for m ∈ Z, we obtain that G[L] ⊂ Diff0(S1) is isomorphic to R+ × Zn.
Our considerations are also valid in the parabolic case Pqn if we replace (C.4a) by
u(x+ 2π) = u(x) + q (C.4a′)
and (C.8) by
vk+n(y + q) = vk(y) + 2π . (C.8
′)
For any L on the Virasoro orbit Pqn with n > 0, the little groups G˜[L] and G[L] are again
isomorphic to R+ × Z and to R+ × Zn, respectively.
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Appendix D: The connectedness of the phase space with 2n zeros
In this Appendix we show that beyond the number of zeros, which is a topological
invariant as discussed in Appendix A, there are no additional topological invariants in the
solution space of the global Liouville equation. In other words, any two solutions of the
global Liouville equation with the same number of zeros can be continuously connected
along a path of solutions. (In the case of no zeros the two solutions must also be of the
same sign).
To show this we first note that any solution can be continuously deformed into one
of the representatives listed in Section 5. Indeed, any solution is a conformal transform
of one of the representatives and the conformal group as defined in (1.10) is connected.
For the case of no zeros the representatives are given by (5.11) and it is clear that apart
from the overall sign they are all connected (by changing b along the first vertical line of
Figure 1).
In the case of N = 2n 6= 0 zeros there are representatives with elliptic, E-type,
hyperbolic and parabolic monodromy. It is clear that the elliptic representatives (given
by (5.4)) together with the E-type representatives of (5.7) are connected (by changing
ν+ = N − ν− along the horizontal line of Figure 1). On the other hand, the hyperbolic
and parabolic representatives with N = n+ + n− where neither n+ nor n− vanishes are
easily connected to the corresponding E-type representatives. For the hyperbolic case
the connection is along the vertical lines of Figure 1, since the representatives (5.16) are
simply reduced to (5.7) in the limit b → 0. For the parabolic case of (5.20) we have to
move along the curve (3.77) parametrized by a from a = 1 to a =∞, i.e. from (5.20) to
(5.7).
Hyperbolic and parabolic solutions with n+ = 0 (and the analogous n− = 0 cases)
are more difficult to connect with the elliptic ones and here we need a different way of
connecting the solutions. (The reason why a simple connection along Figure 1 is not
available for these cases is the existence of the empty circle at n = 0 which blocks the
way between the first vertical line and the horizontal line of the figure.)
We will make use of a different way of representing the solutions of the global Liou-
ville equation, namely, by considering it to be an initial-value problem. It is clear that a
solution can be uniquely represented by its value and first time derivative at τ = 0:
q(σ) = Q(0, σ) and k(σ) =
∂
∂τ
Q(0, σ) . (D.1)
It would be possible to connect any two solutions, {q1, k1} and {q2, k2} along a straight
line:
q(σ, t) = (1− t) q1(σ) + t q2(σ)
k(σ, t) = (1− t) k1(σ) + t k2(σ)
(D.2)
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for t between 0 and 1 if it did not follow from the global Liouville equation (1.1) that at
all points where q(σ) vanishes,
(q′)2 = 1 + k2 (D.3)
must hold. However, it is clear that the pair of functions (D.2) does not satisfy (D.3) in
general (only for t = 0, 1) and therefore (D.2) does not represent a curve in the space of
solutions.
If, on the other hand, the two solutions are such that the set of zeros, {x1, ..., x2n}
is the same for q1 and q2 and at each zero
q′1 = q
′
2 and k1 = k2 , (D.4)
hold, then (D.2) can after all be used to connect the two solutions in the space of solutions.
Let us consider now the solutions (5.15). The corresponding pair, {q, k}, has the
following properties: q(σ) has 2n zeros at equal (2π/n) spacing. At each of the zeros we
have
sign (q′k) = −1 ,
|q′| = f + 1√
2f + 1
,
|k| = f√
2f + 1
,
(D.5)
where
f =
n− 3b2 + b
2
8n
2b
. (D.6)
The {q, k} pair corresponding to the parabolic solution (5.19) has similar properties,
namely, q has also 2n equally spaced zeros and (D.5) holds at the zeros with
f = π − 1 . (D.7)
Finally, for the elliptic case, using (5.4), we find that at the similarly equally spaced
zeros (D.5) holds with
f =
n
ν+
− 1 . (D.8)
Thus, the parabolic and the hyperbolic solutions can be connected with the elliptic
ones using (D.2) if for the latter we choose
ν+ =
n
π
and ν+ =
2bn
n+ b2 +
b2
8n
, (D.9)
respectively.
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