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Abstract
For the purpose of an eﬃcient retrieval of impressive scenes from lifelog videos, we propose an emotional scene detection
method based on facial expression recognition. Most of conventional facial expression recognition methods focus on dis-
criminating typical facial expressions such as happiness, sadness and surprise, while lifelog videos contain various facial
expressions. In addition, many training examples, which are quite troublesome to prepare, are required to construct the facial
expression recognition models. The proposed method tries to solve these problems by constructing a facial expression recogni-
tion model using an unsupervised learning based on Gaussian mixture model. Since our model is unsupervised, there is no need
for preparing learning examples and predeﬁning the types of facial expressions. The detection performance of the proposed
method is evaluated in terms of detection accuracy and eﬃciency through several emotional scene detection experiments.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International.
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1. Introduction
Lifelog [1][2] recently attracts attention in order to record one’s life. Lifelog can be recorded as various types
of data such as text, image and video data. In this paper, we focus on lifelog video because it can contain more
information compared with text and image data. Furthermore, anyone can easily record his/her own lifelog video
by virtue of performance improvement and downsizing of recent video recording devices.
Lifelog videos, however, have a serious problem that it is diﬃcult to eﬃciently retrieve useful scenes from
enormous amount of video data. As a result, valuable lifelog videos often remain unused. To solve this problem,
we propose an eﬃcient impressive scene detection method for lifelog video retrieval. Impressive scenes are
considered to be useful since they will be recorded in important events which are required to retrieve in the lifelog
video retrieval. Lifelog videos generally contain persons. Their emotions will change in impressive scenes. We
thus propose an emotional scene detection method based on facial expression recognition because the emotions
could be estimated from facial expressions.
Facial expression recognition is widely studied and could be applied to video scene detection [3][4][5], but
most of the existing approaches focus on the recognition of typical facial expressions (i.e., anger, disgust, fear,
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Fig. 1. Facial feature points.
happiness, sadness and surprise). In lifelog videos, however, more complicated and/or subtle facial expressions,
for example, little smile, full smile and wry smile could be observed. This makes it diﬃcult to detect useful
scenes including a wide variety of facial expressions from lifelog videos because most of existing methods need
to predeﬁne the facial expressions.
We have proposed an emotional scene detection method for lifelog videos based on facial expression recogni-
tion [6]. This method makes it possible to detect diverse facial expressions. However, the facial expressions must
be speciﬁed in advance. Considering that a wide variety of emotional scenes should be detected, it is diﬃcult to
predeﬁne all the facial expressions. Moreover, a large amount of training data, which are quite troublesome to
prepare, are required to construct a facial expression recognition model.
In our approach, a facial expression recognition model is constructed based on an unsupervised clustering
method using a Gaussian mixture model. Since the proposed method is unsupervised, it does not require both
learning data and predeﬁnition of facial expressions. Furthermore, our emotional scene detection method is fully
eﬃcient by utilizing only the positional relationships of several facial feature points for facial expression recog-
nition and by introducing a hierarchical emotional scene integration method. We show the ﬂexibility and the
eﬃciency of the proposed method through some emotional scene detection experiments.
The remaining of this paper is organized as follows: Section 2 describes the facial features used to discriminate
facial expressions. Section 3 presents the facial expression recognition model based on Gaussian mixture model.
The emotional scene detection method is shown in Section 4. Section 5 shows the emotional scene detection
experiments using lifelog videos and a facial expression video database including various facial expressions.
Finally, Section 6 concludes this paper.
2. Facial Features
2.1. Facial Feature Points
For the precise discrimination of diverse facial expressions, we use several points located on a face and asso-
ciated with expressing various types of facial expressions. We call these points facial feature points. The facial
feature points used in our facial expression recognition model is shown in Fig. 1. The number of facial feature
points is 42 and they are located on eyebrows (p1, . . . , p10), eyes (p11, . . . , p28), and a mouth (p29 . . . p42). The
facial feature points are obtained by using an application software called FaceSDK 4.0[7].
2.2. Facial Feature Values
We deﬁne the following ten types of facial features using the facial feature points in order to detect discrimi-
native movement of facial feature points in the appearance of various facial expressions.
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1) Gradient of eyebrows ( f1)
This feature value is based on the gradients al and ar of the two lines obtained from facial feature points on
left and right eyebrows using least squares. This feature value is obtained through Equation (1).
f1 = (al − ar)/2 (1)
2) Distance between eyebrows and eyes ( f2)
Using the mean distance between the facial feature points on eyebrows and those on the upper side of eyes,
the value of this feature is obtained through Equation (2).
f2 =
∑10
i=1 ||pi − pi+10||
10 · lN (2)
Here, lN is a normalization factor for the diﬀerence of the size of a face. It is deﬁned as the distance between the
center points of left and right eyes, that is, lN = ||p27 − p28||.
3) Area between eyebrows ( f3)
This feature value is given by Equation (3) as the area formed by connecting four facial feature points
p5, p6, p16 and p15 located at the inner corners of eyebrows and eyes.
f3 = S (p5, p6, p16, p15)/l2N (3)
Here, S (pP1 , . . . , pPm) is the area of a polygon formed by connecting m facial feature points pP1 , . . . , pPm .
4) Area of eyes ( f4)
By normalizing the area of left and right eyes represented by two octagons, this feature value is deﬁned by
Equation (4).
f4 = 12·l2N
{S (p11, p12, p13, p14, p15, p23, p22, p21)
+S (p16, p17, p18, p19, p20, p26, p25, p24)} (4)
5) Vertical to horizontal ratio of eyes ( f5)
Based on the ratio of the distance between top and bottom points to the distance between left and right points
on an eye, this feature value is deﬁned by Equation (5) .
f5 =
1
2
(
tan−1
||p22 − p13||
||p15 − p11|| + tan
−1 ||p25 − p18||
||p20 − p16||
)
(5)
6) Area of the circumference of a mouth ( f6)
This feature value is deﬁned by Equation (6) as the area of an octagon formed by connecting eight facial
feature points located on the circumference of a mouth.
f6 = S (p29, p31, p32, p33, p30, p34, p35, p36)/l2N (6)
7) Area of inner circumference of a mouth ( f7)
Similar to the sixth feature value, this feature value is deﬁned by Equation (7) as the area of an octagon formed
by connecting eight facial feature points located on the inner circumference of a mouth.
f7 = S (p29, p37, p38, p39, p30, p40, p41, p42)/l2N (7)
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8) Vertical to horizontal ratio of the circumference of a mouth ( f8)
Based on the ratio of the distance between top and bottom points to the distance between left and right points
on the circumference of a mouth, this feature value is deﬁned by Equation (8) .
f8 = tan−1
||p35 − p32||
||p30 − p29|| (8)
9) Vertical to horizontal ratio of the inner circumference of a mouth ( f9)
Similar to the eighth feature value, this feature value is deﬁned by Equation (9) based on the ratio of the
distance between top and bottom points to the distance between left and right points on the inner circumference
of a mouth.
f9 = tan−1
||p41 − p38||
||p30 − p29|| (9)
10) Vertical position of the corner of a mouth ( f10)
This feature value represents how high the position of the corner of a mouth is. It is deﬁned by Equation (10).
f10 =
1
lN
⎛⎜⎜⎜⎜⎜⎜⎝12
30∑
i=29
y(pi) − 112
42∑
i=31
y(pi)
⎞⎟⎟⎟⎟⎟⎟⎠ (10)
Here, y(p) is the y-coordinate of a facial feature point p. If the mean value of the y-coordinate of the facial feature
points on the corner of a mouth is larger than that of the other facial feature points on a mouth, f10 becomes
positive. Thus, a larger value of f10 represents a higher position of the corner of a mouth.
3. Facial Expression Recognition Model
3.1. Unsupervised Facial Expression Recognition
At the beginning of the emotional scene detection, an input video is divided into frames (i.e., still images).
Then, the facial expression recognition is performed for all the frames by using their feature values.
The facial expressions observed in lifelog videos could be quite complex or subtle compared with typical facial
expressions dealt with in most of conventional facial expression recognition approaches. It is therefore diﬃcult to
specify appropriate facial expressions in advance. Furthermore, most of existing facial recognition approaches are
based on supervised learning. Supervised learning generally needs a large amount of training data which require
considerable eﬀort to prepare them.
We propose an unsupervised facial expression recognition model in order to remove the diﬃculty to predeﬁne
the facial expressions and to prepare training data.
3.2. Feature Vector
The proposed model discriminates facial expressions using the feature values described in Section 2.2. We
ﬁrst deﬁne a 10-dimensional feature vector based on the feature values. The feature vector is deﬁned for each
frame in a set of frames I = {I1, . . . , In} where n is the number of frames in a video. Equation (11) represents the
feature vector Fi for the i-th frame Ii.
Fi = [ f1(Ii), . . . , f10(Ii)] (11)
Here, fi(I j) is the value of the i-th feature fi obtained from the j-th frame I j.
Then, a principal component analysis (PCA) is performed for all the feature vectors to derive more discrimi-
native features. As a result of PCA, new feature vectors {X1, . . . , Xn} are obtained from the original feature vectors
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Input: A set of feature vectors {X1, . . . , Xn} obtained from a video.
The number of clusters K (Each frame is assigned to one of the clusters {C1, . . . ,CK}).
1. Initialize ξk, μk and Mk. They are the mixing coeﬃcient, the mean vector, and the variance-covariance
matrix of the k-th Gaussian distribution, respectively.
t ← 1, where t is the number of steps.
2. (E-step) Compute the probability P(t)ik of the feature vector Xi for the k-th Gaussian distribution in the t-th
step by Equation (14).
P(t)ik =
ξkN(Xi | μk,Mk)∑K
j=1 ξ jN(Xi | μ j,Mj)
(14)
N(X | μ,M) = 1
(2π)
m
2 |M| 12 exp
{
−1
2
(X − μ)T M−1(X − μ)
}
(15)
3. (M-step) Update ξ, μ and M according to Equations (16), (17) and (18), respectively.
ξ(t+1)k =
1
n
n∑
j=1
P(t)jk (16)
μ(t+1)kl =
∑n
j=1 P
(t)
jk X jl∑n
j=1 P
(t)
jk
(17)
M(t+1)krc =
∑n
j=1 P
(t)
jk (Xjr − μ(t+1)kr )(Xjc − μ(t+1)kc )∑n
j=1 P
(t)
jk
(18)
where μkl is the l-th element of μk. Mkrc is the element of Mk in the r-th row and the c-th column.
4. If the condition of Equation (19) is satisﬁed, then goto step 5. Otherwise, t ← t + 1 and go back to step 2.
E(X, P(t+1), ξ(t+1), μ(t+1),M(t+1)) − E(X, P(t), ξ(t), μ(t),M(t)) < ε (19)
where ε is a threshold of the termination condition and
E(X, P, ξ, μ,M) =
n∑
i=1
K∑
j=1
Pik
(
logN(Xi | μk,Mk) + log ξk) (20)
5. Assign each frame to the cluster Cκ(Xi) according to Equation (21).
κ(Xi) = argmax
k
P(t)ik (21)
Fig. 2. Clustering algorithm based on Gaussian mixture model.
{F1, . . . , Fn}. From here on, we call the new feature vectors simply feature vectors. The feature vector Xi of the
i-th frame is represented by Equation (12).
Xi = [x1(Ii), . . . , xm(Ii)] (12)
x j(Ii) =
10∑
k=1
 jk fk(Ii) (13)
Here, m is the number of principal components used to construct the new feature vector and thus Xi is an m-
dimensional vector. For each j ≤ m,  jk is the k-th component score of the j-th principal component. We
experimentally set the value of m to 4.
3.3. Clustering-based Facial Expression Recognition Model by Gaussian Mixture Model
The facial expression recognition model is constructed by a clustering algorithm based on Gaussian mixture
model using the feature vectors. The clusters are formed through the expectation-maximization (EM) algorithm.
Each frame in a video is assigned to a cluster. A cluster corresponds to a certain facial expression. Thus generating
K clusters corresponds to classifying the frames into K kinds of facial expressions.
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SiSi-1
D(Si-1,Si) < θ
Si
integrated
SiSi-1 Si+1
D(Si-1,Si) > θ D(Si,Si+1) > θ
− −
Si < θ
removed
Si-1 Si+1
(a) (b)
Fig. 3. Scene integration and removal.
The clustering algorithm is shown in Fig. 2. We give random values to the parameters ξ, μ and M at the
initialization step. The value of the threshold ε is experimentally set to 10−3.
4. Emotional Scene Detection
By using the facial expression recognition model shown in Section 3, the frames in a video can be divided into
K clusters (i.e., classiﬁed into K types of facial expressions). The proposed method utilizes the facial expression
classiﬁcation result of each frame. Then the emotional scene detection is performed for a single cluster because a
certain type of facial expression could be detected from a video by analyzing a single cluster.
First, each frame in a cluster is regarded as a separate scene. Then, more appropriate emotional scenes are
derived by integrating neighboring scenes and removing isolated short scenes. We deﬁne the distance between
two scenes S i and S j (i < j) by Equation (22) to determine if they are neighboring scenes.
D(S i, S j) = sminj − smaxi − 1 (22)
Here, sminj is the minimum frame number in S j and s
max
i is the maximum frame number in S i, respectively. Note
that the frame number of the n-th frame from the beginning of a video is n and that smaxi < s
min
j .
For a scene S i, if the distance between S i and S i−1 is smaller than a threshold θ, S i−1 is integrated into S i as
shown in Fig. 3 (a). Similarly, if the distance between S i and S i+1 is smaller than θ, S i+1 is integrated into S i.
If S i−1 and S i+1 cannot be integrated into S i and the length of S i (denoted by |S i|) is smaller than θ, S i could
be regarded as a useless scene because it is an isolated and short scene. In that case, S i is removed as shown in
Fig. 3 (b). As a result, the length of each emotional scene becomes at least θ.
The integration and removal process of the emotional scenes is repeated until no more scenes can be integrated
or removed. In the case that multiple facial expressions are included in a video, the above emotional scene
detection is performed for each cluster. The entire emotional scene detection algorithm is shown in Fig. 4.
5. Experiment
5.1. Emotional Scene Detection from Lifelog Videos
We prepared ﬁve lifelog videos by ﬁve subjects (we call them Subjects A, B, C, D and E). All subjects are
male university students. For all subjects, the scenes of playing cards were recorded as lifelog videos. The length,
size and frame rate of each lifelog video is 5 minutes, 640 × 480 pixels, and 25 frames per second, respectively.
We picked out frames from each video every 10 frames, and used 750 frames for each video.
Since most of the facial expression observed in these lifelog videos was smiles including little smiles, full
smiles and bitter smiles, we set the number of clusters K to 2. That is, we intended to detect the scenes of smiling
by classifying the frames in lifelog videos into smile and non-smile (mainly emotionless faces). In order to detect
scenes of smiling, we introduce a criterion to determine which cluster contains more frames of smile. According
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Input: A set of frame numbers {q1, . . . , qnC } belonging to a cluster C and a threshold θ,
where nC is the number of frames belonging to C. Note that qi < q j if i < j.
1. S i = {qi} (i = 1, . . . , nC), S = {S 1, . . . , S nC }, ν← nC , and p← 1.
2. Sort all the elements in S in ascending order of |S i|.
The element in S which has the p-th smallest value of |S i| is denoted by S up .
3. If up > 1 ∧ D(S up−1, S up ) < θ Then
Integrate S up−1 into S up . That is, S up ← S up ∪ S up−1 and S ← {S 1, . . . , S up−2, S up , . . . , S ν}.
Go to step 9.
End If
4. If up < ν ∧ D(S up , S up+1) < θ Then
Integrate S up+1 into S up . That is, S up ← S up ∪ S up+1 and S ← {S 1, . . . , S up , S up+2, . . . , S ν}.
Go to step 9.
End If
5. If |S up | < θ Then
If ν = 1 Then
Finish the scene detection (no emotional scene is output).
Else
Remove S up from S . That is, S ← {S 1, . . . , S up−1, S up+1, . . . , S ν}.
Go to step 9.
End If
End If
6. If p = ν Then
For i = 1 To ν
Output from smini to s
max
i as an emotional scene.
End For
Finish the scene detection.
Else
p← p + 1 and go back to step 5.
End If
7. Update the indexes of the elements in S as follows:
S = {S 1, . . . , S ν−1}, ν← ν − 1 and go back to step 3.
Fig. 4. Emotional scene detection algorithm.
to the criterion shown in Equation (23), a cluster Ck∗ was selected from each lifelog video. In this experiment,
emotional scenes were detected only from Ck∗ .
k∗ = argmax
k
1
|Ck |
10∑
i=1
|Ck |∑
j=1
|cki j − μi|, μi = 1∑K
k=1 |Ck |
K∑
k=1
|Ck |∑
j=1
cki j (23)
Here, cki j is the standardized value of the i-th feature value (i.e., fi) of the j-th element in the cluster Ck.
For the assessment of the emotional scene detection accuracy, we deﬁned the accuracy A by Equation (24).
A =
|Te ∩ Tˆe| + |Tn ∩ Tˆn|
|Te| + |Tn| (24)
Here, Te is the set of correct emotional frames (i.e., frames of smiles) and Tn is the set of correct non-emotional
frames. These are determined by two evaluators (two of the authors). A frame was assigned to Te if at least one
evaluator classiﬁed it into an emotional frame. Otherwise, it was assigned to Tn. Tˆe and Tˆn are the sets of emotional
and non-emotional frames determined by the proposed method, respectively. Fig. 5 shows some examples. Fig.
5 (a) and (b) are the examples of emotional frame images. Fig. 5 (c) and (d) are the examples of non-emotional
frame images. Note that these frame images are cropped for the better visibility of facial expressions.
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Fig. 5. Examples of emotional frames (a) and (b), and non-emotional frames (c) and (d).
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The emotional scene detection accuracy for various values of the threshold θ is shown in Fig. 6. For most
of subjects, the detection accuracy is relatively low for a small value of the threshold θ. When θ is small, many
useless scenes could be included in the detection result. This will cause the degradation of the accuracy. On the
other hand, a large value of θ may lead to elimination of useful scenes. It seems that θ = 25 is good for most of
subjects.
The detection accuracy is over 0.7 for all subjects except for Subject E when θ = 25. Considering that the
proposed method does not require training data and that the videos used in this experiment contain various types
of smiles, the detection accuracy seems to be reasonably good.
The detection accuracy of Subject E is relatively lower than the others. The face of Subject E was sometimes
occluded by his hands. In that case, it is diﬃcult to accurately detect the facial feature points and the proposed
method will fail to discriminate the facial expressions.
Fig. 7 shows the number of scenes detected and the average length of a scene in the case that θ = 25. Although
the number and the lengths of the scenes are diﬀerent from subject to subject, at least 3 emotional scenes were
detected for all the subjects and the average lengths of the scenes are about 25 seconds. These detection results
will be suitable to show as the retrieval results of lifelog video retrieval.
5.2. Detection of Emotional Scenes with Various Facial Expressions
In order to assess the performance of the proposed method for the detection of the emotional scenes with
various facial expressions, we conducted an emotional scene detection experiment using the video dataset called
the MMI Facial Expression Database [8]. This dataset contains short videos of 29 subjects of males and females
between the ages of 18 and 63. We used 100 examples (i.e., video clips) from the MMI dataset including facial
expressions of anger (14 examples), disgust (13 examples), fear (11 examples), happiness (28 examples), sadness
(13 examples) and surprise (21 examples). The average number of frames in a video is approximately 83. Since
each video in MMI dataset contains only a single facial expression, we concatenate all the videos into a single
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Fig. 9. F-measure for each facial expression (θ = 3).
video so that the resulting video contains all the six facial expressions. The number of clusters K is set to 7 because
the video used in this experiment contains neutral faces as well as the six facial expressions.
We evaluate the emotional scene detection performance using F-measure given by Equation (25).
F−measure = 2 · Re · Pr
Re + Pr
(25)
where Re and Pr are recall and precision for a facial expression, respectively. They are obtained by Equation (26).
Re =
|T ∩ Tˆ |
|T | , Pr =
|T ∩ Tˆ |
|Tˆ | (26)
Here, T is a set of correct emotional frames. Tˆ is a set of emotional frames determined by the proposed method.
The average F-measure for various values of the threshold θ is shown in Fig. 8. Note that we only average the
F-measures of the six facial expressions and exclude the F-measure of neutral face because a scene with neutral
faces is a non-emotional scene. The best value of F-measure is obtained when θ = 3, but the inﬂuence of the value
of θ on the detection accuracy seems to be quite small.
The F-measure for each facial expression in the case that θ = 3 is shown in Fig. 9. Although the F-measure
of anger is slightly low, the proposed method can detect various emotional scenes with approximately the same
accuracy. This result indicates the possibility that the proposed method can be applied to the lifelog video retrieval
with a wide variety of emotional scenes.
5.3. Eﬃciency of Emotional Scene Detection
We evaluated the eﬃciency of the proposed method by the processing time to detect emotional scenes. Fig.
10 shows the processing time for the lifelog videos used in Section 5.1. The computer used in this experiment
has a Xeon W3580 CPU (3.33GHz) and 8GB memory. The processing time described as “Feature,” “PCA,”
“Clustering” and “Detection” correspond to the time to compute facial features, to perform PCA to obtain feature
vectors, to classify the facial expression of each frame by the clustering-based facial expression recognition model,
and to detect emotional scenes, respectively. “Total” represents the entire processing time. Note that the time to
detect facial feature points is not included because we obtain them by using an application software.
The time to extract facial features and to cluster the feature vectors constitutes a large part of the processing
time. However, the proposed method is so eﬃcient that it detects emotional scenes from a 5-minute-long video
in approximately 0.12 seconds on average. This result indicates the possibility of the proposed method for the
application to large-scale video databases.
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6. Conclusion
We proposed an emotional scene detection method for the retrieval of impressive scenes from lifelog videos.
By introducing the unsupervised approach to construct a facial expression model, the proposed method can de-
tect diverse emotional scenes without training data and the predeﬁnition of facial expressions. In addition, the
proposed method is quite eﬃcient due to the concise facial features and the scene detection algorithm with low
computational cost.
We are going to evaluate the proposed method by using more lifelog video datasets with more subjects and
a wider variety of facial expressions in the future work. Since the emotional scene detection accuracy will not
be adequate, improving the detection accuracy by ameliorating the quality of facial feature values and enhancing
the performance of the facial expression recognition model are also included in the future work. Additionally,
we would like to make a comparison of the emotional scene detection performance with some existing emotional
scene detection methods.
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