Observed linkage disequilibrium (LD) between genetic markers in different populations descended independently from a common ancestral population can be used to estimate their absolute time of divergence, because the correlation of LD between populations will be reduced each generation by an amount that, approximately, depends only on the recombination rate between markers. Although drift leads to divergence in allele frequencies, it has less effect on divergence in LD values. We derived the relationship between LD and time of divergence and verified it with coalescent simulations. We then used HapMap Phase II data to estimate time of divergence between human populations. Summed over large numbers of pairs of loci, we find a positive correlation of LD between African and non-African populations at levels of up to~0.3 cM. We estimate that the observed correlation of LD is consistent with an effective separation time of approximately 1,000 generations or~25,000 years before present. The most likely explanation for such relatively low separation times is the existence of substantial levels of migration between populations after the initial separation. Theory and results from coalescent simulations confirm that low levels of migration can lead to a downward bias in the estimate of separation time.
High-density genetic marker data are increasingly used to infer population genetic and evolutionary parameters that have shaped today's human genome, including selection, [1] [2] [3] [4] effective population size, 5, 6 recombination rate, 7 and population differentiation. 8, 9 Estimation of the classical measure F ST shows substantial variation between human populations, for example 0.12 between the Yoruban from Nigeria and individuals from China and Japan. 8, 10 The existence of genetic differences between populations is important for gene-mapping studies, because spurious associations can arise from population stratification. There is strong evidence that modern human populations originated in Africa and that multiple waves of migration out of Africa occurred. There is no consensus about the amount of genetic interchange and interbreeding (not replacement) between human populations after migration out of Africa. [11] [12] [13] [14] [15] [16] Can we use molecular marker data to estimate the timing of major population splits around the latest major out-of-Africa migration event? Traditionally, the divergence time between species is estimated from DNA sequence data from the divergence in sequences and the mutation rate. There are sophisticated statistical methods to estimate divergence time between (sub)species from sequence data in the presence of ancestral migration. 17, 18 These methods are not suitable to estimate divergence time between human populations because not enough time has elapsed for mutations to occur and diverge between groups. Differences in allele frequencies between and within populations can be used to estimate F ST , but to estimate an absolute divergence time from these we need to know the effective population sizes of the populations after a split. Goldstein et al. 19 proposed an absolute dating method based upon a stepwise mutation model of microsatellite markers, assuming that the mutation rate is known. Coalescent methods have been proposed and applied to estimate population parameters (e.g., 14, 20 ), but estimates of divergence times and migration rate are scaled by effective population size, so absolute dating can be made only by making additional assumptions.
In this study we propose a method to estimate divergence time between populations. We exploit the result that linkage disequilibrium (LD) between markers between populations after a population split does, approximately, not depend on their effective population sizes. We show by coalescent simulations that the method based upon LD works well to estimate divergence times and apply our method to Phase II HapMap data.
We restrict our derivation and estimation procedure to pairs of biallelic loci. Although multiple locus and continuous length statistics exist, 21 the better-developed theory for pairs of loci facilitates the analysis. For a pair of nonallelic loci, the level of LD can be measured either with the parameter D, or the correlation parameter r, which is equal to the normalized value of D. 22 In an infinite population, recombination is expected to reduce the value of D by a fraction (1 À c) in each generation. Because gene frequencies remain unaltered in the infinite population case, the same relationship follows for the correlation,
where the prime indicates the value in the next generation. In the case of two populations that branch from an original population and diverge, the fall in r values will be independent in the two populations. If the correlations are r 1 and r 2 in the two populations, then after one generation of separation,
For two populations that exist at a point in time with correlations r 1 and r 2 , respectively, then if the two diverged T generations previously, r 1 r 2 ¼ r measures LD in the generation where the populations split.
This equation can be rearranged to allow estimation of T, the number of generations since split of two populations. It can be rewritten with little loss of accuracy as r 1 r 2 ¼ r
. Taking logarithms and rearranging gives
The derivation of Equation (1) assumes an infinite population size. For finite populations with effective size N 1 and N 2 after the separation, and a correlation r 0 in the ancestral population, E(r 1 ) z r 0 (1 À c)
T and E(r 2 ) z r 0 (1 À c) T , if the total amount of inbreeding is relatively small after separation. 22, 23 Moreover, because drift is independent in the two populations in the absence of migration, E(r 1 r 2 ) ¼ E(r 1 )E(r 2 ) z r
, as before. 23 Therefore, the expectation of the correlation in LD between the two populations is approximately the same as for infinite populations if the total amount of inbreeding after divergence is small, i.e., if T/N i is small. In addition to finite population size, the experimental sample size (n) has an effect on E(r 2 ), but not on E(r 1 r 2 ). 
Given the observed r 2 from data, the quadratic Equation (3) can be solved to give a less biased estimate of r 2 . For small values of r 2 and a large value of n, the adjustment is very close to 1/n. The quantities r 1 and r 2 can be directly observed and c can be estimated from pedigree or population data. 7 The value of r
2
[0] can either be estimated from the data, assuming that LD within the current populations is representative of that in the ancestral population, or, assuming that the effective population size in the ancestral population is known, derived from the theoretical relationship between LD and effective population size. 26 The measure of LD with r 2 is per definition for the case in which alleles at both loci are still segregating in the population. If the population sizes since divergence are small relative to the time since separation, as measured by T/N i , then there can be fixation of alleles at one or both loci. This means that the observed LD at both loci in both populations is from a selected set of loci with respect to all pairwise segregating loci in the ancestral population. 22 The effect of this selection on the variance of disequilibrium is known. 22, 27 For the purpose of the current study, a question is whether this fixation can lead to a different expectation of E(r 1 r 2 ) and therefore to a bias in the estimate of divergence time. There appears to be no simple explicit expression for E(r i jr 0 ,c,T), but we can derive an expression for E(r i jr 0 ) when c ¼ 0 and T is very large, so that only two of the initial four haplotypes are still segregating. Littler 28 has shown that in a finite population with frequencies p 1 , p 2 .. p k , the chance that alleles i and j will be the last two segregating is approximately
In the 2-locus example without recombination, the initial haplotype frequencies are
with p and q the allele frequencies at the first and second locus. At the limit, r ¼ 1 if the first two haplotypes are the remaining segregation haplotypes and r ¼ À1 if the last two haplotypes are still segregation. The correlation is undefined for other combinations of haplotypes because there is fixation at one of the two loci.
, we can derive an expression for E(r) given r 0 with the probabilities for r ¼ 1 and r ¼ À1. This expression (not shown) depends on initial allele frequencies.
For the special case of
, which is always greater than 1. Hence, at least for this (arbitrary) choice of initial allele frequencies, the expected value of the correlation at the limit is always greater than what it was initially. This result was verified by a 2-locus simulation study without recombination and mutation (results not shown). For a general quantification of bias in the estimate of divergence time resulting from fixation of alleles, we use multilocus coalescent simulations.
Hudson's ''ms'' program 29 was used to simulate a split population. Parameters were chosen to mimic the simulation of 1 Mb regions of the genome (q ¼ 400, r ¼ 400, the scaled mutation and recombination rate, respectively, 10 6 sites, corresponding to, for example, N e ¼ 10,000, a mutation rate m ¼ 10 À8 , and a recombination rate of 1 cM/Mb).
A total of n chromosomes were sampled, n/2 from each population. The parameters that were varied were the sample size (n ¼ 800 or n ¼ 240 chromosomes in total, the latter to reflect the sample size of the HapMap populations), the time since splitting (0 generations, 100 generations, 1000 generations), and selection on minor allele frequency (MAF > 0.01, > 0.05, or > 0.10 in each subsample). The reason for selection on MAF is that more common alleles are likely to reflect alleles that were segregating in the ancestral population and because of the strong dependence of r 2 values on MAF. 30, 31 For each set of parameters, 100 replicate samples were created and analyzed, corresponding to taking the average of more than 100 independent 1 Mb regions in the genome. Analyses were restricted to SNPs that were %0.1 cM apart. For each pair of ''eligible'' SNPs, the r 2 in each subsample was calculated as well as the signed value of r 1 r 2 . SNPs were grouped in 20 bins with mean distances of~2.5 kb,~5 kb, .~97.5 kb. For each bin, the mean value of r 1 r 2 was computed as well as the average value of r 2 in the two samples. LD quantities were summed over all 100 replicates, to mimic a genome-wide analysis by taking 100 independent regions of the genome. A correction was made for the mean r 2 value for experimental sample size according to Equation (3). Divergence time (T) was estimated for each bin as
with c the (known) recombination fraction. The observed mean adjusted r 2 in Equation (4) is used as a proxy for the unobserved r
[0] in Equation (2) . For very small values of c (c / 0), both the numerator and denominator of Equation (4) tend to zero, so that unstable or indeterminate estimates are to be expected. Therefore, for both the simulations and analysis of real data, we avoided mean values for c < 0.00005.
We first investigated the case when two samples are from the same population (i.e., T ¼ 0). In Figure 1 the estimate of T is given for the recombination rate range of 0.005 to 0.0975, as a function of MAF and experimental sample size. For very small values of c, the estimates are unstable and biased estimates are obtained. There is also a bias as a function of MAF, in that the estimates are too low when MAF > 0.01. This bias is particularly strong in combination with the smallest experimental sample size (n ¼ 240, i.e., two samples of 120 chromosomes), where the estimate ranges from À250 at c ¼ 0.005 to À50 at c ¼ 0.0975. A negative bias implies that the mean adjusted value of r 2 is smaller than the mean value of r 1 r 2 . With little restriction on MAF, the expected value of r 2 is smaller than when only common segregating alleles are used 30, 31 and therefore the adjustment for experimental sample size becomes more important. Because Equation (2) is only an approximation, it may contribute to the observed downward bias. For a MAF threshold of 0.10 the estimates are unbiased, irrespective of experimental sample size ( Figure 1) . Therefore, for subsequent simulations, only results are given for MAF > 0.10. In Figure 2 the estimates of T are given for true divergence times of 0, 100, and 1000 generations. The estimates for T ¼ 0 are unbiased (see also Figure 1 ), whereas estimates for T ¼ 100 and 1000 are biased downwards by about 10% to 20%. A more stringent MAF threshold of 0.3 gave very similar results (not shown). The bias is likely because of the fixation of alleles, as described above. Estimates for a true divergence time of T ¼ 3500, which may be appropriate for some human populations, 32 are given in Supplemental Data available online and show a similar bias. From the simulation studies, it seems that the method works well when segregating loci are selected on MAF, but that a small downward bias of 10%-20% can be expected. We next applied the method to real data. We used autosomal HapMap phase II data 10 to estimate the LD parameters and used estimates of recombination rates from the Oxstats map. 7, 33 To simplify the calculation of billions of pairwise r 2 values, phased haplotype data were downloaded from the HapMap website and used to calculate D and r (which can be positive or negative) for each population. For each pair of populations, autosomal SNP pairs were eligible to be included in the analysis if their minor allele frequency (MAF) was above a predefined threshold and their recombination distance was <0.3 cM. We compared the LD between the African (YRI) and European (CEU) populations. We combined the Japanese and Chinese sample to create a single Asian (ASI) sample because of their similarity in LD. 34 The haploid sample size (n) of the YRI and CEU samples was 120 (60 parents) and 180 for the ASI sample (2 3 45 unrelated individuals).
There is a strong effect of MAF on E(r 2 ) 30,31,34 and the mean r 2 is a strong determinant of the estimate of divergence time. Therefore, care should be taken which mean r 2 to use in Equation (5) . We used the average r 2 values from the YRI sample as a proxy for the unobservable r 2
[0] . For the YRI-ASI and YRI-CEU comparison, the MAF threshold was 0.10 for the YRI sample and 0.00 for the ASI (CEU) sample. The underlying assumption is that LD in the current YRI reflects that of the ancestral population, at least at the short recombination distances that we consider, and that the ASI and CEU populations are the derived (Figure 1 ), we did not observe such negative estimates in the previous simulations. However, if we invoke strong drift in one of the populations after a split, then we observe the same pattern in simulations. For example, if N e in the ancestral and one of the subpopulations is 10,000 but only 1,000 in the other subpopulation, and there have been 1000 generation since divergence, the estimates of T are highly negative for c < 0.01 (results not shown).
The absolute values, taking into account a downward bias of 10%-20%, suggest a divergence time of 800-1200 generations, or~20,000 to 30,000 years before the present. This seems low and not consistent with models of recent human population migration and archaeological findings. [11] [12] [13] [14] Recent estimates from nuclear sequence data and mitochondrial data have suggested a timing of the exit out of Africa of~50k-60k years before present. 14 The assumption of the estimation of T from LD is that there was a ''clean'' population split. What if there was migration subsequent to the population split? Migration will create a stronger correlation of LD (larger values of r 1 r 2 ), thereby biasing the estimate of divergence time downwards. We investigated this further via simulations. A migration parameter was added to the simulations with ms. 29 A value of 4N e m of 4 and 40 was used, with m the fraction of each subpopulation that is made up of new migrants each generation. For N e ¼ 10,000, this corresponds to 0.01% and 0.1%, respectively. The results for n ¼ 240, T ¼ 1000, and MAF > 0.10 are in Figure 4 . Clearly, as expected, the estimates of T are severely biased downwards for these migration rates. For the migration rate of 0.1% per generation, the estimates are biased downwards by a factor of 4 to 5. Theoretical derivations (J.A.S., unpublished data) also show a bias in the presence of migration. We have proposed a method that uses observed decay in linkage disequilibrium across populations to estimate their time of divergence from a common ancestral population. We have shown by simulations that the method works well if common SNPs are used, although there is a downward bias of 10%-20%. We applied the method to millions of SNP pairs from HapMap samples and estimated time of divergence for loci that are <0.3 cM apart. In livestock genetics, LD decay between populations was investigated in breeds of cattle 23 and lines of chickens, 35 to answer the question whether, for association studies, the same genetic markers can be used across populations. The simulation studies show a downward bias, which implies that either the observed mean r 2 is too small or that the mean r 1 r 2 is too large. The quantity that we do not directly observe but which is needed to estimate T is the r 36 It is obviously important to examine all assumptions and all aspects of the calculations that lead to this result very carefully. The Out-of-Africa hypothesis postulates that migrant populations that gave rise to the current non-African populations went through a bottleneck over a number of generations. One result of such bottlenecks is a decrease of variability, and a second result is an increase in LD. 6 The only ascertainment that we placed on the non-African population was that eligible pairs of loci (selected on MAF and distance in the YRI sample) had to be segregating. We did not use the observed r 2 in the non-African population. Therefore, drift subsequent to the population split has an effect on our estimate of T only if it influences the mean value of r 1 r 2 . We investigated this in simulations by reducing the size of one of the populations after a split (from 10,000 to 1,000), but selecting on MAF in the larger (''ancestral'') population only. Drift in the smaller population biased the estimate of divergence time downwards, in particular for small values of c, as predicted by the theory of bias because of fixation of alleles. A strong requirement in the application of Equation (4) is for an accurate measure of recombination. The T estimates of Figure 3 use the Oxstats recombination estimates, which in turn are substantially based on disequilibrium estimates. 33 There is a possible bias in using values calculated in this way. However, when we used a separate estimate of c from a meiotic map that does not account for fine-scale recombination rate, 6 we obtained much lower values of T.
This result strongly suggests that the Oxstats estimates are giving a more accurate estimate of recombination than did the meiotic estimates. If the location of recombination cold and hotspots are different in the subpopulations, then this would introduce a bias in the estimate of T. Schaffner et al. 32 used a complex demographic model to calibrate coalescent simulation results to the observed pattern of SNP frequency patterns and LD in sampled described previously. 37 The autosomal data set was based upon 3738 markers in 54 regions of the genome. Their model contained many parameters (21, 7 of which were fixed) and the authors do not claim accuracy of their proposed historical and recombination model. Nevertheless, their best-fitted model resembled the observed data well.
In their best-fitting model, the timing of the migration out of Africa was fixed to 3500 generations, and a AfricaEurope and Africa-Asia migration rate of 0.0032% and 0.0008% per chromosome was estimated. Setting the migration rate to 0 did not change the fit of the model substantially. 32 The model we have used in the current study is much simpler in that it has fewer parameters and makes fewer assumptions. Our inference is based upon much more data than the Schaffner et al., 32 so that our estimates of divergence time are likely to be more precise, if biased. In the absence of any other explanations, the most likely reason of the low estimates of divergence time is migration. A migration rate of 1 in 10,000 individuals per generation results in a downward bias of nearly 50% (Figure 4 ). There is empirical evidence from genetic data of relatively recent migration from African into Europe, 38 but to our knowledge no such admixture has been detected in the HapMap CEU sample.
In conclusion, we have proposed and evaluated a simple method to estimate divergence time from population data on linkage disequilibrium and have applied it to genomewide SNP data in three human populations. The estimate of their divergence time is about 1000 generation, which may be biased downward because of migration.
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