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Abstract
Consider the electromagnetic field scattered by a nonlinear bounded optical medium. Because of inho-
mogeneity of the medium, the governing equations are Maxwell’s equation with jump coefficients and a
source term. By using the Sommerfeld radiation condition, the model scattering problem may be truncated
into a bounded domain. In this paper, Lp estimates for Maxwell’s equation with jump coefficients are es-
tablished. The solution of Maxwell’s equation is represented by spherical harmonics. An application of the
Lp estimates gives rise to the well-posedness of a linearized model.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Second harmonic generation (SHG) is a well-known nonlinear optical effect. It was first
demonstrated by P.A. Franken, A.E. Hill, C.W. Peters, and G. Weinreich [6] in 1961. The demon-
stration was made possible by the invention of laser in 1960, which created the required high
intensity monochromatic light. In the experiment, they focused a ruby laser with a wavelength
of 694 nm into a quartz sample. They sent the output light through a spectrometer, recording
the spectrum on photographic paper, which indicated the production of light at 347 nm. The
physical mechanism behind SHG can be understood as follows. Due to the nonlinearity, the inci-
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G. Bao et al. / J. Differential Equations 245 (2008) 3674–3686 3675dent (pump) wave generates a nonlinear polarization which oscillates with twice the fundamental
frequency. According to Maxwell’s equations, this nonlinear polarization radiates an electromag-
netic field with this doubled frequency. The latter also interacts with the fundamental wave, so
that the pump wave can be attenuated (pump depletion) when the second harmonic intensity
develops. Energy is transferred from the pump wave to the second harmonic wave. It is a very
important nonlinear optical effect because theoretically coherent beams of light can be obtained
in parts of the spectrum at which lasers cannot be made and optoelectronic devices based on non-
linear effects in waveguides and optical fibres can be constructed. The reader is referred to [13]
for detailed descriptions of nonlinear optics.
A PDE model was introduced in [10,11] and [12] to describe nonlinear SHG in periodic
structures. In Bao, Minut and Zhou [5], the regularity is studied for the solutions of Maxwell’s
equations with source term in a domain with jump dielectric coefficients. These Lp estimates are
further employed to solve the linearized SHG problem in a periodic structure. In this paper, we
study the regularity of Maxwell’s equations for the scattering by a bounded domain of a nonlinear
medium. Although the interior estimate is the same as in [5], the boundary estimate requires a
new technique. A striking difference is due to the decay rate of the fields away from the medium.
In the periodic case [5], the fields decay exponentially, which makes the L∞ norm estimate
easier. For the scattering from a bounded medium, because of the slow decay of the fields away
from the medium, we must use fine properties of the Hankel functions and spherical harmonics.
We also refer the reader to related interesting studies of the well-posedness and regularity studies
of [1,2], and [14].
For simplicity we assume the medium is nonmagnetic (μ ≡ μ0) and no external current or
charge is present in the field. The following Maxwell’s equations hold:
−∂ B
∂t
= ∇ × E,
∂ D
∂t
= ∇ × H,
where E is the electric field, H is the magnetic field, B is the magnetic induction, and D is the
electric induction. The constitutive equations are:
B = μ0 H,
D = 0 E + P ,
where μ0 is the constant magnetic permeability, 0 is the dielectric permittivity in vacuum, P is
the polarization. In the linear case, the polarization is induced linearly by the electric field:
P = χ(1) E,
where χ(1) is called the linear susceptibility tensor. Thus, if a beam of angular frequency ω is
passing through the medium, a polarization oscillating at ω is produced which in turn serves as
a source for the further propagation of the original wave at ω.
If the light intensity is high (as lasers), the nonlinear effect will play a role and the polarization
will depend nonlinearly on the electric field [13]:
3676 G. Bao et al. / J. Differential Equations 245 (2008) 3674–3686P = χ(1) E + χ(2) E2 + χ(3) E3 + · · · ,
where χ(i) is the ith order susceptibility tensor. Throughout, we restrict our attention to the 2nd
order susceptibility by ignoring the higher order terms. Hence
P =
∑
j=1,2,3
χ
(1)
·j Ej +
∑
j,k=1,2,3
χ
(2)
·jkEjEk,
where Ei is the ith component of E. It is clear that the second term in the polarization may
generate fields of frequency 2ω. Let
E(jω) = E(jω)0 (x)e−ijωt + ¯E0(jω)(x)eijωt .
We can write the total field as
E = E(ω) + E(2ω).
Then, by omitting e±i3ωt terms,
EjEk =
(
E
(ω)
0j (x)e
−iωt + E¯(ω)0j (x)eiωt +E(2ω)0j (x)e−i2ωt + E¯(2ω)0j (x)ei2ωt
)
× (E(ω)0k (x)e−iωt + E¯(ω)0k (x)eiωt + E(2ω)0k (x)e−i2ωt + E¯(2ω)0k (x)ei2ωt)
= E(ω)0j E(ω)0k e−i2ωt +E(ω)0j E¯(2ω)0k eiωt + E¯(ω)0j E¯(ω)0k ei2ωt
+ E¯(ω)0j E(2ω)0k e−iωt +E(2ω)0j E¯(ω)0k e−iωt + E¯(2ω)0j E(ω)0k eiωt .
It follows that
Pl =
∑
j
χ
(1)
lj
(
E
(ω)
0j e
−iωt + E¯(ω)0j eiωt +E(2ω)0j e−i2ωt + E¯(2ω)0j ei2ωt
)
+
∑
j,k
χ
(2)
ljk
(
E
(ω)
0j E
(ω)
0k e
−i2ωt +E(ω)0j E¯(2ω)0k eiωt + E¯(ω)0j E¯(ω)0k ei2ωt
+ E¯(ω)0j E(2ω)0k e−iωt + E(2ω)0j E¯(ω)0k e−iωt + E¯(2ω)0j E(ω)0k eiωt
)
by ignoring the 3ω and higher order terms. Evidently, the combination of two fields of frequency
ω generates the second harmonic field.
The time-harmonic Maxwell’s equations become (by dropping subscript 0 to simplify the
notation)
∇ × E(ω) = −iωμ0 H(ω),
∇ × H(ω) = iω0 E(ω) + iω
∑
j,k
χ
(2)
·jk
(
E¯
(ω)
j E
(2ω)
k +E(2ω)j E¯(ω)k
)
,
∇ × E(2ω) = −i2ωμ0 H(2ω),
∇ × H(2ω) = i2ω0 E(2ω) + i2ω
∑
χ
(2)
·jkE
(ω)
j E
(ω)
k .j,k
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The nonlinear polarization may be treated as a source term in Maxwell’s equations. Rewrite the
equations as
∇ × E = −iωμ H,
∇ × H = iω E + g, (1)
where g is the source term.
The rest of this paper is organized as follows. In the next section, spherical harmonics are
introduced to represent the magnetic field. The boundary condition is derived on the artificial
boundary SR . Section 3 is devoted to establishing the Lp estimate on SR . The well-posedness of
the model problem is proved in Sections 4 and 5.
2. Spherical harmonics
Consider a bounded nonlinear medium enclosed by a boundary surface S (Fig. 1). Assume
that the dielectric coefficient is 1 inside S; 0 outside of S. It is assumed to be vacuum outside
the medium.
Now let SR be the sphere of radius R such that SR encloses the whole nonlinear medium.
Outside the medium, the magnetic field H satisfies the Helmholtz equation:
H + k2H = 0. (2)
In spherical coordinates, the equation becomes
1
r2
∂
∂r
(
r2
∂H
∂r
)
+ 1
r2
SU H + k2H = 0,
where
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1
sin2 θ
∂2
∂φ2
+ 1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
is the Laplace–Beltrami operator on the unit sphere SU .
To ensure the uniqueness of the solution, the following Sommerfeld’s radiation condition is
imposed:
lim
r→∞ r
(
∂H
∂r
− ikH
)
= 0.
We use spherical harmonics to represent the solution of this equation. See [8] and [1] for
detailed discussions of spherical harmonics. Let
H(r, θ,φ) =
∞∑
l=0
Hl(r)
l∑
m=−l
hml Y
m
l (θ,φ),
where Yml (−l m l, l  0) are the spherical harmonics. They constitute an orthogonal basis
in L2(SU ). The Hermitian product in L2(SU ) is given by
∫
SU
uv¯ dσ =
2π∫
0
π∫
0
u(θ,φ)v¯(θ,φ) sin θ dθ dφ.
On the boundary SR , we have
H(R, θ,φ) =
∞∑
l=0
l∑
m=−l
uml Y
m
l (θ,φ).
Substituting this solution into the Helmholtz equation, we have
d2Hl
dr2
+ 2
r
dHl
dr
+
(
k2 − l(l + 1)
r2
)
Hl = 0,
i.e., the spherical Bessel equation. It can be transformed by rescaling to
d2Hl
dr2
+ 2
r
dHl
dr
+
(
1 − l(l + 1)
r2
)
Hl = 0. (3)
A useful lemma from [8] about the spherical Bessel equation is stated here without proof.
Lemma 1. The spherical Bessel equation (3) admits two families of solutions, known as spherical
Hankel functions, which satisfy the recursion formulas
d
dr
Hl = l
r
Hl −Hl+1 = − l + 1
r
Hl +Hl−1,
Hl+1 +Hl−1 = 2l + 1Hl.
r
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h
(1)
l (r) = (−r)l
(
1
r
d
dr
)l(
eir
r
)
,
h
(2)
l (r) = (−r)l
(
1
r
d
dr
)l(
e−ir
r
)
;
more specifically by
h
(1)
l (r) = (−i)l
eir
r
(
βl0 + iβl1
1
r
+ · · · + (i)lβll
(
1
r
)l)
,
h
(2)
l (r) = h(1)l (r);
βlm =
(m + l)!
m!(l −m)!2m .
The function
zl(r) = r
d
dr
h
(1)
l (r)
h
(1)
l (r)
satisfies the recursion formula
(
zl−1 − (l − 1)
)
(zl + l + 1) = −r2.
Moreover,
1 + αl1
1
r2
+ · · · + αll
1
r2l
= r2∣∣h(1)l (r)∣∣2,
αlm = βlmβmm. (4)
In addition
1−Re(zl(r)) l + 1,
0 Im
(
zl(r)
)
 r.
By using the boundary condition and the Sommerfeld radiation condition, we get
H(r, θ,φ) =
∞∑
l=0
l∑
m=−l
h
(1)
l (kr)
h
(1)
l (kR)
uml Y
m
l (θ,φ). (5)
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∂H
∂n
∣∣∣∣
SR
= TRH =
∞∑
l=0
l∑
m=−l
1
R
zl(kR)u
m
l Y
m
l (θ,φ). (6)
It follows that the problem may be truncated into a bounded domain with the boundary SR and a
boundary condition (6) on SR .
3. Boundary estimate
Our goal is to establish global estimates for the solutions of the scattering problem. We first
present a local estimate from [5] which provides the LP estimate inside the dielectric and on the
interface.
Let 1 < p < ∞, let B be an open ball in R3 and let g ∈ Lp(B). Let E ∈ Lp(B) and
H ∈ W 1,p(B) be a solution of (1).
Let S be a C2 surface embedded in R3 such that S divides B into two connected components
B+ and B−. Assume the electric permittivity  is defined by
 =
{
+ in B+,
− in B−.
Theorem 2 (Local estimate). For any B ′ with B¯ ′ ⊂ B ,
‖ E‖Lp(B ′) + ‖ H‖W 1,p(B ′)  C
(‖ H‖Lp(B) + ‖g‖Lp(B) + ‖ E‖W−1,p(B)),
where C is a constant depending only on p, B ′ and B .
Therefore, in order to establish global estimates, it suffices now to obtain Lp estimates for the
solutions of Maxwell’s equations on SR . Our main result in this paper is:
Theorem 3. Let Ω = {x | R − δ < |x|  R}, 1 < p < ∞. Assume that H ∈ W 1,p(Ω),
E ∈ Lp(Ω) in Ω satisfy:
∇ × E = −iωμ H,
∇ × H = iω E.
Then
‖ H‖W 1,p(Ω ′)  C‖ H‖Lp(Ω)
for any Ω ′ = {x | R − δ < R′ < |x| < R} ⊂ Ω .
Remark 4. In fact since no forcing term is present, Theorem 3 holds also for p = 1, ∞.
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in Ω2, the Helmholtz equation (2) holds. We have
‖H‖W 1,p(Ω1)  C‖H‖Lp(Ω2)
for any Ω1 ⊂ Ω2 from standard interior elliptic estimates [7]. Let Ω ′1 = Ωi ∩Ω1. Then
‖H‖W 1,p(Ω ′1)  C‖H‖W 1,p(Ω1)  C‖H‖Lp(Ω2)  C
(‖H‖Lp(Ωi) + ‖H‖Lp(Ωe)).
In order to prove the theorem, we need to estimate ‖H‖Lp(Ωe) by ‖H‖Lp(Ωi).
Claim. ‖H‖Lp(Ωe)  C‖H‖Lp(SR).
If the claim is true, then we have
‖H‖W 1,p(Ω ′1)  C
(‖H‖Lp(Ωi) + ‖H‖Lp(SR)).
The trace theorem and Nirenberg–Gagliardo inequality [3] imply that
‖H‖Lp(SR)  C‖H‖
W
1
2 +ζ,p(Ω ′1)
 C‖H‖a
W 1,p(Ω ′1)
‖H‖1−a
Lp(Ω ′1)
 η‖H‖W 1,p(Ω ′1) + Cη‖H‖Lp(Ω ′1),
where 0 < ζ < 12 , 0 < a < 1, η is any positive constant, and Cη depends on the choice of η. Thus
‖H‖W 1,p(Ω ′1)  C‖H‖Lp(Ωi).
Proof of the claim. We prove the result by examining each of the three possible cases.
Case 1: p = 2. Note that
‖H‖2
L2(SR)
=
∞∑
l=0
l∑
m=−l
∣∣uml ∣∣2R2,
it follows from (4) that
‖H‖2
L2(Ωe)
=
∞∑
l=0
l∑
m=−l
∣∣uml ∣∣2
R+δ∫
R
∣∣∣∣ h
(1)
l (kr)
h
(1)
l (kR)
∣∣∣∣
2
r2 dr
=
∞∑
l=0
l∑
m=−l
∣∣uml ∣∣2R2
R+δ∫
R
∣∣∣∣ h
(1)
l (kr)
h
(1)
l (kR)
∣∣∣∣
2
r2
R2
dr
=
∞∑
l=0
l∑
m=−l
∣∣uml ∣∣2R2
R+δ∫
r2
R2
1+αl1 1k2r2 +···+α
l
l
1
k2l r2l
k2r2
1+αl1 1k2R2 +···+α
l
l
1
k2lR2l
drR k2R2
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∞∑
l=0
l∑
m=−l
∣∣uml ∣∣2R2
R+δ∫
R
1 + αl1 1k2r2 + · · · + αll 1k2l r2l
1 + αl1 1k2R2 + · · · + αll 1k2lR2l
dr
 δ
∞∑
l=0
l∑
m=−l
∣∣uml ∣∣2R2  C‖H‖2L2(SR).
It is worthwhile to note that from the computation above
‖H‖L2(Sr )  ‖H‖L2(SR) for all r R.
Case 2: 2 < p ∞. We only need to consider the case p = ∞, the rest follows from Riesz
convexity theorem [9]. The idea here is that we show first that for small enough δ > 0, there is a
positive function f (r) on [R,R+δ] such that the maximum of f (r)|H | on Ωe is on ∂Ωe , i.e., we
have the maximum principle for f (r)H on the domain Ωe. Remember that this f (r) is needed
since H itself cannot have the maximum principle. After this modified maximum principle is
established, we only need to show that ‖H‖L∞(SR+δ)  C‖H‖L∞(SR).
To construct the function f (r), set V = f (r)H , we have
V =
(
1
r2
(
∂
∂r
(
r2
∂
∂r
))
+ 1
r2
S
)
V
= ∂
2H
∂r2
f (r) + 2∂H
∂r
f ′(r) + f ′′(r)H + 2
r
∂H
∂r
f (r) + 2
r
Hf ′(r) + 1
r2
SHf (r)
= −k2Hf (r) + 2∂H
∂r
f ′(r) + f ′′(r)H + 2
r
Hf ′(r)
= −k2V + 2∂
V
f
∂r
f ′ + f
′′
f
V + 2
r
V
f ′
f
= −k2V + 2f ′V
′f − Vf ′
f 2
+ f
′′
f
V + 2
r
V
f ′
f
=
[
−k2 − 2
(
f ′
f
)2
+ f
′′
f
+ 2
r
f ′
f
]
V + 2ff
′
f 2
Vr .
In order to use maximum principle of elliptic differential equations, we need to find a function f
such that
k2 + 2
(
f ′
f
)2
− f
′′
f
− 2
r
f ′
f
 0.
Let f
′
f
= y. Then the equation becomes
k2 + y2 − y′ − 2y  0.
r
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on [R,R + δ]. Consequently, k2 + y2 − y′ − 2y
r
 0 on [R,R + δ].
It is easy to verify that
f = 1
cosk(r −R)
is a solution for y = k tan(k(r − R)). Therefore 1  f  √2 on [R,R + δ] for any δ  π/4.
When r ∈ [R,R + δ], the function |V | achieves its maximum value on the boundary.
Next, we will show that
‖H‖L∞(SR+δ)  C‖H‖L∞(SR).
From the arguments for p = 2, we know that
‖H‖L2(R<r<R+2δ)  C‖H‖L2(SR)  C‖H‖L∞(SR).
The standard elliptical theory concludes that
‖H‖W 2,2(R+δ/2<r<R+3δ/2)  C‖H‖L2(R<r<R+2δ).
The Sobolev embedding theorem implies that
‖H‖L∞(SR+δ)  C‖H‖W 2,2(R+δ/2<r<R+3δ/2).
Combining these estimates yields
‖H‖L∞(SR+δ)  C‖H‖L∞(SR).
Case 3: 1  p < 2. Consider a sequence of smooth function {Hn} on SR , such that
‖Hn − H‖L1(SR) → 0 as n → ∞. Write Hn in spherical harmonics: Hn(R, θ,φ) =∑∞
l=0
∑l
m=−l hmnlY
m
l (θ,φ). Define THn(R, θ,φ) =
∑∞
l=0
∑l
m=−l
h
(1)
l (kr)
h
(1)
l (kR)
hmnlY
m
l (θ,φ). There
exists g(r, θ,φ) ∈ L∞(Ωe) and g(r, θ,φ) = ∑Nk=1 gk(θ,φ)χIk , where χIk is the characteris-
tic function on Ik ,
⋃N
k=1 Ik =
⋃N
k=1[rk, rk+1] = [R,R + δ], and ‖gk(θ,φ)‖L∞(Ωk)  2, where
Ωk = {(r, θ,φ) | r ∈ Ik}, such that
‖Hn‖L1(Ωe) =
∥∥THn(R, θ,φ)∥∥L1(Ωe)
=
∣∣∣∣
∫
Ωe
THn(R, θ,φ)g(r, θ,φ) dV
∣∣∣∣
=
∣∣∣∣∣
N∑
k=1
∫
Ωe
THn(R, θ,φ)gk(θ,φ)χIk dV
∣∣∣∣∣

∣∣∣∣∣
N∑
k=1
∫
THn(R, θ,φ)gk(θ,φ)dV
∣∣∣∣∣= I.
Ωk
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gk(θ,φ) =
∞∑
l=0
l∑
m=−l
ηmklY
m
l (θ,φ),
I =
∣∣∣∣∣
N∑
k=1
rk+1∫
rk
2π∫
0
π∫
0
TH(R, θ,φ)
∞∑
l=0
l∑
m=−l
ηmklY
m
l (θ,φ)r
2 sin θ dθ dφ dr
∣∣∣∣∣
=
∣∣∣∣∣
N∑
k=1
rk+1∫
rk
2π∫
0
π∫
0
H(R, θ,φ)
∞∑
l=0
l∑
m=−l
h
(1)
l (kr)
h
(1)
l (kR)
ηmklY
m
l (θ,φ)r
2 sin θ dθ dφ dr
∣∣∣∣∣.
From Case 2, we know that ‖T gk(θ,φ)‖L∞(Ωe)  C‖
∑∞
l=0
∑l
m=−l ηmklY
m
l (θ,φ)‖L∞(SR). There-
fore
I  C‖H‖L1(SR)
N∑
k=1
‖T gk‖L∞(Ωe)|Ik| C‖H‖L1(SR).
By the density of C∞(SR) in L1(SR), we proved the conclusion for p = 1. Again from the Riesz
convexity theorem, we get
‖H‖Lp(Ωe)  C‖H‖Lp(SR)
for 1 p  2. 
4. Existence and uniqueness
In this section, we establish the existence and uniqueness of solutions for the linearized SHG
problem. By linearization, we mean the following equations:
∇ × E(ω) = −iωμ0 H(ω),
∇ × H(ω) = iω0 E(ω)
and
∇ × E(2ω) = −i2ωμ0 H(2ω),
∇ × H(2ω) = i2ω0 E(2ω) + i2ω
∑
j,k
χ
(2)
·jkE
(ω)
j E
(ω)
k .
This approximation assumes that the electric field of the incident and diffracted waves at the
initial frequency ω inside the nonlinear medium acts as a source for field generation at 2ω. In
addition, the SHG is assumed to be so weak that its influence on the field at the initial frequency
is negligible.
From the regularity result proved in this paper, we obtain the following well-posedness result.
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χ
(2)
·jk = 0 in BR \ Ω¯ , supp(m) ⊂ Br \ Ω¯ for some r < R, and m ∈ L∞(Ω). Let
 =
{
0 in BR \ Ω¯ ,
1 in Ω .
Then the linearized SHG model problem
∇ × E(ω) = −iωμ H(ω),
∇ × H(ω) = iω E(ω) + m,
∇ × E(2ω) = −i2ωμ H(2ω),
∇ × H(2ω) = i2ω E(2ω) + i2ω
∑
j,k
χ
(2)
·jkE
(ω)
j E
(ω)
k in BR,
∂ H
∂ n
∣∣∣∣
SR
= TR H on SR
has a unique solution ( H(ω), H(2ω)) ∈ W 1,p and ( E(ω), E(2ω)) ∈ Lp for any 1 < p < ∞.
Proof. By [1], we know that there is a unique solution H(ω) ∈ W 1,2(Ω) and E(ω) ∈ L2(Ω).
From the regularity result Theorem 3, H(ω) ∈ W 1,p(Ω) and E(ω) ∈ Lp(Ω). Hence g =
i2ω
∑
j,k χ
(2)
·jkE
(ω)
j E
(ω)
k ∈ Lp/2(D), for 1 < p < ∞.
It follows that there exists a unique solution H(2ω) ∈ W 1,p(Ω) and consequently E(2ω) ∈
Lp(Ω) by a similar argument. 
Remark 6. If in addition, χ(2)·jk ∈ Cα(Ω) and m ∈ Cα(Ω), we have H(2ω) ∈ W 1,p(Ω)∩C1,α(Ω)
and E(2ω) ∈ Lp(Ω) ∩Cα(Ω) by the following argument.
According to the standard elliptic regularity theory in [7], H ∈ Cβ(Ω ′) for some 0 < β < 1
and ‖H‖Cβ(Ω ′)  C with Ω ′ ⊂ Ω .
The standard elliptic regularity results indicate the C1,α regularity of H away from a tubular
neighborhood of S and near the boundary SR .
For any fixed x0 ∈ S and r > 0, denote
Qr =
{
x
∣∣ ∣∣x1 − x01 ∣∣< r, ∣∣x2 − x02 ∣∣< r, ∣∣x3 − x03 ∣∣< r}.
One may choose R such that QR ⊂ Ω . Using a transformation, QR is mapped into a set con-
taining a neighborhood QR0 of the origin. Without loss of generality, the preimage of QR0 is
assumed to contain QR/2. For simplicity, we shall omit the primes and set (in the new coordinate
system)
Q+R0 = QR0 ∩ {x3 > 0}, Q−R0 = QR0 ∩ {x3 < 0}.
3686 G. Bao et al. / J. Differential Equations 245 (2008) 3674–3686Consider a more general model problem in QR0
∂
∂xi
(
aij
∂u
∂xj
)
+ ∂
∂xj
(bj )u + cj ∂u
∂xj
+ du+ f = 0. (7)
Suppose that u ∈ Cγ (QR0) ∩ H 1(QR0). Suppose also that the coefficients aij , bj ∈ Cγ (Q±R0)
and cj , d , f ∈ C(Q±R0) have a jump at x3 = 0, bj , and the principle part of the operator is elliptic
in QR0 , i.e., there is a constant c0 such that
∣∣∣∑aij ξi ξ¯j
∣∣∣ c0|ξ |2.
The C1,α regularity of H near the boundary S can be obtained by the following theorem.
See [4] for a proof.
Theorem 7. Under the above assumptions, the solution of (7) satisfies
u ∈ C1,α(Q±R0/4
)
for some 0 < α < 1.
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