The latest H.264/AVC video coding standard aims at significantly improving compression performance compared to all existing video coding standards. In order to achieve this, variable block-size inter-and intra-coding, with block sizes as large as 16 × 16 and as small as 4 × 4, is used to enable very precise depiction of motion and texture details. The Lagrangian rate-distortion optimization (RDO) can be employed to select the best coding mode. However, exhaustively searching through all coding modes is computationally expensive. This paper proposes a scalable fast RDO algorithm to effectively choose the best coding mode without exhaustively searching through all the coding modes. The statistical properties of MBs are analyzed to determine the order of coding modes in the mode decision priority queue such that the most probable mode will be checked first, followed by the second most probable mode, and so forth. The process will be terminated as soon as the computed rate-distortion (RD) cost is below a threshold which is content adaptive and is also dependent on the RD cost of the previous MBs. By adjusting the threshold we can choose a good tradeoff between timesaving and peak signal-to-noise (PSNR) ratio. Experimental results show that the proposed fast RDO algorithm can drastically reduce the encoding time up to 50% with negligible loss of coding efficiency.
INTRODUCTION
H.264/AVC [1] is the newest international video coding standard developed by the joint video team (JVT), which consists of experts from VCEG and MPEG. It has achieved a significant improvement in coding efficiency compared to all the existing standards [2] [3] [4] To select the best coding mode, RDO is employed so that for each MB, all the MB coding modes are tried and the one that leads to the least RD cost is selected. This is to achieve the best tradeoff between the rate and distortion performance. Unfortunately, the computational burden of this type of exhaustively full searching algorithm is far more demanding than any other existing video coding standards.
As in the existing video coding standards, many efforts have been made in developing fast algorithms in motion estimation for H.264/AVC to reduce the complexity of H.264/AVC encoding [5] [6] [7] . Besides that, it is also possible to use fast mode decision strategy in H.264/AVC encoding. The basic idea of fast RDO-based mode decision in H.264/AVC is to select the coding mode that achieves the best RD performance without searching all the modes, leading to the reduction of computational complexity. This is based on the observation that a large MB partition suits slow motion and simple texture video objects, while a small partition size suits fast motion or complex scenes. Moreover, the occurrence of having different partition sizes in motion compensation is not equal, and can be decided by using the information of the temporal and spatial contents.
A number of efforts have been made to reduce the computational complexity of H.264/AVC by using various fast mode decision algorithms, such as fast SKIP mode decision [8] , fast inter-mode decision [9] [10] [11] , fast intra-mode decision [12] [13] [14] [15] , and the combination of the above [8, [16] [17] [18] [19] . All the existing methods are based on the temporal correlation between current MB and its matching MB in the previous frame, and the spatial correlation between current MB and its neighboring MBs in the current frame. Therefore, these fast mode decision strategies are basically parallel such that the RD costs of all numbers or a reduced number of 2 EURASIP Journal on Applied Signal Processing coding modes for an MB must be calculated before a decision can be made.
This paper has presented a new way for H.264/AVC fast mode decision. Unlike other methods which depend on temporal and spatial correlations, we study the probability distribution of coded modes. It is well known that, for most of the real-life video sequences, MB coding modes such as SKIP and INTER16 × 16 have much higher occurrences than the other coding modes. Thus in RDO process, we prioritize the MB coding modes such that the highest probable mode will be tried first, followed by the second highest probable mode, and so on. The MB coding mode with the least occurring probability will be tried at last. In this process, the computed RD cost will be checked against a content adaptive RD cost threshold to decide if we should terminate the RDO process before trying all of the possible modes. By adjusting this threshold we can actually control the time when the early termination can be activated, and thus this threshold can be used to determine the tradeoff between timesaving and PSNR loss. We could achieve a very significant timesaving by increasing this threshold with compromise of PSNR, or we can achieve a very good PSNR performance by reducing the threshold, but the timesaving will not be very significant. The advantage of the above fast RDO algorithm is that the order of MB coding mode is in accordance with the actual occurring probability of the MB coding modes. This can make sure that the more popular coding modes are checked prior to the less popular modes. In this way many unpopular coding modes are skipped, and the computational time is significantly reduced. Therefore, we can terminate the RDO process at any time when the RD cost is below a preset threshold. Another advantage of the proposed algorithm is that the threshold can be adjusted according to the user's preference of the tradeoff between timesaving and PSNR loss, and thus provides a scalable timesaving mechanism. Note that in our scheme, the RD costs of the MB coding modes are calculated and compared against a preset threshold one after another, until the early termination requirement is met. This differs fundamentally from other existing fast mode decision strategies where a reduced number of coding modes are tested and the one that produces the minimum RD cost is selected.
The rest of the paper is organized as follows. The next section describes the mode decision and RDO in H.264/AVC. Section 3 discusses the probability distribution of MB coding modes of test video sequences. Section 4 describes the proposed fast RDO algorithm based on the prioritization of MB coding modes and early termination. Section 5 shows the experimental results, and Section 6 is the conclusions.
OVERVIEW OF MODE DECISION IN H.264/AVC
In order to best represent the motion information and spa- In the JVT reference model software, in order to choose the best MB coding modes, H.264/AVC makes use of full search RDO, which is very computationally expensive, and a Lagrangian multiplier method is used to achieve RDO. Figure 2 shows the procedure to achieve RDO using full search scheme. The detailed steps of this exhaustively full search RDO are as follows.
Step 1. Perform motion estimation for all the inter-modes.
Step 2. Compute RD cost of all the coding modes. The RD cost of each mode J is calculated by using the number of bits R consumed by this MB and the sum of squared differences (SSD) between the original and the reconstructed pixels SSD:
where λ is the Lagrangian multiplier.
Step 3. The coding mode that has the minimum J is selected as the best coding mode for this MB.
It can be seen from the above steps that the mode decision strategy of the full search RDO scheme is "parallel" such that RD costs of all coding modes for an MB must be calculated before a decision can be made. However, it is not necessary to test all the coding modes if the mode can be decided earlier by using the local content information of the video. For example, if the video object contain many detailed textures or high motion, the probability of coding it using small partition such as INTER8×8 mode is much higher than that of using a larger partition, and vice verse. In Section 4, we will present a more efficient mode decision scheme based on "sequential" decision strategy, such that we will compute the RD costs of MD coding modes one after another, in the order of descending occurring probability. This process will terminate immediately when the computed RD cost is below a threshold, which is adaptively decided by statistics of the neighboring MBs. Figure 3 shows the differences between the "parallel" and "sequential" mode decision strategies.
STATISTICAL STUDY ON MB CODING MODES IN H.264/AVC
If the best coding mode can be determined at an early stage of RD cost computation, significant timesaving can be achieved. The early termination strategy can be fulfilled making use of the local temporal and spatial contents, as well as a content adaptive threshold. In addition, motion estimation for any coding mode is performed only if there is a need to calculate the RD cost of this mode, and thus, the overall structure of the RDO process has to be modified to facilitate the early termination strategy.
Probability distribution of MB coding modes
It is observed that in encoding a natural video sequence, MBs in slow-motion and low-complexity frames are usually coded using larger partitions such as SKIP or 16 × 16, whereas MBs in fast-motion or high-complexity frames are likely to be coded using smaller partitions such as
Due to the strong temporal correlation between consecutive frames, the probability of encoding an MB using inter-mode is much higher than using intra-mode. To verify the above observations, extensive experiments have been conducted on different sequences and at different quantization parameters (QP) to find out the statistics of MB coding modes in test video sequences. Figure 4 shows an example of the MB coding mode statistics of twelve test sequences by using full search RDO. In Figure 4, and INTRA4 × 4 modes. On the other hand, for fast-motion and high-complexity sequences such as "Foreman," "Mobile," and "Stefan," more than 40% of their MBs are encoded using the coding modes with smaller partitions. For example, the probabilities of using smaller partitions for "Foreman," "Mobile," and "Stefan" are 47%, 63%, and 47%, respectively. Furthermore, the probability of SKIP mode or the modes with larger partitions increases as QP increases, and the probability of the modes with smaller partitions decreases as QP decreases, which are shown in Figures 4(b) and 4(d). Therefore, significant timesaving can be achieved if we design an intelligent early termination strategy during RDO by taking into account the probability distribution of selected MB coding modes.
Mean value and standard deviation of RD cost
In RDO process, the RD cost of each MB coding mode must be computed in order to decide which mode would be eventually used. Thus an early termination strategy can be designed based on the RD cost of each coding mode. In order to activate the early termination correctly, we have conducted an experiment to explore the statistical properties of RD cost, such as their mean value and standard deviation, mode has the highest mean value and standard deviation of RD cost. As QP increases, the mean value and standard deviation increase too. It can be seen that the standard deviation of RD cost has very large values and thus the RD cost of different MBs varies largely. Moreover, in most cases, the mean value of RD cost for most coding modes is in accordance with its occurring probability. The MB coding mode which has higher occurring probability usually produces lower mean value of RD cost. This shows that the mean value of RD cost is a good measure to distinguish different coding modes.
Correlation coefficient of RD cost
Although RD cost varies largely for different modes, the RD cost of neighboring MBs and their colocated MBs in the reference frame is highly correlated. This is evident from experiments. We use the correlation coefficient of RD cost between consecutive frames to represent the correlation of RD cost, which is defined as follows: Figure 5 shows the correlation coefficient of RD cost between consecutive frames at QP = 28 of four different sequences. In Figure 5 , the average values of correlation coefficient for all the sequences are larger than 0.9. The average correlation coefficient for less complicated sequences such as "Akiyo" is 0.983, and that for fast sequences such as "Stefan" is 0.952. This implies that the RD costs are very similar between consecutive frames, and thus provides a good basis for predicating the RD cost of the current frame's MB, which can be used to activate the early termination. That is, the statistical properties such as the mean value and standard deviation of RD cost of previous MBs can be used during the early termination in mode selection. 
PROPOSED PRIORITY-BASED FAST RDO ALGORITHM

Prioritizing the MB coding modes
Based on the observation as described in Section 3.1, we have designed an algorithm to sort the order of the MB coding modes for each MB to be coded according to their occurring probabilities. Occurring probability of a coding mode is the probability that the mode is selected as the best mode. Let n i be the number of times that Mode i is selected as the best mode, let n be the total number of previously processed MBs, then the occurring probability of Mode i is
The MB coding mode that has the highest occurring probability will be placed at the beginning of the queue, and will have the highest priority to be checked in mode decision process, while the MB coding mode that has the lowest occurring probability will be placed at the bottom of the queue and will be the last to be checked. If one coding mode has met the early termination criterion such that its RD cost is below the given threshold, this mode will be chosen as the best mode, and the remaining coding modes in the queue will be skipped. After that the priority queue will be updated, which will be used for mode decision of the next MB. Figure 6 illustrates this mechanism of prioritizing the MB coding modes.
Since the order of the coding modes in the priority queue is in accordance with the occurring probability of that mode, the more popular modes are always checked prior to the less popular modes. This ensures that the more popular modes are kept while the less popular modes are skipped if necessary. Thus the computational time is reduced.
Early termination measure
The objective of an early termination is to decide whether an MB coding mode has met the RD cost criterion so that the mode selection for the current MB can be terminated early without trying the rest of the coding modes in the queue. Based on the observations in Sections 3.2 and 3.3, an early termination mechanism according to the mean value and standard deviation of RD cost is defined as follows:
where J is the MB's RD cost as in (1), E J is the mean value of the mode's RD cost, σ J is the standard derivation of the same mode's RD cost, and α is a positive constant coefficient. Suppose the current MB is the nth MB, then
As we have shown, each coding mode has its own mean value of RD cost that is different from the one of the others, and the best coding mode has the minimum RD cost. If the RD cost of the current mode satisfies (4), this means that the current mode is, or very closed to, the optimal mode, and the PSNR loss will be negligible even if it is not the optimal mode. Therefore, the RDO process stops and the current mode is selected as the best coding mode. Here E J − ασ J means that the best coding mode approaches in the direction of reducing the average RD cost so that video quality is maintained. In (4), α is a parameter to control the video quality and computational time. If we want to save more time, α can be set to a lower value. On the other hand, if we want to maintain high video quality, α can be set to a higher value. Therefore, the adjusting of α makes our fast RDO algorithm scalable in terms of timesaving.
Proposed fast RDO algorithm
Based on the proposed prioritization mechanism and the early termination measure, the fast RDO algorithm is proposed as follows. Step 1. Sort the coding modes according to their occurring probability, and place them into the priority queue.
Step 2. Test the mode from the beginning of the priority queue. Compute its RD cost and check against early termination criterion.
Step 3. If the RD cost satisfies (4), select the current mode as the best mode (early termination) and go to Step 5.
Step 4. If the current mode is not the last mode in the priority queue, go to Step 2; otherwise, select the mode with the minimum RD cost as the best mode.
Step 5. Update the priority queue of the coding modes according to the new probability distribution.
Initially, for the first MB of the first P frame, all the modes are placed into the priority queue in the order of 1 to 7. Then a full search method is used to select the best coding mode for the first MB. After one coding mode has been selected as the best mode, the priority queue is updated according to the occurring probability of that mode such that the mode that has the highest occurring probability is placed at the beginning of the priority queue.
The mean value and standard deviation of RD cost are predicted dynamically according to that of the previous MBs. For the nth MB,
where E J, n−1 is the true mean value of RD cost for the previous n−1 MBs, σ J,n−1 is the true standard deviation of RD cost for the previous n−1 MBs. Initially, E J,0 = 0, σ J,0 = 0. One special case is the INTER8×8 mode. In checking the INTER8 × 8 mode, the 8 × 8 block will be further partitioned into smaller blocks such as 8 × 8, 8 × 4, 4 × 8, and 4 × 4. The RD cost of the subblocks is computed separately and their summation is the RD cost of mode INTER8 × 8. Therefore, no matter what the size of the subblock is, the coding mode is still considered as INTER8 × 8.
The proposed fast RDO algorithm is summarized in Figure 7 . 
EXPERIMENTAL RESULTS
To evaluate the performance of the proposed fast RDO algorithm, we compare it with JVT reference model software JM8.2 [20] . All the simulations are performed using a Pentium-43.00 GHz processor with 512 MB DDR RAM. The conditions of the experiment are listed in Table 2 . In our experiments, we only consider the features available in the main profile of H.264/AVC. In the experiments, the frame rate of the sequences is 30 frames per second. For QCIF sequences, the number of frames is 240. For CIF sequences, the number of frames is 120. For each sequence, four QP values of 28, 32, 36, and 40 are used. The comparison results are produced and tabulated based on the averaged difference of coding time (ΔTime), the averaged PSNR difference (ΔPSNR), and the averaged bit rate difference (ΔBIT). In order to evaluate the timesaving of the fast RDO algorithm, the time difference is defined as follows.
For QP i (i = 1, . . . , 4), let T JM,i denote the coding time used by JM8.2 encoder and let T FR,i be the time taken by the fast RDO algorithm, the difference of coding time is defined as Thus the average difference of coding time is as follows:
PSNR and bit rate differences are calculated according to the numerical averages between the RD-curves derived from JM8.2 encoder and the fast RDO algorithm, respectively. The detailed procedures in calculating these differences can be found in [21] , which is recommended by JVT Test Model Ad Hoc Group [22] . Note that PSNR and bit rate difference should be regarded as equivalent, that is, there is either the increase in PSNR or the decrease in bit rate, not both at the same time.
The experimental results with α = 0.3 are given in Table  3 . As can be seen from Table 3 , our algorithm has achieved a significant saving in the average encoding time compared to JM8.2, while at the same time the loss of video quality is negligible. Table 4 shows the detailed performance results for CIF sequence "Paris" for different QPs. As QP increases, the amount of timesaving increases. This is because in this case, the probability of SKIP mode increases. Since SKIP mode has the highest priority, it is checked prior to other coding modes. Thus the timesaving will be more significant than in the case of lower QPs. Although not all the modes are the same, the PSNR loss of the proposed algorithm is only 0.042 dB. This high similarity in MB coding modes of these two schemes shows that the proposed fact RDO is effective.
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Figures 9(a) and 9(b) give the results of average PSNR difference versus α and average time difference versus α, respectively. In Figure 9 (a), for high motion sequences "Foreman" and "Stefan," the average PSNR difference increases as α increases. In Figure 9(b) , for all the sequences, the average time difference decreases as α increases. This shows that α can be used as a control parameter for the tradeoff between the reconstructed video quality and computational complexity. If we want to save more time, we can decrease α. Otherwise, α can be increased to retain the coding quality.
In Table 5 , we compare our proposed algorithm with that of Lu et al. [19] . In [19] , Lu et al. proposed a fast mode decision algorithm for B and P frames in H.264, where the information from the previously coded MBs, such as neighboring mode, residue, and RD cost, is used to determine that some of the modes can be skipped in the RDO process. The choice of early termination thresholds depends on the fixed mode order that is determined before the coding. Note that in our algorithm, the order of modes is based on the mode popularity that is updated adaptively during the RDO process.
For sequence "Akiyo," "Bus," and "Mobile," our proposed algorithm performs better in PSNR, bit rate, and timesaving. As for sequence "Stefan," although [19] 's algorithm performs better in terms of PSNR, our proposed algorithm has much significant timesaving compared to that of [19] .
CONCLUSIONS
In this paper, we have proposed a fast RDO algorithm based on the occurring probability of different coding modes. The coding mode which has higher occurring probability will be tried first in the RDO process. Once the RD cost of the coding mode has met the early termination criterion, the RDO process will be stopped immediately without testing the rest of coding modes in the priority queue, thus significant timesaving can be achieved. By adjusting a threshold which is proportional to the RD cost of the previously encoded frame, we can achieve good tradeoff between timesaving and PSNR loss, and thus this approach is scalable. Simulation results have shown that our proposed algorithm achieves significant timesaving with negligible PSNR loss when compared with JM8.2.
