Random correlation matrices are studied for both theoretical interestingness and importance for applications. The author of [? ] is interested in their interpretation as covariance matrices of purely random signals, the authors of [? ] employ them in the generation of random clusters for studying clustering methods, whereas the authors of [? ] use them for studying subset selection in multiple regression, etc. The determinant of a matrix is one of the most basic and important matrix functions, and this makes studying the distribution of the determinant of a random correlation matrix of paramount importance. Our main result gives the asymptotic distribution of the determinant of a random correlation matrix sampled from a uniform distribution over the space of d × d correlation matrices. Several spin-off results are proven along the way, and a connection with the law of the determinant of general random matrices, proven in [? ], is investigated.
Introduction
The authors of [? ] and [? ] have studied extensively the problem of generating random correlation matrices uniformly from the space of positive definite correlation matrices. In [? ] it is shown that since a d−dimensional positive definite correlation matrix R = (ρ ij ) i,j=1,...,d can be parametrised in terms of correlations ρ i,i+1 and partial correlations ρ i,j;i+1,...,j−1 for j − i ≥ 2, and these parameters can independently take values in the interval (−1, 1), one can generate a random correlation matrix by choosing independent distributions F ij , 1 ≤ i < j ≤ d for these parameters.
Appropriate choices for F ij lead to a joint density for ρ ij:1≤i<j≤d that is proportional to |R| α−1 , where α > 0. In [? ] it is shown that in this case the joint density is invariant to the order of indexing of variables for the partial correlations, and each ρ ij marginally has a Beta α − 1 + distribution on (1, 1). The uniform density over the set of positive definite correlation matrices is obtained when α = 1. The proof of this result is formulated using the notion of the partial correlation regular vines. Vines were introduced in [? ] and [? ] . A vine on d variables is a nested set of trees. The edges of the j th tree are the nodes of the (j + 1) th tree. A regular vine on d variables is a vine in which two edges in tree j are joined by an edge in tree j + 1 only if these edges share a common node. More formally: Definition 1. V is called a regular vine on d elements if:
2. T 1 is a tree with nodes N 1 = {1, . . . , d}, and edges E 1 and for i = 2, . . . , d − 1, T i is a tree with nodes
where denotes the symmetric difference. In other words if a and b are nodes of T i connected by an edge in T i , where a = {a 1 , a 2 }, b = {b 1 , b 2 }, then exactly one of the a i equals one of the b i For each edge of the vine we distinguish a constraint, a conditioning, and a conditioned set. Variables reachable from an edge, via the membership relation, form its constraint set. If two edges are joined by an edge in the next tree the intersection and symmetric difference of their constraint sets give the conditioning and conditioned sets, respectively.
Each regular vine edge may be associated with a partial correlation. A complete partial correlation vine specification is a regular vine with a partial correlation specified for each edge. A partial correlation vine specification does not uniquely specify a joint distribution 1 , but there is a joint distribution satisfying the specified information [? ] . The property of vines that plays a crucial role in the starting point of this paper is given in the next theorem [? ] .
Theorem. Let D be the determinant of the correlation matrix R of variables X 1 , · · · , X d , with D > 0. For any partial correlation vine:
where E(V) is the set of edges of the vine V, D e denotes the conditioning set associated with edge e, and {e 1 , e 2 } is the conditioned set of e.
Vines are actually a way of factorising the determinant of the correlation matrix in terms of partial correlations. As mentioned earlier, the uniform density over the set of positive definite correlation matrices is invariant to the order of indexing of variables for the partial correlations, and each ρ ij marginally has a Beta variables on (0, 1) as:
. Then the determinant D of a correlation matrix can be written as a product of (d − 1) independent Beta distributed random variables:
Proof. Using the following equality [? ]:
which holds for a i+1 = a i + b i , we reduce the second product from the expression of D to:
obtaining:
Remark. Observe that the sum of the Beta parameters is constant and equal to S = d+1 2
; we can also re-write the above result as follows:
Rearranging the terms and looking separately at odd and even values of d we obtain:
2 )·Beta( 
. Let B(α, β) denote the Beta function, and Γ(z) denote the Gamma function. Then:
Using that
. we obtain 2 :
Using Stirling's approximation:
. In the same fashion we calculate lim d−→∞ E(D have:
The above equalities prove lim d−→∞ var(D 
Spin-off Results
The asymptotic behaviour of the d th root of the first two moments of D is formulated in the following proposition: 
The first equality from the above proposition suggests some sort of linear behaviour that will be later observed again in a different context.
The first moment of D can be calculated exactly as a function of the dimension d, whereas it is easier to calculate only an approximation of the second moment. Their respective expressions are given in the following proposition:
Proposition 2. Let d > 3. For a uniform distribution over the space of d × d correlation matrices, the marginal distribution of each correlation is Beta(d/2, d/2) on (−1, 1) and the determinant D of a correlation matrix follows the expression from equation (3). Then:
, where c = Since sums of independent random variables play a more important role than products, and they have been studied more thoroughly, it would be convenient to look at the logarithm of the determinant of the correlation matrix, than at the determinant itself. Let us denote Y d = ln D (d corresponds to the dimension) and look at the first two moments of this new random variable. Consider d = 2k 3 , ψ the digamma function,H n the n th harmonic number and γ the Euler -Mascheroni constant.
and looking only at asymptotics (d → ∞) we obtain:
3 The calculations will follow the same lines for an odd dimension.
For calculation the variance of Y d we need the first derivative of the digamma function, denoted ψ 1 . Then:
The law of the determinant of random matrices
The authors of [? ] proved that for a d−dimensional random matrix A d whose entries a ij are independent real random variables with mean zero and variance one, the logarithm of |det(A d )| satisfies a central limit theorem. More precisely:
The entries of a random correlation matrix are definitely not independent so we cannot use their result as it is, but only have an indication of the order of the first two moments of Y d . The entries in our correlation matrix
. That is to say, they are random variables with mean 0 and variance
. Then the variables √ d + 1 · ρ ij have mean zero and variance one. Ignoring for a moment that the ρ ij s are not independent, taking a ij = √ d + 1 · ρ ij , and applying the result above, we obtain:
, where N (0, 1) is a standard normal variable.
The above result is in line with the previous calculations for the mean and variance of Y d . Moreover, simulating
, for dimensions 300, 400,
and 500, we obtain a distribution that is undistinguishable form a normal distribution (when performing a two-sample Kolmogorov-Smirnov goodnessof-fit hypothesis test) with mean 1.69, and standard deviation 1.34. This result is quite encouraging, apart from some constants.
Y d 's moment generating function
The moment generating function of Y d can be calculated as follows:
, and Proposition 1 we obtain 4 :
In this case, the first derivative of
. This suggests again some sort of linear behaviour previously observed in Proposition 1.
Large deviations for sums of independent random variables
Let us now go back to the expression from equation 5. Taking the logarithm on both sides of the above equation and using the following equalities/approximations:
To investigate:
5 Discussion
Appendix
Let us prove Propositions 1 and 2.
To prove Relation 1) from Proposition 1 consider d = 2k. Then:
In the same way, for d = 2k + 1:
Using Stirling's approximation for d! ∼ The relations from Proposition 2 find their derivations in the calculations above.
