Abstract. In the paper it is shown that there exist a function g ∈ L 1 [0, 1] and a weight function 0 < µ(x) ≤ 1, so that g is universal for each classes L p µ [0, 1], p ≥ 1 with respect to signs-subseries of its Fourier-Walsh series.
Introduction and preliminaries
Let |E| be the Lebesgue measure of a measurable set E ⊆ [0, 1], χ E (x) -its characteristic function, L p (E) (p > 0) -the class of all those measurable functions on E that satisfy the condition E |f (x)| p dx < +∞, L Let us recall the definition of the Walsh orthonormal system {W n (x)} ∞ n=0 . Functions of the Walsh system are defined by means of Rademacher's functions R n (x) = sign(sin 2 n πx), x ∈ [0, 1], n = 1, 2, . . . , in the following way (see [1] ): W 0 (x) ≡ 1 and for n ≥ 1
where n = 2 k 1 + 2 k 2 + · · · + 2 kp (k 1 > k 2 > · · · > k p ). In the present paper the following theorem is proved for the Walsh system: Theorem 1.2. There exist a function g ∈ L 1 [0, 1] and a weight function 0 < µ(x) ≤ 1, so that g is universal for each class L p µ [0, 1], p ≥ 1 with respect to signs-subseries of its Fourier-Walsh series.
Moreover, it will be shown that the measure of the set on which µ(x) = 1 can be made arbitrarily close to 1, and the function g ∈ L 1 [0, 1] can be choosen to have strictly decreasing Fourier-Walsh coefficients and converging to it by L 1 [0, 1] norm Fourier-Walsh series. It can be easily shown that the assumption of existence of such universal function simply leads to contradiction. Indeed, if that assumption was true, then for the function k 0 c k 0 (g)W k 0 (x), where k 0 > 1 is any natural number with condition c k 0 (g) = 0, one could find numbers δ k = ±1, 0 so that
Hence, we would simply get a contradiction:
Existences of functions, which are universal in different senses, were considered by mathematicians since the beginning of the 20-th century. The first type of universal function was considered by G. Birkhoff [2] in 1929. He proved, that there exists an entire function g(z), which is universal with respect to translations, i.e. for every entire function f (z) and for each number r > 0 there exists a growing sequence of natural numbers {n k } ∞ k=1 , so that the sequence {g(z+n k )} ∞ k=1 uniformly converges to f (z) on |z| ≤ r. In 1952 G. MacLane [3] proved a similar result for another type of universality, namely, there exists an entire function g(z), which is universal with respect to derivatives, i.e. for every entire function f (z) and for each number r > 0 there exists a growing sequence of natural numbers
uniformly converges to f (z) on |z| ≤ r. Further, in 1975 S. Voronin [4] proved the universality theorem for the Riemann zeta function ζ(s), which states that any nonvanishing analytic function can be approximated uniformly by certain purely imaginary shifts of the zeta function in the critical strip, namely, if 0 < r < and g(s) is a nonvanishing continuous function on the disk |s| ≤ r, that is analytic in the interior, then for any ε > 0, there exists such a positive real number τ that max |s|≤r g(s) − ζ(s + 3/4 + iτ ) < ε.
In 1987 K. Grosse-Erdman [5] proved the existence of infinitely differentiable function with universal Taylor expansion, namely, there exists a function g ∈ C ∞ (R) with g(0) = 0, such that for every function f ∈ C(R) with f (0) = 0 and for each number r > 0 there exists a growing sequence of natural numbers
, so that the sequence
uniformly converges to f (x) on |x| ≤ r. In papers [6] and [7] authores studied existances of universal functions for classes L p [0, 1], p ∈ (0, 1) with respect to signs-subseries of Fourier-Walsh series and signs of Fourier-Walsh coefficients, respectively. In particular, it was shown in [6] Note that the definition of function universality which we gave above could be done in therms of Fourier series universality in corresponding sense. The topic of universal series existance (in the common sense, with respect to rearrangements, partial series, signs of coefficients and etc.) in various classical orthogonal systems was also invevestigated intensively. The most general results were obtained by D. Menshov [8] , A. Talalyan [9] , P. Ulyanov [10] and their disciples (see [11] - [22] ).
Regarding to the result of the present paper the following questions arise, the answer to which is unknown yet: 
Main lemmas
Let us start from known properties of the Walsh system, which will be used during the proofs. It is known (see [1] ) that for each natural number m
and, consequently,
thus, for each p > 0 we have 
Note also that the basicity of the Walsh system in spaces L p [0, 1], p > 1 provides the existence of a constant C p > 0, so that for each function f ∈ L p [0, 1] the following inequality holds:
where {S k (f )} are partial sums of its expansion by the Walsh system [1] .
In the paper we use the following lemma, which was proved in [23] :
is a whole number, there exists a polynomial in the Walsh system
where E 1 and E 2 are finite unions of dyadic intervals.
One of the main building blocks in the proof of the theorem 1.2 is Lemma 2.3 which is proved by the help of Lemma 2.2. Lemma 2.2. Let p > 1, n 0 be some natural number and ∆ ⊂ [0, 1] be a dyadic interval, then for any numbers 0 < ε < 1, l = 0 and natural number q there exist a measurable set E q ⊂ ∆ with measure |E q | = (1 − 2 −q )|∆| and polynomials
in the Walsh system, so that H q (x) = 0 outside ∆,
where C is a constant defined by the space L p [0, 1], and
4) max
Proof. The proof is performed using mathematical induction with respect to the number q.
we present the interval ∆ in the form of union of disjoint dyadic intervals
with measure ∆
1 > K 1 such that the following conditions take place:
is a whole number,
By successively applying lemma 2.1 for each interval ∆ i , we can find polynomials in the Walsh system
such that
i .
(2.9) Hence, by denoting
we get
(2.11)
As the polynomial H group, it is clear, that the set E 1 can be presented as a union of certain N 2 number of disjoint dyadic intervals
By defining 13) let us verify that the set E 1 and polynomials
satisfy all statements of lemma 2.2 for q = 1. Indeed, by using (2.11) and (2.12) we obtain |E 1 | = (1 − 2 −1 )|∆|. The statement 1) follows from (2.6), (2.8), (2.13) and from monotonicity of numbers K (1) i (i = 1, N 1 ). The statement 2) immediately follows from (2.11) and (2.12). To prove statements 3) and 4) we present the natural number M ∈ 2 n 0 , 2
Further, for each natural number n ∈ n 0 , K
) (coefficients a k of Walsh functions from n-th group are equal in H 1 (x)). Taking into account (2.2), (2.3), (2.5), (2.8), (2.13) and b) condition for numbers K
which proves the statement 4) of lemma 2.2. Assume, that for q > 1 natural numbers
, sets E q−1 ⊂ ∆ and E q−1 = ∆ \ E q−1 and polynomials
are already chosen to satisfy the conditions
14)
16)
and the set E q−1 can be presented as a union of certain N q number of disjoint dyadic intervals
such that the following conditions hold:
By successively applying lemma 2.1 for each interval ∆ (q) i ⊂ E q−1 (i = 1, N q ) and corresponding number K (q) i , we can find polynomials in the Walsh system 19) such that
Hence, by denoting
and taking into account (2.16) and (2.18), we obtain
let us verify that the set E q and polynomials
where n q ≡ K 
(C = C p + 1), which proves the statement 3). Further, for each natural number n ∈ n 0 , K
Nq we denote 
which proves the statement 4). Lemma 2.2 is proved.
Lemma 2.3. Let numbers p 0 > 1, n 0 ∈ N, 0 < ε < 1 and polynomial f (x) ≡ 0 in the Walsh system be given. Then one can find a measurable set E ε with measure |E ε | > 1 − ε and polynomials
in the Walsh system, which satisfies the following conditions:
3) max
for any measurable set e ⊆ E ε and p ∈ [1, p 0 ],
4) max
Proof. We choose a natural number q, so that
and present the function f (x) in the form
where l j = 0, j = 1, ν 0 , and {∆ j } ν 0 j=1 are disjoint dyadic subintervals of the section [0, 1]. Without loss of generality we can assume that all these intervals have the same length and are small enough to provide the condition
By successively applying lemma 2.2 for each interval ∆ j , j = 1, ν 0 , and taking into account (2.26) and (2.27), we can find sets E (j)
and polynomialsP
in the Walsh system, so thatH
We define a set
and polynomialsP 
. Taking into account (2.30), (2.31) and (2.33), for any measurable set e ⊆ E ε and p ∈ [1, p 0 ] we have
and, by using (2.32), we obtain
Hence, polynomialsP (x) andH(x) satisfy all statements of lemma 3 except for 1). To have strict inequalities between coefficients we choose such a natural number N 0 that 2 −N 0 < ε 2 (2.38) and define polynomials
where
39) It is not hard to verify that polynomials P (x) and H(x) satisfy all statements of lemma 2.3. Indeed, the statement 1) immediately follows from (2.34), (2.38) and (2.39). Further, considering (2.35)-(2.39) for each natural number M ∈ [2 n 0 , 2 nν 0 ), measurable set e ⊆ E ε and p ∈ [1, p 0 ] we get
Lemma 2.3 is proved.
Now with help of Lemma 2.3 we will prove the main lemma of the paper, which will be used in the proof of the main theorem.
Lemma 2.4. For any δ ∈ (0, 1) there exist a weight function 0 < µ(x) ≤ 1, with |{x ∈ [0, 1]; µ(x) = 1}| > 1 − δ, so that for any numbers p 0 > 1, n 0 ∈ N, ε ∈ (0, 1) and polynomial f (x) ≡ 0 in the Walsh system, one can find polynomials in the Walsh system
satisfying the following conditions:
3) max
2 n 0 ≤M <2 n M k=2 n 0 δ k a k W k L p µ [0,1] < 2||f || L p µ [0,1] + ε, ∀p ∈ [1, p 0 ],
4) max
, be a sequence of all polynomials in the Walsh system with rational coefficients. By successively applying lemma 2.3, one can find sets E m ⊂ [0, 1] and polynomials in the Walsh system of the form
which satisfy the following conditions for any natural number m: 
It is clear (see (2.42) and (2.47)) that
We define a function µ(x) in the following way:
49)
It follows from (2.47)-(2.49) that for all m ≥ n
In a similar way for all m ≥ n, M ∈ [2 N m−1 , 2 Nm ) and p ∈ [1, p m ] we have
(2.52)
Since Ω m ⊂ E m , by using conditions (2.44), (2.47)-(2.51) and Jensen's inequality, for all m ≥ n we obtain 
(2.54)
Let n 0 ∈ N and ε ∈ (0, 1) be arbitrarily given. From the sequence {f m (x)} ∞ m=1
we choose such a function f m 0 (x) that
and for k ∈ 2 n 0 , 2 Nm 0 set
Now it is not hard to verify that the function µ(x) and polynomials P (x) and H(x) satisfy all requirements of lemma 2.4. Indeed, statements 1)-3) immediately follow from (2.43), (2.53)-(2.58). Further, by using (2.46), (2.55)-(2.57) we obtain
Let M 1 be an arbitrary natural number from 2 n 0 , 2
and, considering (2.1), we have
which proves the statement 4). Lemma 2.4 is proved.
3. Proof of theorem 1.2
, be a sequence of all polynomials in the Walsh system with rational coefficients. By applying Lemma 2.4, we obtain a weight function 0 < µ(x) ≤ 1 with |{x ∈ [0, 1], µ(x) = 1}| > 1−δ and polynomials in the Walsh systems
which satisfy the following conditions for any natural number m:
for any p ∈ [1, p m ], and
From (3.1) and (3.6) it immediately follows that
By denoting
where coefficients a k , k ∈ [0, N 0 ), are arbitrary monotonically decreasing positive numbers with a N 0 −1 > a
, we define a function g(x) and a series ∞ k=0 a k W k (x) as follows:
10) and a k are coefficients in P 0 (x) (see (3.8) ), when k ∈ [0, N 0 ). By using (3.3), (3.6)-(3.10) we conclude that the series 
Assume that for q > 1 numbers ν 1 < ν 2 < · · · < ν q−1 and {δ k = ±1, 0}
Nν q−1 −1 k=0
are already chosen, so that for each natural number j ∈ [1, q − 1] the following conditions hold: 12) max
We choose a function f νq (x) from the sequence {f m (x)} ∞ m=1 with ν q > ν q−1 so that (3.14)
Taking into account (3.2), (3.4), (3.13) and (3.14), we get < 2 −q−1 + 2 −q+1 < 2 −q+2 .
Thus, from (3.5) and (3.14) it follows that for each natural number M ∈ [N νq−1 , N νq )
Clearly, by using induction one can determine growing sequence of indexes {ν q } +∞ q=1 and numbers {δ k = ±1, 0} +∞ k=0 so that conditions (3.14)-(3.16) hold for any q ∈ N. Hence, we obtain a series The theorem 1.2 is proved.
