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1. INTRODUCTION 
In a series of previous papers 13-7 J the first named author studied a 
number of extremal eigenvalue problems of the following type. Let Z be a 
real Hilbert space with an inner product (x, y). Let C be a convex set of 
linear bounded symmetric non-negative definite operators which map Z to 
itself. Assume furthermore that we can introduce a locally convex linear 
topology in C such that C is compact with respect to this topology. Denote 
by B the set of the extremal points of C. By the Krein-Milman theorem we 
have C = z(k?). Define 
k 
i=l 
, a, > 0, i = l,..., k, c C$ = I\, 
iY, 
(1.1) 
for k = 1,2..... Let K:R+Z be a compact symmetric positive definite 
operator. Consider the compact operator KA. As the non-trivial spectrum of 
KA is equal to the spectrum of A”*KA I” all the eigenvalues of KA are non- 
negative. We arrange them in a decreasing order 
zl,(KA)>L,{KA)> -I. >O, 
each eigenvalue repeated according to its multiplicity. We assume that each 
,l,(KA) is a continuous function of A with respect to the given topology in C. 
The main result of [3] can be stated as follows. 
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Let F(x, ,..., xp) be a continuous function defined on R’: such that F is an 
increasing function of its arguments. Consider 
Then the maximum is achieved for some A* belonging to H,(,, , ,,,J??). The 
second named author studied in IS] certain extremal eigenvaiue problems of 
type (1.3), where F(x, ,..., xP) =x, and the operator K is symmetric 
(compact) but not positive (non-negative) definite. This situation arises in the 
study of the critical mass of nuclear reactor. The purpose of this paper is to 
obtain analog results to the theorems given in 13-51 for a kernel K which has 
positive and negative eigenvalues. We call such a kernel indefinite. We now 
list briefly the contents of the paper. In Section 2 we deal with an indefinite 
kernel K which has P (20) negative eigenvalues. Theorem 2.1 essentially 
claims that the maximum (1.3) is attained on the set H,,, , ,)/: f t-p(F)). We 
also consider a special setting of problem (1.3) where K is an integral 
operator in L,(du) (a is a non-negative non-atomic measure) and C is a 
certain set of bounded functions. In that case the maximum (1.3) is achieved 
on some extreme point of C (Theorem 2.2). This theorem extends the results 
of I.5 1. In Section 3 we consider the matrix version of problem (1.3 ) for the 
function F(x, ,..., x,) =x, . We assume that K is an m x VE symmetric matrix 
and C is a convex set of m x m nonnegative matrices A spanned by II 
matrices A, ,.,., A,, . Assume that A* solves problem (1.3). Theorem 3.2 
claims that A* also solves another maximal problem 
= 1,(&f*) = ‘A”, KA*; =J*z. (1.4) 
Equality (1.4) enables us to characterize A* (Theorems 3.3 and 3.4). In 
case that C is a set of non-negative diagonal matrices having trace 1 
Theorem 3.5 yields 
provided that K has at least one non-negative eigenvalue. In the last section 
we return to problem (1.3) where we assume that C is a set of non-negative 
measures u on I normalized, for example, to have the total mass 1. Then the 
maximal measure for (1.3) is a discrete measure conclentrated at 
p(p + 1)/2 + pr points provided that K has r negative eigenvalues 
(Theorem 4.1). The rest of the section is devoted to the case F(x, ,..., xn) =x, 
but K is allowed to have an infinite number of negative eigenvalues. Then 
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using the results of Section 3 and other techniques we give some conditions 
on the maximal measures u* (Theorems 4.3-4.5). 
2. THE CASE OF FINITE NUMBER OF NEGATIVE EIGENVALUES 
As in 13-71 our main tool is the convoy principle. Let A : Z-3 be a 
bounded linear symmetric operator which satisfies 
(Ax, x) > 4% xl, a > 0. P-1) 
Clearly, A -I is also a bounded linear symmetric operator and 
a-y&X)> (A-’ x,x> 2 11‘4 II-‘(x3 xl* WI 
Here by ]I A ]I we mean the norm of A, Let K = X --) SM be a compact linear 
symmetric operator. Then the non-negative eigenvalues of AK(K4) can be 
given by the Rayleigh quotient 
(2.3) 
where S is an n-dimensional subspace of X. Let Z+ be the maximal 
invariant subspace of K on which K is non-negative definite. That is 
z=c.F+ @AT, (2.4) 
where X- is an invariant subspace of 2’ with respect to K on which K is 
negative definite. Clearly 
We assume 
r$,(KA)=O if dim2’+ < n. WI 
In that case all the results concerning ;1,(KA) would trivially hold. Thus we 
discuss only the case where dimBF”, = CO. However, our results will also 
apply if dimZ+ < co, Let P be the orthogonal projection of 2’ on X+ _ So 
P:R+X+, Range(P) = &“+ , P2=P. (2.7) 
Also, 
PA-'P:~+4cT+, (PA-'p?c,x)> ll/lIl-'(x.x), xEfl+. (2.8) 
EXTREMAL EIGENVALUE PROBLEMS 131 
Define A + as 
A, ={fA ?q-‘oncr+, A,cY ==o. (2.9) 
Thus A + is a bounded linear symmetric non-negative definite operator. The 
eigenvectors of A + K(KA I ) which correspond to the nontrivial eigenvectors 
must lie inAY+, So, A + K(K.4 +) has only non-negative eigenvalues 
n,(k’A+)~~,(KA,)~...~O. (2.10) 
These eigenvalues are given by the convoy principle in <F+ as 
(2.11) 
Combining (2.11) with (2.5) we get 
0 < A”(- +) < &WA 1. n = 1, 2,... . (2.12) 
In :W+ the operator K is non-negative definite. In that case we can apply the 
convoy principle as given in 141 or [6j. Let S = IX, ,...,x,] z>F+ be such 
that 
(KXj, Xi) = s,, xi EZ+, i,j= l,...) n. (2.13) 
Denote 
A ,(x, . . ..f X”) = (KA + KXi, Xj)Y. (2.14) 
Let A,(A + , S), i = I,..., n, be the eigenvalues of the above matrix. Then 
di(A + 1 S) < Jj(KA + )T i = I,..., n. (2.15) 
We say that K has r negative eigenvalues of all eigenvalues of K, except the 
last r, are non-negative. The above assumption is equivalent to 
if dim S > r. 
and 
min (--K”xv -r) ) o 
XES (x,x) 
for some subspace S of dimension r. This is an immediate consequence of 
the convoy principle for -K. The same statement holds for A “*KA *” if A is 
a bounded symmetric operator which satisfies (2.1). So A r’2K4”2 has r 
negative eigenvalues. We are ready to state the analog of Theorem I given 
in 15 1. 
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THEOREM 2.1. Let C be a convex compacr set of linear bounded 
symmetric non-negative definite operators with respect to a given locally 
convex linear topology in C. Assume that each Ai is a continuous 
functional on C with respect to the given topology. Let fi3 i = I,..., q, be q 
linear bounded funcrionais defined on C. Let F(x, ,..., x,) be a continuous 
function defined on RP, (xi 2 O,..., i = l,..., p> such that F is an increasing 
function of its arguments. Assume that K is a symmetric compact operator 
which bus r (20) negative eigenvalues. Then 
max F(A,(KA),..., A,(KA 1) (2.16) .~le~./‘;(,4I=C,.i--l,.,,, q 
- sup F(a l(KB)...., I,(KB)). AEH ,?yl< ,~:,,+,(+).S,(B)-cj.I- I . . . . . u 
If all operators in C satisfy (2.1), then the maximum given in (2.16) is 
achieved for some A* belonging to H,,, , , j,2+4+ ,,(8). Moreover, zf in 
addition F(x, ,,.,, xp) = x, and each A* satisfies the inequality ,I,- ,(KA*) > 
I,(KA *) for p > 1, then there exists A* belonging to H, +g + ,,(a). 
Proof Let 
= F[l,(KA*) ,..., &(#A*)). (2.17) 
Suppose that 
&(KA*) > -.- 2 Aj(KA*) > 0 = ,lj+ ,(KA*). (2.18) 
Put s = min(p, j). To avoid the trivial case assume s 2 I. Suppose that A* 
satisfies (2.1). Let 
K, = (A*)“2 K(A*)“‘, c, = (A*)p c(A*)-y (2.19) 
Define 
J: c, + w, &(B) = A&4*)“* E(A*)“*), BE c,. (2.20) 
Thus the maximum problem in f2.17) is equivalent to 
maxF@,(K,B) ,.... ;1,(K,Bl), 
Bf Cl, j;i(3) = Ci, i = I,..., q. 
(2.21) 
According to (2.19~(2.20) the maximum in (2.21) is achieved on the 
identity operator 1. Also, K, has r negative eigenvalues. Thus to simplify the 
notation we assume 
A* =I. (2.22) 
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SO 
K.Yi=aiXi, ai >o, (Kx,,xi)=dij. i,j= l,..., s. (2.23) 
Let .t’, ,..., J, be the eigenvectors of K which correspond to the negative eigen- 
values. So 
I-ivi. = ly,...., ?‘,I, (-Xi, yi) = 0, i = I,..., s, j = l,..., r. (2.24) 
Consider the following subset C’ of C. 
f&(.4) = Sk(i), k = I...., q, (Axi, yj) = 0, i = l,..., s, j = l,..,, r, 
(KAKX,, Xi> = aisij, i + j < 2s, i, j = I...., s. (2.25) 
Clearly C’ is not empty. Thus 
C’ = co(P), 8’ s H F(Ft I)/2 t4 1 sm. (2.26) 
Let Q solve the maximal problem 
‘;“,F WKx,, -q) = (KQKx,, q), Q E 8’. (2.27) 
Assume that Q satisfies (2.1). We claim that Q also solves the maximum 
problem (2.16). Consider the operator QI. As Qxi 1 Z-, by construction, 
Q-+PQ-'Pzi=xi, 
Q+xi=zi=Qxi. i = I,..., s. 
so 
(KQ+K~i,~,i)=niai(Q+xi,~j)=aiaj(Q~jr~j) 
= (KQRxi , .xj), i + j < 2s, i, j = I,..,, s. 
In view of (2.25) and (2.27) 
Aj(Q , , S) 2 4, i= I,..., s, s = [x ,,...,+ Y,]. 
According to (2.15) and (2.12) 
UP+ 7 S) G 4WQh i = I,..., s. 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
By the definition all Ai are non-negative. The increasing property of F 
and the extremality of A* (=I) yields chat Q is also extremal. As s < p we 
proved the theorem in case that all operators in C satisfy condition (2.1). If 
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in addition F(x, ,,.,, xP) = x, and each extremal A * satisfies 1,- ,(KA *) > 
,?,@A*) we modify the above arguments as in the proof of Theorem 3 in [3 1. 
It is left to demonstrate (2.16) in the general case. Our arguments show that 
F(A,(K(A + UZ)),..., A,(K(A t d))) 
< sup F(IZ ,(K@ + d)) ,.**, &(K(B + d))), 
B E ~p(p+1v2+4+pr(~h .wo = “w 11 i = l...., q, 
for any Q > 0. Letting a-, 0 we obtain (2.16). The proof of the theorem is 
completed. I 
Denote by L,(do), 1 < p < co. the set of all measurable p-interable 
functions with respect to a non-negative finite measure (T on a closed I c IR”. 
Assume that K: L&u) -+ L,(da) is a compact integral operator 
(2.32) 
Let q be a bounded function in the class L,(da). Then p can be regarded as 
an operator 
a-) = v? (2.33) 
Recall that qn + q in w* topology as n + 03 if 
i v,wdu-, " rpwdu, 1 n+co. I I 
for any y E t , (du). This convergence is equivalent to the weak convergence 
of the operators Pi: L,(du)-+ L,(da). Recall that Q, + Q weakly in SF if 
(Q, x, Y) -+ (Qx> Y>, n-+ 03, (2.35) 
for any x, y EZ. It is a standard fact that the unit ball in L,(da) is w* 
compact. Consider the bounded set C in L,(du) which is defined by the con- 
ditions 
(2.36) 
! ppi du = ci, Pi E L ,W), i = O...., q. (2.37) ‘I 
We assume 
0 < a < m(t). (2.38) 
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It is easy to show that C is compact in w* topology. As before, let 
(,Ji(Kq)Jj’ll, denote the non-negative eigenvalues of Kp. We claim that each 
Ai is a continuous functional on C in w* topology. Indeed, we can 
decompose K = K, Kzr where K, , K, are commuting compact operators such 
that K, is positive definite. Then the non-trivial spectrum of Kq and 
K;I”K2&” coincide. Suppose that rp,, -+ rp weakly as operators in L2(du). 
According to the Lemma 3 151 K:/2K2~,,K!/2+ K:/‘K,qN;” strongly in 
I>,(&). But this means that the spectrum of Kf”K,q,,K:‘* converges to the 
spectrum of KI”K2qK1’2 12, p. 10911. This demonstrates the continuity of 
each Ai on C. Thus we can apply the results of Theorem 2.1 to this 
setting. Assume furthermore that 0 is non-atomic. In [5] we proved that the 
extreme points of (2.36), (2.37) are the set of functions which satisfy (2.37) 
and 
(fp - m)(hl- cp) = 0 a.e. with respect to 0. (2.39) 
This fact does not depend on the number of the side conditions (2.37). Thus 
by repeating the proof of Theorem 2. I and using the special structure of the 
extreme point of the set C we get the corresponding version of Theorem 1 
in 151. 
THEUREM 2.2. Let o be a non-negative non-atomic measure on I. Let C 
be a non-empty set defined by conditions (2.36), (2.37). Assume that the 
operator K defined 61’ (2.32) is compact and symmetric. Suppose furthermore 
that K has a finite number of negative eigenvalues and condition (2.38) 
holds. Corlsider the e,rtremal problem max F(II ,(K~Y),..., n,(Kp)), where F is a 
continuous function on IRT , Jf F is an increasing function of each of ils 
arguments, then this maximum is achieved for some function I+* satisfying 
(2.39) and (2.37). 
3. THE MATRIX PROBLEM 
Let K be an m x m real valued symmetric matrix. Assume that A is a 
symmetric positive definite matrix. Clearly the spectra of KA and A “2KA”2 
coincide. So the spectrum of KA is real and we arrange its eigenvalues in a 
decreasing order 
i,(KA)>&(KA)> --- >;1,,(KA). (3.1) 
Assume that K has p positive eigenvalues and r negative eigenvalues. Then 
the inertia theorem for A “2KA”2 yields that KA has p positive eigenvalues 
and r negative eigenvalues. Suppose that A is a non-negative definite matrix. 
Using the continuity argument we obtain that the spectrum of KA is real and 
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it coincides with the spectrum of A “‘KA I” ‘If K has p positive eigenvalues , 
and q negative eigenvalues then KA has at most p positive and q negative 
eigenvalues. Let C be a convex set spanned by m X m non-negative definite 
matrices A , ,..,, A, ; 
C= AIA= i: aiAi,a,>O,i=l ,,.., n,i a,=1 . 
I jy i= L I 
Denote 
H,= AIA= 5 criAj,,a,~O,i= l,..,, k. 
I i-l 
4 
,7l 
ui=l,l~j,<j,<...<jk~n . 
I 
(3.2) 
(3.3) 
In this context Theorem 2.1 reads as follows: 
THEOREM 3.1. Let K be an m x m real-vahed symmetric matrix. Let C 
be a convex set spanned by m x m real-valued non-negative definite matrices 
A A,,. , ,*-., Assume that fi: C-+ R are linear functionals for i = l...., q. 
Consider the maximal problem (2.16). Assume that K has r negative eigen- 
ualues such that p < n - r. Then the maximum (2.16) is achieved for some 
A* belonging to H,(,, ,j,2+q+ rP. Moreover, if in addition F(x, ,..., xP) = x, 
and each extremal A* satisfies the inequality AP-,(KA*) > k,(KA*) for 
p > 1, then there exists A * belonging to HP + 9 + ,.P. 
The assumption that p < n - r guarantees that C’ in (2.25) is non-void 
and hence by (2.30), (2.3 I), ,?,(KA) > 0, for 1 < i < p. We now analyze the 
extremal solutions to the problem 
y,“,” k,(KA) = n,(KA*) = ,I*. (3.4) 
First we introduce some notation. Let 9, be the set of the probability vectors 
a 
9.= 
I 
ala=(a, ,,.., a,),ui>O,i=I ,.,., n, 6 aj~ i . 
{Y, I 
(3.5) 
For any a E 9” denote 
A,= 9 a,A,. (3.4) 
i-l 
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In particular 
D, = diag(a, ,..., a,} = k aiDi, where 
i-l (3.7) 
Dj = diag( Si, . . . . . S,,}, i = l,..., n. 
Thus the extremal matrix A* is also expressed 
Suppose that A is positive definite. Another version of the convoy principle 
asserts 
(3.9) 
The continuity argument yields that (3.9) holds also if A is non-negative 
definite. So the maximum problem (3.4) reduces to 
(3.10) 
To avoid the trivial cases we shall assume 
;l* #O. (3.1 I) 
In that case the supremum in (3.10) can be replaced by the maximum. Aiso 
for the sake of simplicity we assume 
u* = (UT,..., a:), a: > 0, i = l,..., I, a: = 0, i = t + l,..., n. (3.12) 
THEOREM 3.2. Let K be a symmetric real-valued matrix. Let f be a 
convex set of symmetric non-negative definite matrices given by (3.2). 
Suppose that A* solves the maximum problem (3.4). Assume that A* # 0. Let 
KA*z = ,I*,-. (3.13) 
Then A* solves the maximum problem 
(AKAt. z) (A *KA*i, z) 
!?f: (Az,z) = (A*z,z) =,I*. 
(3.14) 
Assume that (3.8) and (3.12) hold. Then 
1 = (Aiz, z), i = I ,..., t, sgn ,I*(Ajz, zf ,< sgn II-*, i = t + l,..., n. (3.15) 
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Proof: The assumption that A* # 0 implies that (A *z, z) > 0 so we nor- 
malize 
(A *t. z) = 1. (3.16) 
Assume to the contrary that A* does not solve problem (3.14). Thus there 
exists B E C such that 
(A *KA*z, z) < (BKBz, z) 
(A*z, z) (Bz,z) ’ 
(Bz, z) > 0. 
According to (3.9) 
n,(KB) > (BKBz, z)/(Bz, z) > 1” 
which contradicts (3.4). Let 
A, = An-+,-e b= (a ,,.I. .@“), i q=o. (3.17) 
i-l 
so 
(A,KA,t, t) = A*[ 1 + 2 C;= 1 q(Aiz, z)] t Cy,j=r eq(AiKAjZT Z) 
(A az, 2) 1 + C;= 1 ~(A[z, 2) . (3.18) 
First put c+r = -., = Pm = 0 and vary fl,,..., 4 ro obtain that 
(A,& 2) =A i = l,..., f. 
Now the normalization (3.16) implies that p = 1. Let i > t be fixed. Put 
fl, = -a, 4 = E, E > 0 and let all other F”, = 0; this would imply the 
inequality part of (3.15). I 
Let 
R = (r&, S = (t-J, ru = (A,KA,r, I), i,j= 1 Y-‘-3 n, (3.19) 
&=(Afz,t), pi= 1, i= I )‘.., t, o<p,, i=t+ 1 I..., n. (3.20) 
Obviously R and S are symmetric matrices. The fact that A* solves the 
maximum problem (3.14) is equivalent to 
We say that the extremal solution a * has minimal support if there exists no 
4 E Y= which solves problem (3.21), such that each component G vanishes 
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if ui = 0 and 0 has more zero components than a*. Put e = (I,..., l)‘, where 
by x’ we mean the transposed vector of X. 
THEOREM 3.3. Consider the maximum (3.21). Then this maximum is 
achieved for some 0 < a* = (a?,..., at) E Y/ if and only if 
and 
I 
\’ ri,ffi* =A*, 
,,i 
i = I,..., I, (3.22) 
iT 
1 
i-7 I 
riixix,i < 0, for all x, such that 1’ xi = 0. 
,T, 
(3.23) 
In particular, the matrix 
F=L*ee’-R (3.24) 
is non-negatiue definite. The extremal a* has minimal support if and only v’ 
(1 
f 
,- ‘jxixj < O for x + 0. F7 xj=o. (3.25) 
I .., 1 rl 
In that case a* is the unique solution of (3.21) in Y[. Finally if a* of the 
form (3.12) solves the maximum problem (3.21) then 
i = t + l,..., n. (3.26) 
ProoJ Denoted the expression on the left-hand side of (3.21) by 
F@ I ,-*.I a,). Then equalities (3.22) and inequalities (3.26) follow from the 
extremal conditions 
z (a*) = 0, i = l,..., I, 
I 
g(u*)<O, i=t+ l,..., n. 
i 
Assume that (3.23) does not hold. Then there exists x such that 
i xi = 0, 
i-1 
il 
i.Z I 
riixixj > 0. (3.27) 
Put 
a=a*+ExE B ‘ I’ (3.28) 
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where E # 0 is small enough such that a > 0. In view of (3.22) and (3.27) 
f 
i,Zl 
rijCtjcLj = i rijaj+aj* + E2 + rijxixi > I* (3.29) 
i,j= 1 i.7 I 
which violates (3.21). Consider the matrix F= (J;,); given in (3.24). Put 
u=aa* +x, y- xi = 0. 
i-l 
so 
- y- rijxix.i > 0. 
ij= 1 
Thus F is non-negative definite. Suppose that there exists x # 0, Cf=, xi = 1, 
such that 
2 rijxixj = 0. 
id- 1 
(3.30) 
Let a be given as in (3.28). The same calculation as before shows that a is 
extremal provided that a > 0. Now choose E such that a > 0 and at least one 
component of a vanishes. Thus a* does not have minimal support. Suppose 
that (3.25) holds. Decompose any a E .Y+ in the form (3.28). (We may 
assume that E = 1.) Thus the equality given in (3.29) still applies. Condition 
(3.25) means that F(a, ,..., a,, 0 ,..., 0) is strictly concave on q. Therefore a* 
is the unique maximal point of P(or, ,..., a(, 0 ,..., 0) in q. I 
We apply these results to obtain some restrictions on the solution A* of 
(3.4). 
THEOREM 3.4. Let the assumptions of Theorem 3.2 hold. Assume that X 
has v non-positive and r negative eigenvalues. Then the uectors A,z,..., A,z 
have at most v t 1 linear independent vectors. Suppose that A* = A,, has 
minimal support, i.e., a* has minimal support. Then t < r + 1 and A 1 z,..., A, z 
are 1inearIy independent. 
Proof According to Theorem 3.3, 
(KAz, AZ) < 0, A=A,, - c xi = 0. 
i:l 
(3.3 1) 
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Thus if A, z,..., A,z contain 1 linearly independent vectors, all vectors of the 
form 
! I 
u = \‘ qA,z, 1 x;=o, 
i -- I 1-I 
(3.32) 
form at least I- 1 dimensional vector space. Therefore according to the 
convoy principle K has at least I - 1 non-positive eigenvalues. So I - 1 < V. 
If A* = A,,. has minimal support then K is strictly negaive definite on the 
subspace of the form (3.32). Therefore K has at least 1- I negative eigen- 
values. That means that I < r + I. It is left to show that A, z,..., A,z are 
linearly independent, i.e., I = f. Suppose that 
1’ XiAiZ = 0. 
i-1 
Clearly x # aa*. Suppose first that Cf.. i xi = 0. Then choose Q: as in (3.28) 
and it immediately follows that a is extremal as long as a > 0. Now choose L 
such that at least one component of a vanishes. This shows that a* does not 
have minimal support. if C{: , xi # 0 we can assume that xi-, xi = I. 
Now choose GI = (1 - e) U* + EX. Again A, is extremal as long as a > 0. 
Now choose G such that ~12 0 and at least one component of cL vanishes. 1 
As we pointed out any solution A* of (3.4) induces a solution to problem 
(3.21). It was already pointed out in [I ] that a solution to (3.21) is also a 
solution to problem {3.4) for the set 
c= p, laE.9yn}. {3.34) 
More precisely we have 
THEOREM 3.5. Let R = {uiifl be an n x n real-valued symmetric matrix 
having at least one non-negative eigenvalue. Then 
Moreover for any extremai solution x* of 
we have an extremal solution a* of 
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such that 
a: =1x:1, i = J,..., n. (3.38) 
If A* > 0 then the converse also holds. In case that R is a symmetric matrix 
with non-negative entries then 
(3.39) 
Proof. Suppose that d,(R) = 0. Then the maximal solution to (3.36) must 
satisfy Rx* = 0. Put 
XT = Eia* I 1 I.zil= 1, i= l,..., n, CL* E.pn. (3.40) 
SO 
RD,. E = 0, F = (E, ,...I EJ. 
Thus A,(RD,.) > 0. On the other hand if -K is non-negative definite 
A,(RD,) < 0 for all a E -P,. This establishes the theorem in the above case. 
Assume now R,(R) > 0. 
Then in the right-hand side of (3.35) it is enough to consider vectors x 
such that 
n 
x rijxixj > 0. 
i,i=l 
According to (2.3) 
Considering all x which satisfy (3.41) and using the inequality 
and the characterization (3.42) we get 
(3.41) 
(3.42) 
(3.43) 
(3.44) 
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Let x* satisfy (3.36), and define a * by (3.38). As before, without loss of 
generality we may assume that a* is of the form (3.12). Using the arguments 
in the proof of Theorem 3.3 we get 
I 
\’ ~iri,i~,iciJ = A*. i = I,..., t. 
7 
(3.45) 
I 
As E; = I the above equality is equivalent to 
In view of (3.44) the equality signs hold in the above relation. This 
establishes (3.35) and the extremality of a* given by (3.38). Suppose (3.37) 
holds. Assume the normalization (3.12). As 1” = A,(RD,.) > 0 for the 
corresponding eigenvectors 
RD,.z =L*z, i= (z,,...,~,,)', (3.48) 
we can assume 
(3.49 1 
Theorem 3.2 yields 
z’ = (D;z, z) = 1, i = I,..., t. (3.50) 
Put 
Then 
x,? = ziai*, i = l,..., 1, x” = 0, i = t + l,..., rz. (3.51) 
In view of (3.35) x* satisfies (3.36). Finally consider the case where rli > 0, 
i, j = I,..., n. Clearly 
(3.52) 
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Therefore in the right-hand side of (3.35) it is enough to consider x’ > 0. The 
proof of the theorem is completed. 1 
It is left to note that for n > 2 (3.35) does not hold if J,(R) ( 0, i.e., -R is 
positive definite. Indeed, in that case the maximum of (3.37) is zero (choose 
D, with zero deerminant) and the maximum of {3.36) must be less than 
zero. 
4. THE INTEGRAL EQUATION 
Let I be a closed subset of some Euclidean space R’. As usual {e.g., 
[2, IV]) let C(I) be the space of all continuous and bounded functions, 
rba(l) = C*(I) the linear space of regular bounded additive set functions 
defined on the 0 field generated by the closed sets C in I. Assume that 
K(x, y) is a continuous bounded function on I x I. Consider 
K,: C(I) + C(I), where K, is given by (2.32) and 0 is a measure in C*(I). It 
is known that K, is compact. It is a standard fact that the unit ball of C*(1) 
is compact in w* topology. For this topology we have the following 
compactness result [4]. 
LEMMA 4.1. Let K(x, y) be a continuous bounded function on I X I. Let 
u, and o belong to C*{II). Assume that on --) o in w* togology. Then for any 
p > 0 all the eigenvalues of K, which satisfy IA\ > p are the limits of the 
eigenvalues I of KG8 lying in the same region. The eigenvalues are counted 
according to their multiplicity. 
Proof By the classical Fredholm theory (e.g., (2, XI)] we know that the 
reciprocal of the non-trivial eigenvalues of K, and Ken are the zeros of the 
following entire functions: 
“, (-z)k . 
F(t) = 1 + \ - 1 I 
’ ” 
kc, k! [ 
det(K(xi, ~j)): do(x,) *+* do, 
, 
“, (-Zlk 
(4.1) 
- F,(z)= 1 + \ - 
I J 
... 
kyl k! J 
de@@,, xjff: dcr,(x,) 7 .s do&J. 
I 
Here (K(x,, xjcj))t is the determinant of a k X k matrix (K(xi. x,)): . As 
u,, -+ u in the w* topology from the uniform boundedness principle we 
deduce that the total variations Var u,, n = 1, 2, are uniformly bounded. 
Using the Hadamard’s inequality (e.g., [2, p. 1018]) together with the fact 
that K(x, y) is bounded we deduce that there exists a constant A4 > 0 such 
that the kth Taylor coefficient of the functions F(z) and F,(z) is bounded by 
MkkY2/k!. 
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On the other hand we clearly have the equality 
1’ . . . (_ d&(&xi, xii,,: do,@,) -I’ du,(x,) 
.I .’ I 
(4.2) 
Thus Fn(z) converges uniformly to F(z) in any disc 111 < 2p ‘. So the zeros 
of F,{z) counted with their multiplicities converge uniformly to zeros of F(Z) 
in 1~1 XI p ‘. This establishes the lemma. 1 
Let C be the set of all non-negative measures g E C*(f) with total mass 1. 
C = 
i 
u (do > 0, 1. da = 1 . 
I 
(4.3) 
‘I 
Thus C is compact in u’* topology. Clearly, the set of all extreme points of C 
are the Dirac measures 
x = (u j cl = S(x - y), I”? I). (4.4) 
Let I” be the set of interior points in I. We suppose that I is bounded and 
cl(P) = 1. (4.5 1 
This means that any 0 E C can be given as a limit of the measures 
on -+ 0, as n -+ m in w* topology. (4.4) 
du, = wn dx Y,(X) E LJdx), 0 < a, < ‘(/n < M,l, n = I,..., (4.7) 
where & is the standard Lebesgue measure on I?“. Consider the integral 
operator K: C(I) + C(I) 
w-1 = 1. w, Y)S(Y) 4~. (4.8) 
-I 
Assume that the kernel is symmetric 
K(x, 1’) = K( y, x), “T, y E I. (4.9) 
Suppose that K has exactly r negative eigenvalues. Consider the measure IT, 
given by (4.7). Using the convoy principle for ---Ken (e.g., 163) we easily 
deduce that K,* has exactly r negative eigenvalues. Thus, by Lemma 4.1 any 
K, has at most r negative eigenvalues. In particular, the matrix 
KG, ,..., X”) = (Jqx;, Xi))“, xi E J, i = I,..., n, (4.10) 
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has at most r negative eigenvalues. Using the fact that any measure in C can 
be approximated by a finite sum of the Dirac measures 
from Theorem 3.1 we deduce: 
THEOREM 4.1. Let I be a bounded closed set in Rd which satisfies (4.5). 
Assume that K(x, y) is a symmetric continuous function on I X I. Suppose 
that the operator (4.8) has r negative eigenvalues. Let F(x, ,...,xP) be a 
continuous increasing function in each of its arguments on IRP, , Consider the 
maximum problem 
subject to non-void restrictions 
I Ipida=ci. tpi f C(I), i = l,..., 4. I 
Then the maximum is achieved for some o* of the form 
u* = i &5(x - x”). a: > 0. x” E I, i = l,.... t. 
i=l 
+ a: = 1, t = P(P •t 1) 
2 
+ q +pr. 
,r, 
(4.13) 
(4.14) 
Thus the extremal problem reduces to the matrix case. So, we can use the 
results of Section 3. 
In what follows we study the maximal problem 
(4.15) 
without the crucial assumption that the operator K given by (4.8) has a finite 
number of negative eigenvalues. 
Let u E C*(I). Denote by Var o the total variation of (T. That is, 
Var cz= idol. 
s I 
(4.16) 
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As before any u E C*(I) can be approximated by u of the form (4.11). Using 
Theorem 3.5 we obtain the result of 1 I 1. 
THEOREM 4.2. Let I be a closed set in R”. Assume that K(x, JI) is a 
sjwmetric continuous bounded function on I x I. Then 
~5: A, (K,) = 
.I‘, J‘, KG, .v) W4 WY) 
max OEC“(I) tj, IdulY ’ 
(4.17) 
if in addition 
then 
K(x, ,lJ) > 0, x, !’ E I, (4.18) 
(4.19) 
Note that here we do not assume the existence of some matrix K(x, ,..., x,) 
having a nonnegative eigenvalue. Otherwise we have that L,(K,) = 0 for all 
ff E C*(Z). i.e., -K is non-negative definite. In that case it is not difficult to 
show that the supremum of the right-hand side of (4.19) equals zero. To 
avoid the trivial cases let us assume 
A” = n,(K,,*) > 0. (4.20) 
For u E C*(I) denote by supp u the support of 0. That is, supp u is the 
smallest closed set fl c I such that 
for all li/ E C(I). 
Any 0 E C*(Z) we can decompose in the unique way 
u=u, -01, a,,o,EC*(z), du,,du,>.o, 
(4.21) 
Varu, +Varo,=Varo. 
Denote 
6=a,+(i,. (4.22) 
THEOREM 4.3. Let the assumptions of Theorem 4.2 hold. Assume that u* 
solw the maximal problem (4.15) and suppose that (4.20) holds. Let x(x> be 
the eigenJunction corresponding to 1” 
! K(x, y) x(y) do*(y) = a*~+). x-E I. (4.23) I
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x2(x) = A”, x E supp u*, x’(x) < rz*, x Q supp CT*. 
Thus, the measure q* E C*(I) 
&Y~j = W)ll/m do* (xl, 
solves the maximum problem 
(4.24) 
(4.25) 
(4.26) 
Vice versa, let q* solve problem (4.26). Then fj* solves problem (4.15). So 
o* and q* satisfy relations (4.25). Moreover 
(4.27) 
7n case that 
we can assume that 
x(x) > 0, h*(x) 2 0, x E I. (4.30) 
Proof. Let u* solve problem (4.15). Consider a measure u, of the form 
du, = (I + cp} da*, 1~1 < 1, rpEL,(do*), ISIS 1. (4.31) 
If we normalize the eigenfunction x(x) by the condition 
then according to the convoy principle (e.g., [4-61) 
(4.32) 
(4.33) 
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So. in case that 
1. (D do* = 0 
“’ I 
( I f up) du* = I (4.34) 
the extrernality of u* implies 
((1 +ap)x*du*<A*= jx*dcI* for 1s < I. (4.35) 
-I ‘I 
That is. x2 = const, almost everywhere with respect to u*. Now (4.32) 
together with the fact that CT* E C implies that x2 = ,I* on the support of CT* 
(recall that x E C(I)). Let (J E C and consider uf of the form 
u+=(I -E)U” tea, O<E< 1. (4.36) 
Again the normalization (4.32) and the maximum principle for n,(K,-) imply 
for any u E C. 
(4.37) 
The classical lemma of Neyman and Pearson (e.g., 14, 71) yields (4.24). If 
K(x, y) > 0 we obviously can assume that x(x) > 0 (the Jentzsch theorem). 
Define q* by (4.25). So 
Now (4.17) implies (4.26). Let v* satisfy (4.26). According to (4.21) 
11*=11,-v*, dv, > 0, 4 2 0, Var q* = Var n, + Var v2. 
(4.38) 
Take a variation 7, of the form 
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Let 
x(x) = v+, x E S”PP 91, x(x) = +F, x E supp 112. (4.41) 
The extremality of r* implies 
I K(x, y) X(Y) 49, + r2) = n*Xw* x E supp v** SUPP rJ* 
Define x(x) on I by (4.23), where 
u* = 4* = q, + ?/2. (4.42) 
As ye* solves the maximal problem (4.26) we must have n,(K,,) =A*. 
Inequality (4.27) can be deduced as in the proof of Theorem 3.3, by 
considering variations q, of the form (4.39). If K(x, u) > 0 obviously we 
have equality (4.19) so we may assume dq* > 0. 1 
As in [5] the problem of finding u* satisfying (4.15) reduces essentially to 
the identification of the support of u*. {In case that K(x, JJ) > 0 then 
x(x) G Const on supp u*.) We now give some restrictions on supp u*. 
THEOREM 4.4. Let the ussumpfiuns of Theorem 4.3 hold. Let 
Kl(X, Y) = -m Y> + x(-x, X(Y)? (4.43) 
where x is the eigenfunction (4.23). Then the matrix 
is non-negative definite if 
xi E supp 0*, i = I,..., n. (4.45) 
Assume furthermore that I is a bounded set. Let W be the maximal invariani 
subspace of K, given by (4.8), on which K is non-positive definite. Then a 
basis in W and rhe function x form a complete set of functions on 
L2 (supp a*>. 
Proof. The definition of ‘f* (4.25) and inequality (4.27) imply that K,: 
Lz(du*) + L,(do*) given by 
K,(f) = j K,(x* Y> f(Y) deY) (4.46) 
r 
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is non-negative definite. That is 
where 
R = supp u*. 
Let K(X. P) be the characteristic function of the set 1 y - x 1 < r. Thus. (4.48) 
means 
I’, 
K(X, r) do* > o> XED, r> 0. (4.49) 
Consider a function of the form 
j- = g aiK(xi, r) (i, K(Xj, r) du*)- ‘. xi E R, i = l,..., kz. (4.50) 
By letting r+ 0 from (4.47) we deduce that K,(x,...., x”) is non-negative 
definite provided that condition (4.45) holds. Obviously, this implies 
on condition that 0 is a bounded set. Suppose that I is a bounded closed set. 
So the operator K given by (4.8) is a compact operator. Assume that 
Then f must have non-zero projection on the positive eigenfunctions of K. So 
I I . . K(x, y) j-b) f(y) d-x d?, > 0. -1-I (4.52) 
Assume now that a basis in [ W,x] is not a complete set of functions on 
L,(Q). Thus, there exists 0 # f E &(12) such that 
fx dx = 0, 
i 
Jgdx=O, b’gE W. 
II 
(4.53) 
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Inequality (4.5 1) together with definition (4.43) and the first equality of 
(4.53) yields 
Extend f to I by letting f(x) = 0 if x e tiR. The second part of (4.53) means 
that (4.52) holds. But this contradicts (4.54). The proof of the theorem is 
completed. ! 
We can improve the results of Theorem 4.4 if we assume that the eigen- 
function expansion of the kernel K(x, y), 
OSM<UJ, O<N<m, a, >a,> **- 20, PI 2 P, > .** 2 0. 
converges uniformly in I x I. Here {u,(x)}“;‘U ( v,(x)}~~ is an orthogonal set 
of eigenfunctions of (4.8). We assume that I is a bounded set. In case that K 
has either finite number of negative (N < co) or positive eigenvalues 
(M < co) expansion (4.55) converges always uniformly on I x f by the 
Mercer theorem. So 
where 
a, = ’ u, dq, 
! P, = I, vn &. 
n = 1, 2,.... (4.57) 
t 
THEOREM 4.5. Let I be a bounded closed set in Rd. Assume that the 
eigen-expansion (4.55) of K(x, y) converges uniformly on I x I. Let W be the 
orthogonal complement of {u,(x)}y in L,(I). Let cp E Lz(du*) satisfy 
I pxdu*=O, ! ” cpgdo*=O, VgE W, (4.58) I I 
where u* solves (4.15 ). 
Then cp = 0 almost everywhere (a.e.) with respect to u*. Moreover, there 
exists an extremal o* such that the conditions 
f (px do* = 0, I 
pv do*==, n=1,2 n N ,-**I I (4.59) 
-I I 
imply that cp = 0 a.e. with respect to L-J* provided that q~ E L,(do*). 
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PmoJ Suppose that cp E L,(dcr*) satisfies the first condition of (4.58). In 
view of (4.47) 
Put 
! 1 K(x. I’) p(x) (o(y) d@(x) du”( y) < 0. (4.60) 1’1 
drj = cp da”. (4.6 1) 
Thus (4.56), (4.57) and the second condition of (4.58) yield 
(4.62) 
As An > 0 from (4.60) and (4.42) we get 
1' u,(.'c) p(x) do*(x) = 0, 
‘I 
n = 1, 2,..., M. (4.63) 
This implies that (o = 0 a-e. with respect to D*. Let C’ be the set of measures 
C’ = u 1 u E C, 1’ V,,X du = /~ vnx do*. n = 1, 2 ,..,I IV . 
i 
(4.64) 
J I “’ I
From (4.17) and Theorem 4.3 it follows that 
On the other hand, according to (4.56) the left-hand side of (4.65) is a 
convex functional on C’. Let 8” be the set of the extreme points of C’. Thus, 
there exists y E ? such that 
A+ = j-j 6% Y) x(x) x(v) 4(x) 4(Y). (4.64) 
II 
Assume that there exists 0 + p E L,(dy). 1~1 < I, such that 
! vxdy =O, .i; cpv, dy = 0, n = 1, 2 ,..., N. 
(4.67) 
I 
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Consider a measure y, of the form 
&J, = (1 + w) & l&I < (II*)-“*. (4.68) 
The convexity of the functional given by the left-hand side of (4.65) on C’ 
implies that y, is maximal for all (E( < (A*)-‘/*. So ‘J= (y, + y-,)/2, for 
small enough E. That is, y is not an extreme point of C’ which contradicts the 
choice of y. The proof of the theorem is completed. 1 
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