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要旨
概要
近年，世界中で大規模な自然災害が発生し，日本でも甚大な被害を受けている．
特に地震災害時には，その被害によってインターネットなどを支える通信基盤が
損壊し，被害状況や安否確認など必要な情報のやり取りが行えなくなる問題があ
る．このような状況に際して，既存の通信基盤に依存しないネットワークの構築
が必要となり，その技術としてアドホックネットワークおよび遅延耐性ネットワー
クが注目されている．また，各家庭においても地震災害によって電力供給が得ら
れない環境が発生しており，太陽光発電や大容量バッテリなどによる電力自給に
よって一定水準の生活基盤を保障する環境が求められている．そこで，最近では
各家庭内での環境をホームサーバと呼ばれる管理サーバによって一律に管理する
スマートホームシステムの普及が進んでいる．スマートホームシステムでは，各
種センサによってセンサネットワークを構築し，センシングによって家庭内の状
況を把握し，快適な生活環境を提供する．
地震災害直後において，重要な活動の 1つに，家屋に生き埋めとなった被災者
の救助が挙げられる．しかし，人力による被災者の位置情報の特定は非常に困難
であり，救助活動が遅延する原因にもなっている．
本論文は，スマートホームシステムを利用して，既存の通信基盤に依存しない
緊急ネットワークを構築し，その緊急ネットワークを活用して生き埋め被災者の
救助活動を支援するシステムの提案・実現化を試みたものである．緊急ネットワー
クの構築では，各家庭のスマートホームシステムのホームサーバ同士がお互いに
無線通信接続を行うことでアドホックネットワークを構築しており，これをスマー
トホームネットワークとして提案している．また，スマートホームネットワーク
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を応用して，生き埋め被災者の迅速な救助活動を支援する救助支援システムを提
案している．救助支援システムでは，以下のような動作を行う．各ホームサーバ
は，スマートホームシステムでのセンシング情報を利用して家屋内の状況を判断
し，生き埋め被災者の存在を予測してその位置情報を特定する救助要請マップを
作成する．この救助要請マップの情報をスマートホームネットワーク上で共有し
ておくことで，近隣のホームサーバとモバイル端末を介して通信を行い，救助要
請マップの情報を取得できる．モバイル端末では取得した情報をもとに，地図ア
プリ上に被災者の位置情報を表示する．これによって，生き埋め被災者の位置情
報を把握することができ，迅速な救助活動を支援することができる．
各章の要旨
以下に，本論文の構成を記す．
第 1章は序論であり，研究の背景と目的，論文の構成について述べる．
第 2章では，アドホックネットワークおよび遅延耐性ネットワークの概要を述
べ，最も多く研究されているルーティングプロトコルの動向について論じる．ま
た，これらの研究動向に対する本研究との関連付けについて言及する．
第 3章では，スマートホームネットワークの構築および救助要請マップのデータ
配信について述べる．地震災害時において，インターネットなどの通常の通信イ
ンフラの損傷によって通信ができなくなるため，このようなインフラに頼らない
緊急ネットワークを構築する必要がある．本章では，各家庭にスマートホームシ
ステムが普及する仮定の下，各家庭のホームサーバ同士でアドホックネットワー
クを構築するスマートホームネットワークについて述べる．また，スマートホー
ムシステムにおけるセンシングによって得られる情報から建物の倒壊や内部に生
き埋めとなった被災者の存在を予測し，その位置情報を表示することで，被災者
の位置情報を予測する救助要請マップの作成を提案する．さらに，救助要請マッ
プの情報をスマートホームネットワーク上で共有するため，救助要請マップの作
成に必要な情報のデータ配信について述べる．実測実験によってスマートホーム
ネットワーク内での無線通信範囲を測定し，その結果をもとに実地図データを活
iii
用したシミュレーションを行う．シミュレーション評価では，都市部住宅街の地図
データを参照にスマートホームシステムがどの程度普及すれば，スマートホーム
ネットワークが十分に利用できるかを検証する．また，救助要請マップの有効性
を示すため，スマートホームネットワーク上で救助要請マップ情報の取得範囲に
ついて評価する．シミュレーション結果より，地域全体の半分の世帯がスマート
ホームシステムを導入することができれば，有用なネットワークとして利用でき
ることを示している．
第 4章では，スマートホームネットワークおよび救助要請マップをもとに生き埋
め被災者の救助支援を目的とした救助支援システムおよびネットワーク全体での
情報共有率の向上を目的としたモバイル端末中継手法について述べる．本章では，
モバイル端末を利用することで，近隣のホームサーバとの通信で救助要請マップ
を取得し，被災者の存在しうる位置情報を素早く特定できるようにする救助支援
システムを提案している．また，モバイル端末がホームサーバから救助要請マッ
プの情報を取得することに着目して，直接通信できないホームサーバ間のデータ
通信をモバイル端末が遅延耐性ネットワークによって中継するモバイル端末中継
手法によってスマートホームネットワーク上で共有可能な情報量の向上を図って
いる．シミュレーション評価では，モバイル端末中継手法を利用した場合のスマー
トホームネットワーク全体での情報共有について，各ホームサーバの情報共有率
から評価している．また，救助支援システムの有無によって，被災者の救助完了
時間にどの程度の差が出るかをシミュレーションで評価し，救助支援システムの
有効性を示している．
第 5章は結論であり，本研究によって得られた成果を要約するとともに，今後の
研究課題について述べる．
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第1章 序論
1.1 研究の背景と目的
情報通信技術 (Information and Communication Technology: ICT)の発展によ
り，情報交換・共有システムとして世界中を結ぶインターネット環境が，一般家庭
へ急速に浸透している．また，ノートPCやスマートフォンなどの無線通信機能を
保持するモバイル端末の普及に伴い，屋内外を問わずインターネットに接続でき
る環境設備が進んでいる．このように，無線通信技術やネットワーク環境が発展
するにつれて，時間的および空間的制約を気にすることなくインターネットを活
用できるユビキタス情報社会を実現する環境が整いつつある．ユビキタス情報社
会とは，「いつでも，どこでも」ネットワークを介して様々な情報交換サービスが
利用でき，人々の生活に恩恵を与える社会を指す．これは，だれでもネットワー
クに接続することでサービスが受けられるが，一方でユーザの操作技術によって
サービスの質が左右されるため，デジタル・デバイド（情報格差）が生まれるとい
う問題がある．そこで，近年ではアンビエント情報社会 [1]と呼ばれる乳児から高
齢者まで公平に ICTの恩恵を享受できるようにすることを目的とした将来の情報
社会像を表す概念も生まれている．アンビエント情報社会では，人々の挙動をコ
ンピュータが能動的にセンシングすることで，だれかが機器を操作しなくても自
動的にサービスを受けることができる．アンビエントなシステムの例として，ス
マートホームシステムが挙げられる．スマートホームとは，近年日本でも普及が
進んでいるスマートハウスやHEMSと関連する技術であり，家庭内環境を自動的
に最適化するシステムである．スマートホームシステムでは，センシングによっ
て家庭内のセキュリティやモニタリング，家電の自動制御などをホームサーバと呼
ばれる端末によって一律に管理している．これによって，ユーザが特に意識する
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ことなく，快適な日々の生活を送ることができる．
ユビキタスあるいはアンビエントな情報社会を実現するためには，平常時での
ICTの発展やインターネットを支える通信インフラの拡充だけでは不十分である．
例えば，日本では過去 20年で大規模な地震災害が頻発しており，このような緊急
時には被災地において ICTが十分に活用できない問題が発生している．一般的に
モバイル端末がインターネットに接続する際には，あらかじめ設置しておいた無
線基地局や無線アクセスポイントなどの通信インフラ設備を利用する．そのため，
地震による土砂災害や浸水などによって，これらの設備への物理的損傷や電源断絶
が発生することでインターネットへの接続が不可能になる．また，通信インフラ設
備が無事であっても，大都市部ではインターネットへのアクセスが集中するため，
通信回線の輻輳が発生することでインターネットへの接続が困難になる．このよ
うな既存のネットワークへの問題に対して，特定の通信インフラに頼ることなく
モバイル端末のみでネットワークを構築し，通信を行うことができる技術として
アドホックネットワークおよび遅延耐性ネットワークが注目されている．これら
のネットワークでは，ネットワークに参加するモバイル端末にルータ機能を付加
することで，送信元端末が宛先端末と直接通信できない場合でも，他のモバイル
端末がデータ転送を中継することで通信を実現している．また，無線アドホック
ネットワークでは，送信元端末から宛先端末までの通信経路を他のモバイル端末
が確立することで，マルチホップ通信でデータ転送を可能としている．一方，遅
延耐性ネットワークでは，通信経路が確立されずアドホックネットワークが利用
できない場合にも，宛先端末に到達する可能性のあるモバイル端末へ通信中継す
ることでデータ転送を可能にしている．このようなネットワークを構成する個々
のモバイル端末が，送信元端末，宛先端末，ルータ端末の役割を分担することで，
災害によってインターネットが利用できない場合や通信インフラが設置されない
山間部などでも，自律分散的なネットワークを構築することができる．
前述したように，大規模な地震災害時にはインターネットなどへの接続が困難
となる．また，災害によって多くの人的被害をもたらし，特に家屋内に閉じ込め
られ生き埋めになった被災者などが多く発生する．彼らの救助を行うことが，地
震被災直後に優先的に行うべき活動の 1つとなるが，被災者の存在する場所を把
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握することは困難である．さらに，地震災害直後の被災地では平常時のようにイ
ンターネットを活用することができない状況に陥るため，被災者の情報は人伝や
噂などを通して収集するしかなく，非常に時間がかかってしまう．しかし，特に生
き埋め被災者については，地震発生後 3日間で救出時の生存率が急激に減少 [2]し
ていることからも，迅速な救助活動を行うことが重要である．迅速な救助活動を
行うためには被災直後の生き埋め被災者に関する情報の収集が重要であり，災害
時における ICTを活用した情報共有システムとしてUshahidi [3]や SAHANA [4]
などの開発がこれまでに行われているが，通信にはインターネット接続を前提と
しているものが多く実用化に至っていない．したがって，平常時の通信インフラ
を利用できないような状況においても生き埋め被災者に関する情報を共有するた
め，アドホックネットワークや遅延耐性ネットワークによって緊急ネットワークを
迅速に構築する必要がある．被災地域で緊急ネットワークを構築する場合，最も
導入しやすい無線端末は地域住民たちが持つノート PCやスマートフォンなどの
モバイル端末であり，救助要請伝播アプリケーションの SOSCast [5] [6]ではモバ
イル端末のみで緊急ネットワークを構築している．しかし，一般的にモバイル端
末のみで緊急ネットワークを構築する場合には，次のような問題点が挙げられる．
 一時避難所や駅構内などにモバイル端末の密度が集中し，広範囲でのネット
ワーク構築が困難
 生き埋め被災者が存在するであろう被災現場付近でのモバイル端末の密度は
過疎であり，広範囲へ情報を共有させることが困難
 バッテリ容量の問題から長時間の緊急ネットワークを維持することが困難
特にバッテリ容量の問題が最も大きく，現在市販のスマートフォンなどで緊急ネッ
トワークを維持できるのは数時間が限度であると考えられる．
バッテリ問題を解決するため，緊急ネットワークを構築する際に，バッテリ容量
の大きな無線搭載車両や小型アンテナなどを利用する方法が提案されている．ま
た，DistressNet [7] [8]やRescueMe [9]のように，無線搭載車両が遅延耐性ネット
ワークを利用して被災地内外での情報通信を中継することで，被災者の安否情報
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や位置情報などを共有するシステムが提案されている．さらに，学校や自治体指
定の一時避難場所などに小型アンテナを設置することでアドホックネットワーク
を構築し，お互いに安否情報などを交換できる被災者情報提供システム [10]も提
案されている．しかし，これらの提案システムを実現するためには，被災地域内
へ無線搭載車両や小型アンテナなどの機器を運搬し，これらの機器を設置するた
めの人的労力が必要である．加えて，道路の陥没あるいは倒壊物による遮蔽など
の影響から道路状況が悪化している場合，機器の搬入自体が困難になる事態も考
えられる．したがって，緊急ネットワークの構築には最低でも数時間以上かかり，
場合によっては緊急ネットワークを構築できなくなる状況もあり得る．
一方で，仮に緊急ネットワークが構築された場合でも，被災者がどこにいるか
を把握し，自衛隊や消防隊のような救助機関へその位置情報を迅速に通達する必
要がある．しかし，生き埋めなどの被災者の発見は非常に困難であり，人力での探
索方法には被災者の救助を求める声などを聞きつける方法が一般的となり，非常
に効率が悪い．そのため，生き埋め被災者を迅速かつ効率的に救助するには，広
範囲にわたる被災地域内で被災者が存在する位置情報を取得し，その情報を緊急
ネットワーク上で共有できるシステムが必要となる．DistressNetや SOSCastなど
の先行研究でも，被災者の位置情報を通知することはできるが，被災者自身が直
接情報を転送する必要があり，被災者の意識がなくなった場合などには位置情報
を通知する方法がなくなってしまう問題がある．
このように，地震災害時において緊急ネットワークを構築し，生き埋め被災者
の位置情報を緊急ネットワーク上で自動的に共有することは非常に難しい課題で
ある．これらの技術を実現するには，次の機能を実現する必要がある．
 地震災害によって平常時の通信インフラが利用不可能になった直後から，緊
急ネットワークを構築することができる
 広範囲にわたる被災地域から生き埋めなどの被害を受けている被災者の位置
情報を自動的に検知し，素早く緊急ネットワーク上で共有することができる
本論文では，スマートホームシステムを一律管理するホームサーバを利用する
ことで，これらの課題を解決し，地震災害時において被災者の救助活動を支援す
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るシステムの実現を目標とする．このスマートホームネットワークでは，地震災
害時において通常の通信インフラが利用できなくなった場合に，各家庭のホーム
サーバ同士でアドホックネットワークを構築することでネットワーク機能を維持
する．また，スマートホームシステムでは家屋内の状況が常時センシングされて
おり，在宅人数および各センサからの異常値などの情報をもとに，生き埋め被災者
の存在を予測し，その位置情報を救助要請マップとしてスマートホームネットワー
ク上で自動的に共有する．この救助要請マップは，モバイル端末でホームサーバ
と通信することで取得でき，被災者の位置情報を地図アプリ上で確認できる．こ
れら一連の動作を救助支援システムとして提案し，さらに直接通信できないホー
ムサーバ間でネットワークが分断される問題を解決するモバイル端末中継手法を
提案する．スマートホームネットワークによって，地震災害時においても最低限
のネットワーク環境が構築でき，安否確認や被害状況，物資の要求などの通信に
活用できると考えられる．また，本救助支援システムを実現することで，生き埋
め被災者の救助活動を支援し，迅速な被災者救助に貢献できると考えられる．
1.2 論文の構成
本論文の構成について，以下に示す．
第 2章では，アドホックネットワークおよび遅延耐性ネットワークの概要を述
べ，最も多く研究されているルーティングプロトコルの動向について論じる．ま
た，これらの研究動向に対する本研究との関連付けについて言及する．
第 3章では，スマートホームネットワークの構築および救助要請マップのデータ
配信について述べる．地震災害時において，インターネットなどの通常の通信イン
フラの損傷によって通信ができなくなるため，このようなインフラに頼らない緊
急ネットワークを構築する必要がある．そこで本章では，各家庭にスマートホー
ムシステムが普及する仮定の下，各家庭のホームサーバ同士でアドホックネット
ワークを構築するスマートホームネットワークについて述べる．また，スマート
ホームシステムにおけるセンシングによって得られる情報から建物の倒壊や内部
に生き埋めとなった被災者の存在を予測し，その位置情報を表示することで，被
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災者の位置情報を予測する救助要請マップの作成を提案する．さらに，救助要請
マップの情報をスマートホームネットワーク上で共有するため，救助要請マップの
作成に必要な情報のデータ配信について述べる．実測実験によってスマートホー
ムネットワーク内での無線通信範囲を測定し，その結果をもとに実地図データを
活用したシミュレーションを行う．シミュレーション評価では，都市部住宅街の
地図データを参照し，スマートホームシステムがどの程度普及すれば，スマート
ホームネットワークが十分に利用できるかを測定する．また，救助要請マップの
有効性を示すため，スマートホームネットワーク上で救助要請マップ情報の取得
範囲について評価する．シミュレーション結果より，地域全体の半分の世帯がス
マートホームシステムを導入することができれば，有用なネットワークとして利
用できることを示している．
第 4章では，スマートホームネットワークおよび救助要請マップをもとに生き
埋め被災者の救助支援を目的とした救助支援システムおよびネットワーク全体で
の情報共有率の向上を目的としたモバイル端末中継手法について述べている．本
章では，モバイル端末を利用することで，近隣のホームサーバとの通信で救助要
請マップを取得し，被災者の存在しうる位置情報を素早く特定できるようにする
救助支援システムを提案している．また，モバイル端末がホームサーバから救助
要請マップの情報を取得することに着目して，直接通信できないホームサーバ間
のデータ通信をモバイル端末が遅延耐性ネットワークによって中継するモバイル
端末中継手法によってスマートホームネットワーク上で共有可能な情報量の向上
を図っている．シミュレーション評価では，モバイル端末中継手法を利用した場
合のスマートホームネットワーク全体での情報共有について，各ホームサーバの
情報共有率から評価している．また，救助支援システムの有無によって，被災者
の救助完了時間にどの程度の差が出るかをシミュレーションで評価し，救助支援
システムの有効性を示している．
第 5章では，本論文の結論および今後の研究課題について述べている．
6
第2章 アドホックネットワークと遅延耐性
ネットワークの研究動向
2.1 緒言
ノート PCやスマートフォンなどの無線通信を行うモバイル端末の普及に伴っ
て，モバイル端末のみでネットワークを構築するアドホックネットワーク (Ad-
hoc Network) [11]や遅延耐性ネットワーク (Delay/Disruption Tolerant Networks:
DTN) [12]が注目されている．これらのネットワークでは，基地局やアクセスポ
イントなどの特定の通信インフラを必要とせず，端末同士が互いにルータとして
の役割を果たすことによって，直接通信できない端末との通信を可能にしている．
アドホックネットワークや遅延耐性ネットワークを実現するためには，インター
ネットを構成する技術のみでは困難であり，様々な研究が行われている．
本章では，スマートホームネットワークの構築およびモバイル端末中継手法の
実装に必要となる技術として，アドホックネットワークおよび遅延耐性ネットワー
クの研究動向について述べる．2.2節では，これらのネットワークの概要について，
それぞれのネットワークを比較しながら異なる点を述べる．2.3節では，アドホッ
クネットワークや遅延耐性ネットワークの研究で最も多いルーティングプロトコ
ルについて述べる．最後に 2.4節では，提案するスマートホームネットワークおよ
びモバイル端末中継手法を実現する上で，前述のアドホックネットワークおよび遅
延耐性ネットワークの研究技術を本研究にどのように適用するかについて述べる．
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インフラストラクチャモード アドホックモード
図 2-1 無線 LANでの接続形態
2.2 アドホックネットワーク・遅延耐性ネットワークの
概要
2.2.1 無線LAN技術
無線通信技術の向上によって，屋内外問わず無線 LAN (Wireless Local Area
Network: WLAN)を利用してネットワークを構築する家庭が増えている．無線
LANのデータリンクプロトコルには IEEE 802.11が，インターネットの接続に最
も用いられるWi-Fiの規格として普及している．無線LANでインターネットに接
続する場合には，アクセスポイントを利用することが一般的である．一方，アド
ホックネットワークおよび遅延耐性ネットワークでは，アクセスポイントを介さず
端末同士で自律分散的なネットワークを構築し，直接無線通信を行う．無線 LAN
では，図 2-1のように異なる接続方式を 2つのモードに分けることで，それぞれ
のネットワークを構築できるようにしている．
 インフラストラクチャモード
　インフラストラクチャモードでは，各端末からの通信は必ずアクセスポイ
ントを介して通信を行っている．このモードでは，複数の端末と一度に通信
を行うことができる反面，アクセスポイントが故障してしまうと一切の通信
ができなくなる．また，アクセスポイントに負荷が集中すると通信速度が遅
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くなる．
 アドホックモード
　アドホックモードでは，各端末は直接通信を行っている．このモードでは，
端末自身が故障しない限り通信が可能であるが，2台以上の端末と同時に通信
ができない．各端末が独立して通信することから，インディペンデントモー
ドともいう．
IEEE 802.11では，アドホックネットワークおよび遅延耐性ネットワークを構築す
る場合にアドホックモードが利用される．また，アクセスポイントをソフトウェア
として利用することで，複数の端末と直接通信することが可能な規格としてWi-Fi
Directがある．他の無線機器の利用として，Bluetooth [13] [14]や ZigBee [15] [16]
が挙げられる．Bluetoothは IEEE 802.15.1で規格されており，干渉に強く省電力
であるため，小型周辺機器にて普及が進んでいる．特に，携帯電話やスマートフォ
ンなどでは多くのアクセサリ機器をBluetoothによって接続することができる．近
年では，一定の通信速度を確保しつつ省電力性を重視するBluetooth Low Energy
(BLE) [17]も登場している．ZigBeeは IEEE 802.15.4で規定されている短距離無
線通信規格の 1つであり，主にセンサネットワークとして利用されている．ZigBee
端末には自動中継機能が備わっているため，比較的簡単にマルチホップ通信によ
るアドホックネットワークを形成することができる [18]．
2.2.2 アドホックネットワークおよび遅延耐性ネットワークの特徴
アドホックネットワークは，1970年代にパケット無線通信と呼ばれる複数の無
線端末が戦場でお互いに通信できるようにする研究が起源とされている．しかし，
アドホックネットワークという名前で研究されるようになったのは 1990年代中ご
ろであり，無線 LANによるネットワークの普及に伴い研究されるようになった．
アドホックネットワークでは，スマートフォンやPDAのように小型で持ち運び可
能な端末を利用することで，端末がネットワーク内を自由に移動できることから
特にMANET(Mobile Ad-hoc NETwork) [19]と略称することが多い．また，電車
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やバスなどの公共交通機関および自動車などの車体に無線端末を設置して構築す
るアドホックネットワークのことを，特にVANET(Vehicle Ad-hoc Network) [20]
と呼ぶ．VANETのアプリケーションは，死角車両の発見や事故防止機能などに
よる運転支援サービス，渋滞情報や最適経路提供のための道路交通情報サービス，
その他のユーザ通信・情報サービスの 3つのサービスに分類されており，様々な研
究が行われている．MANETおよびVANETの領域において，これまでは機械同
士が相互に通信しあうローカルなネットワークで得られる情報をもとに動作を制
御するM2M (Machine to Machine)の概念が主流であったが，近年ではインター
ネットを通して機器に限らず人を含むあらゆるモノを繋ぐことで自律的な制御を
行う IoT (Internet of Thing)の概念が注目されている．IoT/M2Mの概念は，あら
ゆる場所にコンピュータが埋め込まれることでどのユーザも操作が可能なユビキ
タス情報社会，ユーザが直接操作しなくても自律的にサービスを提供するアンビ
エント情報社会のような次世代の社会像において，MANETおよびVANETが次
世代のネットワークへと発展していくために重要であると考えられる．
遅延耐性ネットワーク (Delay/Disruption Tolerant Networks: DTN)は，1990
年代後半に惑星間インターネットと呼ばれる地球上のインターネットと地球外の
惑星上に構成されたネットワークを人工衛星などを介して相互接続する研究が起
源とされている．惑星間インターネットでは，惑星間というような長い遅延および
断続的な通信接続の切断があり，人工衛星と地球上の端末のように異なるプロト
コルで構成されるネットワーク間の相互接続を実装する必要があるため，これまで
の無線通信技術のみでは困難であった．そこで，このような問題を解決するため，
端末間の通信に長い遅延，断続的な切断を許容するネットワークとして遅延耐性
ネットワークが登場し，研究が進められている．日本では，遅延耐性ネットワー
クとして訳されることが多く，本論文ではこの名称を利用する（最近は，途絶耐
性ネットワークとも呼ばれる）．遅延耐性ネットワークでは，ネットワーク内で断
続的な切断が発生するため，データが宛先端末に到達しない可能性が高い．そこ
で，データ到達率や通信機会を向上させるため，モバイル端末の他に Infobox [21]
やThrowboxes [22]のような一定のストレージを保持する小型サーバを固定ノード
として設置する研究も存在する．
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図 2-2 アドホックネットワークと遅延耐性ネットワークの違い
次に，それぞれのネットワークの違いについて述べる．アドホックネットワー
クおよび遅延耐性ネットワークのデータ転送の例を図 2-2に示す．いずれのネット
ワークも，ネットワークに参加するすべての端末がルータの役割を担っている．ア
ドホックネットワークでは，直接電波が届かず通信できない場合でも，別の端末
が中継端末としてマルチホップ通信をすることで，データ転送を可能にしている．
ただし，送信元端末が宛先端末までの通信経路を確保できない場合には通信不可
能となる．一方，遅延耐性ネットワークでは，送信元端末は宛先端末までの通信
経路を確保できない場合でも，必要に応じて中継端末にデータを転送することで，
端末の移動によって宛先端末と直接通信可能な範囲に入ったときにデータを転送
することが可能である．
2.2.3 プロトコルスタック
アドホックネットワークおよび遅延耐性ネットワークのプロトコルスタックに
ついて述べる．図 2-3に，それぞれのネットワークのプロトコルスタックを示す．
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図 2-3アドホックネットワークと遅延耐性ネットワークにおけるプロトコルスタック
アドホックネットワークのプロトコルスタックは 5層（OS参照モデル 1では 7層）
で構成され，インターネットと同様の構成で通信を実現している．つまり，トラン
スポート層では TCP (Transmission Contorol Protocol)や UDP (User Datagram
Protocol)プロトコル，ネットワーク層では IP (Internet Protocol)を持つTCP/IP
(UDP/IP)のようなプロトコルスタックを用いてアドホックネットワークを実装す
ることができる．
一方，遅延耐性ネットワークのプロトコルスタックは，インターネットと同様の
プロトコルスタックを利用することができない．TCP/IPを例に挙げると，TCP
技術ではACKの応答時間によって輻輳制御を行うため，通信経路が確定しない遅
延耐性ネットワークでは不必要に送信レートが制御される．また，IP技術では宛
先までの通信経路が確定しなければデータを送信できない．そこで，非同期かつ
非実時間な通信を端末間で実現するために，遅延耐性ネットワークのプロトコル
スタックにはアプリケーション層とトランスポート層の間にバンドル層が挿入さ
れている．バンドル層では，バンドルと呼ばれる可変長データを蓄積するための
永続ストレージを保持しており，次の通信が確立されるまでバンドルを保持する．
このような転送技術を蓄積型転送と呼び，次の転送先の端末と通信が確立するま
で一時的にバンドルを保持する．また，バンドルを蓄積する端末が移動すること
1異機種間での通信に必要なネットワーク構造の設計方針である開放型システム間相互接続 (Open
Systems Interconnection)において，円滑なデータ通信を実現するために必要な機能を階層構造に
分割したモデル
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図 2-4 遅延耐性ネットワークでのデータ転送例
によって別の中継端末に接触できるような場合を特に蓄積運搬型転送と呼び，転
送先端末が異なるプロトコルを用いるネットワークに所属する場合にはその相互
接続をバンドル層で管理している．したがって，遅延耐性ネットワークでは，端
末間中継ごとにバンドル層で通信を終端して永続ストレージに一時保管している．
遅延耐性ネットワークにおいて，バンドル層が実装されている端末は，送信元端
末や宛先端末を表すDTNホスト，同じプロトコルスタックでのバンドル中継を担
うDTNルータ，異なるプロトコルスタックでのバンドル中継を担うDTNゲート
ウェイの 3種類に分類できる．図 2-4に，送信元端末からDTNルータおよびDTN
ゲートウェイを介して宛先端末にデータ転送を行う例を示す．図 2-4では，各中
継端末にデータが転送されるたびに永続ストレージにバンドルが保管されており，
DTNゲートウェイではTCPとUDPで異なるトランスポート層の端末間を通信中
継するためにTCP/IPおよびUDP/IPの 2つのプロトコルスタックを持っている
ことがわかる．また，DTNゲートウェイが異なるプロトコルスタックで形成され
るネットワークに接続するためには，名前解決が必要である．しかし，インター
ネットで利用されるDNSのような事前名前解決は，DNSサーバとの通信が保証さ
れない遅延耐性ネットワークでは困難である．そこで，遅延耐性ネットワークで
は宛先端末の識別子を所属ネットワーク名と端末名の組で表現 [23] [24]し，名前
解決を行わずに宛先端末を管理するネットワーク名をもとにDTNゲートウェイま
でバンドルを転送することで，宛先端末と同じネットワークに所属するDTNゲー
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トウェイのみが名前解決を行ってアドレスに変換する．
2.3 ルーティングプロトコル
アドホックネットワークおよび遅延耐性ネットワークでは，送信元端末から宛
先端末までの通信経路を制御するルーティングプロトコルに関する研究が非常に
多い．これらのネットワークでは，モバイル端末の移動によってネットワーク内
の経路情報は常に変化しているため，インターネットで利用されているルーティ
ングプロトコルをそのまま適用することは困難である．そのため，アドホックネッ
トワークや遅延耐性ネットワークではそれぞれネットワークの利用形態に合わせ
て様々なルーティングプロトコルが提案されている．
2.3.1 アドホックネットワークのルーティングプロトコル
アドホックネットワークのルーティングプロトコルは，1対 1通信を想定したユ
ニキャストと 1対多通信を想定したマルチキャストの 2種類に分類される [11] [25]．
現在，ユニキャストルーティングプロトコルは多くの研究・議論によって標準化
されている．しかし，マルチキャストルーティングプロトコルについても提案手
法の研究 [26]は行われているが，ユニキャストの標準化が終わっていなかった背
景からも本格的な議論はほとんど行われていない．ユニキャストルーティングプ
ロトコルには，あらかじめ通信経路を確保しておく場合と，通信要求が発生した
時点で通信経路を準備する場合がある．前者はプロアクティブ型，後者はリアク
ティブ型と分類される．プロアクティブ型は，ネットワーク上の各端末が他の端末
への最新のルーティング情報を格納するためのテーブルを 1つ以上持つことから，
テーブル駆動型とも呼ばれる．それに対してリアクティブ型は，要求に応じてと
いう意味の英語からオンデマンド型とも呼ばれる．プロアクティブ型の代表的な
ルーティングプロトコルとしてOLSR (Optimized Link State Routing) [11] [27]，
TBRPF (Topology Dissemination Based on Reverse-Path Forwarding) [11] [27]，
DSDV (Destination Sequence Distance Vector) [11] [28]などがあるが，現在標準
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化されているのはOLSRv2 [11] [29]である．一方，リアクティブ型の代表的なルー
ティングプロトコルとしてAODV (Adhoc On-Demand Distance Vector) [11] [28]，
DSR (Dynamic Source Routing) [11] [28]などがあるが，現在標準化されているの
はDYMO (Dynamic MANET On-demand) [11] [30]である．そこで，OLSRv2お
よびDYMOのルーティング方式について以下に述べる．
 OLSRv2
　OLSRv2はOLSRの機能を引き継いで作成されている．OLSRでは，各
端末は他端末への経路情報をルーティングテーブルとしてあらかじめ保持し
ており，一定時間ごとに更新するため周囲端末へフラッディングを行う．各
端末はフラッディングする端末を制限することで送信パケットを最小限に抑
えており，選択された端末の集合をMPR(Multipoint Relay)集合という．端
末情報として，HELLOおよびTC(Topology Control)のメッセージがある．
HELLOメッセージには，端末自身の IPアドレス，シーケンス番号，隣接端
末のアドレス，MPR集合に関する情報が含まれている．TCメッセージに
は，MPR集合に含まれる端末情報のみが入っており，MPR間で繰り返し送
信することで全体のネットワーク構成がわかる．OLSRv2では，これらの機
能に加えてメッセージフォーマットの一般化，アドレスブロックの概念導入
およびサイズ圧縮機能などの拡張が行われている．
 DYMO
　DYMOはAODVやDSRの設計を引き継ぎ，特にAODVをベースに作成
されている．AODVでは，RREQ(route request)およびRREP(route reply)
のメッセージを利用している．送信端末は通信要求を宛先 (受信)端末に知
らせるため，自身の IPアドレスおよび宛先の IPアドレスを付加したRREQ
を周囲端末にブロードキャストする．RREQを受信した中継端末は，直前
端末への経路エントリ (逆方向経路)を生成した後，RREQを次の端末へ転
送する．RREQを宛先端末が受信すると，送信端末に向かって RREPメッ
セージを生成して，逆方向経路をもとに送信端末へ向かって転送する．この
時，中継端末および送信端末は RREPを転送してきた端末への経路エント
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リ (順方向経路)を生成することで，エンド間のルーティングを順方向経路を
もとに送信端末は宛先端末へデータを送信することができる．DYMOでも，
OLSRv2同様にメッセージフォーマットの一般化などの機能を追加している．
2.3.2 遅延耐性ネットワークのルーティングプロトコル
遅延耐性ネットワークのルーティングプロトコルには，データの複製数に応じ
て 3種類に分類することができる．これらは，単一コピー (single-copy)，上限あ
りの複数コピー (n-copy)，無制限コピー (unlimited-copy)にそれぞれ分類される．
各方式における代表的なルーティングプロトコルについて述べる．
1. 単一コピー (single-copy)
　単一コピー方式には，送信元端末が宛先端末とのみ通信を行う Direct De-
livery [31]，最初に接触した隣接端末へデータを転送するFirst Contact [32]が
ある．First Contactでは，送信元端末は最初に接触した端末にデータを移行
し，受信した端末は宛先端末でない限り次に接触した近隣端末へと中継する．
Direct DeliveryおよびFirst Contactのいずれのプロトコルもデータを転送し
た時点で，送信側はデータを消去する．遅延耐性ネットワークでは，広い範
囲にデータを転送するにはデータの複製数を増やす必要があるため，単一コ
ピー方式によるデータ転送は単純なアルゴリズムが多い．
2. 複数コピー (n-copy)
　複数コピー方式には，Two-Hop Relay [33] [34] [35]，Spray-and-Wait [36]
[37] [38]が挙げられる．
　Two-Hop Relayでは，送信元端末が隣接端末と接触した場合のみデータを
複製して転送する．中継端末は他の端末とは通信を行わず，宛先端末と接触
した場合のみデータを転送することができる．
　 Spary-and-Waitでは，送信元端末のみが一定のルールで決められた数だけ
データを複製する．送信元端末は隣接端末と通信する場合，データの複製数
の半分または 1つのみ送信を行う．この転送数の基準は，宛先端末の座標情
報などを利用しており，目的地へ近づくと予測される中継端末には多くの複
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製データを送信し，違う場合には複製データを送らない，または 1つだけ送
信するというように判断している．
3. 無制限コピー (unlimited-copy)
　無制限コピー方式は，送信元だけでなく中継端末もデータ複製が可能であ
る．データを保持する端末は，基本的に接触した全端末にデータを転送するた
め，無制限コピー方式はフラッディングによる通信である．無制限コピー方式
には，Epidemic [39] [40]，PRoPHET (Probabilistic Routing Protocol using
History of Encounters and Transitivity) [41] [42]，Max-Prop [43] [44]などが
挙げられる．
Epidemicは，単純に通信可能な隣接端末にデータを転送する方式である．Epi-
demicプロトコルは，データを持つ中継端末が増加するため宛先端末への到達
率が他のプロトコルに比べて最も高いが，データ量の増加によるネットワー
ク全体および各中継端末に対する通信負荷の増加が非常に大きい．そのため，
ネットワークにおけるオーバーヘッドを抑えるため，宛先に到達する可能性
が高い中継端末のみに複製データを送信するようなアルゴリズムが必要であ
る．
　PRoPHETでは，送信端末は受信端末の宛先端末との遭遇確率をもとに複
製データを転送するか判断する．そのため，各端末は近隣端末と接触するた
びに，その端末名，遭遇時間および遭遇回数を遭遇履歴として保持している．
送信端末は，通信可能な端末の遭遇履歴から宛先への到達確率を求め，その
確率が決められた閾値を超えれば複製データを送信する．
　Max-Propでは，送信端末は配信確率だけでなく宛先までの端末ホップ数
をもとに複製データの配信を判断している．また，データが宛先に到着した
場合，宛先から周囲の端末を中継して不要になったデータを明示的に消去さ
せることで，ネットワーク内の通信負荷を減らしている．
複数コピーあるいは無制限コピーによるデータの複製を行った場合には，宛先端
末にデータが到達したときに，他の中継端末が保持しているコピーデータはネッ
トワークから消去する必要がある．しかし，これらの中継端末は宛先端末にデー
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タが届いたことを把握することができないため，保持されている情報はバンドル
層の永続ストレージやネットワークの資源量を圧迫する原因となる．そのため，不
要になったコピーデータを端末から消去する必要があり，そのアプローチとして
回復手法がある．回復手法には，タイマを利用した方法と明示的通知を行う方法
がある [45] [46]．タイマを利用した方法では有限時間内にすべてのメッセージを
消去することができるが，適切なタイマの設定が困難である．一方，明示的通知
を行う方法では宛先端末がデータを受信すると，消去パケットをブロードキャス
トすることでネットワーク内に存在する複製データを消去する．また，これらの
手法を併用する場合もある [47]．
2.4 本論文との関連付け
本論文では，2.2節および 2.3節で記述したアドホックネットワークおよび遅延
耐性ネットワークに関する研究をもとに，スマートホームネットワークおよびモ
バイル端末中継手法を提案している．本研究では，プロトコルスタックにおける
アプリケーション層に焦点を当てている．ここでは，下位層でのシステムの想定
についても言及する．
スマートホームネットワークでは，近隣のホームサーバ同士でアドホックネッ
トワークを構築し，各ホームサーバはセンシング情報などを他のホームサーバと
通信することで共有しあう．共有する情報は，第 3章で詳しく述べる生き埋め被災
者の位置情報を予測する救助要請マップの作成に利用されるため，ホームサーバ
間で正確な情報通信が行われる必要がある．そこで，本研究ではTCP/IPによる
実現を想定している．また，本研究では無線通信には一般的に普及している IEEE
802.11規格を想定している．
第 4章で述べるモバイル端末中継手法では，直接通信ができないホームサーバ
間の情報を通信中継することで，スマートホームネットワーク全体での情報の共
有率の向上を図る．このとき，モバイル端末がホームサーバ間のデータ転送を中
継する手法には，遅延耐性ネットワークのEpidemicルーティングを想定している．
Epidemicルーティングでは，通信が発生するたびに端末の保持するデータをすべ
18
て複製して中継を行うため，データ中継の成功率は高くなるが，不要な複製データ
による通信端末上のストレージやネットワーク資源量の浪費が問題となる．しか
し，本研究では救助支援システムにおける救助要請マップの作成に必要な情報の
データ中継に利用しており，この情報はモバイル端末にとっても必要な情報とな
るため，ストレージを無駄遣いすることはない．また，第 3章で詳しく述べるが，
スマートホームネットワークでは各ホームサーバは取得できる救助要請マップの
情報の範囲を制限しており，モバイル端末がホームサーバから取得する情報量が
膨大になることはない．したがって，モバイル端末中継手法において，Epidemic
ルーティングによって消費されるネットワーク資源量は抑えることができると考
えられる．さらに，モバイル端末中継手法における通信でもスマートホームネッ
トワークと同様に，無線通信には IEEE 802.11規格を利用し，TCP/IPによって
実現することを想定している．
本論文では，これ以降にプロトコルスタックにおけるトランスポート層より下
位層については言及しない．
2.5 結言
本章では，アドホックネットワークおよび遅延耐性ネットワークについての研
究動向について述べた．2.2節では，アドホックネットワークおよび遅延耐性ネッ
トワークのネットワークの概要について，それぞれのネットワークを比較しなが
ら異なる点を述べた．2.3節では，アドホックネットワークおよび遅延耐性ネット
ワークで最も研究されているルーティングプロトコルについて，分類分けおよび
各ルーティングプロトコルの特徴について述べた．2.4節では，これまでの研究動
向をもとに，アドホックネットワークおよび遅延耐性ネットワークの研究分野に
おける本研究との関連付けについて言及した．
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第3章 地震時におけるスマートホームを利用
したアドホックネットワークの構築と
被災者支援のためのデータ配信
3.1 緒言
大規模な災害発生時には，被災地での被害状況や救援物資の需要などを外部に
連絡するため，情報を迅速かつ正確に通信できる環境が重要となる．しかし，地震
災害時には，土砂災害や浸水などによる停電や施設の物理的損傷などの他に，大都
市部では通信回線の輻輳などによって通信インフラ網を支える設備が故障し，利
用できなくなる可能性がある．このような状況において被災地外部との通信を確
保するためには，通常の通信インフラ網に頼らない緊急用のネットワークを構築
する必要がある．そのため，各々の通信端末が直接通信し合うP2P方式によって
ネットワークを構築するアドホックネットワークや遅延耐性ネットワークが注目
されており，様々な手法が提案されている．これらのネットワークでは，主に無
線通信機能を搭載したノート PCやスマートフォン，携帯電話などのモバイル端
末によって構築することを想定しており，第 2章で述べたように多くの研究が存
在する．しかし，これらの端末ではバッテリ量の関係で数時間程度の動作しか見
込めず，インターネットなどの通信インフラ復旧作業によってある程度回復する
まで緊急ネットワークを維持することは困難である．
この問題に対して，緊急ネットワークを構築する際に，バッテリ容量に比較的
余裕のある無線搭載車両 [7] [9]や，大容量のバッテリが存在する箇所で小型アン
テナ [10]，家庭用ホームサーバ [48]などを導入する手法が提案されている．しか
し，これらの緊急ネットワークの構築には，被災後に無線通信機能を備えた物資
の導入や設置などの人的作業が必要であり，ネットワークの構築には数時間以上
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かかる．また，地震災害によって道路の陥没や倒壊物による道路の遮蔽などの影
響で，物資を搬入するための車両が通行できなくなる事態も想定することができ，
緊急ネットワークの構築自体が困難になる問題もある．
本章では，これらの問題を解決するため，スマートホームシステムを一律に管理
するホームサーバに無線機能を付加し，近隣のホームサーバ同士でアドホックネッ
トワークを構築するスマートホームネットワークを提案する．東日本大震災を契
機に，スマートホームシステム普及の兆しになっていることから，今後スマート
ホームシステムが各家庭に導入されると想定している．本章では，スマートホー
ムネットワークの構成要素やシステムモデル，ネットワーク構築までの流れを述
べている．また，スマートホームネットワークの応用として，スマートホームシ
ステムから得られるセンサ情報などによって建物の倒壊や内部に生き埋めとなっ
た被災者の存在を予測し，スマートホームネットワーク内で情報を共有すること
で被災者の位置情報を把握し，その位置情報を地図データ上に出力する救助要請
マップを提案する．救助要請マップの作成に必要な情報を定義し，スマートホー
ムネットワーク上での通信負荷について言及する．本提案システムについて，実
測実験によりデータ通信時間および各通信端末の通信範囲について予備実験を行
う．そのデータをもとにシミュレーションを行い，スマートホームネットワーク
の有効性を評価する．
3.2 スマートホームシステム
スマートホームとは，図 3-1に示すような家庭内に存在する家電製品や防犯シ
ステムなどを一律に制御するためのシステムの総称であり，ホームサーバによっ
て一括管理される．スマートホーム内では，多数のセンサが利用されており，そ
の種類も多種多様である．例えば，火災による煙や熱を検知する火災センサ，光
や赤外線を利用して人物の移動を検知する人感センサ，建物の傾きを加速度や圧
力によって検知する倒壊センサなどがある．各種センサは定期的にセンシングを
行うことで，人やモノの状態・状況の変化をリアルタイムに取得し，そのデータ
はホームサーバに集約される．ホームサーバはセンシング結果を集約し，必要に
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応じて家電を制御することで，快適な生活を支援する．
図 3-1 スマートホームの構成
スマートホームでは，リアルタイムに変化する状況を各種センサによって取得
し，センサの情報をもとにした様々なサービスが考案・展開されており，その一例
を以下に示す．
 火災センサによる火元の検知および自動消火（防災セキュリティ）
 地震発生時におけるドアや窓の自動開放（防災セキュリティ）
 監視カメラなどによる不審者の監視や子供の見守り（防犯セキュリティ）
 室内ユーザの人数制御あるいは位置情報の把握（環境モニタリング）
 室内のユーザに適した空調・照明の制御（環境モニタリング）
日本では東日本大震災の影響を受けて，スマートハウスの名称としてこのシス
テムの普及が始まっている．スマートハウスシステムでは，家庭内における電力
をモニタリングすることで最適な電力使用をサポートする．また，太陽光発電や
バッテリ機能などにより各家庭に一定の電力を確保することで，震災時における
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インフラ機能停止時においてもある程度の電力利用が可能である．さらに，ユー
ザはスマートフォンのような携帯端末などを利用することで，端末画面上から家
庭内の電力状況を視覚的に把握したり，状況に応じてどこからでも家電などを操
作することが可能となる．住宅企業だけでなく電機メーカーやガス会社などの様々
な企業が，スマートハウスシステムの実現に向けて開発を行い，導入が進んでい
る．例えば，太陽光発電以外にもガス発電による電力供給，電気自動車のバッテ
リを家電用電力として利用する機能などが挙げられる．
3.3 スマートホームネットワークの構築と救助要請
マップの作成・共有
スマートホームネットワークでは，各家庭のスマートホームシステムを管理す
るホームサーバ同士が無線アドホックネットワークを構築することで，地震災害
に伴う停電によってインターネットなどの通常の通信インフラが利用できなくなっ
た場合においても，最低限の通信機能を維持することができる．また，スマート
ホームシステムによって管理されるセンサなどの情報を利用することで，各家庭
内の状況や在宅情報を把握することができ，その情報から生き埋め被災者が存在
する可能性のある家屋の場所を特定することが可能である．本研究では，地震災
害発生に伴う通常の通信インフラ損失時において，各家庭のホームサーバが互い
に無線通信でスマートホームネットワークを構築する．さらに，スマートホームシ
ステムで得られる情報をスマートホームネットワーク上で共有することで生き埋
め被災者の位置を予測し，迅速な被災者救助活動の支援システムを構築する．ス
マートホームネットワークでは，交通機関の利用を遮断され，公共機関やセキュ
リティ会社からの救援が期待できないような状況での利用を想定している．実際
に阪神・淡路大震災においては，多くの家屋倒壊による生き埋め被災者が，地域
の一般人に救助されている．しかし，生き埋め被災者の位置を特定するための情
報は，伝聞と被災者自身の助けを呼ぶ声であったことから，救助活動は非常に難
航した．そこで，スマートホームネットワークを用いて救助要請マップを作成す
ることにより，各地域での災害時の相互支援活動を助け，迅速かつ円滑な救助活
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動に貢献できる支援システムを構築する．本節では，地震災害時におけるスマー
トホームネットワークの構築および生き埋め被災者の救助支援を目的とした救助
要請マップの作成と共有の方法について述べる．
3.3.1 スマートホームネットワークの構築
本研究においてホームサーバは，平常時にはセンサが周囲の環境情報を収集し
ながら家庭内に存在する家電製品，人の出入り，防犯システムなどを一律に制御
するスマートホームシステムの管理端末として，災害時にはホームサーバが周囲
のホームサーバと無線通信によるアドホックネットワークを形成するノードとし
て動作する．特に地震災害時においては，緊急地震速報により数秒程度前に地震
を検知し，ドアや窓の開放，火元やガスの元栓の処理などの災害対策をあらかじ
め行う．これにより，火事や生き埋めなどの二次災害の防止につなげることがで
き，ユーザは自身の安全確保にだけ集中することができる．
スマートホームネットワークは，都市部の住宅街に構築することが望ましいネッ
トワークである．これは，スマートホームネットワークの性能を十分に発揮できる
だけのホームサーバ密度が必要なためである．また，スマートホームネットワーク
形成時には無線の通信範囲を考慮して，等間隔でホームサーバを設置することが
理想である．しかし，実際には都市部の住宅街でもホームサーバを置くことので
きない場所が存在する．例えば，公園・道路などの公共機関，工場・ショッピング
センターなどの民間企業がそれぞれ管理する場所である．安定したスマートホー
ムネットワークを構築するには，この問題を解決する必要がある．そこで，各家
庭にホームサーバが一定以上普及していることを想定して，公共機関や民間企業
が管理する場所にホームサーバ間の通信を補助する中継機を導入する．これによ
り，ネットワークが分断するのを防ぐことができ，都市部だけでなく地方でもあ
る程度スマートホームネットワークを形成する環境を整備することができる．さ
らに，中継機のいくつかは外部ネットワークへアクセスできるようにすることで，
ネットワークを孤立させない必要がある．これは災害時に，被災地域内で安否確
認や被災状況などの情報を取得するためにも重要である．
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スマートホームネットワークは，各家庭のホームサーバをP2P方式で相互接続
することで構成される．基本的には中央サーバを必要とせず，それによる許容ユー
ザ数の限界がないため，災害耐性や拡張性が高く，安価に構築することができる．
スマートホームネットワークでは，各隣接ノードが物理的に近距離であるという
点において，従来のP2Pネットワークとは異なっている．各ホームサーバは，ス
マートホームネットワーク参加時に入力する地域情報によって，近隣のホームサー
バ同士が互いを認識する．
地震災害時において大きな問題となるのは，停電により電力の供給が止まるこ
とである．従来のスマートホームにおいては，独立に動作するための電力供給機能
は備わっていなかった．しかし，2011年 3月 11日に発生した東日本大震災を契機
として，近年のスマートホーム技術では太陽光発電や大容量バッテリなどによる
電力自給を想定することが多くなり，スマートホームネットワークにおけるホー
ムサーバでもバッテリについては考慮している．バッテリは，ホームサーバ，各種
センサ，ネットワークHUBおよび無線 LANを 3日程度連続で動作させるだけの
容量を持つことが望ましい．本研究では，バッテリにUPS（無停電電源装置）を
利用している．さらに，バッテリ駆動時には消費電力を抑えることで稼働時間を
延長することができる．したがって，ホームサーバはバッテリの状況に応じて，緊
急ネットワークとしての通信，ホームサーバ同士の情報共有，センサ情報の取得
などのタイミングや規模について優先度を考慮して適宜調節する．
本システムの構成要素を以下にまとめる．
 ホームサーバ
　ホームサーバは常時電源ON状態で動作することを想定している．従来の
P2Pネットワークとは異なり，ホームサーバの脱退が生じれば，災害などに
よる何らかの故障または障害の発生などが推測できる．ホームサーバは通常
回線によるインターネット通信に加えて，災害時に在宅情報や各種センサ情
報などを他のホームサーバに送信するための無線 LAN機能を備えている．
 モバイル端末
　モバイル端末とは，無線 LAN機能を持つ小型周辺機器のことで，スマー
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トフォンなどのモバイル機器や各種 PDAを指す．近隣のホームサーバとの
直接通信により救助要請マップを取得することができ，それをもとに救助を
必要とする人の居場所の特定が可能である．
 中継機
　中継機は，ホームサーバ間の通信を補助する．また，スマートホームネッ
トワークが外部から孤立しないようにいくつかの中継機に外部ネットワーク
接続が可能な中継機（以下，WAN中継機）を設置することにより，被災地か
ら外部の情報を取得したり外部から安否情報を確認することなどができる．
中継機の電源には太陽電池や大容量バッテリを利用することで，地震による
停電時においても問題なく動作が可能である．
 緊急地震速報
　緊急地震速報は気象庁が導入している，地震発生を知ることができるシス
テムである．このシステムは，初期微動（P波）と主要動（S波）の伝搬速
度の差を利用しており，P波を検知することで震度や地震到着時間を予測す
る．これによって，本震（S波）が到達するまでの数秒から数十秒間で安全
対策を講じることができる．本提案では高度利用者向け緊急地震速報も採用
しており，一般向けのものと異なり，速報が複数回送信されその度に信頼性
が向上する．これを利用して，ホームサーバはスマートホームネットワーク
を構築する支援が可能である．
地震災害時における各家庭のホームサーバの処理およびスマートホームネット
ワークの構築までの流れについて述べる．ホームサーバは，高度利用者向け緊急
地震速報を受信することで地震を検知する．ユーザの在宅時における緊急地震速
報を受信した場合の動作について述べる．
1. 図 3-2のように初回の緊急地震速報（高度利用者向け緊急地震速報）を受信す
ると，ホームサーバは周囲のホームサーバとコネクションの確認をする．ま
た，窓の開放，火元やガスの元栓の処理などのプライバシーが守られる範囲
内で災害対策をホームサーバが自動で行う．
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図 3-2 緊急地震速報を受信した場合
図 3-3 スマートホームネットワークの構築
2. 一般向けの緊急地震速報を受信すると，隣接するホームサーバとの通信を開
始し，必要な情報をホームサーバ間で共有する．ただし，地震発生後に伴う
通信インフラの停止が発生するまではインターネットなどの通常回線を優先
して利用する．一般向けの緊急地震速報受信時には，ホームサーバはドアの
開放もしくはロックの解除などのプライバシーに関わる災害対策も行う．
3. 地震発生後，停電などで通常の通信インフラが利用できなくなると，図 3-3の
ように各ホームサーバは周囲のホームサーバと無線アドホックネットワーク
を構築することで，近隣ホームサーバとの通信機能を維持する．
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3.3.2 救助要請マップの作成とデータ配信
地震（津波を伴わない）災害時において，特に家屋などに生き埋めとなった被
災者を救助することが非常に重要となる．しかし，過去の地震災害での救助活動
において，助けを呼ぶ声や伝聞でしか被災者の位置を特定できないことが問題と
なっている．そこで本研究では，スマートホームネットワーク上で共有される各家
庭のホームサーバの情報を用いて生き埋め被災者の存在の有無を推定し，その位
置情報をモバイル端末の地図アプリ上に表示する救助要請マップを作成する．救
助要請マップ作成に必要なホームサーバの情報は，周辺のホームサーバとの通信
によって取得することができる．救助要請マップは，公的機関による消防隊や自
衛隊あるいは地域住民で結成される救助隊のように救助に来た者（以下，「救助者」
と表記）が取得することで，生き埋め被災者が存在する可能性がある居場所を特
定し，迅速な救助活動を支援する．
救助要請マップの作成に必要な情報について以下に示す．
 救助要請情報
　実際に被害にあっている人または付近にいる人が，スマートホームネット
ワークを用いて送信する直接救助要請情報である．これは予測を含まないもっ
とも優先度の高い情報である．人が直接入力するため，特に信頼性がある情
報でもある．しかし，誤入力などによる情報がマップ作成に悪影響を及ぼす
可能性もあるので，誤情報の訂正機能などによって補完できるようにする．
 在宅情報
　人感センサなどによって得られる人の存在を確認する情報であり，スマー
トホームでは在宅情報を管理することができる．この情報はプライバシー情
報であり，緊急時のみ他のホームサーバと情報共有することができるように
なる．緊急地震速報によって地震発生を知ることができた場合は，その段階
から在宅情報を取り扱うことが可能になるため，救助要請マップの信頼性を
向上させることができる．
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 センサ情報
　スマートホームに備わっている傾きセンサや火災センサなどの各種センサ
情報を指す．各種センサにおいて異常値を観測した際に，近隣のホームサー
バへ情報を送信する．在宅情報によって人の存在が確認できるにもかかわら
ず，異常値の観測されたホームサーバには救助要請が必要であると予測する．
 離脱情報
　ホームサーバが，近隣ホームサーバとのアドホックネットワークから離脱
したことを示す情報である．ホームサーバは常時電源ON状態でネットワー
クに接続されているため，ネットワークからの離脱は何らかの機能に異常が
あると考えられる．特に無線LAN接続ができなくなった場合，物理的破損が
起きている可能性が高い．離脱情報が確認された場合，離脱したホームサー
バがある家屋内に被災者が存在するかを予測できれば，救助要請が必要と判
断する．その予測には，離脱したホームサーバから受信していた情報（特に
離脱直前に受信した在宅情報）を利用する．
 救助完了情報
　被災者の救助が完了した後にモバイル端末などで送信された報告を，各
ホームサーバに送信するための情報である．各ホームサーバは救助完了情報
を受信した場合，その位置情報を救助要請マップから消去する．
 座標情報
　ホームサーバの位置を把握するための情報であり，これにより救助要請
マップの表示場所を指定する．位置測位ができればどのようなものでも構わ
ないが，一般的に普及しているGPSによる測位情報を扱うことを想定する．
GPSは座標情報を高精度に測位することも可能だが，情報量が多く通信遅延
や消費電力についての考慮は必要である．
表 3-1にホームサーバ間で直接通信が必要な救助要請マップの作成に必要な情
報と，その情報を通信するために必要な最小データ量を示す．離脱情報は直接ホー
ムサーバ間で通信できないことを確認することで把握できる情報のため，表 3-1
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表 3-1 ホームサーバ間で共有する救助要請マップの作成に必要な情報
救助要請マップの情報 情報量 [bit] 内容
救助要請情報 1 ON(1)/OFF(0)
在宅情報 4 0～15人までカウント可能
センサ情報（最大 7台） 7 各種センサ:ON(1)/OFF(0)
救助完了情報 1 ON(1)/OFF(0)
座標情報 51 経度:26 [bit], 緯度:25 [bit]
には含まれない．座標情報について，経緯度をそれぞれ 2桁ビットで設定してい
る．これはGPSの仕様の 1つであり，地球の円周および経度 26ビット（緯度 25
ビット）で座標情報を割り振った場合に，座標間の精度が約 60cm1まで表現でき
るためである．実際には，各家庭に 1台あるホームサーバの位置情報の取得に座標
情報を利用するため，精度は 1住宅の面積で十分であるが，ロカポ 2 [49]と呼ばれ
る位置情報コードなどの利用も考慮して十分に大きく設定している．表 3-1より，
最低 64bit必要であるといえることから，本研究では単一ホームサーバの救助要請
マップの作成に必要な情報は 8Byteとする．また，他のホームサーバからの情報
をマルチホップするため複数台分の情報を送信する必要がある．各ホームサーバ
は，500m四方の世帯数を考慮した 2000台程度 3の情報を通信すると仮定してい
る．ただし，ホームサーバは最大で 10000台と情報共有できるものとしている．
スマートホームネットワークを利用した救助要請マップ作成に必要な情報の通
信について述べる．救助要請マップ作成に必要な情報をスマートホームネットワー
ク上で共有，あるいはモバイル端末が周辺ホームサーバから取得する際に用いら
れる通信方式はピュア型P2Pである．ホームサーバが緊急地震速報を取得すると，
各ホームサーバはスマートホームシステムで得られた在宅情報やセンサ情報を隣
接するホームサーバと共有し始める．家屋内の人数が変化したり，火災や建物の
倒壊などによりセンサ情報が異常値を示したりすることで，救助要請マップの作
1地球の赤道円周 6378km（円周 40075km），極半径 6356km（円周 39940km），経度範囲 360
度，緯度範囲 180度として，（経度の精度）=（赤道円周）/ 226（26ビット），（緯度の精度）=（極
円周の半分）/ 225（25ビット）より算出．
2ロカポ（LocaPoint）とは，災害時の救助活動における緯度経度情報の伝達ミスを抑止するこ
とを最大の目的として開発された位置情報コード（経緯度ともに 25ビット）である．
3大阪市阿倍野区の単位面積（1km四方）の世帯数が 8000程度（表 3-3参照）．
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成に必要な情報が更新された場合には，適宜隣接ノードへ情報を送信する．また，
ホームサーバは定期的に隣接ノードとのコネクションを確認することで，通信ネッ
トワークからの離脱情報を更新する．
救助要請マップの作成に必要な情報の通信頻度は，状況に応じて考慮する必要
がある．スマートホームネットワークが構築された後，救助要請マップの作成に必
要な情報を各ホームサーバ間で共有する時には，高頻度の通信が必要である．こ
の通信では，迅速な情報共有のために秒単位の頻度で行う必要があるが，各ホー
ムサーバの 1通信における情報量は少ないため通信負荷も許容できると考えられ
る．また，情報共有により救助要請マップがある程度完成すると，各ホームサー
バの情報や救助完了情報の送信などは比較的少ない通信頻度でも構わない．した
がって，本研究ではシステム全体における通信頻度による影響は少ないと想定で
きる．
生き埋め被災者の位置情報を取得するため，各家庭のホームサーバには，あらか
じめ周辺の地図情報およびホームサーバの位置情報を持たせている．しかし，単
一のホームサーバが市全体や区全体などの大規模な範囲で生き埋め被災者の位置
情報を取得する必要はないと考えられる．すなわち，本システムでは，これらの
位置情報はその地域住民が被災者を救助する際に主に利用されると想定しており，
各地域に応じた範囲の救助要請マップを作成できれば十分である．そこで，情報
発信源から一定距離を越えた場所にデータ保護以外の目的で救助要請マップの作
成に必要な情報が送信された場合や，パケットの有効期限を示すTTL（Time To
Live）が切れた場合にその位置情報を削除する．これによって，スマートホーム
ネットワーク全体での通信負荷を抑えることが期待できる．
救助者はモバイル端末により，各ホームサーバが作成した救助要請マップ情報
を取得する．また，複数のホームサーバから情報を取得することで，モバイル端
末は地域ごとの情報を統合することができる．モバイル端末では，取得した救助
要請マップ情報をもとに被災者が存在する可能性のある位置情報を地図アプリ上 4
に表示する．ただし，地図アプリ上に表示する情報量が多くなると見づらくなる
ので，状況に応じて表示する情報量を調整する．救助者は救助要請マップを頼り
4Googleマップなど既存の地図アプリを利用
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に被災者の救助を完了すると，モバイル端末によりホームサーバに報告すること
で救助要請マップ上から救助要請情報を消去し，近隣のホームサーバにその情報
を送信する．これにより，リアルタイムで被災者の位置を表示することができる．
3.4 実測実験
実測実験ではホームサーバを 2台利用し，実環境においてどの程度の距離まで
安定した無線通信が実現できるかを測定する．本実験は，シミュレーションにお
いてホームサーバや中継機の通信可能範囲のパラメータを設定するための予備実
験として実施している．ホームサーバ間の通信方法には pingを利用しており，端
末間の通信可能距離およびその通信時間をもとに，ホームサーバや中継機の通信
可能範囲を測定する．本実測実験では，都市部の住宅街を想定しており，地震発
生により周囲は停電しているものとする．そのため，周囲の無線機器は停止して
おり，住宅街のような多数の無線機器が存在しているようなエリアでも無線の混
信の影響はないものとしている．
3.4.1 実験環境
本実験での利用機器一覧およびその仕様を表 3-2に，実機モデルを図 3-4に示す．
本実験では，ホームサーバを想定した実験サーバにOpenBlockS 600を利用し，外
部機器によって無線LAN機能，停電時用バッテリを付加している．無線LANの通
信規格は IEEE 802.11b/gに設定しており，伝送速度は動的（最大 54Mbps）であ
る．また，無線 LAN機器や通信規格について，実験サーバに対応しているもので
あればどれを利用しても構わないが，本実験では corega製の CG-WLUSBNMを
利用している．バッテリにはAPC社のUPSを利用しており，鉛蓄電池のタイプ
を使用している．本バッテリの性能を測るため，10分間隔で pingによって通信す
る予備実験を行っており，連続稼働時間は 5時間半であることを確認した．ただ
し，本研究では各種センサなどの動作もバッテリにより実現することを目標とし
ているため，現段階でのバッテリ容量では不十分である．しかし，電気自動車な
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表 3-2 利用機器と仕様
項目 利用機器
ホームサーバ OpenBlockS 600
CPU AMCC PowerPC 405EX (600MHz)
仕様 メインメモリ 1GB DDR2 SDRAM
消費電力 8.0W (13.8VA)
無線 LAN CG-WLUSBNM
規格 IEEE802.11b/g/n
周波数帯域 2.412～2.472GHz
仕様 電源供給方法 USBインターフェース
定格入力電圧 DC5V
最大消費電流 84mA
バッテリ APC RS XL 500
どの技術発展に伴い動作時間や容量は改善されていくものと思われる．また，太
陽光発電などによる自家発電システムの導入によって，地震後においてもある程
度の電力供給ができる可能性もあり，今後の展開に影響されると考えられること
からも電力問題に関してはこれ以上の言及は行わない．
本実験は 2011年 12月の昼間に大学キャンパス内で実施している．実験実施日
はキャンパス内は法定停電のため，周辺の無線環境が全て停止した状態を想定し
て実験を行っている．当日の天候は曇り，実験時の屋外気温は 10度，室内気温は
13度である．
3.4.2 実験方法
本実験は，一戸建て家庭のホームサーバ間の通信あるいは中継機間での通信を
想定しており，2台のホームサーバ間の距離ごとの実測により通信可能範囲を測定
し，その通信時間を評価している．本実験では，ホームサーバ間の通信を想定した
室内-屋外-室内環境，中継機間の通信を想定した屋外環境の 2種類を行っており，
各実験の詳細について以下に述べる．
 室内-屋外-室内
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図 3-4 実機モデル
　本実験は図 3-5のように互いに別々の室内に存在するホームサーバが屋外
を経由することで互いに通信する．室内はともに鉄筋・コンクリートで構成
されており，サーバは図 3-5のように壁際に配置している．サーバ間の直線
上にある障害物は窓ガラスのみである．図 3-5のように離れた位置にある室
内に設置し，10mから 30mまで 5m間隔で変更し測定する．
 屋外
　本実験は見通しの良い場所で行っており，周囲に障害物が存在しないよう
にしている．通信距離は 10mから 60mまで 10mずつ変更し測定する．これ
は使用した無線 LANが想定電波干渉距離を 40mとしているが，その追認実
験として 1.5倍の範囲まで考慮しているためである．
各実験では通信に pingコマンドを利用しており，各 pingの通信完了までに要し
た応答時間を測定し，通信 100回の平均値を結果としている．パケット送信量は
2048Byte（2KByte）から 16384Byte（16KByte）まで 2KByte間隔で測定してい
るが，pingでのヘッダを付加しているため 8Byte足されている．また，本実験に
おいて救助要請マップの作成に必要な情報における単一ホームサーバの通信情報
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図 3-5 通信範囲実験モデル
量は 8Byteとしているが，マルチホップ通信により 2000台程度の情報を一度に通
信することを想定している．
3.4.3 実験結果
図 3-6および図 3-7に，室内-屋外-室内環境および屋外環境における ping100回
の通信距離ごとの通信時間のグラフを示す．横軸は pingのパケット送信量，縦軸
は平均応答時間を表している．
図 3-6より，各距離の結果について，平均応答時間はほぼパケット送信量に比例
していることがわかる．また，35mで実験した場合には通信できなかったため，室
内-屋外-室内では 30mでの通信が限界であったと考えられる．図 3-7より，10m，
20m，30m，50mの結果について，平均応答時間はパケット送信量に比例してし
ていることがわかる．40m，60mについても 4KByte，12KByteでの結果を除けば
パケット送信量の増加により平均応答時間が増加しているといえる．なお，40m，
60mで値にばらつきがあったのは，実験中に自動車や人が通過した影響があった
ためと考えられる．
図 3-6および図 3-7の実験結果から，本シミュレーションでのホームサーバ間お
よび中継機間の通信範囲の上限はそれぞれ 30m，50mとする．ホームサーバ間を
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図 3-6 室内-屋外-室内での通信時間
30mにした理由として，35mで実験した場合に通信ができなくなったこと，およ
び 30mまでの平均応答時間が安定していたことが挙げられる．また，中継機間を
50mにした理由として，60mでの平均応答時間が安定しなかったことが挙げられ
る．40mの場合でも平均応答時間が安定しない場合があったが，50mでは安定し
ていることからも中継機間の通信範囲は 50mとする．以上から，シミュレーショ
ン実験で想定するホームサーバと中継機の通信範囲を実測実験により導出した．
3.5 シミュレーション実験
一般家庭にスマートホームがどの程度普及すれば，安定した通信を維持するこ
とができるかを定量的に検討するためにシミュレーション実験を行う．また，ス
マートホームを導入できない場所への中継機の設置を考慮することで，実環境で
も安定したネットワークを形成できるよう想定している．さらに，携帯端末ユー
ザの情報取得範囲から，救助要請マップ収集のための定量的な評価を行う．実測実
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図 3-7 屋外での通信時間
験により得られた結果をもとに，災害時の無線によるアドホックネットワークに
おける通信シミュレーションを，以下に示す特性について行う．本研究では，Java
により独自に開発・実装したシミュレータによりシミュレーションを行う．
1. 接続率特性
　接続率特性とは，停電時もしくは回線の輻輳によって有線ネットワークが
利用できない状況において，通信範囲，中継機の設置率，ホームサーバの普
及率を考慮した上でホームサーバのネットワークへの接続率を表す特性であ
る．この特性によって，通信を維持できる接続率を得るために，どの程度の
普及率が必要か求めることができる．
2. 情報取得率特性
　情報取得率特性は，地域内のモバイル端末を保持するユーザがどのくらい
の規模の情報を取得できるかを表す特性である．この特性は，一定時間ユー
ザが地域内を自由に歩き回り，ホームサーバから情報をどの程度取得できる
37
かを測定することで，ユーザが取得できる救助要請マップの範囲を示すこと
ができる．そのため，各ホームサーバ間では情報共有により救助要請マップ
は作成済みであり，シミュレーション中は情報の更新はないものと仮定して
いる．そこで，ホームサーバの情報更新は 1時間ぐらいはないものと想定し
たシミュレーション時間にしている．ユーザの移動は，ランダムウォーク [50]
の概念をもとにしている．
3.5.1 シミュレーションの設定
シミュレーションエリアのモデルには，大阪府大阪市阿倍野区と神奈川県横浜
市旭区の住宅街を参考にしており，約 1km四方の範囲をシミュレーションエリア
とする．シミュレーションエリアの選定基準は，都市部の住宅街であり，公園や
主要国道などホームサーバを設置できない場所が適度に存在していることである．
実際にシミュレーションに使用した地図を図 3-8に示す．シミュレーションエリア
には，公園や学校の周りなどのようなホームサーバを導入できないが中継機を設
置できる場所，車道上や駐車場などのような中継機も設置できない場所がそれぞ
れ存在する．そのため各エリアを，ホームサーバを設置できる場所（白），公共機
関（赤）や民間企業（黄）で中継機を設置できる場所，いずれも設置できない場
所（黒）に場合分けしており，それぞれを地図上に表示している．中継機はシミュ
レーション範囲内にある程度の距離ごとに設置する．シミュレーションエリアに
設置できる最大数を中継機最大設置数とし，中継機の設置率の基準とする．
本シミュレーションでは，国土地理院 [51]から実際に大阪市阿倍野区と横浜市
旭区のマップを利用しており，ホームサーバの設置場所，通信距離などはピクセ
ル 5を基準に判定する．シミュレーションエリア内の世帯数を区の面積と世帯数か
ら計算 6によって求める．この世帯数は，範囲内に設置できるホームサーバの最大
数として普及率を求める基準とする．シミュレーション実験におけるパラメータを
表 3-3に示す．シミュレーションに利用する各パラメータについて以下に述べる．
5単位ピクセルが約 1.2m四方（人間の平均移動速度を基準）
6（ホームサーバ設置限界数）=（区の世帯数）/（区の面積）
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(a) 大阪府大阪市阿倍野区 (b) 神奈川県横浜市旭区
図 3-8 シミュレーションエリア
表 3-3 シミュレーション実験のパラメータ
項目 阿倍野区（大阪） 旭区（神奈川）
シミュレーション範囲 約 1km四方 約 1km四方
世帯数（範囲内） 8000 3100
WAN中継機設置数 2台 2台
ホームサーバ通信範囲（半径） 15m, 30m, 50m 15m, 30m, 50m
中継機通信範囲（半径） 50m 50m
中継機最大設置数（公共機関・民間企業） 190台 140台
中継機最大設置数（公共機関のみ） 120台 120台
 ホームサーバ通信範囲
　各家庭のホームサーバが可能な通信範囲であり，実測実験（室内-屋外-室
内）の結果から半径 15m，30mとしている．また，シミュレーションでは半
径 50mでの場合についても測定し，性能を比較する．
 中継器通信範囲
　中継機同士が可能な通信範囲であり，実測実験（屋外）の結果から半径50m
としている．
 中継機最大設置数およびWAN (Wide Area Network)中継機設置数
　本シミュレーションでは，中継機はホームサーバと同様に設置可能な範囲
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(a) 広すぎる場合 (b) 適切な場合
図 3-9 過剰設置回避範囲の違いによる適切な中継機設置への影響
にランダムで設置される．このとき，中継機同士の間隔が狭すぎると，不必
要に多くの中継機を設置することになる．実際の中継機の設置は必要最低限
にすることが望ましいため，中継機同士の間隔はある程度大きくなるように
する必要がある．しかし，中継機同士の間隔を確保するための領域が広すぎ
る場合，他の中継機を設置できる範囲が狭くなるため，必要な中継機を設置
できない可能性があり，図 3-9にその例を示す．図 3-9では，各中継機の通
信範囲を円形で表しており，白色の範囲は中継機の過剰設置を回避するため
に他の中継機を設置しない範囲（過剰設置回避範囲），赤・青・黄色の範囲
は各中継機が他の中継機と通信可能かつ過剰設置にならない範囲を示す．ま
た，複数の色が重なる範囲は各色を合成した際にできる色で表されている．
図 3-9 (a)のように過剰設置回避範囲が広すぎる場合，赤・青・黄色の 3色
が重なる範囲は存在せず，3つの中継機の間に必要な中継機を設置できない．
一方，図 3-9 (b)のように過剰設置回避範囲が適切な場合，中継機を設置で
きる黒色の範囲（赤・青・黄色の 3つが重なる範囲）が存在し，この範囲に必
要な中継機を設置できる．そこで予備実験として，適切な過剰設置回避範囲
を測定しており，過剰設置回避範囲は中継機の通信可能範囲の 70％（35m）
で設定している．よって，この設定で設置できる中継機の数を表 3-3の中継
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図 3-10 改良型自己回避ランダムウォークによるユーザの行動
機最大設置数として設定する．
　また，2台の中継機をWAN中継機としており，これらの通信範囲などの
仕様は他の中継機と同じである．これも事前の予備実験から，2台以上設置
しても結果に差がなかったためであり，WAN機能を備える分のコストがか
かることを考慮して数量は最小にしている．
次に，モバイル端末を保持するユーザの設定について述べる．本シミュレーショ
ンでは，評価指標として単一のモバイル端末が取得する情報について評価してお
り，シミュレーションエリアには 1人のモバイル端末ユーザが移動するものとし
ている．また，スマートホームネットワークの接続率に関する性能がモバイル端
末のユーザ数の増減に影響しないことからも，モバイル端末ユーザは 1人として
いる．
 ユーザ移動速度
　情報取得率特性を測定する時のパラメータであり，モバイル端末を保持す
るユーザの移動速度を示している．実際に被災者の探索を行う時は，徒歩
であると考えられるため，人間の徒歩による一般的な速度で設定する．本シ
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ミュレーションでは，ユーザ移動速度は 1.2m/sで設定しており，ユーザの
行動は改良型自己回避ランダムウォークに従うものとしている．
 改良型自己回避ランダムウォーク
　シミュレーションにおいて人間の移動を表現する方法の 1つとしてランダ
ムウォークがあり，これは縦・横の 4方向あるいは斜めを含む 8方向の中から
ランダムで選ばれた方向に移動する手法である．ランダムウォークの中でも，
直前に通った方向に後戻りしないように移動方向を制限したものが自己回避
ランダムウォークである．本シミュレーションでは，自己回避ランダムウォー
クをベースとしたモデルを利用しており，改良型自己回避ランダムウォーク
と呼んでいる．改良型自己回避ランダムウォークの動作を図 3-10に示す．
　本シミュレーションでのランダムウォークで選択される方向は，図 3-10で
示されるような 4方向であるため，ユーザの移動は基本的に 4方向のみであ
る．移動方向はランダムに選択するが，自己回避ランダムウォークに従って，
直前に選ばれた方向と逆方向になる場合は別の方向になるよう再選択する．
また，ユーザの移動歩数は選択された方向ごとに最小値は 1ピクセル，最大
値は 100ピクセル（地図サイズの約 1割）とし，この歩数もランダムに選択
する．ただし，選択方向が連続する場合，最大値以上に同方向に移動するこ
ともある．シミュレーションにおいて，建物は倒壊していると仮定して，ラ
ンダムウォークにより決定した進行方向には自由に移動できるものとする．
 モバイル端末の通信条件
　モバイル端末の通信条件として，通信範囲，通信周期，複数ホームサーバ
通信時の選択方法の 3つがある．モバイル端末の通信範囲はホームサーバの
通信範囲と同様としており，これは障害物の考慮を踏まえて条件に大差がな
いためである．通信周期は，情報取得率特性におけるモバイル端末とホーム
サーバの通信間隔のことであり，本シミュレーションでは 1sに設定してい
る．これは実測実験において，ホームサーバ約 2000台分の情報 (16392Byte)
を送信しても平均応答時間が 100ms未満であったことから，周期を 1sにす
れば十分に通信が可能であると判断したためである．モバイルの通信範囲内
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に複数のホームサーバが存在する場合，信号強度が 1番大きいホームサーバ
と通信するものとする．各ホームサーバの信号強度は通信距離が短いほど大
きくなると仮定し，複数のホームサーバが同距離の場合はその中からランダ
ムに 1つ選択するものとする．
3.5.2 シミュレーションのアルゴリズム
シミュレーションのアルゴリズムを各特性について述べる．
1. ホームサーバを設置できるエリア内にホームサーバをランダムに設置する．
2. 中継機ありの場合，中継機を設置できるエリア内に中継機をランダムに設置
する．前述の通り，中継機間の距離は 35m（中継機通信範囲の 70％）以上離
れるようにする．
3. 接続率特性，情報取得率特性それぞれについてシミュレーションする．各特
性のシミュレーションについて，ホームサーバや中継機の通信範囲は円状に
均等と仮定する．
 接続率特性
a.中継機なしの場合は適当なホームサーバを選択し，中継機ありの場合
は適当なWAN中継機を選択する．その通信範囲内にあるホームサー
バや中継機（以下，ノード）を記憶する．
b. aで記憶したノードから 1つ選択し，その通信範囲内にあるノードを
記憶する．これを選択するノードがなくなるまで繰り返す．この時，
通信範囲内にある全てのホームサーバ数をカウントする．
c.接続していないホームサーバまたはWAN中継機が存在する限り，a，
bを繰り返す．
d. 中継機なしの場合，エリア内での最大ホームサーバ接続数 7(HSconnect)
を求め，エリア内の設置ホームサーバ数 8（HSset）を分母にした比
7最大ホームサーバ接続数とは，各ホームサーバがマルチホップ通信でデータ転送可能なホーム
サーバ数をそれぞれ求め，その中で最も最大となるホームサーバ数のことを指す．
8（普及率）の比率を [0, 1]として，（設置ホームサーバ数）=（世帯数）×（普及率）．
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率を接続率（後述の式 (3.1)）とする．中継機ありの場合，WAN中継
機とマルチホップ通信で接続可能なホームサーバの総数（HSWANconnect）
を求め，エリア内の設置ホームサーバ数（HSset）を分母にした比率
を接続率（後述の式 (3.2)）とする．
 情報取得率特性
a.各ホームサーバおよび中継機について，接続率特性と同様に通信範囲
内のノードおよびそのノード以降接続可能なノードを記憶すること
で，情報共有できる範囲を確認する．
b. エリア内にランダムにモバイル端末を保有するユーザを 1人配置する．
c.ユーザのモバイル端末の通信範囲内にホームサーバが存在する場合，
ユーザは通信によりそのホームサーバからの情報を取得する．この
時，ユーザはそのホームサーバの共有する情報（他のホームサーバ
情報も含む）を取得できるものとし，ユーザが情報を取得したホー
ムサーバ数をカウントする．
d. ユーザの移動を，1ピクセル/s（1.2m/s）の移動速度および自己回避
ランダムウォークにより行う．
e.シミュレーション時間を 1時間として，c，dを 1s周期で繰り返す．
f. ユーザが情報を取得できたホームサーバ数（GetHS）を求め，エリア内
の設置ホームサーバ数（HSset）を分母にした比率を情報取得率（後
述の式 (3.3)）とする．
各特性の 1回の結果は，以下の式で表される．
(中継機なしでの接続率) = HSconnect=HSset (3.1)
(中継機ありでの接続率) = HSWANconnect=HSset (3.2)
(情報取得率) = GetHS=HSset (3.3)
各特性についてシミュレーションは 100回行い，得られたデータの平均値を結
果とする．以上のアルゴリズムを，接続率特性において表 3-3のホームサーバ通
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信範囲，中継機の設置数，ホームサーバ普及率の条件をそれぞれ変更して測定す
る．同様に，情報取得率特性において表 3-3のホームサーバ通信範囲，ホームサー
バ普及率の条件をそれぞれ変更して測定する．ただし，情報取得率特性について
は接続率がある程度低い必要があるため，ホームサーバ通信範囲の半径 50mの場
合については測定していない．
3.5.3 シミュレーション結果
まず，接続率特性について示す．図 3-11は大阪市阿倍野区における中継機有無
による接続率のグラフである．また，図 3-12は横浜市旭区における中継機有無に
よる接続率のグラフである．各図ともホームサーバ通信範囲の半径ごとにおける
接続率特性を示す．横軸はホームサーバ普及率，縦軸は平均接続率を表している．
図 3-11(b)，図 3-12(b)について，中継機の設置台数はそれぞれ 190台と 140台で
ある．図 3-11，図 3-12について，ホームサーバの通信範囲の半径が広いほど，ス
マートホームネットワークに参加しやすくなっている．特に，各図とも半径 15m
の場合は接続率 50％を越えることができず，旭区の場合は接続率が 5％にも満た
ない．この理由として，阿倍野区に比べ同面積エリア内の世帯数が少なく，1軒あ
たりの宅地面積が広いためであると考えられる．半径 50mの場合は中継機の有無
に関わらず普及率の上昇に伴い接続率 100％に近づいている．半径 30mの場合は，
阿倍野区において図 3-11 (a)より中継機がない場合には接続率は 50％程度までの
接続しか実現できないが，図 3-11 (b)より中継機の設置によって普及率に伴い接
続率は 100％に近づいている．つまり，中継機を導入することでエリアを網羅し
たネットワークを形成できたといえる．阿倍野区と旭区いずれの場合も，中継機
を導入することで半径 30mでも普及率 50％において接続率は 95％を越えており，
十分にシステムを維持できると考えられる．また，いずれの結果も多少異なる点
はあるもののほぼ特性は同じであるため，以降のシミュレーションは阿倍野区の
みで検討する．
図 3-13に中継機設置率をパラメータとした場合の接続率特性を示す．ホームサー
バ通信可能範囲は，半径 30mである．図 3-13より，中継機の設置率が高いほど，
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(a) 中継機なし
(b) 中継機あり
図 3-11 大阪市阿倍野区での接続率特性
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(a) 中継機なし
(b) 中継機あり
図 3-12 横浜市旭区での接続率特性
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図 3-13 中継機による接続率特性
普及率は 100％に近づいている．また，中継機設置率が半分になると大幅に接続
率が悪化している．つまり，エリア内には中継機を十分に設置することで，高い
接続率を得られることがわかる．
次に，情報取得率特性を図 3-14に示す．図 3-14は 1回のシミュレーション時
間を 1時間とした時の単一モバイル端末ユーザの平均情報取得率のグラフであり，
ホームサーバ通信範囲の半径ごとにおける情報取得率特性を示している．横軸は
ホームサーバ普及率，縦軸は端末ユーザ平均情報取得率を表している．図 3-14よ
り，図 3-11 (b)と比較すると，端末ユーザ平均情報取得率が半径 15mは全体的に，
半径 30mは普及率 30％以内では接続率より増加している．シミュレーション時間
が 1時間であるため，増加量は顕著ではないがより多くのホームサーバの情報を
取得できていることがわかる．しかし半径 30mの普及率 40％以上において，端
末ユーザ情報平均取得率が 95％以上になると変化はあまりない．これは孤立した
ホームサーバをユーザが見つけ出すのが困難なためであると考えられる．
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図 3-14 情報取得率特性
モバイル端末がホームサーバから取得する情報量は，各ホームサーバが接続可
能なホームサーバ数に 8Byteを掛けた値である．そのため，孤立したホームサーバ
からの情報量は 8Byteしかないが，多くのホームサーバと接続可能なホームサー
バからの情報量は非常に多くなると考えられる．図 3-15に，ホームサーバ通信範
囲におけるホームサーバからの最大情報量を示す．ホームサーバ通信範囲の半径
をパラメータにし，横軸はホームサーバ普及率，縦軸は単一ホームサーバからの最
大情報量を表している．平均値ではなく最大値を求めた理由は，シミュレーション
エリア内での接続率が高いほど，単一ホームサーバの情報量は多くのホームサー
バ同士で接続可能なグループ内のホームサーバの値に近づくためである．図 3-15
より，情報量はホームサーバ数に依存するため，ホームサーバ普及率が大きくな
るほど情報量も増大する．通信範囲ごとに比較すると，通信範囲が 15mの場合，
図 3-15での最大情報量は低くなっている．これは図 3-11から，普及率が高くなっ
ても接続率が低いことが原因であると考えられる．また，通信範囲が 30mの場合，
普及率が 50％を超えると線形に情報量が増えている．これは図 3-11から，ホー
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図 3-15 単一ホームサーバの最大情報量
ムサーバの通信範囲 30mにおいて普及率が 50％あれば，接続率をほぼ 100％にで
きるためである．さらに図 3-15から，普及率が低いほど単一ホームサーバの最大
情報量は少なくなるため，本シミュレーションでは普及率 50％の時にできる限り
少ないホームサーバ数で情報取得率をほぼ 100％にできていることがわかる．
3.5.4 シミュレーション結果の考察
シミュレーションの結果について考察する．
1. 接続率特性
　接続率特性では，通信範囲が広がることで大幅に改善されることがわかっ
た．本研究ではシミュレーションエリアに実際のマップを利用したため，ホー
ムサーバが配置できないエリアが存在し，中継機の導入を行わなければ十分
な接続率を確保できないことがわかった．
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　現在の一般的な無線LANの通信範囲は，各家庭のホームサーバ間にある障
害物も考慮すると 30m程度である．通信範囲が半径 30mの場合，中継機がな
ければ普及率 100％において全ホームサーバの 50％程度としか接続できない
が，中継機がある場合は普及率 50％を越えればほぼ全ホームサーバとの接続
が可能となる．これは，シミュレーションを行った大阪府大阪市阿倍野区，神
奈川県横浜市旭区の両エリアで同様の特性が見られたことから，全体の半分
の普及率を確保できればシステムを維持することができるといえる．ただし，
本シミュレーション実験では通信範囲は円状で均等に広がるとしているが，実
際の通信では周囲の障害物，起伏など高低差の激しい場所などの影響に依存
した通信範囲になることが多い．そのため，この点を考慮した更なる検証が
必要であると考えられる．また，通信範囲は無線 LAN技術の発展だけでなく
アンテナを設置することなどによってさらに向上すると考えられるため，併
せて検討する必要がある．
　中継機の設置について，公共機関のみの協力に比べて民間企業の協力があ
る方が特性は良くなった．しかし，中継機設置率の増強による変化の方が，よ
り大幅に特性を改善できることがわかった．さらに，外部ネットワークにア
クセスできるWAN中継機は 1km2あたり 2台程度設置することでほとんどの
ホームサーバがアクセスすることができるようになることがわかった．
2. 情報取得率特性
　情報取得率特性では，モバイル端末を保有するユーザが自由に移動する場
合でも，より多くのホームサーバ情報を取得できることがわかった．しかし，
一部の孤立したホームサーバが存在し，そのようなホームサーバからはほと
んど情報を取得できなかったのではないかと考えられる．また，情報更新を
行わない状況を仮定したので，シミュレーション時間は 1時間しか測定して
いない．しかし，この時間を大きくすれば情報取得率特性はさらに向上でき
ると考えられる．
　単一ホームサーバからモバイル端末への情報量は，単一ホームサーバへの接
続数と接続率に大きく影響する．接続率が大きいほど単一のホームサーバか
ら取得できる情報量が増えて短時間で情報を取得できるが，必要以上にホー
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ムサーバ数があると無駄に情報量が増大してしまう．単一ホームサーバでの
情報共有範囲や情報共有数の設定を適切にすることで，ネットワークへの負
荷を減らすことができると考えられる．
　本シミュレーションにおいて，モバイル端末は 1s周期で通信を行っている
が，実際はバッテリなどを考慮した通信周期の設定が必要である．
3.6 結言
本章では，スマートホームにおけるホームサーバを利用した地震災害時緊急用
ネットワークのスマートホームネットワークを実現するため，ネットワーク上で
のデータ配信手法について提案した．また，シミュレーションにより普及率がど
の程度あれば提案システムが十分な動作を行えるかを定量的に評価し，スマート
ホームネットワークの有効性を示した．さらに，救助要請マップの有効性を示すた
め，情報取得率特性により救助要請マップの取得範囲についてそれぞれ評価した．
シミュレーション実験における無線通信範囲を設定するため，予備実験として実
機 2台を利用して無線 LAN通信の実測実験を行った．本シミュレーションでは，
実際の地図を利用したことでホームサーバを設置できない場所などを考慮したよ
り正確なシミュレーションを行うことができ，ホームサーバが設置できない場所
の通信問題は中継機を導入することで解決できることがわかった．さらに，ユー
ザが自由に行動した場合でもより広い範囲の救助要請マップデータを取得するこ
とが可能であることを示した．
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第4章 地震時における遅延耐性ネットワーク
を利用した被災者救助支援システム
4.1 緒言
大規模な地震災害が発生した場合，多くの生き埋め被災者などが発生し，その
人々の迅速な救助が重要となる．特に地震災害時には，通常の通信インフラは停
止するため，緊急ネットワークの構築によって情報を共有することができる．ま
た，緊急ネットワークを上手く活用し，特に要救助者の救助のように時間的猶予
が少ない活動を円滑にするシステムの構築が必要となる．しかし，アドホックネッ
トワークや遅延耐性ネットワークのルーティングプロトコルやネットワークの構
築に関する研究は多く存在するが，そのネットワークを利用した救助支援を行う
ためのシステムについての研究は多くはない．災害発生時における災害状況や安
否確認などの情報の管理・共有を目的として開発されたシステムに，Ushahidi [3]
と SAHANA [4]があるが，これらはインターネット接続が前提となっており，イ
ンターネットへの接続ができない被災現場での利用は困難である．
ここでは，災害に伴う緊急ネットワークを活用して救助活動を支援するシステム
に関する先行研究をいくつか紹介する．DistressNet [7] [8]では，あらかじめ建物
に設置されるタグ (BTag: Building Tag)や地震センサからのデータを被災地域を
周回する無線搭載車両が収集し基地局へ転送することで，被災者の位置情報など
を取得できるようにしている．RescueMe [9]では，災害前には様々なアプリケー
ションやサービス利用を行うシステム，災害直後からは利用者の位置情報を通知す
るシステムとして活用することで，安否確認や要救助者の位置情報を把握できる
ようにしている．被災情報提供システム [10]では，学校や自治体指定の一時避難
場所などに小型アンテナを設置することでアドホックネットワークを構築し，お互
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いに安否情報などを交換することができるようにしている．これらの先行研究で
は，被災者の位置情報を外部の救助機関へ素早く通知することを目的としている
が，無線搭載車両を利用するDistressNetやRescueMeの場合には道路状況によっ
て利用が困難になる問題，小型アンテナを利用する被災情報提供システムでは安
定した電力供給の問題が存在する．また，被災情報提供システムでは一時避難場
所での被災者の安否を確認することはできるが，生き埋め被災者のような要救助
者の位置情報を収集するのは困難であることも問題である．生き埋め被災者の位
置情報を把握できるシステムとして，SOSCast [5] [6]がある．SOSCastでは，モ
バイル端末のみで遅延耐性ネットワークを構築し，生き埋め被災者はモバイル端
末のGPS情報を利用して他のモバイル端末に位置情報を通知することで，救助者
が被災者の位置情報を把握できる．しかし，モバイル端末のみで緊急ネットワー
クが構成されるため，緊急ネットワークを被災者救助に必要な時間だけ維持する
ためには，バッテリ容量の問題がある．被災者の位置情報を通知する以外にも，既
に救助された大人数の被災患者に対して少人数の救急救命士が迅速かつ正確なト
リアージを行うことを支援するシステムとして，患者のバイタルサインを測るセ
ンサ同士でセンサネットワークを構築し，救急救命士が持つPDAに情報を集約す
ることで救助活動を支援するCodeBlue [52] [53]などの先行研究も存在する．
本章では，第 3章で提案した救助要請マップを利用し，被災地域での要救助者
（特に地震災害においては生き埋め被災者を対象とする）がいる可能性のある位置
情報を救助機関に対して迅速に通知する救助支援システムを提案する．救助要請
マップでは，モバイル端末の地図アプリ上に被災者の位置情報を表示することで，
迅速な救助活動を支援する．また，モバイル端末上でもスマートホームネットワー
ク上の情報を共有する特性を利用して，ホームサーバ間の通信を中継する機器を
利用しなくてもスマートホームネットワーク上で安定した情報共有を可能にする
モバイル端末中継手法を提案する．モバイル端末中継手法では遅延耐性ネットワー
クを利用して，モバイル端末が直接通信不可能なホームサーバ間のデータ通信を
中継することで，スマートホームネットワーク上で多くの救助要請マップに必要
な情報を共有できるようにする．さらに，モバイル端末中継手法および救助支援
システムについて，実地図データを利用したシミュレーションによって，これら
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の提案の有効性について評価する．
4.2 救助要請マップを利用した救助支援システム
救助支援システムでは，スマートホームネットワークを利用して収集される救
助要請マップの情報を，モバイル端末の地図アプリ上に被災者が存在しうる位置
情報として表示することで，被災者の救助活動を支援する．本節では，救助要請
マップの作成に必要な情報（以降，救助要請マップ作成情報とする），および救助
支援システムの構成について述べる．
4.2.1 救助支援システムでのデータ構成
救助を要請する被災者の位置情報は，ホームサーバ同士で共有しあった救助要
請マップ作成情報をもとに予測する．救助要請マップ作成情報は以下の要素で構
成する．
 ホームサーバ ID情報 (ID)
 救助状態情報 (rescue status information: RS)
 救助要請情報 (rescue request information: RR)
 在宅情報 (home information: HI)
 センサ情報 (information of various sensors: SI)
 座標情報 (XY)
 更新日時情報 (Date)
救助要請マップ作成情報に必要な情報量を表 4-1にまとめて示す．各情報につい
て，基本的には 3.3.2項で述べたものと同様であるが，救助要請マップ作成情報では
ホームサーバ ID情報と救助状態情報を追加している．ホームサーバ ID情報は，被
災地域内での各ホームサーバを識別するための情報であり，MACアドレス (Media
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表 4-1 救助要請マップ作成情報（単一ホームサーバの情報量）
項目 情報量 [Byte]
ホームサーバ ID情報 (ID) 12
救助状態情報 (RS) 1
救助要請情報 (RR) 1
在宅情報 (HI) 2
センサ情報 (SI) 7
座標情報 (XY) 19 (経度:10, 緯度:9)
更新日時情報 (Date) 10
Access Control address)の利用を想定している．救助状態情報は，当該ホームサー
バが存在する家屋において，救助要請が出ている状態であるかを判定する情報で
あり，「生き埋め被災者が存在しない」あるいは「救助完了」の場合には 0を，「生
き埋め被災者の存在が予測される」場合には 1を出力する．
救助支援システムにおいて，モバイル端末は救助要請マップ作成情報を取得す
るためにホームサーバと通信を行う．このとき，モバイル端末側でも次の情報を
ホームサーバに送信している．
 モバイル端末 ID情報
　被災地域内のモバイル端末を識別するための ID情報である．
 救助要請情報
　救助要請マップ作成情報の要素の 1つでもあり，これによって生き埋め被
災者がモバイル端末を利用して直接救助要請を行うことができる．
 救助完了情報 (complete rescue information: CR)
　救助要請マップをもとに救助活動が行われ，生き埋め被災者の救助が完了
した際に送られる情報であり，この情報をもとに救助要請マップ作成情報の
救助状態情報が 0に更新される．救助完了情報は，当該のホームサーバ ID
情報を送信している．
 モバイル端末位置情報
　モバイル端末の位置情報のことであり，定期的に近隣ホームサーバへ送信
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表 4-2 モバイル端末側送信情報（単一モバイル端末の情報量）
項目 情報量 [Byte]
モバイル端末 ID情報 (ID) 12
救助要請情報 (RR) 1
救助完了情報 (CR) 12 (当該のホームサーバ ID)
座標情報 (XY) 19 (経度:10, 緯度:9)
更新日時情報 (Date) 10
されることで，スマートホームネットワーク上でモバイル端末の位置情報を
把握することができる．この情報によって，他のモバイル端末のユーザがど
の被災者を救助しに向かっているかなどを知ることができる．
これらの情報に必要な情報量を表 4-2にまとめて示す．モバイル端末の位置情報
をスマートホームネットワーク上で共有する利点として，他の利用者がどの被災
者を救出するかを把握することで，1人の被災者の救助に偏らないようにできるこ
とが挙げられる．
表 4-1および表 4-2より，救助要請マップ作成情報に必要な情報量は 52Byte，モ
バイル端末がホームサーバに送信する情報に必要な情報量は 54Byteである．救助
支援システムでは，他のホームサーバおよびモバイル端末からの情報をマルチホッ
プするため，複数台分の情報を送信することになる（例えば，10,000台分のホー
ムサーバの救助要請マップ作成情報を送信する場合の情報量は約 500KByte）．つ
まり，各ホームサーバ上で管理する情報量が多くなると通信負荷が増大してしま
うため，TTLなどでマルチホップできる範囲を制限する必要があると考えられる．
図 4-1～図 4-3に，表 4-1および表 4-2で定義した情報量をモバイル端末―ホー
ムサーバ間，あるいはホームサーバ同士で通信する動作例を示す．救助支援シス
テムでは，ホームサーバやモバイル端末はデータを取得した際にのみデータを更
新すると仮定している．ホームサーバは一定時間ごとの通信に加えて，救助要請
情報あるいは救助状態情報のデータが更新された場合に，近隣ホームサーバへ通
信を行う．また，モバイル端末は一定時間ごとに通信を行い，その通信周期はバッ
テリの容量を考慮した値を設定している．図 4-2は，救助者が被災者の存在すると
判定された家屋（ホームサーバ ID=0...01）から被災者を救助し，モバイル端末を
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図 4-1 ホームサーバとモバイル端末がそれぞれ保持するデータ
利用して救助完了情報を近隣のホームサーバへ送信する例である．モバイル端末
からホームサーバへデータを送信しており，新しく取得したデータ（モバイル端末
ID=1...01）あるいは更新時間の新しいデータ（ホームサーバ ID=0...01）をホーム
サーバは更新している．図 4-3は，図 4-2の例で救助状態情報が更新されたことか
ら，近隣ホームサーバにデータを送信している例である．この例でも，図 4-2と
同様にデータを受信したホームサーバのデータが更新されている．
4.2.2 救助支援システムにおける通信問題とその解決
スマートホームネットワークは，ホームサーバ同士がアドホックネットワークを
構築することで実現されている．また，救助支援システムにおいて，ホームサー
バとモバイル端末間でも直接通信を行うことを想定している．しかし，現在商品
化されているスマートフォンなどはWi-Fiのアドホックモードの利用を規制して
いるため，このままではモバイル端末とホームサーバ間の通信を実現することが
できない．この問題の解決方法として，図 4-4のようにホームサーバに複数の無
線機器を導入することで，モバイル端末とホームサーバ間の通信を実現する．本
研究では，ホームサーバに 2.4GHz帯および 5GHz帯の両方を利用可能な無線機器
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図 4-2 モバイル端末からのデータ受信によるホームサーバのデータを更新する例
を利用し，2.4GHz帯をアクセスポイント化することでモバイル端末と通信できる
ようにしている（5GHz帯をホームサーバ間のアドホックネットワークとして利用
する）．このとき，モバイル端末が各々のホームサーバと通信を行うため，各ホー
ムサーバのアクセスポイントの SSID (Service Set IDentier)および暗号キーは共
通にする必要がある．また，アクセスポイントから取得するモバイル端末の IPア
ドレスはホームサーバ側でDHCP (Dynamic Host Conguration Protocol)サーバ
を立ち上げることで管理することができる．
4.2.3 救助支援システムの動作
救助支援システムでは，1) 救助要請マップ作成情報から被災者の有無を推定し，
2) モバイル端末が救助要請マップを取得し，3) 救助要請マップをもとに被災者を
救助（救助完了をスマートホームネットワーク上に通知）することで，被災者の
救助活動を支援する．本項では，それぞれの動作について説明する．
まず，被災者の有無の推定について，救助要請マップ作成情報をもとにホーム
サーバのある家屋内で被災者が存在していないか確認する．もし，被災者が存在
すると推定される場合には，救助状態情報を 1に更新し，ホームサーバの座標情
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図 4-3 ホームサーバからの受信データによるホームサーバのデータを更新する例
報を被災者の位置情報として利用する．救助状態情報を 1に更新するパターンは
以下の 3つである．
A) モバイル端末などから救助要請情報を取得している場合
B) センサ情報（火災や倒壊など）から建物の状態が異常であることを検知し，か
つ在宅情報が 0人になっていない場合
C) 隣接するホームサーバとコネクションが切断された状態で，切断直前の在宅情
報が 0人になっていない場合
スマートホームシステムでは，家庭内のモニタリングのために多数のカメラやセ
ンサを利用している．これまでに，人体を検出する赤外線センサ [54] [55]，ドア
の開閉を検出する差圧センサ [56]，監視カメラ [57]を活用する先行研究によって，
屋内での複数人の動きをある程度推定できることが示されている．救助支援シス
テムにおける被災者の位置推定では，被災者の正確な現在位置を検出する必要は
なく，地震前後での在宅情報とホームサーバの座標情報で判定するため，比較的
容易に推定を行うことができる．また，家屋の状態についてもセンサ情報のみで
判断することができる．
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図 4-4 モバイル端末―ホームサーバ間通信の実現方法
次に，モバイル端末が救助要請マップを取得するまでの動作例について以下に
示す．
1. 一般向け緊急地震速報を受信すると，各ホームサーバは隣接するホームサー
バへ在宅情報およびセンサ情報を送信しスマートホームネットワーク上で共
有する．
2. 在宅情報やセンサ情報が更新された場合，隣接するホームサーバと通信し新
しい情報に更新する．
3. 地震発生後，在宅情報やセンサ情報をもとに生き埋め被災者の有無を推定し，
被災者が存在する可能性がある位置情報を特定する．
4. 一定時間ごとに近隣ホームサーバと通信し，救助要請マップ作成情報を更新
する．
5. モバイル端末は一定時間ごとに近隣ホームサーバと通信することで，モバイ
ル端末は救助要請マップを取得する．
最後に，モバイル端末上での救助要請マップの利用，および被災者救助完了時
の動作について述べる．救助要請マップ作成情報の中から救助状態情報が 1を出
力している場合，その救助要請マップ作成情報の座標情報を確認し，その座標上
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図 4-5 救助要請マップの使用法
にマーカーを作成する．これによって，図 4-5で示されるように，モバイル端末
の地図アプリ上ではマーカーが表示され，視覚的に被災者の位置を確認すること
ができる．また，被災者を救助完了した場合にはマーカー部分を操作することで，
被災者が存在した家屋のホームサーバ ID情報を救助完了情報として送信すること
ができ，この情報をスマートホームネットワーク上で共有することで，その位置
座標での被災者の救助が完了したことを通知する．
4.3 ホームサーバ間の通信を中継するためのモバイル
端末中継手法
4.2節では，スマートホームネットワークの応用として，生き埋め被災者の救助
支援システムを提案している．救助支援システムを有効に利用するためには，でき
る限り広い範囲でスマートホームネットワークを構築し，より多くの救助要請マッ
プ作成情報を各ホームサーバが保持する必要がある．しかし，十分な範囲のスマー
トホームネットワークを実現するためには，主に 2つの問題が存在する．1つは，
地方部のように住宅密度が低く，隣接する住宅間の距離が広すぎる場合，WLAN
の通信が届かず十分なネットワークを構築できないことである．そのため，スマー
トホームネットワークは都市部の特に住宅街のような住宅密度が高いエリアでの
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図 4-6 モバイル端末中継手法
導入を想定している．もう 1つは，都市部においてもホームサーバが設置できない
範囲が広い場合，ネットワークが分断され，ネットワーク全体の接続率が下がって
しまう問題がある．ホームサーバの設置ができない範囲とは，工場や商店などの
民間企業，公園や私立学校などの公共機関，川や池などの水路のことである．こ
れらの問題を解決するため，第 3章ではホームサーバ間の通信が可能となるよう
に中継機を設置する手法を提案している．しかし，本手法には以下の点を考慮す
る必要があり，導入が難しいという問題がある．
 スマートホームネットワーク全体の接続率を改善するために，多くの中継機
を導入する必要がある場合，設置にかかる費用や人的労力が大きい
 中継機の設置台数を抑えるためには，少ない台数でホームサーバ間の通信を
適切に中継することができる設置場所を検討する必要がある
そこで被災地の人々が持つモバイル端末を利用して，スマートホームネットワー
ク上で直接通信できないホームサーバ間の通信を中継する手法を提案する．提案
手法をモバイル端末中継手法と呼び，その動作を図 4-6に示す．図 4-6では，ス
マートホームネットワークは NetworkA，NetworkB，NetworkCの 3つに分断さ
れており，お互いにデータ通信を行うことができない．しかし，モバイル端末の
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ユーザが移動することでNetworkA内のホームサーバと通信し，NetworkAで共有
される情報を取得する．次に，モバイル端末は NetworkB内のホームサーバと通
信し，NetworkBで共有される情報を取得する．このとき，モバイル端末中継手法
を利用することで，モバイル端末がNetworkBのホームサーバにNetworkAから取
得した情報を送信し，NetworkB内で NetworkAの情報を共有することができる．
同様に，モバイル端末がNetworkC内のホームサーバと通信する際に，NetworkA，
NetworkBの情報を送信することで，NetworkC内で情報を共有することができる．
モバイル端末中継手法では，モバイル端末は carry and forwardと呼ばれる遅延耐
性ネットワーク (Delay Tolerant Network:DTN)のデータ交換手法を適用している．
そのため，図 4-6のように直接通信できないホームサーバ間の通信を，データ中継
するモバイル端末が移動することによって実現する．救助支援システムでは，モ
バイル端末はスマートホームネットワークを利用してホームサーバから救助要請
マップ作成情報を取得しており，スマートホームネットワーク上ではこの情報を
共有している．したがって，モバイル端末がホームサーバから情報を取得する際，
モバイル端末が保持する情報をそのホームサーバに転送することで本手法を実現
することができる．モバイル端末中継手法では，スマートホームネットワークの構
築に必要なホームサーバさえあれば，他に機器設置の費用や労力が必要なく，中
継機を導入する場合のように特別設置場所を検討する必要がないため，非常に簡
易に導入することができる．しかし，図 4-6では，NetworkCの各ホームサーバに
はNetworkAおよびNetworkBの情報が中継されるが，NetworkAやNetworkBに
はすべての情報が共有されていない．つまり，図 4-6の例からわかるように，モ
バイル端末によるデータ中継は片方向であることに注意しなければならない．
図 4-7にモバイル端末中継手法を利用した救助支援システムの有効な動作例を
示し，以下で述べる．
1. 救助者RescuerAはモバイル端末を利用してNetworkA上のホームサーバから
情報を取得する．このとき，RescuerAは自身の位置情報をホームサーバへ送
信する．
2. RescuerAは生き埋め被災者VictimAの存在を判断し，VictimAの救助に向か
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図 4-7 モバイル端末中継手法による有効な救助支援システムの動作例
う．RescuerAのモバイル端末は移動中にも一定時間ごとに近隣ホームサーバ
と通信し，その情報を更新する．
3. ホームサーバから得られた情報から別の被災者を発見した際，その被災者ま
での距離の方が近い，あるいは他の救助者の方が現在救助に向かっている被
災者までの距離が近い場合，救助する被災者の優先順位を変更する．本例で
は，RescuerAは NetworkBから生き埋め被災者 VictimBの存在を知らされ，
VictimBを優先的に救助すると考えられる．また，RescuerAのモバイル端末
を介してNetworkB上の各ホームサーバへVictimAの情報およびRescuerAの
位置情報が共有される．
4. RescuerAがVictimBを救助している最中に救助者RescuerBがエリア内に移
動してきた場合，NetworkBからVictimAとVictimBの存在を知る．このと
き，得られた情報から既にRescuerAがVictimBを救助に向かっていることが
わかるため，RescuerBはVictimAを救助に向かう．
本例では，RescuerAがVictimBをRescuerBがVictimAを迅速かつ効率よく救助
することができている．モバイル端末中継手法を利用しない場合でも，RescuerA
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図 4-8 モバイル端末中継手法による救助支援システムが有効に動作しない例
はVictimAを，RescuerBがVictimBを救助することになるが，互いに救助するま
でに移動する距離が長くなってしまい救助までの時間が余分にかかることになる．
一方で，図 4-8のようにRescuerBの方が先にVictimBを救助しに行った場合に
は，RescuerAとRescuerBがVictimBの救助に向かってしまい，VictimAの救助
が遅れてしまう問題がある．そのため，救助者は他のモバイル端末の位置情報な
どをもとに，どの被災者を優先的に救助しに行くかを決定する必要がある．
モバイル端末中継手法による救助要請マップ作成情報の送受信のための交換ア
ルゴリズムについて説明する．本アルゴリズムは，表 4-1の救助要請マップ作成
情報を，図 4-1～4-3に示されるような複数のホームサーバから生成されるデータ
列にし，ホームサーバ―モバイル端末間で通信する場合に利用する．ホームサー
バやモバイル端末は情報を受信した際，ID情報によってデータを識別し，更新日
時情報から受信情報の更新を判定する．また，各端末内で保持している情報は ID
情報に従って事前にソートされているものとする．図 4-9に，モバイル端末―ホー
ムサーバ間で通信が発生した場合の交換アルゴリズムによるデータの流れを示す．
図 4-9のような通信発生時において，救助要請マップ作成情報のデータ列を送受信
するための交換アルゴリズムは次のとおりである．このとき，ホームサーバが保持
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している救助要請マップ作成情報のデータ列をDHS（更新後のデータ列をD0HS），
モバイル端末が保持している救助要請マップ作成情報のデータ列をDMD（更新後
のデータ列をD0MD）と定義している．
Step1) モバイル端末は保持するデータ列DMDをホームサーバへ送信する．
Step2) ホームサーバは端末内にあるデータ列DHSとモバイル端末から受信した
データDMDを比較し，新しく受信したデータ，または受信したデータの更
新日時情報の方が新しい場合，ホームサーバ内のデータDHSをD0HSに更新
する．また，このホームサーバで更新されたデータは，隣接するホームサー
バにも送信し，スマートホームネットワーク上で最新の情報が共有されるよ
うにする．
Step3) ホームサーバはモバイル端末から受信したデータDMDとホームサーバ内
の更新後のデータD0HSを比較し，モバイル端末側が持っていないデータ，ま
たはホームサーバ側の更新日時情報の方が新しいデータをモバイル端末が必
要としている差分データD0HS  DMDと判断する．ホームサーバはモバイル
端末へ更新データD0HS  DMDを送信し，モバイル端末は受信したデータを
もとにモバイル端末内のデータDMDをD0MDに更新する．
図 4-10にモバイル端末からのデータ受信に伴うホームサーバのデータ更新，図 4-
11にホームサーバからのデータ受信に伴うモバイル端末のデータ更新の交換アル
ゴリズムによる動作例を示す．図 4-10の例では，ホームサーバのデータDHSは新
しく受信したデータ（ID=0...03）および更新日時情報の新しいデータ（ID=0...01）
によってデータD0HS に更新されている．図 4-11の例では，モバイル端末のデー
タDMDは新しく受信したデータ（ID=0...04）および更新日時情報の新しいデー
タ（ID=0...02）によってデータD0MDに更新されている．
4.4 提案システムにおける諸仮定
提案手法を実現するため，いくつか条件を仮定する必要がある．ホームサーバ，
モバイル端末，バッテリ，救助者の移動モデル，無線通信範囲の仮定について述
67
図 4-9 モバイル端末中継手法における交換アルゴリズムでのデータの流れ
べる．
4.4.1 ホームサーバの仮定
スマートホームネットワークを構築する上で，ホームサーバには以下の機能を
付加する．
 無線機能は一般的に普及しているWLAN(IEEE 802.11規格)
 救助要請マップ作成のために必要な情報をすべて保持できるだけの容量
 ホームサーバがモバイル端末へ情報を転送する場合，全部の情報ではなくモ
バイル端末が保持しない差分情報のみ送信
 各ホームサーバにおける他のホームサーバおよびモバイル端末への転送方法
はブロードキャスト通信
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図 4-10 モバイル端末からのデータ受信およびホームサーバ側でのデータ更新
4.4.2 モバイル端末の仮定
スマートホームネットワークを構築する上で，モバイル端末には以下の機能を
付加する．
 無線機能は一般的に普及しているWLAN(IEEE 802.11規格)
 救助要請マップに関する情報をすべて保持できるだけの容量
 ホームサーバから取得した情報はすぐに自身のマップに反映
 各モバイル端末におけるホームサーバへの転送方法はブロードキャスト通信
 モバイル端末同士の通信は行わない
通常の carry and forward手法では，ネットワークの混雑や帯域の浪費を回避す
るため，転送期限を設定する．しかし提案手法では，モバイル端末は救助要請マッ
プ情報を常に保持するため，通信時に転送期限の設定を考慮する必要はない．
モバイル端末は，ホームサーバとどのタイミングで通信できるかはわからない．
そのため，確実にホームサーバと通信するためには，モバイル端末は常にホーム
サーバと通信できる準備が必要である．しかし，モバイル端末はバッテリの容量
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図 4-11 モバイル端末へのデータ送信およびモバイル端末側でのデータ更新
がスマートホームシステムにおけるホームサーバに比べて少ないため，モバイル
端末の電力消費を抑える必要がある．そこで，モバイル端末は近隣のホームサー
バに接続できるかを確認する通信応答を一定の時間ごとに行い，それ以外は通信
をスリープすることで消費電力を抑える．また，消費電力をさらに抑えるため，モ
バイル端末同士の通信を考慮しない．
4.4.3 バッテリの仮定
大震災が発生すると，インフラ機能にダメージがあるため，電力供給は止めら
れてしまう．各ホームサーバは電力を供給するため，大きなバッテリまたはソー
ラー発電などによる発電供給機能が必要である．それに加えて，震災後救助活動
として重要になる 3日間は，スマートホームシステムに必要な機器を動作するだ
けの電力量が必要となる．これらの点については，東日本大震災を契機に電気自
動車のバッテリを家庭内の電力として活用する技術や各家庭に導入する非常用バッ
テリのコスト削減などの様々な開発が進んでおり，今後の発展によって解決でき
ると考えられるため，本研究では 3日間の提案システムの稼働は十分可能である
と仮定する．なお，本研究ではバッテリにAPC社の無停電電源装置 (UPS)を利用
している．また，スマートフォンのバッテリは機種や利用状況によって変化する
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ため，一概に稼働時間を想定できないが，救助活動に利用する場合には半日は稼
働可能と想定している．
4.4.4 救助者の移動モデルの仮定
本研究では，救助者とは地域住民単体を指すのではなく，自衛隊のような公共
組織の救助隊あるいは地域住民や地元の消防隊などから構成される救助隊である
ことを想定する．これは，生き埋めの被災者を単独で救助することは困難である
と考えられるためである．また，救助隊が救助要請マップ作成情報を取得する際
には，代表者のみがモバイル端末を利用して，近隣ホームサーバと通信するもの
と仮定する．一方，単独の地域住民など直接生き埋め被災者を救助することがで
きない人々を歩行者と定義し，モバイル端末中継手法によってホームサーバ間の
通信を中継することができるものと仮定する．
被災地域内において，救助者の移動は可能な限り自由であるとする．例えば，道
路上の移動はもちろん避難所となりうる公園や校庭への移動も可能であるが，一
方で工場・商店などの建物および池や川などの水路上を通り抜けることはできな
い (ただし，被災者の救助のために建物内に侵入することは可能)と想定する．本
研究では，救助者の移動モデルは，ランダムに決められた目的地に最短経路で向
かうランダムウェイポイントに従うものとする．ただし，障害物が発生する環境
において単純なランダムウェイポイントは，行き止まりや袋小路などを回避でき
ないため，障害物から抜け出すための障害物周回アルゴリズムを適用する．本研
究における移動モデルの詳細は，4.5.2項にて述べる．
救助者の移動パターンは，次の 2つである．救助者は被災者の位置情報を取得
していない間，ランダムウェイポイントに従って自由に移動している．もしモバ
イル端末により被災者の位置情報を取得した場合，その情報を基に被災者を救出
するために最短経路を移動するものとする．
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表 4-3 シミュレーション共通パラメータ
項目 パラメータ
シミュレーションエリア 大阪市阿倍野区
シミュレーション範囲 約 1 km四方
世帯数（ホームサーバ最大数） 8,000台
通信プロトコル WLAN (IEEE 802.11)
モバイル端末ユーザ移動速度 1.3 m/s
通信頻度（モバイル端末） 60 s
エリア内の被災者数 30人
被災者の存在箇所 10箇所
待機時間（RWP） 360 s
被災者救助時間 1,800 - 3,600 s (乱数)
被災者音声可聴範囲 50 m
4.4.5 無線通信の仮定
ホームサーバおよびモバイル端末は同じ IEEE 802.11規格の無線LANを利用し
ており，それぞれの通信可能範囲は同じであるものとする．無線 LANの通信範囲
は，利用製品の想定電波干渉距離が 40mであること，壁などの遮蔽物を考慮した
予備実験（詳細は 3.4節に記述）の結果から 30m程度とする．また，実際の無線
通信では，風向きや障害物の状況などにより通信可能範囲は変化するが，本研究
における無線通信では通信波形は円状に均等な広がりをみせると仮定する．
4.5 シミュレーション評価
本節では，モバイル端末中継手法および救助支援システムの有効性をシミュレー
ションによって評価する．現実的な環境での評価を考慮するため，シミュレーショ
ンエリアには実地図データを利用する．シミュレーション環境は，Javaによる自
作のシミュレータで実装している．
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表 4-4 シミュレーション別パラメータ
items 図 4-13 図 4-14 図 4-15 図 4-16
ホームサーバ導入数 800～8,000台 4,000台 4,000台 4,000台
無線通信範囲 15 m & 30 m 15 m & 30 m 30 m 30 m
救助者 - - - 1～9人
歩行者 10人 10人 2～10 & 20人 9～1人
シミュレーション時間 4時間 0.25～2時間 0.25～2時間 0.25～2時間
items 図 4-17 図 4-18 図 4-19
ホームサーバ導入数 800～8,000台 800台 4,000台
無線通信範囲 15 m & 30 m 30 m 30 m
救助者 3人 3人 3人
歩行者 7人 7人 7人
シミュレーション時間 20時間 1～20時間 1～20時間
4.5.1 シミュレーション設定
表 4-3および表 4-4にシミュレーションにおける各種パラメータを示す．表 4-3
は全てのシミュレーションにおいて共通のパラメータ，表 4-4は各シミュレーショ
ンごとに設定されているパラメータである．シミュレーションエリアには大阪府
大阪市阿倍野区の一部を利用しており，エリアサイズはほぼ 1km四方である．シ
ミュレーション用の地図情報は，国土地理院 [51]から取得したものを利用する．地
図情報における 1ピクセルは約 1.3mとし，通信可能範囲などもこのピクセルに従
う．また，ホームサーバやモバイル端末ユーザ（歩行者・救助者）の配置にも 1ピ
クセル利用しており，単位時間当たりのモバイル端末ユーザの移動速度に合わせ
ている．シミュレーションエリア内での世帯数は，阿倍野区全体の世帯数を阿倍
野区の面積で割った値の概算である．シミュレーションエリア内でのホームサー
バの普及率 Phs％は，シミュレーションエリア内での世帯数（ホームサーバ最大
数）HSholds，導入されたホームサーバ数HSから，式 (4.1)により求められる．
Phs =
HS
HSholds
 100 (4.1)
モバイル端末から近隣ホームサーバへの通信頻度は 60秒にしている．本シミュレー
ションでは，1箇所（家屋内）に複数の生き埋め被災者が発生することを想定し
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図 4-12 阿倍野区の地図情報
ている．そのため，被災者数と被災者の存在箇所は別のパラメータで設定してお
り，これらの比率はパラメータチューニングによって 3:1としている．また，1箇所
に存在する被災者は最大 7人までとする．4.4.4項でも述べたように，被災者を発
見していない救助者および歩行者はランダムウェイポイント (RandomWay Point:
RWP)をベースに移動を行っており，本シミュレーションではランダムな目的地に
到着した際には 6分間待機するものとする．また，救助者が被災者を発見した際
に救助にかかる時間は 1人につき 1,800～3,600秒（30分以上 1時間以内）の乱数
で決められるものとする．被災者音声可聴範囲とは，生き埋め被災者が助けを求
める声が聞こえる範囲を表しており，可聴範囲は 50mとする．このパラメータは，
救助支援システムがない場合において救助者が被災者を見つけるために必要であ
る．表 4-4からわかるように，ホームサーバの導入数，無線通信範囲，歩行者・救
助者の人数，シミュレーション時間はシミュレーションごとに設定している．
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図 4-12に，シミュレーションエリアとして利用した地図情報を示す．シミュレー
ションエリア内は，4色に色分けしており，それぞれのエリアに分類される．黒い
エリアは，モバイル端末ユーザが自由に移動できるエリアであり，道路上や公園・
学校などである．白いエリアは，ホームサーバを設置できるエリアで，住宅やマン
ションなどが存在する．薄い灰色のエリアは川や池などの水路，濃い灰色のエリ
アは工場や商店などを表している．灰色のエリアは，いずれも障害物であり，ホー
ムサーバの設置もモバイル端末ユーザの移動もできない．
本研究では，2つのシミュレーション評価を行う．各シミュレーション評価では，
シミュレーションを 100回実行し，その平均値を結果とする．
1つ目は，モバイル端末中継手法の有効性を評価する．本シミュレーションでは，
シミュレーションエリア内におけるホームサーバおよびモバイル端末の平均情報
共有率を求める．情報共有率とはシミュレーションエリア内の各ホームサーバが
他のホームサーバからの情報を取得できたかを示す指標であり，各ホームサーバ
がシミュレーションエリア内の何台分の救助要請マップ作成情報のデータを取得
できたかを，その台数とエリア内のホームサーバ数との比率により求める．簡単
化のため，本シミュレーションでは表 4-2で示されるようなモバイル端末がホーム
サーバへ送るデータを含まない．各ホームサーバが他のホームサーバから取得し
たデータ数をNacqi，各モバイル端末が他のホームサーバから取得したデータ数を
Nacqj とする．NacqiとNacqj のそれぞれの最大値から，ホームサーバおよびモ
バイル端末の情報共有率をそれぞれAcqHS，AcqMDと定義し，式 (4.2)，式 (4.3)
によって求められる．
AcqHS = maxfNacqi
HS
g  100 (i = 1; 2;    ; HS) (4.2)
AcqMD = maxfNacqj
HS
g  100 (j = 1; 2;    ;MD) (4.3)
このとき，シミュレーションエリア内のホームサーバ総数はHS，モバイル端末総
数はMDである．
2つ目は，救助支援システムの有効性を評価する．本シミュレーションでは，次
の 3種類の実験環境において救助者が生き埋め被災者を 20時間までに何人救助で
きるかを測定する．
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1. 救助支援システム＋モバイル端末中継手法あり
2. 救助支援システム＋モバイル端末中継手法なし
3. 救助支援システムなし（被災者音声可聴範囲内でのみ救助可能）
救助支援システムを利用しない場合，生き埋め被災者の位置座標から 50m以内に
救助者がいれば被災者を救助することができる．一度救助者が被災者を発見した
場合，実験環境にかかわらず，被災者の救助が完了するまで他の被災者の救助には
向かわないものとする．救助者が被災者を救助する場合，1人につき 1,800～3,600
秒の救助時間がかかり，複数人存在する場合は救助時間は人数倍になる．一方，複
数の救助者が同じ被災者を救助する場合，救助にかかる時間は短くなる（n人の救
助者が行動する場合，救助時間は n倍短縮される）．
4.5.2 シミュレーションでの移動モデル
本シミュレーションでは，モバイル端末ユーザは基本的にランダムウェイポイン
トに従い，ランダムに決められた目的地に移動する．また，救助者が被災者を発
見した場合，被災者の位置座標を目的地として最短経路で移動を開始する．しか
し，本シミュレーションでは実地図データを利用しており，経路上の制約や障害物
などによって正しく移動できない場合がある．この場合，自己回避方向に可能な
限り移動しないようにしつつ，障害物沿いに回り込む必要がある．そこで，障害
物を回避するための規則を追加したランダムウェイポイントを適用しており，そ
のアルゴリズムをについて述べる．
アルゴリズム 1に本シミュレーションで利用する障害物回避型ランダムウェイ
ポイントのアルゴリズムを示す．通常のランダムウェイポイントに従って移動す
る際には縦軸方向（上下），横軸方向（左右）の 4方向のみの移動となる．アルゴ
リズム 1の 12行目に書かれているように，障害物沿いに移動する際には斜め方向
の移動も許容しており，8方向から障害物と離れないように移動する．また，20行
目に書かれているように，斜めを含む 8方向の内，直前の位置に戻る方向しか進
める方向がない場合のみ，自己回避の例外として直前の位置に戻っている．障害
物沿いに移動中，通常のランダムウェイポイントに従って移動できるようになっ
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た場合には，通常のランダムウェイポイントに戻して移動している．
救助者が被災者を迅速に救助するためには，より近い場所にいる被災者を優先
的に救助すべきである．また，同じ被災者のもとに多くの救助者が救助に向かって
しまうと，他の被災者を救助するまでの時間がかかってしまう可能性がある．救
助支援システムではスマートホームネットワーク上にモバイル端末ユーザの位置
座標も共有するので，他の救助者がどの被災者の救助に向かっているかを推測す
ることができる．そのため，各救助者はどの被災者を優先的に救助すべきかを判
定し，効率よく救助活動を行うべきである．本シミュレーションでは，以下の条
件を満たす場所へ救助者は優先的に被災者の救助に向かうものと仮定する．
 3人以下の被災者がいる箇所には，救助者は少なくとも 1人優先的に救助に
向かう
 4～5人の被災者がいる箇所には，救助者は少なくとも 2人優先的に救助に向
かう
 6～7人の被災者がいる箇所には，救助者は少なくとも 3人優先的に救助に向
かう
4.5.3 シミュレーション結果
まず，モバイル端末中継手法を利用した場合におけるホームサーバおよびモバ
イル端末の情報共有率の結果について示す．救助支援システムでは，各ホームサー
バは他のホームサーバと通信することによって救助要請マップ作成情報を取得す
る．また，救助者は生き埋め被災者の位置情報を特定するため，モバイル端末を利
用して近隣のホームサーバから救助要請マップ作成情報を取得する．つまり，本
シミュレーションの指標である情報共有率が高ければ高いほど，救助者たちはモ
バイル端末を介して生き埋め被災者の位置情報を特定しやすくなる．したがって，
救助支援システムを有効に活用するためには，高い情報共有率が必要であること
がわかる．そこで，モバイル端末中継手法を利用することで，ホームサーバおよ
びモバイル端末での情報共有率を向上できることを示す．
77
アルゴリズム 1 障害物回避型ランダムウェイポイント
Set M to the number of mobile device users
for i = 0 to M   1 do
//Exclude paths that do not satisfy the self-avoiding path
Exclude directions that move to the previous position and its adjacent posi-
tions to avoid selecting these directions.
//Moving Method
if Move in either a horizontal or vertical direction to the destination using
the self-avoiding path then fNormally RWPg
Select the direction in accordance with the normal RWP.
else fMove around obstaclesg
//Select the next path
if Move in a diagonal direction using the self-avoiding path then fThe
diagonal pathg
Select the direction of the movable diagonal path in accordance with
moving around obstacles.
else if Move in a straight direction using the self-avoiding path then fThe
straight pathg
Select the direction of the movable straight path in accordance with mov-
ing around obstacles.
else fa handful of exceptionsg
if Move in a diagonal direction from the previous position then fthe
previous diagonal pathg
Select a diagonal direction that does not satisfy the self-avoiding path.
else fthe previous straight pathg
Select a straight direction that does not satisfy the self-avoiding path.
end if
end if
end if
end for
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図 4-13 ホームサーバ普及率に対するホームサーバの情報共有率
図 4-13に，ホームサーバの普及率に対するスマートホームネットワーク上にお
けるホームサーバの情報共有率を示している．表 4-4に示されるように，ホーム
サーバとモバイル端末の無線通信範囲は 15mおよび 30mである．1試行でのシミュ
レーション時間は 4時間であり，モバイル端末は 10台（ユーザは全員歩行者）に
している．モバイル端末中継手法を利用しない場合の結果は，スマートホームネッ
トワーク上のホームサーバ間のみで得られる情報共有率である．さらに結果の比
較対象として，第 3章で示した中継機 190台を導入した場合の情報共有率も示す．
なお，図 4-13の凡例にあるMDRはモバイル端末中継手法 (Mobile Device Relay)
の略称であり，モバイル端末中継手法の有無を表している．図 4-13では，モバイ
ル端末中継手法を利用しない場合，ホームサーバの普及率が 100％かつ無線通信
範囲が 30mであっても情報共有率は 60％に満たないことがわかる．これは，無線
通信範囲 30mに対してホームサーバを設置できない範囲が広く，スマートホーム
ネットワークがエリア内で分断されてしまうためである．しかし，モバイル端末
中継手法を適用した場合，無線通信範囲 15，30mともに情報共有率が大幅に上昇
していることがわかる．特に無線通信範囲 30mのときには，ホームサーバ普及率
が 50％程度でも情報共有率はほぼ 100％に近づく．また，モバイル端末中継手法
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図 4-14 ホームサーバ普及率 50％でのモバイル端末の情報共有率
による情報共有率は中継機を導入した場合の結果とほとんど変わらず，特に普及
率が 30％以下の場合では提案手法の方が結果が良いことがわかる．したがって，
モバイル端末中継手法はエリア内のホームサーバ数が少ない場合でも，ある程度
スマートホームネットワーク上で情報を共有できていることを示した．
図 4-14に，ホームサーバ普及率 50％におけるモバイル端末の情報共有率の時間
推移を示している．横軸はシミュレーション経過時間，縦軸はモバイル端末の情報
共有率を表す．その他のパラメータは，表 4-4のとおりである．図 4-14より，無線
通信範囲 15m，30mにおいて，モバイル端末の情報共有率に関してもモバイル端
末中継手法を利用した場合の方が高いことがわかる．特に，無線通信範囲が 30m
の場合，シミュレーション開始 2時間で情報共有率がほぼ 100％になっていること
がわかる．迅速に被災者を救助するためには，救助者は短い時間で救助要請マッ
プ作成情報を取得する必要がある．したがって，図 4-14からモバイル端末中継手
法によって効率よく情報を取得できていることがわかる．さらに図 4-13，図 4-14
より，提案システムは無線通信範囲 30m，エリア内にモバイル端末が 10台存在す
る場合にホームサーバの普及率は 50％あれば，2時間以内で救助要請マップ作成
情報を十分に取得することができることを示した．
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図 4-15 モバイル端末ユーザ人数に対するモバイル端末の情報共有率
シミュレーションエリア内でのモバイル端末台数の違いによるスマートホーム
ネットワーク接続特性を検証するため，図 4-15，図 4-16の 2種類のグラフを示す．
これらのグラフのパラメータは表 4-4に示されるように，ホームサーバ普及率 50
％（ホームサーバ 4,000台），無線通信範囲 30m，シミュレーション時間は 2時間
である．図 4-15はモバイル端末数ごとによるモバイル端末の情報共有率であり，
モバイル端末ユーザは全員歩行者とし，2～10人（2人ずつ増加）および 20人の
場合を測定している．図 4-15の結果から，歩行者の人数が多いほど，短時間で高
い情報共有率になっていることがわかる．また，歩行者が 10人と 20人の場合で
は，20人の方が短時間で情報共有率を上げているが結果にほとんど差はない．つ
まり，本シミュレーションエリア内ではモバイル端末が 10台存在すればスマート
ホームネットワークを維持できていることがわかる．そのため，これ以降シミュ
レーションエリア内のモバイル端末数は 10台とする．図 4-16は 10台のモバイル
端末ユーザの中で救助者の比率ごとによるモバイル端末の情報共有率であり，シ
ミュレーションエリア内のモバイル端末合計台数を 10台に固定して，救助者と歩
行者の人数比率を変えた場合を測定している．つまり，救助者が 3人の場合は歩行
者は 7人，救助者が 5人の場合は歩行者は 5人になる．図 4-16の結果から，救助
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図 4-16 救助者人数に対するモバイル端末の情報共有率
者数の数が少ない方が，短時間で高い情報共有率になっていることがわかる．ま
た，救助者が 1人の場合と 3人の場合とで結果がほぼ同じであり，実際に救助支援
システムの評価をする際には複数の救助者が必要であるため救助者は 3人の方が
良い．したがって，これ以降のシミュレーションでは，モバイル端末 10台のユー
ザの内訳は救助者は 3人，歩行者は 7人とする．
次に，救助支援システムの有無による被災者救助完了数の結果について示す．本
シミュレーションでは，阪神淡路大震災のような深夜から夜明けにかけて巨大地
震が発生し，救助機関や地域住民による救助隊などの救助者の救助活動の開始が
数時間後になる場合を想定する．このような状況では，救助者は迅速に生き埋め
被災者の位置情報を把握し，救助に向かう必要がある．しかし，救助支援システ
ムのない環境では，救助者はどこに被災者が存在するかわからず，生き埋め被災
者自身の助けを呼ぶ叫び声などのみを頼りに救助活動を行うことになる．救助支
援システムにおいては，自身の持つモバイル端末の地図アプリ上に被災者の予測
位置を表示することができ，迅速な救助活動を行うことができる．そこで，本シ
ステムの利用によって，被災者救助時間を短縮し，救助人数を向上できることを
本シミュレーションよって示す．
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図 4-17 ホームサーバ普及率ごとの生き埋め被災者救助完了数
図 4-17にホームサーバの普及率ごとの平均被災者救助完了数の結果を示す．本
シミュレーションでは，無線通信範囲が 15mおよび 30m，モバイル端末中継手法
の有無による 4パターンの環境で実験し，シミュレーション開始から 20時間経過
した時点の結果を示している（表 4-4参照）．シミュレーション時間を 20時間に
しているのは，救助者が継続して救助活動ができる限界時間を考慮しているため
である．図 4-17から，モバイル端末中継手法を利用した場合の被災者救助完了数
の方が，本手法を利用しない場合よりも多くなっていることがわかる．また，無
線通信範囲が 15mの場合，ホームサーバの普及率の上昇に伴って救助完了数が増
加している．一方，無線通信範囲が 30mの場合，ホームサーバ普及率が 30％を超
えると救助完了数はほとんど変化していない．この理由として，図 4-13に示され
るように無線通信範囲が 30mの場合，普及率が 30％を超えた時点でほとんど情報
共有率が変わらず，被災者の発見数も変化しなくなったためであると考えられる．
図 4-18および図 4-19に，ホームサーバ普及率 10％と 50％に着目した場合の
平均被災者救助完了数の時間推移の結果を示す．本シミュレーションでは無線通
信範囲を 30mとし，救助支援システムの有無，モバイル端末中継手法の有無の 3
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図 4-18 ホームサーバ普及率 10％での被災者救助完了数の時間推移
種類の場合を試行している．図 4-18，図 4-19ともに，モバイル端末中継手法を適
用した救助支援システムにおける被災者救助完了数が最も高くなっている．ただ
し，シミュレーション開始から 5時間までは救助者完了数に大きな差はなく，これ
は救助支援システムがない場合でも被災者の助けを呼ぶ声からある程度被災者を
発見しているためと考えられる．しかし，時間の経過に従って，救助支援システ
ムがない場合には被災者の救助が困難になっていることがわかる．ホームサーバ
普及率ごとの結果についても考察する．図 4-19のホームサーバ普及率が 50％で
は，モバイル端末中継手法を適用しない救助支援システムの方が救助支援システ
ムなしの場合よりも被災者救助完了数が多い．しかし，図 4-18のホームサーバ普
及率が 10％では，モバイル端末中継手法を適用しない救助支援システムの方が救
助支援システムなしの場合よりも被災者救完了数が少ない．この理由として，普
及率 10％の場合，ホームサーバ間でもほとんど情報が共有できず，モバイル端末
ユーザへ被災者の位置情報を十分に伝えられなかったためと考えられる．これに
よって，複数の救助者が同じ被災者の救助に向かってしまい，他の被災者の救助
が遅くなり，全体的な被災者救助完了数が減少してしまったと考えられる．した
84
図 4-19 ホームサーバ普及率 50％での被災者救助完了数の時間推移
がって，救助支援システムによって迅速な救助活動を支援するためには，ホーム
サーバの普及率がある程度高い状態であること，およびモバイル端末中継手法が
必要であることがシミュレーション結果よりわかる．
4.6 結言
巨大地震発生時において，被災者の迅速な救助活動は非常に重要である．特に，
家屋に生き埋めになった被災者などを無事に救助するためには最大でも 3日以内
に救助する必要がある．そのため，実際の救助活動においては被災者の位置を迅
速に把握することが重要であるが，インターネットなどの通常の通信インフラが
停止している環境下では情報を収集すること自体が困難である．本研究では，ス
マートホームネットワークを利用して，被災者の存在しうる位置情報を特定する救
助要請マップ情報を共有することで，迅速な被災者の救助活動を支援する救助支
援システムを提案した．また，被災地域内を移動するモバイル端末が直接通信で
きないホームサーバ間の通信を中継することで，スマートホームネットワーク全
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体での情報共有率を向上させるモバイル端末中継手法を提案した．モバイル端末
中継手法では，遅延耐性ネットワークのデータ交換手法である carry and forward
を適用することで，アドホックネットワークでは通信できないホームサーバ間の通
信中継に応用した．本手法の有効性を示すため，Javaで自作したシミュレーショ
ンによって評価した．現実的な環境での評価を考慮するため，シミュレーションエ
リアには大阪府大阪市阿倍野区の一部を実地図データとして利用した．本シミュ
レーションによって，モバイル端末中継手法はスマートホームネットワーク上で
の情報共有率を向上させ，救助支援システムを効果的に利用するための情報の通
信中継に寄与することを示した．また，本シミュレーション上で擬似的に生き埋
め被災者を発生させた場合において，救助支援システムが迅速な救助活動を支援
できていることを示した．
86
第5章 結論
　本論文では，地震災害時におけるスマートホームネットワークの構築，および
救助支援システムの提案を行った．また，生き埋め被災者の位置情報を把握する
ことを目的とした救助要請マップの作成に必要な情報について，スマートホーム
ネットワーク全体での情報共有率を向上させるための手法を提案した．本章では，
これまでに行った議論や得られた結果についてまとめる．
第 1章では，研究背景と目的，および本論文の構成について述べた．
第 2章では，アドホックネットワークおよび遅延耐性ネットワークの研究動向
について述べ，本研究との関連付けについて言及した．
第 3章では，本研究の第一の成果であるスマートホームネットワークの構築お
よび救助要請マップのデータ配信について述べた．地震災害時においては，イン
ターネットなどの既存の通信インフラを活用することが困難であり，情報通信を
行うには緊急ネットワークが必要となる．これまでに提案されてきた緊急ネット
ワークの構築手法では，長時間の緊急ネットワークを実現できるだけのバッテリ容
量がある無線搭載車両や小型アンテナを外部から搬入して活用するものがあるが，
ネットワークの構築に時間がかかってしまう問題がある．スマートホームネット
ワークでは，各家庭にスマートホームシステムのホームサーバが今後普及される
ことを想定して，近隣のホームサーバ同士でアドホックネットワークを構築する
ことで，通常の通信インフラが停止した直後から緊急ネットワークとして利用で
きる．本研究では，スマートホームネットワークでの課題について検討しており，
スマートホームネットワークを実現するために，ネットワークが分断されてしま
う地点に中継機を導入しておくことで問題の改善を図った．また，各ホームサー
バはスマートホームシステムでのセンシング情報をもとに，生き埋め被災者が存
在する可能性のある位置を特定する救助要請マップを作成し，その情報をスマー
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トホームネットワーク上で共有できるようデータ配信について言及した．実測実
験で得られたネットワーク内での無線通信範囲をもとに，実データ地図を利用し
たシミュレーションによって，スマートホームネットワークの有効性を評価した．
シミュレーションの結果から，スマートホームシステムの普及率が地域全体の半
分程度あれば，スマートホームネットワークが十分な動作を行えることを示した．
第 4章では，本研究の第二の成果である救助要請マップを利用した救助支援シ
ステムの提案およびモバイル端末中継手法によるスマートホームネットワーク全
体での情報共有率向上について述べた．第 3章にて提案したスマートホームネッ
トワークと救助要請マップを活用して生き埋め被災者の位置情報を予測し，その
位置情報をモバイル端末の地図アプリ上に表示することで救助活動を支援する救
助支援システムを提案した．また，中継機を利用しなくてもスマートホームネッ
トワーク全体での救助要請マップ作成情報の共有率を向上させることを目的とし
て，情報を取得するために通信してきたモバイル端末を利用してホームサーバ間
の通信を中継するモバイル端末中継手法を提案した．また，モバイル端末中継手
法および救助支援システムの有効性をシミュレーションによって評価した．シミュ
レーションの結果から，中継機設置時と同様にスマートホームシステムの普及率
が地域全体の半分程度あれば，スマートホームネットワークが十分な動作を行え
ることを示した．また，救助支援システムを利用することによって，システムを
利用しない場合よりも迅速に被災者を救助でき，救助活動を支援できていること
を示した．
最後に，今後の方針について述べる．まず，本論文では地震災害に着目して研
究を行ったが，今後は地震災害以外にも注目する必要がある．例えば，2011年の
東日本大震災においては，地震被害以上にその後発生した津波によって多くの被
災者が発生した．この原因としては，正しい情報を認識しないまま避難を行わな
かったり，避難が遅れたことが挙げられ，津波が到達するまでに被災地域住民の
迅速な避難活動を支援する必要がある．そこで，スマートホームネットワークを
活用した迅速な避難支援を行うことを検討しており，今後研究を進めていく．ま
た，モバイル端末などの利用に関して，災害時のような緊急事態においても問題
なくシステムを活用するには，平常時からその操作に慣れておく必要があり，平
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常時でのシステム活用についても検討していく．これらの研究に対して，現実的
な無線伝播などの通信に関する評価や，シミュレーションエリアでの移動に対す
る障害物のモデル化のように，実環境での有効性検証を行う必要がある．
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