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Abstract
Data-driven models have demonstrated state-
of-the-art performance in inferring the tem-
poral ordering of events in text. However,
these models often overlook explicit tempo-
ral signals, such as dates and time windows.
Rule-based methods can be used to identify the
temporal links between these time expressions
(timexes), but they fail to capture timexes’ in-
teractions with events and are hard to integrate
with the distributed representations of neural
net models. In this paper, we introduce a
framework to infuse temporal awareness into
such models by learning a pre-trained model
to embed timexes. We generate synthetic data
consisting of pairs of timexes, then train a
character LSTM to learn embeddings and clas-
sify the timexes’ temporal relation. We evalu-
ate the utility of these embeddings in the con-
text of a strong neural model for event tempo-
ral ordering, and show a small increase in per-
formance on the MATRES dataset and more
substantial gains on an automatically collected
dataset with more frequent event-timex inter-
actions.1
1 Introduction
Understanding the temporal ordering of events in a
document is an important component of document
understanding and plays an integral role in tasks
such as timeline creation (Do et al., 2012), tempo-
ral question answering (Llorens et al., 2015) and
causality inference (Mostafazadeh et al., 2016;
Ning et al., 2018a). Inferring temporal event or-
der is challenging as it often disagrees with the
narrative order in text. Past work on temporal re-
lation extraction has exploited cues such as global
constraints on the temporal graph structure (Bram-
sen et al., 2006; Chambers and Jurafsky, 2008;
Ning et al., 2017), world knowledge (Ning et al.,
1Data and code are available at https://github.
com/tagoyal/Temporal-event-ordering
2018b), grouping of events (Tourille et al., 2017),
or fusing these cues more effectively with deep
models (Meng et al., 2017; Cheng and Miyao,
2017). One key component of temporal under-
standing is time expressions (timexes) that help
anchor events to the time axis, but few recent sys-
tems effectively use the knowledge derivable from
time expressions in their models. They either give
timexes no special treatment (Ning et al., 2017)
or rely on rule-based post-processing modules
to remove inconsistencies with explicit timexes
(Chambers et al., 2014; Meng et al., 2017).
In this work, we address this shortcoming by
introducing a framework for including rich rep-
resentations of timexes in neural models. These
models implicitly capture some information via
word embeddings (Mikolov et al., 2013; Penning-
ton et al., 2014) or contextualized embeddings
such as ELMo (Peters et al., 2018). However,
these embeddings do not encode the full richness
of temporal information needed for this task. For
example, these systems fail to infer the correct
event relation in the following sentence: He visited
France in 1992 and went to Germany in 1963. par-
tially because the dates 1992 and 1963 do not have
temporally-informed embeddings.
We devise a method for embedding timexes
that more explicitly reflects their temporal status.
Specifically, we sample pairs of time expressions
from synthetic data, train character LSTM mod-
els to encode these time expressions and classify
their temporal ordering. Due to the amount and
type of data they are trained on, these time embed-
dings will naturally capture the temporal ordering
of events in standard text and generalize to things
like unseen timex values.
We incorporate these embeddings into neural
models for temporal relation extraction. When
used in an improved version of the model from
Cheng and Miyao (2017), we show a small im-
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provement in performance on the benchmark MA-
TRES dataset (Ning et al., 2018c). Addition-
ally, to evaluate the full potential of the pro-
posed approach, we construct another dataset with
more frequent event-timex interactions using dis-
tant supervision. On this dataset, our proposed
approach substantially outperforms the ELMo-
equipped baseline model.
2 Methodology
We improve upon the model architecture proposed
by Cheng and Miyao (2017) for temporal relation
extraction, which involves classifying the tem-
poral relation between a given pair of events e1
and e2. Our proposed architecture is outlined in
Figure 1. The input to the system consists of
two sentences, s1 = {x11, x12, ...x1n} and s2 =
{x21, x22, ...x2m} containing e1 and e2 respectively.
Note that s1 and s2 may correspond to the same
sentence.
Input Encoding For each token xk in each sen-
tence, we obtain a distributed representation x˜k =
[vw; vp; vt]. Here, vw is the word embedding ob-
tained from GloVe or contextualized word embed-
dings from ELMo, vp is a randomly initialized and
trainable embedding of the part-of-speech tag, and
vt corresponds to the timex embedding derived for
time expressions (explained in Section 2.1).
Contextual Encoding A biLSTM is used to ob-
tain contextualized embeddings hk for each token
xk in the two sentences, as shown in Figure 1. The
parameters are shared between these lower biL-
STMs for the two sentences. Prior work (Cheng
and Miyao, 2017) does not include these lower
biLSTMs and only leverages the dependency en-
coding, explained next.
Dependency Encoding We use the Stanford
Dependency Parser (Manning et al., 2014) to ex-
tract the dependency paths for both events to their
lowest common ancestor. For inter-sentence event
pairs, paths are extracted to the root of each sen-
tence. Each vector along the dependency path
is fed into an upper biLSTM to produce output
hupper. Formally, for sentence s1,
h1upper = biLSTM([hk for k ∈ dep-path(e1)])
Parameters are shared between the upper biL-
STMs for the two sentences.
The dollar broke through the 106-yen level for the first time since it 
peaked in March 1994. It remained below the 105-yen level for all 1995.
The dollar peaked in March 1994 It remained for all 1995
concat
Labels = {before, after,
vague, simultaneous}
… ...
….….
broke
two-layer FFNN
(e1) (e2 )
hupper
1 hupper
2
Figure 1: Temporal relation extraction model. Here,
peaked and remained are the two events under consid-
eration. The sentences are passed through the lower
LSTM, then the outputs corresponding to the events’
dependency paths are fed to the upper LSTMs, which
produce input to feedforward and classification layers.
Time expressions are embedded with a character-level
model and broadcasted to events that they modify.
Output We concatenate the outputs of the upper
biLSTMs’ embeddings for the two events to obtain
z = [h1upper;h
2
upper]. We apply multiple feedfor-
ward layers with ReLU non-linearity, followed by
a softmax layer to obtain output probabilities for
the four labels before, after, vague and simultane-
ous,2 denoting the temporal relation between the
event pair (e1, e2). The network is trained using
the cross entropy loss.
2.1 Time Embeddings
Next, we outline our approach for constructing the
timex embeddings vt, which are concatenated to
word and POS embeddings to generate the input
encoding (as discussed in the previous section).
Training Data To obtain time embeddings, we
first constructed a grammar of time expressions
in the dataset. We identified two main classes of
timexes: explicit datetimes expressed in recogniz-
able timex format (e.g. Sept. 12, 1993, August
2013, 1998, 10-12-2014, 9th January, etc.) and
natural language time indicators (e.g. two months
ago, 5 weeks ago, next year, etc.). We designed
generic templates that covered both these cate-
gories of timexes, e.g. [mm dd, yy].3 By ran-
domly sampling values for the slots, we can gen-
erate valid time expressions based on this tem-
2These are the labels used in the MATRES dataset (Ning
et al., 2018b), but our classifier could in principle generalize
to other label schemes as well.
3See the appendix for more examples.
J a n 9 3
[Jan 93]
1 9 9 5
[1995]
avg pooling avg pooling
concat
softmax layerLabels = {before, after, simultaneous}
h1 h2
Figure 2: Timex model. The output of character biL-
STMs is used to as input to classification. These vec-
tors serve as time embeddings in the downstream tasks.
plate. We used pairs of such randomly generated
timexes to construct training data for our timex
model. Since we generate time expression pairs
from a pre-defined grammar and set of templates,
it is straightforward to obtain the temporal order
between the pairs of timexes.
Model Architecture The model architecture for
the timex model is outlined in Figure 2. The in-
put to the system are two time expressions, t1
and t2. We use character biLSTMs to obtain dis-
tributed representations of both time expressions.
We obtain time embeddings h1 and h2 for timex t1
and t2 by averaging the outputs of biLSTM layer.
The two time embeddings are concatenated and
fed through multiple feed forward layers with non-
linearity. This is followed by a softmax layer that
produces the output probabilities for the three la-
bel classes (before, after and simultaneous), de-
noting the temporal relation between the two time
expressions. We train this network with the cross
entropy loss.
Inclusion in Temporal Models For a given time
expression, the average of the outputs of the bi-
LSTM model (h1) is used as the time embedding
as shown in Figure 1. For other non-timex tokens,
a zero vector is concatenated instead. Further, we
also project the time embedding for a timex to
the corresponding event it modifies according to a
set of grammatical rules on the dependency parse,
shown with red arrows in Figure 1.
3 Experiments
3.1 Timex Pair Ordering
First, we intrinsically evaluate the performance of
the character-level timex model, outlined in Sec-
tion 2.1. We generated 50000 random pairs of time
expressions for training and 5000 randomly gener-
ated pairs for test. We seek to answer two ques-
Model w/ linear w/ biLSTM
GloVe embedding 81.3 88.7
ELMo embedding 88.3 97.6
Char embedding (Ours) − 97.3
Table 1: Performance on the synthetic timex dataset,
classifying a pair of timexes as before, after, or simul-
taneous. Including a biLSTM layer (as depicted in
Figure 2) leads to higher performance than just pool-
ing and a linear layer. Character-level modeling (from
ELMo or our learned embeddings) is important for high
performance.
tions: first, can our proposed timex model suc-
cessfully capture temporal information necessary
to order these timex pairs, and second, how effec-
tive are pre-trained embeddings for this task?
Table 1 shows a comparison between several
models in our synthetic timex setting. Our pro-
posed timex model achieves an accuracy of 97.3%.
This high accuracy indicates that the model has ef-
fectively learned from the training data; its timex
embeddings contain temporal ordering informa-
tion which can be used for downstream tasks.
We also evaluate whether pre-trained embed-
dings such as ELMo or GloVe contain the nec-
essary temporal information necessary for clas-
sifying the temporal order between timex pairs.
We first test these with a minimal model. We
construct a distributed representation of each time
expression (obtained by average pooling the to-
ken level GloVe or ELMo embeddings), perform
element-wise subtraction between the two embed-
dings, and feed the result through a linear classifi-
cation layer that produces the output probabilities
for the temporal label classes. The left column of
Table 1 shows that while both GloVe and ELMo
contain some temporal information, our proposed
model’s additional parameters and richer embed-
ding scheme lead to higher performance.
We further experiments to investigate if ELMo
or GloVe can additionally be used in our timex
model to obtain even more powerful embeddings.
We replace our model’s character-level vectors
and character-level biLSTM with token-level pre-
trained vectors (either contextualized vectors from
ELMo or non-contextual vectors from GloVe) and
a token-level biLSTM. As before, the outputs of
this biLSTM for the two timexes are concatenated
and further fed to feedforward and softmax layers
for temporal label prediction. Using ELMo em-
beddings in this manner does not lead to a sub-
stantial improvement over previous results, with
an accuracy of 97.6% for the temporal relation
classification objective on the same test set. How-
ever, the performance using GloVe embeddings
drops to 88.7%. This drop in performance can
partially be attributed to the word-level nature of
GloVe vectors, which do not necessarily cover ev-
ery year that might be seen in the dataset. We used
the GloVe vectors with 840 billion tokens (largest
available) to circumvent this issue and minimize
the number of out of vocabulary instances, but still
see low performance.
3.2 Event Temporal Ordering
Next, we investigate the effectiveness of our timex
embeddings in the context of our full event tem-
poral ordering model. We evaluate on two event
temporal ordering datasets, one real and one artifi-
cially constructed.
3.2.1 Evaluation on MATRES
We evaluate on the MATRES dataset proposed in
Ning et al. (2018c). This dataset is designed to be
less ambiguous than TimeBank-Dense (Cassidy
et al., 2014). MATRES contains temporal anno-
tations for documents from the TimeBank (Puste-
jovsky et al., 2003), AQUAINT (Graff, 2002) and
Platinum datasets (UzZaman et al., 2013). We
follow standard practice and use TimeBank and
AQUAINT (256 articles) for training and Platinum
(20 articles) for testing.
Table 2 outlines the performance of the pro-
posed approach on MATRES. We implemented
the model proposed by Cheng and Miyao (2017)
and compare against it. We evaluate the models
using both GloVe and ELMo embeddings. Our re-
sults show substantial improvement over this base-
line model. Moreover, including time embeddings
as additional input to the improved models leads
to a small improvement in the overall accuracy.
However, we did not find the results to be statis-
tically significant according to a bootstrap resam-
pling test (GloVe p-value = 0.349, ELMo p-value
= 0.267).4
Note that only a fraction of examples in the
MATRES dataset contain distinct time expressions
4Augmenting word embeddings with time embeddings in-
creases the number of network parameters; however, addi-
tional experiments revealed that increasing the size of the
GloVe embeddings in the basic temporal model did not lead
to an improvement in performance. Therefore, it does not
seem that extra parameters in the model contribute to the ob-
served improvements.
Model GloVe ELMo
Cheng and Miyao (2017) 59.53 65.50
Ours w/o timex embed 62.83 68.45
Ours w/ timex embed 63.22 68.61
Table 2: Performance of our event temporal ordering
model on the MATRES dataset. We report the mean
accuracy over 3 runs of each model. Our model im-
proves substantially over Cheng and Miyao (2017). In-
cluding timexes leads to small accuracy gains, partially
due to the fact that timexes often do not occur with the
dataset’s hard examples.
that can be compared to resolve temporal ordering.
To further evaluate our approach, we investigated
whether an equivalent performance improvement
could be achieved through post-processing rules
involving time expressions. We identified event
pairs in the data for which both events had an ac-
companying time expression modifying the event
according to the dependency parse. We can then
infer the temporal relation between the event pair
using rules on top of these timexes. However, we
observed that such a post-processing scheme had
very low coverage in the dataset and could not re-
pair any errors in the development set. We there-
fore turn our attention to a setting with a richer set
of timexes for further evaluation.5
3.2.2 Evaluation on Distant Data
In MATRES, only a fraction of the examples con-
tain time expressions and are consequently af-
fected by inclusion of time embeddings. There-
fore, to test the full potential of the proposed ap-
proach, we additionally collect a test dataset of
examples with explicit timexes that expose their
temporal relation; we view the timexes as distant
supervision for the event pairs. To identify such
examples, we use two high precision classifiers
proposed in Chambers et al. (2014): (a) an event-
timex classifier that identifies the temporal rela-
tion between adjacent verb and time expressions
(precision = 0.92), (b) a timex-timex classifier that
identifies the temporal relation between two time
expressions (precision = 0.88). These classifiers
can allow us to directly infer the time relation be-
5In prior work (Cheng and Miyao, 2017; Meng and
Rumshisky, 2018), machine learning classifiers are used to
infer a wider range of event-timex links, which can poten-
tially increase the informativeness of timexes. However,
many of the links they target require complex inferences to
determine, and as a result those works report relatively low
performance for such classifiers. Hence, we do not compare
to these methods in our experiments.
2000 3000 4000
GloVe
Ours w/o Timex Embed 74.0 76.8 78.2
Ours w/ Masked Timex 73.9 75.5 77.1
Ours w/ Timex Embed 81.6 83.2 83.1
ELMo
Ours w/o Timex Embed 80.1 83.8 84.3
Ours w/ Masked Timex 79.8 80.1 80.7
Ours w/ Timex Embed 82.3 84.5 84.8
Table 3: Performance of our models on the distantly-
labeled event ordering data. We report overall accu-
racy values. In both the GloVe and ELMo settings, our
timex embeddings lead to higher performance. The
ELMo model gets substantially worse when timexes
are masked, indicating that it is organically exploiting
these better than GloVe is.
tween an event pair where each event is linked to
a timex. An example event pair from the distant
data thus collected is: “Riyadh suspended aid to
the Palestinians in 1990 when it accused Arafat of
siding with Iraq after the 1990 invasion of Kuwait,
but it restored aid in 1994.”6 Note that the clas-
sifiers used have very low recall in general, but
by running the system on Gigaword (Graff et al.,
2007), we can extract a large dataset in spite of
this.
Since this distant data is created using rule-
based classifiers, given a large amount of train-
ing data, the baseline model can achieve high per-
formance as it learns to infer these rules. How-
ever, our aim is to improve the performance of
the event ordering model on moderately sized
datasets, where the knowledge induction from
timex embeddings play a larger role. Therefore,
we report results on training sets of size 2000,
3000, and 4000 samples. The test set is kept con-
stant with 1000 samples.
Table 3 outlines the performance of the tempo-
ral models on this dataset. We evaluate our mod-
els across three settings: (a) our event ordering
model without including timex embeddings, (b)
our event ordering model with masking of time
tokens (replacing it with UNK tokens) and (c)
our full model including timex embeddings. We
evaluate the models using both GloVe and ELMo
embeddings as input. In both settings, incorpo-
rating our timexes leads to higher performance.
For GloVe, the performance of the basic temporal
model is similar to that when the time expression
6See the appendix for more samples from the distant data.
is masked out. This demonstrates that the temporal
model does not use the knowledge from time ex-
pressions when making temporal relation predic-
tions. However, in the ELMo setting, we observed
a larger drop in performance by masking out the
time expressions compared to GloVe embeddings.
This demonstrates that the ELMo embeddings are
not agnostic to time-expressions in the sentence,
although they still show improvement by inclusion
of timex embeddings trained specifically with the
temporal classification objective on small datasets.
4 Conclusion
In this paper, we propose a framework to learn
temporally-aware timex embeddings from syn-
thetic data. Through experiments on two datasets,
we show that incorporating these embeddings in
deep temporal models leads to an improvement in
the overall temporal classification performance.
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Event Pair Label
Former Singapore premier Lee Kuan Yew, who came to power in 1959, stepped down in
1990 in favour of the incumbent, prime minister Goh Chok Tong, but remains influential as
a senior minister in Goh’s cabinet.
Before
Relations between Sudan and Saudi Arabia grew tense in 1990 when Riyadh accused Khar-
toum of supporting Iraq after its invasion of Kuwait and worsened in 1992 when Sudan
granted asylum to Saudi militant Osama Bin Laden.
Before
The Israeli-Syrian peace talks launched in 1991 are mainly focusing on Damascus’ insis-
tence that Israel withdraw its troops from the Golan Heights in exchange for peace. That
territory has been occupied by Israeli troops since 1967.
After
Resolutions were passed by the UN Security Council after the first Indo-Pakistan war over
Kashmir in 1948. The dispute led to a second war between the neighbours in 1965.
Before
Turkish mainland forces invaded Northern Cyprus in 1974 after a coup in Nicosia backed
by the military junta then ruling Greece. A Turkish-Cypriot state was declared in 1983, and
Ankara now has about 35,000 troops and 400 tanks stationed there.
Before
More people watched Formula One on television in 1995 than watched the world cup in
1994.
After
He was freed six months early in September 1993 but re-arrested in April 1994 after
meeting with John Shattuck, the US assistant secretary of state for human rights.
Before
Table 4: Examples from the distantly-labeled event ordering data. Events are shown in bold and may be co-located
in a single sentence or span two sentences. Event-timex relations are recognized with high-precision classifiers
from Chambers et al. (2014).
A Appendix
A.1 Timex Templates
We use generic templates for time expressions to
generate training data for the timex model. Two
kinds of templates were generated: (1) explicit
datetimes, and (2) natural language time indica-
tors. Examples of each of these kinds are outlined
below:
1. Explicit datetime templates: [yyyy], [’yy],
[mm dd yy], [mm yy], [mmm yyyy], [mmm
dd yyyy], etc.
2. Natural language indicators: [xx units later],
[xx units before], [now], [past xx units], etc.,
where xx is filled by a numerical value and
units refers to a time unit such as months,
days, or years.
Timex pairs generated through these templates
can be converted to a standardized time scale and
hence easily compared. It is therefore straight for-
ward to infer the gold label for each pair of gen-
erated timexes. For MATRES, 75% of the pairs
in the training set for the timex model are sam-
pled from explicit datetime templates, and the rest
are sampled from natural language templates. This
relative ratio was heuristically determined. 100%
of the pairs were drawn from explicit datetime
templates for the distant data.
A.2 Examples from Distant Data
Table 4 provides some examples of event pairs,
and their corresponding label from the distant
data. This dataset is automatically created using
two high precision rule-based classifiers.
