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In a superconducting quantum processor with nearest neighbor coupling, the dispersive interaction between
adjacent qubits can result in an effective next-nearest-neighbor coupling whose strength depends on the state of
the intermediary qubit. Here, we theoretically explore the possibility of engineering this next-nearest-neighbor
coupling to implement controlled two-qubit operations where the intermediary qubit controls the operation on
the next-nearest neighbor pair of qubits. In particular, in a system comprising two types of superconducting
qubits with anharmonicities of opposite-sign arranged in an -A-B-A- pattern, where the unwanted static ZZ
coupling between adjacent qubits could be heavily suppressed, a switchable coupling between the next-nearest-
neighbor qubits can be achieved via the intermediary qubit, the qubit state of which functions as an on/off
switch for this coupling. Therefore, depending on the adopted activating scheme, various controlled two-qubit
operations such as controlled-iSWAP gate can be realized, potentially enabling circuit depth reductions as to a
standard decomposition approach for implementing generic quantum algorithms.
I. INTRODUCTION
Implementing a gate-based quantum processor relies on ar-
rays of qubits coupled together, and in a quantum processor
with superconducting circuits, nearest neighbor (NN) cou-
pling via a linear circuit (e.g., capacitor) provides a native
architecture to satisfy this requirement [1]. But in practice,
aside from the dedicated designed NN coupling, next-nearest-
neighbor (NNN) coupling can also present in the supercon-
ducting quantum processor via several different mechanisms
[2, 3], such as unintended static directly or indirectly capac-
itive/inductive coupling described as a two-body interaction
between NNN qubits via an effective reactance, and effective
quantum coupling between NNN qubits resulting from the
dispersive interaction between NN qubits. In general, these
NNN couplings are considered as unwanted spurious interac-
tion between qubits, leading to gate infidelities, thus various
approaches have been proposed to suppress these spurious in-
teractions [4, 5].
However, at the same time, the NNN coupling could also be
utilized as a dedicated channel for implementing non-trivial
tasks [5]. In particular, the effective NNN coupling mediated
by the intermediary qubit could be explored to realize a na-
tive three-qubit gate without resorting to the decomposition
approach that involves a series of single- and two-qubit gates,
thus reducing circuit depth for quantum algorithms and mak-
ing them potentially attractive for NISQ application [6]. This
is enabled by the fact that this NNN coupling is essentially a
native three-body interaction [7], acting as a natural resource
for implementing three-qubit gate operations. However, since
this effective coupling is enabled by a second order process, its
strength has a magnitude similar to the residual two-body in-
teraction between adjacent qubits, such as ZZ coupling [8, 9],
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FIG. 1: (a) Sketch of an -A-B-A-type three-qubit system with NN
coupling. Dispersive interaction between adjacent qubits (denoted as
round arrows) can result in an effective NNN coupling (denoted as
double-headed arrows). (b) Circuit diagram of a chain of three su-
perconducting qubits capacitively coupled to each other, where the
Q1(3) and Q2 are transmon qubit [21] and C-shunted flux qubit [22–
24], which can be modeled as weak anharmonic oscillators with neg-
ative and positive anharmonicity, respectively. (c) For the intermedi-
ary qubitQ2 in |0〉 state, the NNN exchange interaction with strength
J1(0) is enabled by a single path (denoted as dashed lines) involving
the intermediate state |010〉. (d) For Q2 in |1〉 state, the NNN inter-
action with strength J1(1) is enabled by two paths (denoted as dashed
lines and dash-dotted lines, respectively), and each involves an inter-
mediate state, i.e., |101〉 or |020〉.
which imposes a limiting factor on the performance of the na-
tive three-qubit gate. We note that various theoretical and ex-
perimental studies have previously explored this three-body
interaction, but in the situation where the interaction is com-
monly used as a two-body interaction for two-qubit gate oper-
ations by setting the intermediary qubit (treated as a bus cou-
pler) in its ground state [7, 10–12] (see also Appendix A).
In this work, we theoretically explore the possibility of en-
gineering the (intermediary) qubit-mediated NNN coupling in
a scalable superconducting quantum processor to implement
controlled two-qubit operations where the intermediary qubit
controls the operation on the NNN qubits. We demonstrate
2that, by coupling two types of superconducting qubits with
anharmonicities of opposite signs arranged in an -A-B-A- pat-
tern, on the one hand, the unwanted ZZ coupling between ad-
jacent qubits can be heavily suppressed [13, 14], thus breaking
the limitation on the performance of potentially implemented
native three-qubit gates, on the other hand, a switchable cou-
pling between NNN qubits can be realized [15], where the
intermediary qubit state functions as an on/off switch for this
NNN coupling. Thus, depending on the activating scheme,
this switchable NNN coupling could be used to realize var-
ious controlled two-qubit operations [16], and a case study
shows that controlled-iSWAP (C-iSWAP) gate [17, 18] with
intrinsic gate fidelity (excluding the decoherence error) in ex-
cess of 99.9% can be achieved in 50 ns. We further show that
compared with the decomposition methods based on single-
and two-qubit gates, textbook three-qubit gates such as Tof-
foli gate (CCNOT) and Controlled-Controlled-Z gate (CCZ),
which are widely used in various quantum circuits [19], can
be constructed efficiently via the native C-iSWAP gate. More-
over, the switchable NNN coupling can also be employed for
efficiently generating a continuous set of controlled two-qubit
gates for quantum chemistry [20].
II. SWITCHABLE NNN EXCHANGE COUPLING
To start let us consider an A-B-A type system comprising
three superconducting qubits (labeled as Q1,2,3, where Q1(3)
(A-type qubit) denotes the transmon qubit with negative an-
harmonicity, andQ2 (B-type qubit) represents the capacitively
shunted flux qubit with positive anharmonicity [21–24]) ca-
pacitively coupled to each other, as depicted in Fig. 1, which
can be modeled by a chain of three weakly anharmonic oscil-
lators with NN coupling, described by (hereinafter ~ = 1)
H =
∑
l
[
ω˜lq
†
l ql +
αl
2
q†l q
†
l qlql
]
+
∑
j
gj(q
†
jq2 + qjq
†
2), (1)
where the subscript l = 1, 2, 3 labels qubit Ql with anhar-
monicity αl and bare qubit frequency ω˜l, ql (q
†
l ) is the associ-
ated annihilation (creation) operator, and gj (j = 1, 3) denotes
the strength of the NN coupling between Qj and Q2. In the
following discussion, we focus on this -A-B-A-type system
for implementing switchable NNN coupling and controlled
two-qubit gate operations, leaving the extension to the -B-
A-B-type system and even the two-dimensional array to the
discussion.
We now consider that the system operates in the dispersive
regime where the qubit frequency detuning (∆j = ω˜j − ω˜2)
is far larger than the NN coupling strength, i.e., |∆j | ≫ gj .
Thus, by using the Schrieffer-Wolff transformation [25, 26]
which removes the NN coupling in the Hamiltonian given in
Eq. (1), one can obtain an effective block-diagonal Hamilto-
nian for the full system (see Appendix B for a full derivation).
Truncated to the qubit levels, the effective Hamiltonian has
the following form (see Appendix B for a full derivation)
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FIG. 2: (a) Calculated strength of the effective NNN interactions
J1(1) and J1(0) versus Q2’s anharmonicity α2 with NN coupling
strength gj/2pi = 45MHz, qubit detuning ∆j/2pi = −500MHz,
and qubit anharmonicity αj/2pi = −350MHz. The orange dot in-
dicates the working point where the NNN couping is turned off for
Q2 in |1〉 state. (b) Calculated values of J1(1) versus α2 and ∆j in
the unit of gj . The anharmonicity αj and NN coupling strength gj
take the same values as in (a). The horizontal cut denotes the re-
sult plotted in (a), and the intersection (orange square) of the vertical
cuts at α2/2pi = 350MHz and the blue strip gives the ideal opti-
mal working point for native C-iSWAP gate operations. (c) Typical
control pulse for realizing C-iSWAP gate, where the frequency of
Q2 is fixed, and the frequencies of Q1 and Q3 vary from the idle
frequency point ωi to the interaction frequency point ωI and then
come back. The inset highlights the frequency offset δ1(3) with re-
spect to the ideal interaction point (horizontal red dashed line), where
δs = δ1 − δ3 denotes a small frequency overshoot. (d) Calculated
values of the analytical strength of the effective exchange interac-
tions J1(0) and J1(1) as a function of time with the typical control
pulse (c) applied to the three-qubit system.
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2
,
(2)
where (X,Y,Z, I) represent the Pauli operator and identity
operators, and the order indexes the qubit number, ωl and ζj
denote dressed qubit frequency of Ql and the strength of the
ZZ coupling between Qj and Q2, respectively. The last four
terms represent the effective interaction between NNN qubits
3(Q1 and Q3).
In Eq. (2), the terms XZX+YZY and XIX+YIY result in a
net virtual exchange interaction between Q1 and Q3, and the
value of its net strength depends on the state of Q2. From
the view of the second-order perturbation theory, the physics
behind this feature is that the virtual exchange interaction re-
sults from different contributions, depending on the state of
Q2. As shown in Fig. 1(c), in an -A-B-A-type three-qubit
system where the frequency of Q2 satisfies ω˜2 > ω˜j , the
effective interaction between |100〉 and |001〉 with strength
J1(0) = JI − JZ = g1g3(∆1 +∆3)/(2∆1∆3) is enabled by
the path given as |100〉 → |010〉 → |001〉. However, as shown
in Fig. 1(d), for the effective interaction |110〉 ↔ |011〉 with
strength J1(1) = JI + JZ given as
J1(1) =
g1g3
2
[
∆1 + α2
∆1(∆1 − α2) +
∆3 + α2
∆3(∆3 − α2)
]
, (3)
there are two paths given as |110〉 → |020〉 (|101〉)→ |011〉,
and since ω˜2 > ω˜j , the two paths contribute with strength of
opposite-sign, enabling competition between the positive and
the negative contributions. Thus, one may reasonably expect
that by engineering the system parameters, the strength of the
dispersive interactions J1(1) can take a value of 0 when the
two competitive contributions destructively interferes, while
J1(0) is intact.
For our proposed -A-B-A-type system shown in Fig. 1(c),
the B-type qubit (C-shunt flux qubit) has an positive anhar-
monicity, i.e., α2 > 0, and the qubit detuning∆j < 0. When
α2 = −∆1 = −∆3, the two competitive contributions in
Eq. (3) yield zero net coupling strength J1(1) = 0. Thus, a
switchable NNN coupling can be realized. In addition, ac-
cording to Eq. (3), a similar result can also be obtained for a
-B-A-B-type three-qubit system, where the anharmonicity of
A-type qubit (transmon qubit) takes a negative value α2 < 0,
and the frequency of Q2 satisfies ω˜2 < ω˜j , thus a switchable
NNN coupling can also be realized with α2 = −∆1 = −∆3
(see Appendix C for details).
According to Eq. (3), Figure 2(a) shows the calculated J1(1)
and J1(0) versus the Q2 anharmonicity α2 for system param-
eters given as: gj/2pi = 45MHz, ∆j/2pi = −500MHz, and
αj/2pi = −350MHz. One can find that when α2/2pi takes
a value of 500MHz, i.e., α2 = −∆1(3), the NNN coupling
strength J1(1) is zero for Q2 in |1〉, while for Q2 in |0〉, since
the coupling strength J1(0) is independent of α2, the interac-
tion is intact, thus allowing us to control the NNN coupling
with a high on/off ratio, where the state of Q2 functions as an
on/off switch. Therefore, at the working point α2 = −∆1(3),
the effective NNN coupling can be described by
HCXY = J1(0)[|0〉〈0|]2 ⊗
(
[|01〉〈10|]1,3 + [|10〉〈01|]1,3
)
. (4)
Similar result can also be obtained for the terms ZZZ and
ZIZ in Eq. (2), which describe the dispersive ZZ coupling be-
tween Q1 andQ3 resulting from the virtual exchange interac-
tion between qubit states and non-qubit states, the interaction
strength of which also depends on the state of Q2, thus en-
abling the ZZ interaction controlled by the state of Q2 (see
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FIG. 3: Optimal working point for C-iSWAP gate. (a) Swap er-
ror 1 − P011 versus the frequency offset δ1 and δ3 that are defined
with respect to the ideal interaction point, as shown in the inset of
Fig. 2(c). The system is initialized in the eigenstate |0˜11〉 at the idle
point, and the hold time takes a value of 45 ns. The (orange) square
indicates the working point where the NNN exchange interaction is
turned off for Q2 in |1〉. (b) Population P001 versus the overshoot
δs = δ1 − δ3 and hold time for system initialized in the eigen-
state |0˜01〉 at the idle point. The horizontal cut (dashed line) depicts
the optimal value of overshot for enabling a full complete swap be-
tweeen |0˜01〉 and |1˜00〉. (c) Population swap |0˜01〉 ⇔ |1˜00〉 and
(d) |0˜11〉 ⇔ |1˜10〉 versus hold time for system initialized in |1˜00〉
and |1˜10〉, respectively. With optimal frequency offset and overshot
obtained from (a) and (b), the NNN exchange interaction is turned
on or off depending on the state of Q2.
Appendix D for details).
III. REALIZATION OF CONTROLLED-iSWAP GATE
TABLE I: System parameters used for implementing the C-iSWAP
gate.
Qubits Q1 Q2 Q3
Anharmonicity α/2pi (MHz) -350 350 -350
Idle frequency ωi/2pi (GHz) 5.15 6.35 5.30
Interaction frequency ωI/2pi (GHz) ∼6.00 6.35 ∼6.00
NN coupling strength g/2pi (MHz) 45 45
Having shown the switchable two-qubit exchange coupling,
we now turn to use it to demonstrate controlled two-qubit op-
erations. From Eq. (4), it becomes clear that the switchable
NNN coupling at the working point could be used to realize
4FIG. 4: C-iSWAP gate implementation. (a) C-iSWAP gate truth ta-
ble from the numerical simulation with the system initialized in the
logical basis state. For each input state taken from logical basis, the
output state shows an agreement with the expected result from the
ideal C-iSWAP. (b) Leakage during the gate implementation from
the numerical simulation with the system initialized in the qubit sub-
space that is susceptible to leakage error. Leakage to non-qubit state
is suppressed below 10−5.
the C-iSWAP gate with an arbitrary swap angle θ, i.e.,
UCXY (θ) =


1 0 0 0 0 0 0 0
0 cos θ2 0 0 i sin
θ
2 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 i sin θ2 0 0 cos
θ
2 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


(5)
which becomes a C-iSWAP gate for θ = pi. However, we note
that since this effective coupling results from dispersive NN
coupling (second-order process), its coupling strength has a
magnitude similar to the residual dispersive coupling between
adjacent qubits that are presented in the full system effective
Hamiltonian Heff , i.e., ZZ coupling terms ZZI and IZZ [11]
(while terms ZIZ and ZZZ are originated from fourth-order
process [12], see also in Appendixes B and D). Hence, these
residual interactions impose a limiting factor on the fidelity of
the native C-iSWAP gate.
As demonstrated in the previous study [14], in order to sup-
press the unwanted ZZ coupling between adjacent qubits in
the present system where qubits are coupled together directly
via a capacitor, the anharmonicity ofQ2 should have a similar
magnitude to those of the two adjacent qubitsQ1 andQ3. This
means that the optimal working point for realizing C-iSWAP
gate using the NNN coupling is α2 = −∆1(3) = −α1(3), as
shown in Fig. 2(b), where the calculated J1(1) versus the an-
harmonicityα2 and the qubit frequency detuning∆j with sys-
tem parameters gj/2pi = 45MHz and αj/2pi = −350MHz
is presented according to Eq. (3).
Based on the above analysis, in the following discussion,
we show a case study that explores the switchable NNN cou-
pling in a three-qubit system with always-on interaction to im-
plement the C-iSWAP gate. The system parameters are tabu-
lated in Table I. During the implementation of the three-qubit
gate, the frequency of the intermediary qubit Q2 is fixed, and
the frequencies of the two NN qubitsQ1 andQ3 vary from the
idle frequency point ωi to the interaction frequency point ωI
according to a time-dependent function as shown in Fig. 2(c),
where the hold time is defined as the time-interval between
the midpoints of the ramps [27] (see Appendix E). Accord-
ing to the analytical derivation of the effective NNN coupling,
Figure 2(d) shows the analytical strength of the exchange in-
teractions J1(1) and J1(0) as a function of time during the
typical gate implementation with respect to the control pulse
shown in Fig. 2(c). We note that this analytical expression of
the exchange interactions is derived based on the basis that
is dressed by the NN coupling between Q2 and Qj (the full
system Hamiltonian H is written with a block-diagonal form
as Heff in terms of this dressed basis), rather than the logical
basis that is defined as the eigenstate of the full system Hamil-
tonianH at the parking (idling) point (see Appendix A).
Before going further, it is important to note that the above
analysis, as well as the optimal working point, is derived based
on the analytical expression for J1(1) given in Eq. (3), which
is valid under the dispersive condition, i.e., |∆j/gj | ≫ 1.
However, for a system with parameters tabulated in Table I,
one may argue that the system operates in a quasi-dispersive
regime at the interaction point, where |∆j/gj| = |α2/gj| ≈
7.78. Nonetheless, as shown in the following numerical anal-
ysis, although operating in the quasi-dispersive regime, the
above results do approximate the full system dynamics well.
In order to find the optimal working point numerically,
firstly, according to the expression given in Eq. (3), we esti-
mate the time T for realizing a full swap when the system
is initialized in state |001〉, giving T ≈ pi/2J1(0) = 45 ns.
Therefore, as shown in Fig. 3(a), by initializing the system in
eigenstate state |0˜11〉 at the idling point (Note that at the idling
point, the inter-qubit coupling is effectively turned off, and the
logical basis state is defined as the eigenstates of the system
biased at this point, i.e, |i˜jk〉, which is adiabatically connected
to the bare state |ijk〉), and varying the qubit frequencies ac-
cording to the pulse shown in Fig. 2(c) with hold time of 45
ns, we numerically study the swap error defined as 1 − P011
(P011 denotes the population in |0˜11〉 after the time evolution)
versus δ1 and δ3 that are defined as the frequency offsets with
respect to the ideal interaction point, as shown in the inset of
Fig. 2(c). In Fig. 3(a), the square indicates the working point
where the two offsets are equal, i.e., δ1 = δ3, thus preserv-
ing on-resonance condition for iSWAP gate, and meanwhile,
the swap error is much smaller than other points on the diago-
nal of the parameter space, which means that at this point, the
NNN coupling is turned off for Q2 in |1〉 state. To enable a
5complete swap in our fixed coupled system that is initialized in
state |0˜01〉, we further consider a small frequency overshoot
δs = δ1 − δ3 applied on Q1 [28], as shown in the inset of
Fig. 2(c), and the horizontal dashed line in Fig. 3(b) depicts
the optimal value of the overshot for this purpose.
Hence, with the optimal frequency offset and overshoot ob-
tained from the above numerical analysis, Figures 3(c) and
3(d) show the state population versus hold time for system ini-
tialized in eigenstate state |1˜00〉 and |1˜10〉 at the idle point, re-
spectively. One can find that forQ2 prepared in |0〉, the NNN
exchange interaction is turned on, enabling an almost com-
plete population swap between Q1 and Q3 (|0˜01〉 ⇔ |1˜00〉),
while for Q2 prepared in |1〉, the exchange interaction is
turned off, thus there is no population swap between Q1 and
Q3. Moreover, although operating in the quasi-dispersive
regime, during the time evolution, the population in Q1 or
Q3 leaking toQ2 can still be strongly suppressed, as shown in
Figs. 3(c) and 3(d).
As already mentioned before, a direct application of the
switchable NNN coupling demonstrated in Fig. 3 is the im-
plementation of the UCXY(θ) gate given in Eq. (5). Here,
for illustration purpose, we consider the implementation of
C-iSWAP gate, i.e., UCXY(pi), which is realized with a hold
time of 43.2 ns, as shown in Fig. 3. By preparing system in
eight logical basis states (eigenstates at the idle point), Figure
4 (a) shows the output basis state, exhibiting good agreement
with the expected result from the ideal C-iSWAP.
A. Intrinsic gate performance
To quantify the intrinsic gate performance of the imple-
mented C-iSWAP gate, we consider the average gate fidelity
defined as [29]
F =
Tr(UU †) + |Tr(UCXY (pi/2)U †)|2
72
, (6)
where U is the actual evolution operator (excluding the ef-
fect of the decoherence process) in terms of the logical basis.
This is calculated with the full system Hamiltonian of Eq. (1),
where each qubit are modeled as a four-level system (see Ap-
pendix E for more details). Truncated to the qubit levels, and
up to single-qubit phase gates and a global phase [27, 30, 31]
(see also Appendix E for details), we find that our gate has
an intrinsic fidelity of F = 99.97% for gate time in 50 ns.
Aside from the control error, this high intrinsic gate fidelity
is enabled by (i) the low leakage error, as shown in Fig. 4(b),
where one can find that the leakage to non-qubit state is sup-
pressed below 10−5, (ii) lower coherence phase error, which is
caused by parasitic ZZ coupling between qubits, as tabulated
in Table II, the accumulated phase resulting from the inter-
action between qubit state and non-qubit is suppressed below
0.02 rad.
Furthermore, from Table II, one can find that the coher-
ence phases accumulated in state |0˜11〉 and |1˜10〉 are smaller
than 0.005 rad. Considering the rather strong NN coupling,
these rather low accumulated phases demonstrate that by cou-
pling two-type of qubits with opposite-sign anharmonicities
together, the residual ZZ interaction is heavily suppressed,
as shown in previous studies [13, 14]. And since the cou-
pling between NNN qubits is enabled by second-order pro-
cess, and the qubits have a considerably larger anharmonic-
ity, the ZZ coupling between NNN qubits is also suppressed
(note that as mentioned above, the virtual exchange interac-
tions between qubit state and non-qubit state are dependent
on the state of Q2 (see Appendix E), thus the accumulated
phases in |1˜01〉 and |1˜11〉 are different). However, we note
that aside from the leakage error, as in the case of two-qubit
iSWAP gate [28, 32, 33], this residual ZZ coupling between
NNN qubits imposes a fundamental tradeoff between the fi-
delity of C-iSWAP gate and the gate speed.
Although the above demonstration has shown that the na-
tive implementation of C-iSWAP gate with high intrinsic fi-
delity and shorter gate time should be possible with realistic
parameters, we note that these successes are based on a rather
strong NN coupling (although feasible with present technol-
ogy, but it is larger than the typical NN coupling commonly
used in practice [4, 34]) and the qubit frequency with a larger
tunable range. In practice, the strong always-on coupling in
the present work may make single qubit addressing [35], as
well as the implementation of the two-qubit gates [4, 34], a
challenge for system with limited frequency tunability. How-
ever, we find that with a smaller NN coupling with strength
of 30MHz [4], the intrinsic gate fidelity above 99% (99.9%)
can still be achieved in 50 (100) ns (see Appendix E). More-
over, the present protocol could also be applied to the sys-
tem with tunable NN coupling [5, 36–38], thus removing the
above mentioned constrains.
TABLE II: Accumulated coherence phase caused by the parasitic ZZ
coupling between qubits during the gate implementation.
011 101 110 111
Phase (φ× 10−3 rad) -4.40 -17.28 -3.67 8.67
B. Impact of decoherence process
Here we evaluate the impact of relaxation effect on our pro-
posed gate implementation. Since the fidelity F defined in
Eq. (6) is no longer valid in the presence of decoherence pro-
cess, we will instead use the average gate fidelity Fo defined
as [29, 39–41]
Fo =
8(1− L1) + Tr(P†UPUtarget )
72
, (7)
where PU denotes the system time-evolution superoperator,
that is obtained by solving the Lindblad master equation in
the Liouville representation [42, 43] (see Appendix E for
more details), PUtarget = U∗target ⊗ Utarget (Here Utarget =
UCXY(pi/2)) denotes the target gate operation in the Liou-
ville representation, and L1 denotes the leakage of the gate
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FIG. 5: Relation between gate infidelity ε and qubit relaxation time
T1 (here assuming that qubit dephasing time Tφ = ∞). Since T1
of the C-shun flux qubit can have a magnitude comparable to that
of the Transmon qubit, here T1 of the three qubits takes the same
value. εfull = 1− Fo denotes the gate infidelity, that is obtained by
solving the Lindblad master equation in the Liouville representation,
ε = 1−F represents the intrinsic gate infidelity, and εT1 corresponds
to the infidelity assuming only T1 decay.
operation, given as [39, 40]
L1 = 1− 1
8
∑
i,j,k∈{0,1}
Tr(PU |ijk〉〉), (8)
where |ijk〉〉 denotes the logical qubit state |ijk〉 represented
in the Liouville space. We note that by ignoring the deco-
herence process, the above defined average gate fidelity Fo is
consistent with the fidelity F of Eq. (6) [29, 39–41].
According to the above defined fidelity Fo, Figure 5 shows
the relation between gate infidelity εfull = 1 − Fo and qubit
relaxation time T1 (here assuming that qubit dephasing time
Tφ = ∞). We note that at current state, the typical value of
T1 of the C-shun flux qubit can have a magnitude comparable
to that of the Transmon qubit [24], thus T1 of the three qubits
takes the same value in our numerical analysis. In Fig. 5, we
have also shown the intrinsic gate infidelity ε = 1−F and the
infidelity assuming only T1 decay (see Appendix E for more
details) [29]
εT1 ≈ 3
[
1− 3 + e
−t/T1 + 2e−t/2T1
6
]
. (9)
From Fig. 5, one can find that gate fidelity of 99.5% (99.9%)
could be achieved with qubit relaxation time T1 ≥ 15µs
(T1 ≥ 105µs). In Fig. 5, we also show that combining the
intrinsic gate infidelity and the infidelity assuming only T1
decay gives an estimated value of the gate infidelity ε + εT1 ,
which is in good agreement with εfull.
In the discussion above, we have omitted the effect of the
qubit dephasing process (Tφ =∞). Here, we give an estimate
of the effect of the qubit dephasing process (white noise) on
the gate performance. With current superconducting qubits,
the qubit dephasing time (white noise) can commonly reach
up to Tφ = 2T1 [44], giving the infidelity assuming only T1
and Tφ process as
εT1 ≈ 3
[
1− 3 + e
−t/T1 + 2e−t(1/2T1+1/Tφ)
6
]
≈ t
T1
+
t
Tφ
.
(10)
Thus, one may reasonably estimate that C-iSWAP gate with
fidelity in excess of 99% could be attainable with current tech-
nology, and gate infidelity primarily results from qubit relax-
ation.
IV. POSSIBLE APPLICATION OF THE UCXY GATES
Here we discuss two possible applications of our proposed
native three-qubit gates UCXY(θ), and show that compared
with a quantum processor having only native single- and two-
qubit gates, implementing native three-qubit gates can po-
tentially reduce circuit depth or gate count of quantum cir-
cuits, such as a three-qubit Toffoli gate and controlled-XX
(controlled-YY/ZZ) evolution with arbitrary rotation angle θ
for quantum chemistry using the quantum phase estimation
algorithm (PEA) [20]. We note that our proposed controlled
two-qubit operation is based on the effective switchable NNN
exchange coupling, which is turned on (off) when the interme-
diary qubit is at its ground state (excited state). Thus, follow-
ing the convention taken in quantum computing community,
one may relabeled the ground state (excited state) of the inter-
mediary qubit as its logical state |1〉 (|0〉).
A. The three-qubit Toffoli gate
The textbook three-qubit gate Toffoli gate, which is widely
used in various quantum circuits [19], in general cannot be im-
plemented natively [45–47] without resorting to the decompo-
sition approach that involves a series of gate sequences includ-
ing single- or two-qubit gates. Even with the decomposition
approach, the circuit depths and gate count needed for imple-
menting Toffoli gate depend heavily on the available native
gate set [45–48]. For a fully connected quantum processor
with native gate set including one- and two-qubit gates, the
most common approach for realizing Toffoli gate requires six
CNOT gates or CZ gates and multiple one-qubit gates [45],
while in a quantum processor with NN coupling, which is one
of the most native architectures for realizing a scalable super-
conducting quantum processor, since the available native two-
qubit gate is only possible for pair of NN qubits, more two-
qubit gates are needed on account of this limited connectivity
[45, 48]. However, as shown in Figs. 6(a) and 6(b), a Toffoli
gate can be implemented via our proposed native controlled
two-qubit peration with only two applications of UCXY(pi) (a
simple extension of the results in Ref. [45]) or UCXY(pi/2) (a
7FIG. 6: Quantum circuit diagram decomposition of the three-qubit
Toffoli gate and CCZ gate with UCXY(θ) and single qubit gates
[O]θ ≡ exp[−iθ(O/2)]. (a) Implementation of the Toffoli gate with
UCXY(pi) (C-iSWAP gate). (b) Implementation of the Toffoli gate
with UCXY(pi/2) (C-
√
iSWAP gate). (c) Implementation of CCZ
gate with quantum circuit in (a) or (b).
simple extension of the results in Ref. [49]), thus heavily re-
ducing the circuit depth and gate count. As shown Figs. 6(c),
with two additional one-qubit gates, the CCZ gate can also
be constructed by using only two UCXY(pi) or UCXY(pi/2).
Therefore, one may reasonably estimate that using the above
decomposition method with native three-qubit gates UCXY(θ)
could improve the performance of the implemented quantum
circuits and increase in success probability, especially, in the
NISQ era.
B. Controlled-XX rotation in PEA for quantum chemistry
Figures 7(a) and 7(b) show that based on our proposed
three-qubit operation UCXY(θ), controlled-XX (controlled-
YY) operations with arbitrary rotation angle θ, i.e., CXX(θ),
CYY(θ), can be constructed via the application of two
UCXY(θ/2). Moreover, with five additional one-qubit gates,
controlled-ZZ operation can also be implemented as shown in
Fig. 7(c). Having access to these continuous sets of controlled
two-qubit rotations may provide more efficient compiled cir-
cuits for quantum application such as quantum simulation of
Fermionic Hamiltonian [17, 50] and quantum chemistry [20].
As a simple example we consider the application of these con-
tinuous sets of controlled two-qubit rotations in PEA for quan-
tum chemistry, where the controlled two-qubit rotations are
needed for implementing trotterized time-evolution operator
[20]. By using the standard decomposition procedure with
only one- and two-qubit gates, a CXX(θ) or CYY(θ) oper-
ation requires two CNOT gates and one C-Phase gate with
phase angle θ and six single qubits to be implemented on
quantum processor with NN coupling, yielding a quantum cir-
cuit with gate depth of 5 and gate count of 8 [20]. Moreover,
for a quantum processor with only one type of native two-
FIG. 7: Quantum circuit diagram decomposition of the controlled-
XX (YY, ZZ) rotation with an arbitrary angle θ in terms of
UCXY(θ/2) gates and single-qubit gates [O]θ ≡ exp[−iθ(O/2)].
(a),(b) Construction of CXX(θ) and CYY(θ) with UCXY(θ/2). (c)
Construction of CZZ(θ) with quantum circuit in (b).
qubit gate, e.g., CZ gate, more additional single qubit gates
are needed (implementing a CNOT gate requires one CZ gate
and two single qubit gates), thus increasing the circuit depth
to 7. As shown in Fig. 7(a), the CXX(θ) can be implemented
with gate depth of 4 and gate count of 4. Thus, the continu-
ous sets of controlled two-qubit rotations UCXY(θ) presented
in this work could be useful for quantum simulation and may
provide a more efficient compilation for certain quantum cir-
cuits.
V. DISCUSSION
As we have discussed in Sec. II (see also in Appendix C),
the proposed scheme for realizing switchable NNN coupling
can be applied to the -A-B-A- and -B-A-B-type system, where
the A-type (B-type) has a negative (positive) anharmonicity,
and the qubit frequency of B-type qubit is larger than that of
the A-type qubit. We also show that one of the most promis-
ing implementation of our proposed superconducting qubit ar-
chitecture is a superconducting quantum processor compris-
ing transmon qubit (A-type) and C-shunt flux qubit (B-type)
arranged in an -A-B-A-B- pattern. Therefore, the proposed
scheme can also be applied to a two-dimensional (2D) qubit
lattice with NN coupling. An example for 2D qubit lattice
with fixed NN coupling is shown in Fig. 8, where the two-
type qubits are arranged in an -A-B-A-B- pattern in each
row and column, and the arrangement of qubit frequency in
each row and column follows a zigzag pattern, i.e, A-type
qubit at lower frequency band with typical value of ωA and
B-type qubit at higher frequency band with typical value of
ωB (ωB > ωA). As demonstrated in Sec. II, at the interac-
tion point (turning on the effective NNN coupling), frequency
detuning ∆i = ωB − ωA approaches the magnitude of the
qubit anharmonicity |α|, and the frequencies of the two tar-
8FIG. 8: (a) A scalable two-dimentional qubit lattice, where circles at
the vertices denote qubits, and yellow lines indicate couplers between
adjacent qubits. The lattice comprises two types of qubits (labeled as
A and B) that are arranged in an -A-B-A-B- pattern in each row and
column. (b) Frequency arrangement in each row and column follows
a zigzag pattern with A-type qubit at lower frequency band (ωA) and
B-type qubit at higher frequency band (ωB).
get NNN qubit is almost equal to each other. At the parking
(idling) point, i.e., turning off the effective NNN coupling, the
frequency detuning ∆i should be far larger that the NN cou-
pling strength (typically, 1.2GHz vs 45MHz) [4], as shown in
Fig. 8(b). Moreover, in order to further suppress the residual
coupling between NNN qubit (typically the strength is about
1.7MHz here), frequency degeneracy in higher or lower fre-
quency band breaks, yielding a qubit frequency detuning be-
tween NNN qubits about 150MHz .
For practically implementing our scheme in the proposed
2D qubit lattice with fixed NN coupling shown in Fig. 8,
where A (B) label transmon qubit (C-shunt flux qubit), spe-
cial attention should be paid to the following two points, (i)
the anharmonicity of the transmon qubit is only weakly de-
pendent on its qubit frequency, thus it is nearly fixed over
a tunable range of approximately 1.0GHz [28]. while for
the C-shunt flux qubit, the qubit anharmonicity is strongly
dependent on its qubit frequency [13, 24]. Moreover, in or-
der to suppress parasitic ZZ interaction between NN qubits,
which can lead to conditional phase error during gate opera-
tions [14], the C-shunt flux qubit should has an anharmonic-
ity with magnitude comparable to that of the transmon qubit.
This imposes a limitation on the tunable range of the C-shunt
flux qubit in our scheme. Thus, to implement our scheme
in the 2D qubit lattice, the maximum tunable range of each
C-shunt flux qubit could be set below 150MHz, which is ad-
equate for suppressing the parasitic ZZ coupling, and for pro-
viding a sufficient tunable range for implementing high on-off
ratio NNN coupling in a -B-A-B-type system or the 2D lat-
tice shown in Fig. 8(a). (2) High on-off ratio of the switch-
able NNN coupling is highly desired for practical purpose.
Since the proposed switchable NNN coupling is enabled by
dispersive (quasi-dispersive) interaction between NN qubits,
a strong NN coupling is required for realizing fast gates, thus
reducing the decoherence error. Meanwhile, a larger qubit
detuning between NN qubits is needed for turning it off ef-
fectively. Overall, the two points imply that a larger tunable
range of the transmon qubit is needed for practical implemen-
tation of our scheme. However, for transmon qubit far away
from its maximum frequency point (flux insensitive point), the
coherence time is commonly heavily suppressed (due to the
influence of 1/f magnetic flux noise), causing gate infidelity.
Hence, the speed-fidelity tradeoff needs to be understood care-
fully for implementing our scheme in the proposed 2D qubit
lattice with fixed NN coupling. It is worth noting that although
a fixed NN coupling is assumed in the demonstration of the
switchable NN coupling in Set. II and in the above discus-
sion on the scalability of our scheme, the proposed scheme
is obviously also compatible with the qubit lattice with tun-
able NN coupling [5, 36, 38], thus relaxing above mentioned
constraints.
Finally, we note that our proposed scheme for implement-
ing native C-iSWAP gate is based on effective three-qubit in-
teraction resulting fromNN transverse (XY) coupling, and the
control pulse is described by only a few parameters (e.g., fre-
quency offset δj , frequency overshoot δ, and hold time, as
shown in Fig. 2), making the in situ experimental optimization
of pulse parameters as feasible as the case for the typical one-
or two-qubit gate operations, for which the in situ optimiza-
tion of pulse parameters has been shown as a key step towards
high-fidelity gate operations [51, 52]. For system with NN
transverse coupling, an alternative (single-shot) scheme for
implementing C-iSWAP gate without resorting to the standard
decomposition procedure has also been proposed previously
by using quantum optimal control [17], where control pulses
are discretized into pixels, and in principle can generate gates
with speed approaching the quantum speed limit. However,
the success of the optimal control is based on the assumption
that accurate knowledge of the practical system parameters is
available for optimizing control pulse in theoretical simula-
tion, and for superconducting qubits, this is often not the case
in reality [51–53]. Moreover, the in situ optimization of pulse
parameters is hindered by the larger number of pixels, which
in principle could be overcome by using simple parameteri-
zations for the control pulse, such as Fourier and erf param-
eterizations [53]. Recently, another scheme for implement-
ing native C-iSWAP gate was proposed for superconducting
qubit systems with dedicated designed NN coupling [18], i.e.,
combining the NN transverse (XY) coupling and the NN lon-
gitude (ZZ) coupling, which seems a highly designed asym-
metry architecture, potentially limiting the compatibility with
existing scheme for realizing high-fidelity one- or two-qubit
operations. Therefore, this scheme may be more suitable for
certain types of quantum computing applications [18].
9VI. CONCLUSION
In this work, we employ a scalable chain of nearest-
neighbor-coupled superconducting qubit system comprising
two-type superconducting qubits with opposite-sign anhar-
monicity to realize switchable coupling between next-nearest-
neighboring (NNN) qubits. This switchable coupling is con-
trolled by the state of the intermediary qubit, thus potentially
enabling the implementation of various native controlled two-
qubit operations. With realistic parameters, we show that it is
possible to realize a C-iSWAP gate with an intrinsic average
fidelity of 99.9% in 50 ns. These native implementations of
three-qubit gates may find useful application for reducing cir-
cuit depth of NISQ algorithms [6], such as quantum chemistry
[20], and for performing quantum simulations [49, 54].
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Appendix A: effective Hamiltonian for qubit system
As described in the main text, we consider a linear chain of
three superconducting qubits with nearest-neighbor coupling,
and here each qubit is treated as an ideal two-level system,
thus described by the Hamiltonian H = H0 + V with H0 =∑3
l=1 ω˜lσ
z
l /2 and
V =
∑
j=1,3
gj(σ
+
j σ
−
2 + σ
−
j σ
+
2 ), (A1)
where σz,±j denote the Pauli operators associated with the jth
qubit labeled as Qj with bare qubit frequency ω˜j , and gj rep-
resents the coupling strength between nearest neighbor qubits
Qj and Q2.
We now turn to derive an effective Hamiltonian for this
three-qubit system, and start from the original Hamiltonian
H , which is composed of an unperturbed partH0 with known
eigenvalues and eigenstates and a small perturbation part V .
We consider that the three-qubit system operates in the dis-
persive regime, where the detuning between nearest-neighbor
qubit pair is larger than the coupling strengths between them,
thus |∆j | = |ω˜j − ω˜2| ≫ gj .
For a system operating in the dispersive coupling regime,
we can eliminate the direct qubit-qubit coupling V via a uni-
tary transformation [25]
Heff = exp(−X)H exp(X), (A2)
where X is chosen such that the direct coupling between the
nearest-neighbor qubit pairs in the transformed Hamiltonian
disappears. By choosing
X =
g1
∆1
(σ−1 σ
+
2 − σ+1 σ−2 ) +
g3
∆3
(σ−3 σ
+
2 − σ+3 σ−2 ), (A3)
one can prove that it satisfies [H0, X ] = −V . Expanding to
the second order of the small parameters (
gj
∆j
= O(λ)) yields
Heff = H0 +
1
2
[V,X ] +O(λ3)
≈
3∑
l=1
ωl
2
σzl + J(σ
+
1 σ
−
3 + σ
−
1 σ
+
3 )σ
z
2 ,
(A4)
with
ω1 = ω˜1 +
g21
∆1
,
ω2 = ω˜2 − ( g
2
1
∆1
+
g23
∆3
),
ω3 = ω˜3 +
g23
∆3
,
J = −g1g3
2
(
1
∆1
+
1
∆3
),
(A5)
where ωl are the dressed qubit frequencies of Ql, and J is the
effective three-qubit interaction strength (next-nearest neigh-
bor coupling) given as J = −g1g3(∆1 + ∆3)/(2∆1∆3).
From Eq. (A4), one can find that the magnitude of the dis-
persive XY interaction between Q1 and Q3 is independent of
the state of Q2, while the sign of the interaction is set by the
Q2 state, i.e., for Q2 in |0〉 or |1〉, the value of the interaction
strength has an opposite sign. Thus, the effective interaction
betweenQ1 andQ3 is in fact a three-body interaction.
We note that the original Hamiltonian H is written in the
usual bare basis of uncoupled system eigenstates, i.e., eigen-
states of the unperturbed Hamiltonian H0, but the derived
effective Hamiltonian Heff given in Eq. (A4) is written in
the transformed bare basis defined by the unitary transforma-
tion. In fact, for fixed coupled system, quantum information
processing is commonly performed in the transformed basis
[3, 27], i.e., eigenstates of the idle system Hamiltonian H ,
where qubits are all dispersively coupled to each other, i.e.,
the strength of the direct or indirect coupling between arbi-
trary pair of qubits is far smaller than the frequency detuning
of the coupled qubits. In this way, at the idle point and in the
interaction picture, the system states suffer no dynamic evolu-
tion. Therefore, throughout this work, we take all these factors
into consideration, implicitly.
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Appendix B: effective Hamiltonian for qubit system with higher
energy levels
Since the superconducting qubit is naturally a multi-level
system, especially for qubits with weak anharmonicity such
as the transmon qubit and the C-shunted flux qubit, the higher
energy levels of qubits have non-negligible effect on the ef-
fective coupling derived in the above section where super-
conducting qubits are treated as an ideal two-level system
[21, 24]. In the following discussion, we will study the ef-
fect of the higher energy levels of qubits on the dispersive
next-nearest neighbor coupling.
For a system consisting of three superconducting qubits (la-
beled as Q1,2,3) as described in the main text, they can be
modeled by a chain of three weakly anharmonic oscillators
with nearest neighbor coupling [21, 24]. Thus, the Hamilto-
nian of this system can be described byH = H0 + V , with
H0 =
3∑
l=1
[
ω˜lq
†
l ql +
αl
2
q†l ql(q
†
l ql − 1)
]
V =
[
g1(q
†
1q2 + q1q
†
2) + g3(q
†
3q2 + q3q
†
2)
]
,
(B1)
where the subscript l = 1, 2, 3 labels superconducting qubit
Ql with anharmonicityαl and bare qubit frequency ω˜l, ql (q
†
l )
is the associated annihilation (creation) operator truncated to
the lowest four levels (labeled as {|0〉, |1〉, |2〉, |3〉}), and gj
(j = 1, 3) denotes the strength of the coupling between adja-
cent qubits, i.e., Qj and Q2. Again, in the following discus-
sion, we consider that the system operates in the dispersive
regime where the qubit frequency detuning (∆j = ω˜j − ω˜2)
is far larger than the NN coupling strength, i.e., |∆j | ≫ gj .
1. Schrieffer-Wolff transformation
To derive an effective Hamiltonian for the three-qubit sys-
tem, we turn to block-diagonalize the original system Hamil-
tonian H = H0 + λV , where λ is introduced to show the
orders in the perturbation expansion, and would be set to
1 after the calculations, thus the nearest neighbor coupling
between qubits is eliminated and the next-nearest neighbor
qubits are directly coupled to each other. By projecting the
system onto the zero-excitation and one-excitation subspace
of Q2, we can further derive an effective Hamiltonian for the
next-nearest neighbor qubits with the intermediary qubit in its
ground state |0〉 or excited state |1〉. This is achieved by using
the Schrieffer-Wolff transformation [25, 26]
Heff = A
†HA
A = e−iS , S =
∞∑
n=1
S(n)λn
(B2)
Following the methods introduced in Ref.[26], the effective
block-diagonal Hamiltonian for the three-qubit system has the
following form
Heff =


H0 0 0 0 . . .
0 H1 0 0 . . .
0 0 H2 0 . . .
0 0 0 H3 . . .
...
...
...
...
. . .

 ; (B3)
where Hn (n = 0, 1, 2, 3, ...) denotes the effective Hamilto-
nian for the three-qubit system projected onto the n-excitation
subspace of Q2. Consequently, H0 corresponds to the effec-
tive Hamiltonian projected onto the zero-excitation subspace
of Q2, i.e., the effective Hamiltonian for the next-nearest
neighbor qubits with Q2 in state |0〉. Truncated to the first
three energy levels of qubits, i.e. operating with the basis
{|000〉, |001〉, |100〉, |101〉, |002〉, |200〉},H0 reads
H0 =


0 0 0 0 0 0
0 ω′3 J1(0) 0 0 0
0 J1(0) ω
′
1 0 0 0
0 0 0 ω′3 + ω
′
1 J2(0),I J2(0),II
0 0 0 J2(0),I 2ω
′′
3 + α3 0
0 0 0 J2(0),II 0 2ω
′′
1 + α1


(B4)
where ω′j = ω˜j+g
2
j/∆j (j = 1, 3) denotes the dressed transi-
tion frequency ofQj , and ω
′′
j = ω˜j+g
2
j/(∆j+αj) is defined
as an effective dressed qubit frequency, to which the coupling
involved with higher energy levels of qubits contributes with
an additional term g2j /(∆j + αj).
J1(0) =
g1g3(∆1 +∆3)
2∆1∆3
(B5)
represents the strength of coupling within one-excitationman-
ifold {|001〉, |100〉} of the NNN qubits, and
J2(0),I =
√
2g1g3(∆1 +∆3 + α3)
2∆1(∆3 + α3)
, J2(0),II ≡ J2(0),I(1↔ 3),
(B6)
corresponds to the strength of coupling within the two-
excitation manifold of NNN qubits {|101〉, |200〉, |002〉}, i.e,
the interaction |101〉 ↔ |200〉 and the interaction |101〉 ↔
|002〉.
H1 represents the effective Hamiltonian projected
onto the one-excitation subspace of Q2, i.e., the effec-
tive Hamiltonian for the next-nearest neighbor qubits
with Q2 in state |1〉. Then, truncated to the first
three energy levels of qubits, i.e., operating with basis
{|010〉, |011〉, |110〉, |111〉, |012〉, |210〉},H1 is given as
H1 =


E010 0 0 0 0 0
0 E011 J1(1) 0 0 0
0 J1(1) E110 0 0 0
0 0 0 E111 J2(1),I J2(1),II
0 0 0 J2(1),I E012 0
0 0 0 J2(1),II 0 E210


(B7)
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with
E010 = ω
′
2,
E011 = ω
′
2 + ω
′
3 + ζ
′
3,
E110 = ω
′
2 + ω
′
1 + ζ
′
1,
E111 = ω
′
2 + ω
′
3 + ω
′
1 + ζ
′
3 + ζ
′
1,
E012 = ω
′
2 + 2ω
′
3 + α3 + δ3,
E210 = ω
′
2 + 2ω
′
1 + α1 + δ1,
(B8)
where ω′2 = ω˜2− g21/∆1− g23/∆3 denotes the dressed transi-
tion frequency of Q2, ζ
′
j = 2g
2
j (αj + α2)/[(∆j − α2)(∆j +
αj)] represents the parasitic ZZ interaction between adjacent
qubits Qj (j = 1, 3) and Q2, which results from the interac-
tion among higher energy levels of qubits, and
δj =
g2j (5αj +∆j + 3α2)
(2αj +∆j)(∆j + αj − α2) −
g2j
∆j
, (B9)
represents frequency shift resulting from the interaction
among higher energy levels of qubits. J1(1) describes the
strength of coupling within the one-excitation manifold of
next-nearest-neighbor qubits {|110〉, |011〉}, and is given as
J1(1) =
g1g3
2
[
∆1 + α2
∆1(∆1 − α2) +
∆3 + α2
∆3(∆3 − α2)
]
, (B10)
while J2(1),I(II) corresponds to the strength of coupling
within the two-excitation manifold of next-nearest-neighbor
qubits {|111〉, |012〉, |210〉}, i.e, the interaction |111〉 ↔
|012〉 and the interaction |111〉 ↔ |210〉, and it is given as
J2(1),I =
√
2g1g3
(
2∆1(∆
2
1 − α22) + (3∆21 − α22)(α3 −∆1 +∆3) + (α2 +∆1)(α3 −∆1 +∆3)2
)
2∆1(∆1 − α2)(∆3 + α3)(∆3 − α2 + α3) , J2(1),II ≡ J2(1),I(1↔ 3).
(B11)
From the above result, we can find that: (i) when the anhar-
monicity ofQ2 takes a value of α2 = 0, i.e.,Q2 is a linear res-
onator, and the expression of J1(1) and J2(1),I(II) given above
will be reduced to J1(0) and J2(0),I(II), respectively, agreeing
with the well-known fact that the liner-bus mediated coupling
between two qubits is a two-body interaction between qubits.
(ii) while for α2 → ∞, Q2 can be safely treated as an ideal
two-level system, thus J1(1) = −J1(0) is obtained, as the re-
sult shown in Appendix A.
2. Effective three-qubit Hamiltonian
For Q2 in its ground state |0〉, the effective interac-
tion among two-excitation manifold of the pair of nearest-
neighboring qubitsQ1 andQ3, i.e., interaction between |101〉
and |002〉 (|200〉) as shown in Fig. 9(a), the strength of which
is given in Eq. (B6), causes the ZZ interaction between Q1
and Q3 with strength given as
ζ101 =
J22(0),I
∆− α3 −
J22(0),II
∆+ α1
, (B12)
where ∆ = ω1 − ω3. While for Q2 in its excited state |1〉,
the strength of the ZZ coupling (resulting from the interaction
between |012〉 (|210〉) and |111〉, as shown in Fig. 9(b)) is
ζ111 =
J22(1),I
∆− α3 + ζ′1 + ζ′3 − δ3
−
J22(1),II
∆+ α1 − ζ′1 − ζ′3 + δ1
.
(B13)
Truncated to the qubit levels, the effective Hamiltonian of the
full system has the following approximate form
Heff =ω1
ZII
2
+ ω2
IZI
2
+ ω3
IIZ
2
+ ζ1
ZZI
2
+ ζ3
IZZ
2
+
J1(1) − J1(0)
2
XZX + Y ZY
2
+
J1(1) + J1(0)
2
XIX + Y IY
2
+
ζ111 − ζ101
4
ZZZ
2
+
ζ111 + ζ101
4
ZIZ
2
,
(B14)
where (X,Y,Z, I) represent the Pauli operator and identity
operators, and the order indexes the qubit number, ωl denotes
dressed qubit frequency given as
ω1 = ω
′
1 +
ζ′1
2
+
ζ111 + ζ101
4
,
ω2 = ω
′
2 +
ζ′1 + ζ
′
3
2
+
ζ111 − ζ101
4
,
ω3 = ω
′
3 +
ζ′3
2
+
ζ111 + ζ101
4
,
(B15)
ζj represents the strength of ZZ coupling between adjacent
qubits, i.e., Q1(3) andQ2, which is given as
ζ1 =
ζ′1
2
+
ζ111 − ζ101
4
, ζ3 =
ζ′3
2
+
ζ111 − ζ101
4
. (B16)
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FIG. 9: Virtual exchange interaction (denoted as the double-headed
arrows) among the two-excitation subspace of the two NNN qubits.
(a) For the intermediary qubit Q2 in |0〉 state, the NNN exchange in-
teraction |101〉 ↔ |002〉 with strength J2(0),I is enabled by a single
path (denoted as the dashed lines) involving the intermediate state
|011〉. (b) For Q2 in |1〉 state, the NNN interaction |111〉 ↔ |012〉
with strength J2(1),I is enabled by two paths (denoted as dashed lines
and dash-dotted lines, respectively), and each involves an intermedi-
ate state, i.e., |102〉 or |021〉. Similar results are also obtained for the
interaction |101〉 ↔ |200〉 with strength J2(0),II and the interaction
|111〉 ↔ |210〉 with strength J2(1),II .
Taking
JZ =
J
(1)
1 − J (0)1
2
, JI =
J
(1)
1 + J
(0)
1
2
,
ζZ =
ζ111 − ζ101
4
, ζI =
ζ111 + ζ101
4
,
(B17)
we recover the effective Hamiltonian of Eq. (2) of the main
text.
In Eq. (B14), the term associated with XIX + Y IY
causes the excitation to be swapped between the next-nearest-
neighboring qubits (iSWAP), and to which the term associated
with XZX + Y ZY contributes with a swap rate whose sign
depends on the state of Q2. The terms ZIZ and ZZZ corre-
spond to the ZZ interaction between the next-nearest-neighbor
qubits, i.e.,Q1 andQ3, which is resulting from the virtual ex-
change interaction between qubit state and non-qubit states,
as shown in Fig. 9.
Appendix C: Switchable NNN coupling for -B-A-B-type system
As discussion in Sec. II of the main text, and also accord-
ing to Eqs. (B5) and (B10) (Eq. (3) in the main text), one can
find that in a three-qubit system with NN coupling, when
α2 = −∆1 = −∆3, the two competitive contributions in
Eq. (B10) yield zero net coupling strength J1(1) = 0, and the
J1(0) is preserved. Thus, a switchable NNN coupling can be
realized in two concrete settings (Here note that in present
work, the A (B) labels qubit with negative (positive) anhar-
monicity, and a promising implantation is the transmon-CSFQ
(C-shunt flux qubit)-transmon system): (1) in an -A-B-A-type
setting as shown in Figs. 1(a) and 1(b) , the anharmonicity of
Q2 (B-type qubit) takes a positive value. Thus, in order to
meet the requirement for implementing the switchable NNN
coupling, i.e., α2 = −∆1 = −∆3, the qubit frequency of
Q2 should satisfy ω˜2 > ω˜j . This has been demonstrated in
the main text. (2) in a -B-A-B-type setting (CSFQ-transmon-
FIG. 10: (a) Sketch of a -B-A-B-type system with NN coupling.
Dispersive interaction between adjacent qubits (denoted as round ar-
rows) can result in an effective NNN coupling (denoted as double-
headed arrows). (b) Circuit diagram of a chain of three supercon-
ducting qubits capacitively coupled to each other, where the Q1(3)
and Q2 are C-shunted flux qubit and transmon qubit, which can be
modeled as weak anharmonic oscillators with positive and negative
anharmonicity, respectively. (c) For the intermediary qubit Q2 in |0〉
state, the NNN exchange interaction with strength J1(0) is enabled
by a single path (denoted as dashed lines) involving the intermedi-
ate state |010〉. (d) For Q2 in |1〉 state, the NNN interaction with
strength J1(1) is enabled by two paths (denoted as dashed lines and
dash-dotted lines, respectively), and each involves an intermediate
state, i.e.,|101〉 or |020〉.
CSFQ) as shown in Figs. 10(a) and 10(b), the anharmonicity
of Q2 (here is an A-type qubit) takes a negative value. As
shown in Fig. 10(d), in order to destructively interfere the two
terms in Eq. (B10), the qubit frequency of Q2 should satisfy
ω˜2 < ω˜j . Hence, when α2 = −∆1 = −∆3, a switchable
coupling can also be realized in this setting.
Appendix D: Switchable NNN exchange interaction for higher
energy levels
From the expression in Eqs. (B6) and (B11), one can find
that a switchable exchange interaction between qubit state
and non-qubit states for Q1 and Q3, such as the interaction
|11〉1,3 ↔ |02〉1,3 with strength J2(1),I , can be achieved by en-
gineering the anharmonicity ofQ2, as shown in Fig. 9. Hence,
as same as the case for the virtual exchange interaction in
qubit space, this exchange interaction is controlled by the state
of Q2, i.e., when Q2 in |0〉 state, the interaction is turned on,
causing the ZZ interaction between Q1 and Q3, while for Q2
in |1〉 state, the interaction is turned off.
According to Eq. (B11), Figure 11 shows the calculated
J2(1),I versus the anharmonicity α2 and qubit detuning ∆3
in the unit of the NN coupling strength gj with ω1 = ω3 +
α3. The system parameters used are gj/2pi = 45MHz,
and αj/2pi = −350MHz. The regime indicated by the
darker strip shows the working point, where the interaction
|11〉1,3 ↔ |02〉1,3 is turned off, when Q2 is in state |1〉. From
the result shown in Fig. 8, one can find that in order to op-
erate in the dispersive regime or quasi-dispersive regime, the
value of α2 should be larger than 500MHz. For α2 taking
a value below 500MHz, the dispersive model, as well as the
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FIG. 11: Calculated values of J2(1),I versus α2 and ∆3 in the unit
of g3 with ω1 = ω3 + α3. The anharmonicity αj and NN coupling
strength gj take the same values as in Fig. 2(b) of the main text. The
intersection (orange square) of the vertical cut and the dark strip gives
the ideal optimal working point for realizing switchable coupling be-
tween |11〉1,3 and |02〉1,3 with α2/2pi take a value of 665MHz.
approximation adopted in the present work, may break down.
Thus, in the following discussion, α2 takes values larger than
500MHz.
Following the same procedure as that for finding the op-
timal working for implementing C-iSWAP gate, we can also
find the optimal working point for realizing switchable cou-
pling between |11〉1,3 and |02〉1,3, as shown in Fig. 12. Hence,
it is possible to implement the controlled-CZ gate with the
switchable coupling between |11〉1,3 and |02〉1,3. As shown
in Figs. 12(c) and 12(d), a controlled-CZ gate could be imple-
mented in 120 ns. Similar result can also be obtained for cou-
pling between |11〉1,3 and |20〉1,3. However, for the directly
coupled system considered in the present work, only when
the magnitudes of anharmonicity of the two adjacent qubits
are comparable to each other and have opposite signs, could
the residual parasitic ZZ coupling between adjacent qubits be
heavily suppressed [14]. Since the anharmonicity of transmon
qubit is around 200− 400MHz, for the directly coupled sys-
tem with α2 of 665MHz as shown in Fig. 12, the residual par-
asitic ZZ coupling between adjacent qubits cannot be heavily
suppressed, thus limiting the performance of the controlled-
CZ gate. However, for indirectly coupled system, such as a
two-qubit system coupled via a bus or a tunable coupler, the
residual parasitic ZZ coupling can be heavily suppressedwith-
out the requirement that the magnitudes of anharmonicity of
the two adjacent qubits are comparable to each other [13, 14].
Appendix E: C-iSWAP gate
As mentioned in the main text, in order to implement the
C-iSWAP gate in our proposed system, the rounded trapezoid-
shaped pulses are applied to adjust the frequency of Q1 and
Q3, thus during the gate implementation, the qubit frequen-
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FIG. 12: Optimal working point for realizing switchable coupling be-
tween |11〉1,3 and |02〉1,3 with α2/2pi taking the value of 665MHz.
(a) Swap error 1 − P111 versus the frequency offsets δ1 and δ3 that
are defined relative the ideal interaction point, as shown in the in-
set of Fig. 8. The system is initialized in the eigenstate |1˜11〉 at the
idle point, and the hold time takes a value of 60 ns. The (orange)
square indicates the working point where the NNN exchange inter-
action is turned off for Q2 in |1〉. (b) Population P101 versus the
overshoot δ = δ1 − δ3 and the hold time for system initialized in the
eigenstate |1˜01〉 at the idle point. The horizontal cut (dashed line)
depicts the optimal value of overshot for enabling a full complete
swap between |1˜01〉 and |0˜02〉. (c) Population swap |1˜01〉 ⇔ |0˜02〉
and (d) |1˜11〉 ⇔ |0˜12〉 versus hold time for system initialized in
|1˜01〉 and |1˜11〉, respectively. With optimal frequency offset and
overshot obtained from (a) and (b), the NNN exchange interaction
|11〉1,3 ↔ |02〉1,3 is turned on or off depending on the state of Q2.
cies vary from the idle point to the interaction point, while the
frequency of Q2 keeps fixed. The rounded trapezoid-shaped
pulse used in present work is described by a time-dependent
function [27]
ω(t) =ωi +
ωI − ωi
2
[Erf(
t− tramp2√
2σ
)− Erf( t− tg +
tramp
2√
2σ
)]
(E1)
where ωi and ωI denote the idle frequency point (where the
logical states are defined as as the eigenstates of the system
biased at this point, as discussed in Appendix A) and the in-
teraction frequency point, respectively, the ramp time is de-
fined as tramp = 4
√
2σ with σ = 1ns, tg represents the total
time for implementing the gate operation, and the hold time
thold = tg − tramp is defined as the time-interval between the
midpoints of the ramps.
1. Intrinsic gate fidelity
To quantify the intrinsic performance of the proposed C-
iSWAP gate implementation, the metric of state-average gate
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FIG. 13: Calculated strength of the effective NNN interaction
|101〉 ⇔ |002〉 with J2(1),I and interaction |111〉 ⇔ |012〉 with
J2(0),II versus qubit detuning ∆j (∆1 = ∆3) in the unit of the
NN coupling strength gj . The system parameters used are gj/2pi =
45MHz, α1/2pi = α3/2pi = −350MHz, and α2/2pi = 350MH.
The vertical red dashed line indicates the working point for the im-
plementation of C-iSWAP gate.
fidelity is used in present work. The fidelity is defined as [29]
F ≡ Tr(U
†U) + |Tr(U †targetU)|2
72
(E2)
where U is the actual evolution operator in the logical eigen-
basis at the idle point after applying an auxiliary single-qubit
Z rotation on each of the three-qubits before and after the gate
implementation, truncated to the qubit levels [27, 30, 31], and
Utarget = UCXY (pi/2) is given as Eq. (5) of the main text.
According to the system Hamiltonian in Eq. (B1), and the
control pulse of Eq. (E1), the actual evolution operator in the
rotating frame with respect toH(0) is
Usys = Tˆ exp
(
−i
ˆ tg
0
HR(t)dt
)
, (E3)
whereHR(t) = e
iH(0)tH(t)e−iH(0)t −H(0), and Tˆ denotes
the time-ordering operator. Thus, U in Eq. (E2) is given as
U = UpostPUsysP†Upre, (E4)
whereP is the projected operator defined in the computational
subspace of the full system, and Upost and Upre are
Upost = e
−iφ1ZII/2e−iφ2IZI/2e−iφ3IIZ/2,
Upre = e
−iφ′1ZII/2e−iφ
′
2IZI/2e−iφ
′
3IIZ/2.
(E5)
Hence, the gate fidelity is obtained as
F = maximizeφj,φ′j F(φj, φ
′
j), (E6)
taking a value of 99.97% for thold = 43 ns. Aside from the
control error (as shown in Fig. 4(a)) and leakage to non-qubit
states (as shown in Fig. 4(b)), the residual infidelity is caused
by the coherence phase resulting from ZZ interaction between
qubits, as shown in the effective Hamiltonian of Eq. (B14).
Hence, by assuming no control error and leakage, the actual
implemented unitary operator can be described by
U =


1 0 0 0 0 0 0 0
0 0 0 0 −i 0 0 0
0 0 1 0 0 0 0 0
0 0 0 e−iφ011 0 0 0 0
0 −i 0 0 0 0 0 0
0 0 0 0 0 e−iφ101 0 0
0 0 0 0 0 0 e−iφ110 0
0 0 0 0 0 0 0 e−iφ111


,
(E7)
where φs (s = 011, 101, 110, 111) represents the accumu-
lated phase caused by the ZZ interaction during the gate oper-
ation.
In Table II of the main text, we have also shown the accu-
mulated phase caused by the ZZ interaction between qubits
during the gate implementation, defined as
φs = arg (〈s|U|s〉) , (E8)
i.e, the argument of the matrix element Uss = 〈s|U |s〉. Strik-
ingly, in Table II, one can find that the accumulated phase
in state |101〉 takes the largest value 0.01728, while in state
|111〉, it is below 0.01. This is caused by the fact that, as
shown in Fig. 5, similar to the exchange interaction in qubit
space {|100〉, |001〉} and {|110〉, |011〉}, the strength of the
virtual exchange interactions between qubit states and non-
qubit states also depends on the state of Q2, thus enabling the
ZZ interaction (accumulated phase) to be controlled by the
state of Q2. As shown in Fig. 13, one can find that at the in-
teraction point (indicated as the red dashed line), the strength
of the interactions between qubit states and non-qubit states
(|101〉 ⇔ |002〉) J2(0),I is larger than that of the interaction
|111〉 ⇔ |012〉. Similar result can also be obtained for the
interaction |101〉 ⇔ |200〉 and the interaction |111〉 ⇔ |210〉.
This could explain the striking feature in Table II.
2. Gate operation with the typical coupling strength
As mentioned in the main text, although the implementa-
tion of the native three-qubit gates may benefit from the strong
fixed coupling between adjacent qubits, this strong coupling
may make single qubit addressing [35] and the implementa-
tion of two-qubit gates [4, 34] a challenge for system with
limited frequency tunability. However, as shown in Fig. 14,
with NN coupling strength of 30MHz [4] and fixed ramp time
tramp = 4
√
2 ns, the intrinsic gate fidelity above 99% (99.9%)
can still be achieved in 50 (100) ns. We note that choosing
larger ramp time, thus lengthening the gate time, should fur-
ther reduce the leakage error [28, 33]. Therefore, the intrinsic
gate fidelity could further be improved at the expense of in-
creased gate time.
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FIG. 14: The intrinsic gate fidelity versus the anharmonicity α2 and
hold time with gj/2pi = 30MHz. Other system parameters used
here are the same as the parameters listed in Table I.
3. Decoherence effect
To evaluate the impact of decoherence process on the im-
plemented gate performance, we analyze the full system dy-
namics according to the Lindblad master equation
ρ˙(t) = −i[H, ρ(t)] +
∑
l
(
1
T1
C[ql] + 2
Tφ
C[q†l ql]
)
(E9)
where H is the system Hamiltonian given in Eq. (1), ρ is the
reduced density matrix of the system, and C[O] = Oρ(t)O†−
1
2{O†O, ρ(t)}. In the Liouvile space [42, 43], a (n× n) den-
sity matrix ρ in Hilbert space can be mapped as a (n2 × 1)
vector |ρ〉〉, and a target unitary operator Utarget (n × n) in
Hilbert space can be mapped to a superoperator PUtarget =
U∗target ⊗ Utarget (n2 × n2). Thus, in the Liouvile space,
Eq. (E9) can be rewritten as (assuming Tφ =∞, thus ignoring
the dephasing term L[q†l ql]) [42, 43]
d|ρ〉〉
dt
=Lt|ρ〉〉 =
[−i(I ⊗H −HT ⊗ I)] |ρ〉〉+
∑
l
[
q∗l ⊗ ql −
1
2
I ⊗ q†l ql −
1
2
qTl q
∗
l ⊗ I
]
|ρ〉〉,
(E10)
where ∗ denotes the complex conjugate, T means the ma-
trix transpose, ⊗ the Kronecker product, and I is the identity
operator. Thus, the time-evolution superoperator is given as
PU = Tˆ exp
(´ tg
0 Ltdt
)
.
Based on the about discussion, the average gate fidelity Fo
between targetUtarget and the actually implemented operation
under decoherence process is defined as [29, 39–41]
Fo =
8(1− L1) + Tr(P†UPUtarget )
72
, (E11)
with L1 denotes the leakage of the gate operation, given as
[39, 40]
L1 = 1− 1
8
∑
i,j,k∈{0,1}
Tr(PU |ijk〉〉), (E12)
where |ijk〉〉 denotes the logical qubit state |ijk〉 represented
in the Liouville space.
Similarly, we can also give the idling gate fidelity for single
qubit by assuming only T1 and Tφ decay process [29], i.e,
FI =
Tr(
∑
kM
†
kMk) +
∑
k |Tr(Mk)|2
6
=
3 + e−t/T1 + 2e−t(1/2T1+1/Tφ)
6
≈ 1− t
3T1
− t
3Tφ
,
(E13)
whereMk denotes the Kraus operator describing the decoher-
ence effect on the qubit state, i.e., ΛT1,Tφ(ρ) =
∑
kMkρM
†
k
with
∑
kM
†
kMk = I . The term C[O] in Eq. (E9) resulting
from decoherence process can be derived from the following
three Kraus operators [19, 29, 55],
M0 =
(
1 0
0
√
1− λ− γ
)
(E14)
M1 =
(
0 0
0
√
λ
)
, (E15)
M2 =
(
0
√
γ
0 0
)
, (E16)
where
λ = e−t/T1(1 − e−2t/Tφ),
γ = 1− e−t/T1 .
(E17)
with T1 (Tφ) denotes the qubit energy relaxation time (qubit
dephasing time). For our proposed three-qubit system, the
idling gate fidelity can be approximated as F = F 3I .
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