The high field approximation of a fermionic Boltzmann equation of semiconductors is performed after the formation of shocks. By employing a new entropy, whose dissipation measures the departure from the high field equilibrium, convergence towards the entropic solution of the limiting conservation law is proven. The entropy is also used in the construction of kinetic shock profiles for entropic shocks and to prove non-existence of non-entropic shock profiles.
Introduction
The high field asymptotics of the Boltzmann equation of semiconductors is a fluid approximation, where both the collision effects and the driving forces dominate the free streaming. It has first been studied by Arlotti and Frosali in [1] and Poupaud in [24] for the linear Boltzmann operator. The limiting equation is a linear convection equation for the macroscopic particle density with a convection proportional to the scaled electric field. It has then been revisited by Cercignani, Gamba, and Levermore in [9, 10] where the coupling with the Poisson equation for the electrostatic potential is included. More recently, Nieto, Poupaud, Soler [20] , and lately with Goudon [18] , the analysis of the high field limit coupled with the Poisson equation has been carried out for the Fokker-Plank equation by means of relative entropy techniques. for the sake of completeness, let us also mention that the high field limit has been studied starting from other macroscopic models instead of the Boltzmann equation, like the energy transport model by Degond and Jüngel [14] , and the SHE model by Degond, Markowich, and the first and third authors [5] . Boundary layers appear when the asymptotics is performed in bounded domains and lead to half space problems that have been studied by Gamba, Klar, and the first author in [6] using techniques similar to the ones previously developed by several authors for the gas dynamics Boltzmann equation (e.g. [2, 11] ) and for diffusion approximations [23] . A similar program was then developed for the fermionic Boltzmann equation by the first two authors [3, 4] . In this case, the high field approximation leads to a nonlinear conservation law for the particle density which has a local in time regular solution. In [3] , the convergence of the solution is shown on time intervals such that the limit solution is regular. The techniques are based on the standard Hilbert expansion and on a careful analysis of the transport equation governing the remainder term. In [3] , boundary layers are analyzed in the spirit of [6] , which allows the rigourous convergence proof for boundary value problems (again for regular limit solutions). Two key ingredients of the method are the supersolution estimates for the Boltzmann equation (see [22] ) as well as an entropy inequality satisfied by the fermionic Boltzmann operator. The aim of the present work is to tackle the problem of convergence of solutions of the singularly perturbed Boltzmann equation towards the entropy solution of the limiting non linear conservation law. We first derive a new entropy inequality satisfied by the sum of the fermionic Boltzmann operator and the acceleration term. The entropy is constructed in the same spirit as in the work of Golse [16] for the Perthame-Tadmor model [21] and which was successfully generalized by the third author and Cuesta [12] for the BGK model. We use this entropy whose dissipation is shown to control the departure from the high field equilibrium in order to pass to the limit in the Boltzmann equation and immediately obtain the entropy solution of the limiting conservation law without an additional hypothesis on its regularity (which means that we pass to the limit even after the formation of shocks). Our proof is however restricted to the case of a constant electrostatic field as will be explained later on. Such a program has been recently performed by Berthelin, Mauser and Poupaud [7] for the high field limit of the Boltzman equation with the BGK operator. By using Kruzkov entropies combined with explicitly given high field equilibria, they prove the convergence to the entropy solution of the limiting conservation law for constant electric fields in the multidimensional case and for general electric fields in the one-dimensional case. In the present work, the notion of entropy is also used to construct kinetic shock profiles connecting two different high field equilibria. This follows the path of Golse's proof for the PerthameTadmor model [16, 12] , which provides existence of shock profiles even for large data, as opposed to constructive approaches for small amplitude waves [8, 13] . The outline of the paper is as follows. In Section 2, we recall the setting of the problem and state the main results: convergence to entropy solutions and the existence of shock profiles. In section 3, we prove the entropy inequalities which are the corner stone of the proofs. Section 4 is devoted to the convergence proof of the high field approximation and Section 5 contains the proof of the result concerning th kinetic shock profiles: existence of entropic shock profiles as well as their monotonicity and uniqueness (up to translations) and non-existence of non-entropic shock profiles. Section 6 is devoted to the proof of an additional result, namely the dynamic stability of shock profiles.
Main results
The starting point is the initial value problem for a scaled Boltzmann equation
where σ(v, v ) is the scattering cross section and M (v) denotes the Maxwellian distribution
The unknown f ε (x, v, t) is the distribution of conduction electrons at time t in the positionvelocity phase space
The electric field E(x, t) is assumed as given, and the Knudsen number ε is a dimensionless parameter. The macroscopic limit ε → 0 with the above scaling of the electric field (balancing the scattering effects) is called the high field limit. The scattering operator Q models the interaction of electrons with the semiconductor crystal lattice. The factors (1 − f ) causing the quadratic nonlinearity are a semiclassical approximation of the Pauli exclusion principle and of the fermionic nature of electrons. Under the hypothesis
on the scattering cross section, the following result for the formal limiting equation holds.
, and which satisfies
, and it is strictly increasing with respect to n, pointwise in E and v. ii) For fixed n and E,
Proof: Statement i) has been proven in [3] . The results in ii) are obviously satisfied for E = 0. For the rest of the proof we therefore assume E = 0 and, w.l.o.g., E = (E 1 , 0, .., 0) and
is then an obvious consequence of Hypothesis (H1). Considering F = F (v ) as given, the equation for F ,
is a linear ODE, where the coefficient Formally, the high field limit ε → 0 of (1) gives
, where an equation for the macroscopic density n(x, t) is obtained by integration of (1) with respect to v and by passing to the limit:
with the flux j(n, E) = vF (n, E)(v)dv, which is in general nonlinear as a function of n by the nonlinearity of problem (3). Its existence is guaranteed by Theorem 2.1 ii). The first aim of this paper is to tackle the convergence after the formation of shocks. We shall prove that the kinetic solution converges to the entropy solution of the limit equation. The analysis is restricted to the case of a given constant electric field E.
(H2) The electric field E is constant.
We shall sometimes write F (n) instead of F (n, E) and j(n) instead of j(n, E). Let us now come to a more detailed description of the results.
Theorem 2.2 Let (H1) and (H2) hold, let n * be a positive constant and let the initial data
Then, the problem (1), (2) has a unique solution
where the limits satisfy f = F (n) and
Also n is the unique entropy solution of (6) , i.e.,
holds with
Both (6) and (7) have to be understood in the distributional sense.
Our further results deal with travelling wave solutions of the one-dimensional verison of (1). For the rest of this section we therefore set d = 1 and look for solutions of (1) of the form
ε , v) with wave speed u, connecting two different equilibria F (n − ) and F (n + ). The profile g has to satisfy
subject to the far field conditions
with positive densities n − = n + . In the theory of diffusive regularizations of the conservation law (6), the existence of travelling waves connecting different states strongly depends on convexity properties of the flux function. An asymptotic analysis shows that ∂ 2 n j(0, E) = κE + O(E 2 ) with κ > 0 holds, and numerical experiments [15] suggest the strict convexity of j with respect to n for E > 0 (concavity for E < 0), also away from the origin. However, since we are unable to prove this, we shall pose it as an hypothesis. Since the travelling wave equation (8) is invariant under the reflection (E, u, v, η) → (−E, −u, −v, −η), we can also w.l.o.g. restrict to one sign of E:
For our results below, n only varies within bounded subsets of IR + , and it would be sufficient to require (H3) there. As a remark, we mention that for a modified model, where the velocity (or more precisely, the wave vector) varies in a bounded domain, we expect a nonconvex macroscopic flux. This issue, however, is not touched further in the present work.
The following is our main result concerning solvability of the travelling wave problem. (8), (9) to exist, u has to be given by the Rankine-Hugoniot formula
Theorem 2.3 Let (H1)-(H3) hold. Then i) For a solution of
ii) If n + > n − (non entropic shock), (8) , (9) Remark 2.1 Note that the entropy condition derived by constructing kinetic shock profiles is the same as for viscous shock profiles. For small shocks this has to be expected (see, e.g., [12] ), but for large amplitude shocks it is not clear a priori.
The last main result concerns the dynamic stability of the travelling waves constructed above. We shall prove that solutions of the Cauchy problem
approach travelling waves as t → ∞, if the initial datum has the far field behaviour of an entropic shock, i.e., if
where g is a travelling wave solution of (8), (9) with n − > n + . The monotonicity of shock profiles then implies that there is a unique profile g (i.e., a unique shift in the η-direction) satisfying
By mass conservation, this property is propagated in time and, thus, g is the only candidate for the asymptotic profile.
Theorem 2.4 Let f be a solution of (12) , (13) , where 0 ≤ f ini ≤ 1 and (14) holds for a solution g of (8), (9) . Then, for every sequence
Entropy inequalities
In order to prove the results stated in the previous section, we shall employ two types of entropy inequalities. The first is new and is given below. We recall from Theorem 2.1 that the function n → F (n)(v) (we drop the dependence on E here and in the following) is strictly increasing pointwise in v and that lim n→0 F (n)(v) = 0 and
Proof: The second term on the left hand side of the inequality can be computed as follows
The first term of the right hand side vanishes.
Then the second term can be rewritten as , v) ) dv .
The entropy dissipation can now be written as
This already shows the nonpositivity of
Moreover, using (H1) and the boundedness assumption on f , we obtain
where
χ (n). The mean value theorem implies 
A second application of the mean value theorem completes the proof of (15) with
The second entropy inequality, is recalled here below from the literature.
Equality holds iff sgn(f − g) only depends on x.
ii) [4] Moreover, if
We end the section by three technical lemmata following from the above Lemma. 
Lemma 3.1 Let f and g be two solutions of (8) with
F (n + ) ≤ f, g ≤ F (n − ),lim k→∞ (f (ν k , v) − g(ν k , v)) = 0 , lim k→∞ (f (µ k , v) − g(µ k , v)) = 0 .
Then the function sgn(f (η, v) − g(η, v)) is independent of v.
Proof: For the difference H = f − g we obtain
We multiply (19) by sgn(H), integrate over (ν k , µ k ) × IR and let k → ∞ to obtain
From Proposition 3.2, the function sgn(H) = sgn(f − g) is independent of v.

Lemma 3.2 If f and g are two solutions of (8) such that F (n
Proof: Consider the difference H = g − f and multiply (19) by sgn(H). this leads to
and γ(f ) are bounded functions and there exist 0 < λ 0 < λ 1 < ∞ such that
This implies in particular the inequality
for any Ω v with non zero measure.
Now, let us define the multiplier θ by θ(η, v) = exp λ 1 ( figure (3) ). The function θ is bounded from below and above by two constants
and satisfies the equation
Multiplying the equation (20) by θ and integrating over the domain I, we obtain
The integration of the equation (20) over the domain
This implies
From (23) and (24), there exists a positive constant
Lemma 3.3 Let f and g be two solutions of (8), with
Then, H(η, v) = 0 for all η ∈ IR.
Remark 3.1 The above Lemma immediately implies the uniqueness of the solution of (8), (9) up to a translation in η.
Proof of Theorem 2.2
In order to prove Theorem 2.2, we start by regularizing the initial data: Consider a family
to f ini as δ → 0 and satisfying (5) and
for every fixed δ > 0.
Proposition 4.1 Let the initial data f δ ini satisfy (5), (25) . Then the equation (1), subject to the initial condition f
and, consequently,
Proof: Local existence is a standard result. Therefore we only prove the estimates claimed. From the fact that F (n * ) is a supersolution and from the maximum principle we obtain
The linearized collision operator L f δ ε conserves mass and, since 0 ≤ f δ ε < 1, its cross section is nonnegative. Therefore the solution of (27) satisfies the maximum principle implying that the , v) )dg and any nondecreasing χ, as well as, for every finite T > 0,
Lemma 4.1 Let the assumptions of Proposition 4.1 hold. Then the solution f δ ε of (1), (26) satisfies
Proof: Multiplication of (1) by χ(ϕ(f δ ε , v)) and integration with respect to v gives
With Proposition 3.1 this immediately implies (28) and, with χ =id,
Integration with respect to x and t and using the bounds from Proposition 4.1 gives (29).
Lemma 4.2 Let the assumptions of Proposition 4.1 hold. Then the macroscopic flux
Integrating the equation (1) with respect to v, we get the conservation law
implying the second result.
Proposition 4.2 Let the assumptions of Proposition 4.1 hold. Then, for finite
and
with G = X j , X ≥ 0, as in Theorem 2.2, and (31), (32) to be understood in the distributional sense.
Proof: The estimates of Proposition 4.1 and of Lemma 4.2, and the Aubin Lemma lead to
Since F (n) is C 2 with respect to n, this implies that
As a consequence of (29) we have
By these results we can pass to the limit in the distributional versions of (30) giving (31), and of (28). In the latter, the macroscopic entropy density and entropy flux are given by
The computation
shows that X (n) = n 0 χ(ν)dν and
As the final step in the proof of Theorem 2.2, the regularization of the initial data has to be removed. Here we use the L 1 -contractivity of the Boltzmann equation, which is a consequence of Proposition 3.2:
holds for any solutions f 1 and f 2 of (1). The corresponding property
holds for any entropy solutions n 1 and n 2 of the macroscopic conservation law (31). Denoting the entropy solution of the macroscopic conservation law with initial datum
and by the L ∞ -bounds also the L p -norm) can be made arbitrarily small by choosing δ and then ε small enough.
Proof of Theorem 2.3
The Rankine-Hugoniot relation (11) is derived by integrating the travelling wave equation (8) with respect to v and η. Part ii) of the theorem is a consequence of the following lemma.
Lemma 5.1 Assume there exists a solution of (8) , satisfying (9) , v-a.e. Then n − ≥ n + holds.
Proof: Multiplication of (8) by ϕ (g, v) and integration with respect to v gives
The far-field conditions and the Rankine-Hugoniot relations imply
where the macroscopic entropy density and entropy flux are defined by
shows U (n) = n 2 /2 and
, and
by the convexity of j. Combining this with S(n − ) = 0 and S(n + ) ≥ 0 completes the proof.
From now on we shall assume n − > n + . Existence of kinetic shock profiles will be shown following the strategy developed in [16] for the Perthame-Tadmor model (see also [12] for BGK models): First an approximating slab problem on a bounded position interval is solved, where the far field conditions are replaced by inflow boundary conditions:
The proof is analogous to corresponding results in [16] , [12] , and [4] (subsection 4.1), and therefore omitted. The next step is to pass to the limit L → ∞. Since g L is bounded by F (n − ) and F (n + ), we obtain by using the boundary condition:
As in [16] , continuity of the macroscopic density with respect to η is a consequence of velocity averaging and, thus, there exists a
A crucial step in the proof is the normalization of the shift in η. For a sequence
Since g k is bounded, we have (restricting to a subsequence) g k → g in L ∞ (IR 2 ) weak*, where
and in the scattering term
the integrals converge strongly, such that we can pass to the limit in the travelling wave equation, and g satisfies (8) on any η-interval obtained in the limit from the shifted interval (
We still have to prove that this interval tends to IR.
Lemma 5.3 i) With the above definitions
, then by passing to the limit in the differential equation in the distributional sense, g satisfies (8) for η > −l. Since, by velocity averaging, we can pass to the limit in terms of the form
We multiply (8) by ϕ (g, v) , integrate with respect to v and η, and use Proposition 3.1 and the bounds on g:
As a consequence there exists a sequence µ k → ∞ and a density n such that n g (µ k ) → n and
From the Rankine-Hugoniot condition (11) , from the convexity of j, and from n + ≤ n ≤ n − we have j(n − ) − un − ≥ j(n) − un . for allν k such thatν k − ν k is bounded.
Proof:
Consider the difference H = F (n − ) − g. Applying Lemma 3.2, we obtain
This implies the convergence a.e., since g ≤ F (n − ).
Lemma 5.5 Let g be the solution of (8) This concludes the existence proof for kinetic shock profiles, and it remains to prove uniqueness. Let f and g be two solutions of (8) . Since their macroscopic densities vary continuously between the values n − and n + , appropriate shifts in the η-direction lead to IR f (0, v)dv = IR g(0, v)dv = n * * . Applying Lemma 3.1 and 3.3 leads to f ≡ g which completes the proof of Theorem 2.3.
