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ABSTRACT
In this paper we propose a new statistical model for SAR
images. Accordingto this model, the SAR image amplitude
follows a product of Rayleigh and Bessel functions. We de-
rive the maximum likelihood feature detector for extracting
terrain features from Synthetic Aperture Radar (SAR) im-
ages. Theterrainfeaturesareclassiﬁedas ridgesandravines
accordingtotheirstatistical propertiesandsurroundingneigh-
borhood. These salient features are used as constraints for
estimating the SAR terrain surface.
1. INTRODUCTION
Terrain analysis from SAR images is an important topic in
remote sensing and for the automatic reconstruction of to-
pographic models [1]. There have been several attempts
to model the distribution of SAR image statistics. For in-
stance, Gamma [2, 3] and Rayleigh [4] distributions have
been suggested as possible models for the distributions of
SAR amplitudes. Moreover, Bovik [2] has suggested that
a ratio-of-averages edge detection scheme can be used for
feature extraction from speckle images. In [3] it has been
shown that this edge detector is optimal when the SAR im-
age is modeled as a Gamma distribution.
In our study we derive an alternative SAR image model
which better describes the SAR statistics for terrain images.
It is based on a product of Rayleigh and Bessel functions.
This distribution is characterized by two parameters. One
of them represents the variance of the radar signal and the
second corresponds to the level of signal interference. We
use robust statistical estimators to recover the parameters
of the distribution. Based on the Rayleigh-Bessel statistical
model we derive an optimal edge detector. The new fea-
ture detector is applied to SAR images of terrain where it
outperforms the ratio-of-averages method. Finally, the de-
tected edges are classiﬁed as ridges and ravines and they are
used as constraints for evaluating the surface orientation.
2. RAYLEIGH-BESSEL DISTRIBUTION
A radar signal is modulated in quadrature and it is repre-
sented as a time-varying complex signal. The pixel inten-
sities in a SAR image are equal to the amplitude of the
complex signal. The received signal is distorted by inter-
symbol and co-channelinterference, propagationerrors and
electronic device noise [1]. Let us consider
x and
y as two
independentrandomvariableswhichhavea Gaussian distri-
bution for the in-phase and quadrature signal components :
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According to this model, the distributions for the in-phase
and quadrature components have different means but the
same variance
￿
2. We transform this joint-distribution to
polar co-ordinates :
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where
z and
￿ are the random variables in polar coordi-
nates. Using the derivation from [5] we obtain the distri-
bution function for the radar amplitude as :
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where
I
0
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) is a modiﬁed Bessel function of the ﬁrst
kind and of order zero [6]. This distribution function is a
product of two terms. The ﬁrst of these is a Rayleigh distri-
bution which models the additive uncorrelated component.
The second term is a Bessel function which models the cor-
relation of the signal components due to the interference.
By employing a ﬁrst order approximation for the modi-
ﬁed Bessel function we obtain the following simpliﬁcation
of (3) :
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where
K
=
1
:
0
6 is a normalizing constant.
In Figure 1a we plot an example of the Rayleigh-Bessel
distribution function (3) when
￿
=
8 and
￿
=
2
0. Also
shown as a dotted line is its approximation (4). To measure
thesimilarityofthetwodistributionsweusetheKolmogorov-
Smirnov statistic [6] :
D
=
m
a
x
0
<
u
<
1
￿
￿
￿
￿
Z
u
0
f
(
z
)
d
z
￿
Z
u
0
g
(
z
)
d
z
￿
￿
￿
￿
: (5)For example, the distributions shown in Figure 1a are very
similar since they have a Kolmogorov-Smirnovstatistics
D
=
0
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0
5
5. In Figure 1b we compare the Rayleigh-Bessel
distributionanditsequivalentGammadistribution. TheKol-
mogorov-Smirnovstatistic between them is
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Fig. 1. Rayleigh-Bessel distribution function and its ap-
proximations represented with dashed line.
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We make local estimation of the parameters of the Ray-
leigh-Bessel distribution. We estimate threeparameters: the
mode (i.e. the most likely amplitude value), the variance
￿
2
andthe parameter
￿ which is a measureof interference. The
mode corresponds to the value for which the ﬁrst derivative
of the distribution vanishes :
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where we denotethe mode by
￿ and
￿
=
￿
￿.F o r
￿
=
2
0and
forvariousvalues of
￿, in Figure2 we estimate the modefor
the Rayleigh-Bessel distribution using (6). We can see from
this plot that the medianestimatorprovidesa better estimate
than the classical statistical estimators, while (6) proves to
be quite accurate for
￿
>
0
:
5.
3. OPTIMAL EDGE DETECTION IN SAR IMAGES
We developa BayesianedgedetectorforSAR featuredetec-
tion. Assuming independent probabilities associated with
component edges we can model the probability density of
the edge map
p
(
E
j
I
2
D
) as in [7] :
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where
j denotes a component edge,
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teriori probability of the edge given the image-gradient
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) is the edge neighborhood probability and
p
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) is the a priori probability of an edge.
In order to model the probability
p
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j
) from (7) we
consider the SAR image statistics (3). Suppose that there
is an edge between two distinct regions in a given
n
￿
n
block of pixels. The ﬁrst probability from the right-hand
side of (7) is maximized for the maximum log-likelihood
ratio between two different regions :
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where
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) is the probability density function for
a SAR image region of variance
￿
2
1 consisting of
k pixels
(3). Assuming that individual amplitudes are modeled by
the Rayleigh-Bessel approximation from (4), the likelihood
test for an edge is satisﬁed when :
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where
I
j is the SAR amplitudeat the pixel indexed
j. Let us
consider the case when both regions contain an equal num-
ber of pixels, i.e.
k
=
n
2
2 . After taking the logarithm for
both sides of (9) we obtain the log-likelihood ratio :
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where
^
I is the estimate of the SAR amplitude in the given
block of pixels. The maximum likelihoodfor this value cor-
responds to the mode of the distribution. We estimate the
mode and the absolute deviation using median and median
of the absolute deviation from the median (MAD) estima-
tors. If we replace the value of
￿ with its derivative with
respect to
^
￿ according to (6) we obtain the following maxi-
mum log-likelihood ratio :
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where the mode correspondingto the two regions
^
￿
1
;
^
￿
2 are
estimated using the local median and
^
￿
1
;
^
￿
2 are the localMAD estimators. In order to obtain reliable statistical es-
timates we must use a large window size
n. However, a
large window produces thick edges. For detecting terrain
features we perform edge thinning using an erosion opera-
tor in such a way that it preserves the connectivity between
differentedge components,i.e. it maximizes the probability
p
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) from (7) as in [7].
The well known SAR image effects of foreshortening,
layover and shadowing [1] can be used to classify the edges
according to terrain topography. Slopes facing the radar
beam are more intensely illuminated than the back-slopes.
We can use this property to classify the detected edges as
terrain ridges or ravines. We classify the terrain features
based on a test analysis which compares the value of the
image amplitude in the range direction on either side of an
edge :
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where
r
E is the range coordinate of the edge,
r is the dis-
tance measured in the range direction, while
d is the width
of the region considered in the test statistics. If the value of
t for an entirely connected edge is above a certain threshold
we have a ridge and if it is lower, then we have a ravine.
4. SURFACE ORIENTATION ESTIMATION
We propose a Bayesian criterion for estimating the surface
orientation using shape from shading (SFS). The probabil-
ity of jointly estimating the vector ﬁeld of surface normals
and the topographic edges using the given 2D image data is
modeled by
P
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), and it can be decomposed into :
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where the probabilitydensity
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) models the shape
using both constraints provided by the locations of the to-
pographic edges and the SAR image statistics. Finally,
P
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) models the process of edge recovery from image
data as described by (7).
Theprobabilitydensity
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) canbere-expressed
as an energy function. The maximization of this probabil-
ity corresponds to the minimization of this energy function.
The expression for the energyfunction in the new context is
given by :
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where
R
￿
1 is the inverse of the SAR reﬂectance function,
N
r
;
a is the surface normal at location
(
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),
L is the light
source direction,
E
k
;
l is the orientation of the nearest edge,
M
￿
P is the image size and
￿
1
;
2 are weighting factors for
the energy components. The second term in this expres-
sion corresponds to smoothing the vector ﬁeld on a
3
￿
3
vector neighborhood[8]. The third term of the energy func-
tion correspondsto boundaryconstraints. Both concaveand
convex surfaces produce the same variation in shading. To
solve this ambiguity we use edge constraints. Ravines are
used as attractors, while ridges are difractors for the surface
normals. Shadow regions as well as water have a very low
reﬂectivity, andtheyare notwell modeledbythe reﬂectance
function. Water is characterized by the lowest range of val-
ues for the interference parameter
￿ from (3). Since the
surface of water is horizontal, the associated surface nor-
mals are parallel to the
z axis. Shadow regions correspond
to back slopes and they are characterized by intermediate
values of
￿.
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Fig. 3. Modeling SAR image statistics.
5. EXPERIMENTAL RESULTS
We have applied the proposed algorithm to SAR images of
mountainous terrain. Figure 3a shows the amplitude dis-
tribution for a
1
0
0
￿
1
0
0 pixel region from the SAR im-
age which is displayed in Figure 4a. Superimposed on the
observed distribution are the estimated Rayleigh-Bessel (3)
andRayleighdistributions. TheKolmogorov-Smirnovstatis-
tic distance (5) of the ﬁtted distribution is
D
=
0
:
0
4
4
7 for
the Rayleigh-Bessel and
D
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1
1
6
6 for the Rayleigh. We
have split this SAR image into blocks and estimated the ra-
tio
^
￿
=
^
￿. The resulting distribution is shown in Figure 3b.
The Rayleigh distribution has the property that
￿
=
￿
=
1.
However, only a small percentage of the data is located
around this characteristic value in Figure 3b. This suggests
that the Rayleigh-Bessel distribution model is more appro-
priatethantheRayleighdistributionforSARterrainimages.
The gradientimageusing the optimalestimator forRay-
leigh-Bessel distribution(11)andtheratio-of-averagesedge
detector [2, 3] when applied on the image from Figure 4a
are displayed in Figures 4c and 4d, respectively. The gra-
dients obtained with the Rayleigh-Bessel optimal edge de-
tector are sharper and clearer. The second image used in
our tests is displayed in Figure 4b. The edges for this im-
age using the two algorithms are displayed in Figures 4eand 4f. The ridges are shown in lighter gray level while
ravines are in darker gray level. From these ﬁgures we can
easily identify the main terrain characteristics. All these re-
sults suggest the effectiveness of the proposed terrain fea-
ture identiﬁcation algorithm. The surface normals obtained
whenusingtheedgeconstraintsin theimagefromFigure4a
are displayed in Figure 5. In Figure 6 the surface normals
have been smoothed using a curvature consistency method
developed in [8].
(a) SAR image from Wales (b) SAR image from Thailand
(c) Rayleigh-Bessel model (d) Ratio-of Averages
(e) Rayleigh-Bessel model (f) Ratio-of Averages
Fig. 4. Edge detection and classiﬁcation : (a), (b) SAR im-
ages; (c), (d), edge gradient of the image from Wales; (e),
(f) edge classiﬁcation in the image from Thailand.
6. CONCLUSIONS
We have presented a new model for SAR image statistics
based on the Rayleigh-Bessel distribution. After estimat-
ing its parameters using robust statistics we derive an opti-
mal edge detector for SAR images. Edges are classiﬁed as
ridges and ravines. These terrain features are used to con-
strain the recovery of surface orientation using shape-from-
shading.
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