ABSTRACT. In this paper, we consider a quasilinear ordinary differential equation with Neumann boundary conditions. Our formulation is general and incorporates the case of the one-dimensional Laplacian. Using an abstract result on the range of the sum of certain monotone operators, we prove the existence of a solution. Our approach is based on the theory of monotone operators and does not use degree theoretic arguments, which is usually the case in the literature for such problems.
Introduction Let T = [0, b] and consider the following quasilinear Neumann problem: -(a(\x'(t)\ 2 )x'{t)y + f{t,x(t)) = v(t) a.e. on T x'(0)
Here a : R -► R is a continuous map which satisfies certain geometric and growth conditions (see hypothesis H(a) in Section 3). One possibility is to have a(r 2 ) = ( r 2)(p-2)/2^ p > 2 ) i n which case we obtain the differential operator -(|2:
/ (£)| p """ 2 a; / (£)) / (the one-dimensional p-Laplacian). The version of problem (1) with the p-Laplacian and with homogeneous Dirichlet boundary conditions was studied by Boccardo et al. [1] and Pino et al. [6] . In that case, the differential operator
Ax(t) = -(\x'(t)r 2 x'(t)y
is invertible and compact, and so a degree theoretic approach based on the LeraySchauder degree is possible. However, for the Neumann problem, as well as for the periodic problem, the differential operator is no longer invertible, and so a different approach is needed. In [5] , we studied the periodic problem using techniques from the perturbation theory of maximal monotone operators. In this paper, again our approach is based on the theory of maximal monotone operators and, more specifically, we use a theorem on the range of the sum of two monotone operators, due to Gupta and Hess [3] (see Section 2).
Preliminaries
Let X be a reflexive Banach space, X* its topological dual, and A : X -► 2 X *. We recall some basic notions, namely: the domain of A is the set D(A) = {x G X : ;4(a) ^ 0}, the range of A is the set R(A) = {x* e X* : x* e A(x),x G D(A)}, and the graph of A is the subset of X x X* defined by Gr A = {(#, re*) G X x X* : # G J5(yl), x* G A(x)}. We note that we can identify each subset G C X x X* with a map ^ : X -> 2** by setting Afc) = {x* G X* : (x, a*) G G}.
Definition. A map A: X -> 2
X * is said to be monotone, if for any x, y e D(A) and x* G A(a;), y* G A(y), we have <a*-V*,3-l/)>0 (2) where by (•, •) we denote the duality brackets for the pair (X, X*). We say that A is strictly monotone, if equality in (2) implies x = y. A is maximal monotone, if it is monotone and for (y,y*) G X x X*, the inequalities
imply (y,y*) GGrA
Remark. From the above definition, it is clear that A : X -> 2 X * is maximal monotone if and only if its graph is a monotone subset of X x X* which is maximal with respect to inclusion.
In our analysis of problem (1), we also will need the following specification of a monotone map.
Definition. A map
for all (a;,x*), (j/,2/*), {z,z*) G Gr A.
Remark.
It is clear that a 3-monotone map is monotone, but the converse is not true in general.
For a single-valued map B : X -> X* with D(B) = X, we say that £?(•) is demicontinuous if x n -> x in X implies B{x n ) -■ > B{x) in X* as n -> oo. It is well known that a monotone demicontinuous map 5 : X -> X* is maximal monotone. We say that B : X -» X* is bounded if it maps bounded sets of X into bounded sets of X*. For further details on these and related issues, we refer to Zeidler [7] .
Definition. The map A : X -► 2 X * is said to be boundedly inversely compact, if for any pair of bounded sets C C X and C* C X*, we have that Cn-A~1(C*) is relatively compact in X (here A" 1^* ) = {x G 23(i4) : (a?,x*) G Gr A for some x* G C*}).
Remark. It is easy to see that if K : X* -» X maps bounded sets of X* into relatively compact subsets of X, then if -1 : X -> 2 X * is boundedly inversely compact. We recall the following abstract result of Gupta and Hess [3] , which is crucial in our approach. Remark. If B2 = 0, then we do not need to assume that the mapping is boundedly inversely compact. Also note that because of the condition we imposed, B2 is bounded. Finally, in our subsequent considerations, we will need the following basic inequality:
Auxiliary results
First, let us introduce our hypotheses on the data of problem (1). H(a) a : R -► R is a continuous function with a(0) = 0 such that: 
Remark. If a(t) is a polynomial with nonnegative coefficients, a(t) = 1 + l/(t + I)
2 , or a(t) = t 2 , p > 2, then a(-) satisfies hypotheses H(a). Of special interest is the last case because it corresponds to the p-Laplacian.
, i + i = 1 and 7 > 0, and (iv) there exists u G I/ P (T) + such that for almost all t G T and all \x\ > u(t), we have f(t,x)x > 0 (generalized sign condition).
We introduce the operator A :
Henceforth, we will denote the duality brackets for the pair (
Proof. We will show that A is monotone and demicontinuous. Then this will imply that A is maximal monotone (see Section 2). First, we show the monotonicity of A. By hypothesis, /i(-) is strictly convex r -► h^r) = a(r 2 )r is strictly monotone. For all
and equality holds only when x' = y'. This proves the (strict) monotonicity of A. 
, A is demicontinuous. Because A is monotone and demicontinuous, it is maximal monotone (see, for example, Zeidler [7] , Proposition 32.7, p. 854).
□
Proof. Let J : L^(T) -+ L«(r) be defined by J(a?)(-) = |x(-)| p -2 a;(-). We claim that it suffices to show that R(Ai + J) = L q (T). Indeed, suppose that this surjectivity condition holds, and 
T).
Therefore, (A + J)(-) is coercive. But a maximal monotone, coercive operator is surjective (see Zeidler [7] , Corollary 32.35, p. 887). Thus R(A + J) = W hp (Ty.
was arbitrary, we conclude that R{Ai + J) = L q (T), and, as we already showed, this implies the maximal monotonicity of Ai. D
The next two propositions give us a complete description of the range of Ai(').
Proposition 4. If g € R(Ai), then for some x G Di, we have (ada;'^)! 2 )^'^))' = g(t) a.e. on T and ^'(O) = rf(b) = 0.
Proof. Since g G i?(.Ai), we have that g = Ai(x) for some x G Di. Then for every <l>eCiF(T) y we have (A^x), (j>) pq = (y, (/Op,, hence / a (^(t)]
2 ) AWV) * = / fl(*)^(*) * (4) Prom the definition of the distributional derivative and from (4), we infer that adx'OlVO) G W^iT) and -{a(\x , (t)\ 2 )x , {t)y = fl (t) a.e. on T. Since W 1 '^! 1 ) is continuously embedded in C(T), we have that a(\x'(')\ 2 )x f (') G C(T). Exploiting the strict monotonicity of r -> a(r 2 )r, we obtain that #'(•) G C(T). For every y G W 1,P (T), from Green's formula (integration by parts), we have
f"g(t)y(t) dt = f -(a (\x'(t)\ 2 ) x'(t))' y(t) dt
Using the definition of Ai, we obtain
Let y 6 W 1 ' P (T) be such that 2/(0) = y(b) = 1. We have
a(\x'(b)\ 2 )x'(b) = a(\x'm 2 )x'(0).

Once again via the strict monotonicity of t -> a(t 2 )t, we obtain that ^(O) = x'(b).
Using this in (5) and recalling that y G W 1 ' P (T) is arbitrary, we conclude that a/(0) = x f (b) = 0. □
Remark. A byproduct of this proof is that Di C C 1 (T).
Propositions. Let S = {# G L«(T) : fig^dt = 0}. T/ien i?(Ai) = 5.
Proo/. Let p G i?(Ai). Then we can find # G JDI such that Ai(x) = ^. Taking y = 1 € W^T), we have
therefore JfJ(i4i) C 5.
Next we will show that the opposite inclusion is also true. To this end, let V = W 1 ' P (T)/ R (i.e., we factor out of W ltP (T) the space of constant functions). Let 
, g G i?(i4i). Thus we have proved that
Prom (6) and (7), we conclude that R(Ai) = S. D
We introduce the penalty function (3 : T x R -► R defined by
It is clear from this definition that the following is true:
Proposition 6. (3{t,x) is measurable in t G T, continuous in x G R (i.e., (3 is a Caratheodory function), and \P(t,x)\ < ai(t)
Then we decompose /(£, x) as / = /i + /2 with /i : T x R -► R defined by
fi(t,x) = < (wff(t,y))AP(t,x) ifx>0,
y>X
(mpf(t 9 y))Vl3(t 9 x) ifx<0, and f2(t,x) = f(t,x) -h{t,x). Also, we set /+(£) = lim^-^oo/^ja;) and /_(£) = lim a .__ 00 /(*,a;).
The next proposition establishes the properties of fi{t,x) and of the two limit functions /+ and /_. 
Proposition 7. For every x G R, t -> fi(t,x) is measurable and for almost all t e T, x -> fi(t,x) is continuous, nondecreasing, and
f(t,y). This proves the continuity of x -> infy^a f(t,y).
Similarly we establish the continuity of x -» supy < xf(t,y). So combining these facts with Proposition 6, we have that x -» (mfy> x f(t,y)) A f3(t,x) and x -> (sup^aj/^y)) V (3(t,x) are both continuous. Therefore, a: -► fi(t,x) is continuous, and it is clear that it is nondecreasing. Moreover, directly from the definition of fi(t,x), we see that lim^-^oo/i(t,x) = \Ym x -+ 00 f(t,x) = /+(£) and lim^^-oo/i^,^) = lim^^.^/^jx) = f-(t). Therefore, t ->• /+(£), /-(t) are both measurable functions. □ Then /2(t, x) = /(t, x) -/i(t, x) is measurable in £ and for almost alH G T continuous in x (a Caratheodory function). Moreover, for almost alH G T and all |a;| > u(t), we have f2(t,x)x > 0. By virtue of hypothesis H(f)(iii) and Proposition 6, we can find /3i, #2 G L q (T) and 71, 72 > 0 such that for almost alH G T and all x G R, we have l/i^^l^ft^+^^r 1 and |/2(t,x)|</32(t)+72N p -
be the Nemitsky (superposition) operators corresponding to the functions /1 and /2, respectively; i.e., Bi(x)(-) -/i(•,#(•)) and B2(x)(-) = /2(-,a:(-)). Prom Krasnoselskii's theorem, we know that i?i, B2 are continuous and bounded (see Zeidler [7] , Proposition 26.6, p. 561). Also by virtue of Proposition 7 and Proposition 32.44, p. 905 of Zeidler [7] , we have that Bi is maximal monotone and 3-monotone.
Proposition 8. If hypotheses H(a) and H(f) hold, then
is maximal monotone and boundedly inversely compact.
Proof. The maximal monotonicity of A\ +i?i follows from Proposition 3, the maximal monotonicity of Bi, the fact that Bi is defined on all of Z^T) and Theorem 32.1, p. 888 of Zeidler [7] . Now we will show that (Ai + i?i)(-) is boundedly inversely compact. Let C* C L^T) and C C D>(T) be bounded sets. Let G = C n (^i + Bi)" 1^* ) ^ L p (r). Take re G G. Then, by definition, Ai{X) + Bi(X) = w € C*. Exploiting the monotonicity of Bi, we have co||a/||£ < {A^xlx)^ < {A 1 We write 
v(t) + h(t) = v(t) + h(t) -If (v(t) + h(t)) dt+\ f (v(t) + h(t)) dt
° Jo o Jo
= v(t) + h(t)-j i J (v{t) + h(t))dt+^J fi{t ) xo)dt-f 1 (t,xo) + Mt,xo).
Let w(t) = v(t) + h(t) -I ^(v(t) + h(t)) dt+l
Thus, x(') is the desired solution of (1). □
