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ABSTRACT
This thesis aims to implement a prototype system to screen flooding photos from
social media. These photos, associated with their geographic locations, can provide free,
timely, and reliable visual information about flood events to the decision makers. This
system is designed for the application to the real social media images, including several
key functions: tweets downloading, image downloading, flooding photo detection, and
human verification via a WebGIS application. In this study, a training dataset of 5,000
flooding photos was built based on an iterative method; a convolutional neural network
(CNN) was then trained and applied to detect flooding photos. Also, the CNN can be retrained by a larger training dataset after adding the verified flooding photos to the training
set. The flooding photo detection result shows that the trained CNN achieved a total
accuracy of 93% in a balanced test set (the flooding and non-flooding class have the same
number of samples) and precisions of 46% -- 63% in the imbalanced real-time tweets (the
number of flooding samples are over 20 times larger than non-flooding), demonstrating the
feasibility of the proposed pipeline. The system is flexible to change the classifier, so that
detecting other disasters (e.g., tornado) is possible.
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PREFACE
Flooding photo detection from social media is a relatively new topic in the hazard
management domain. However, I did not purposely step into this field. In August 2017,
when Dr. Li told me that there was a team in Florida verifying the flooding related tweets
manually, I realized that the popular deep learning technology might aid this task. We
quickly initiated an experimental study and obtained some promising preliminary results.
Generally, image classification, where flooding photo detection belongs to, is not a difficult
issue in computer vision. The main challenge is to build the training dataset – there is no
publicly verified flooding dataset at that time. After manually select flooding photos from
dozens of thousands of social media images, I found that the variance among those photos
and images were large, which imposed a huge challenge to define flooding photos from
human beings. Whether or not deep learning can handle this variance shows a great interest
to me. Finally, with the encouragement and supervision from Dr. Li, I managed to build up
a prototype screening system to detect flooding photos from tweets in real-time. This
system can also provide an essential tool to analyze images from Twitter.com for further
research.
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CHAPTER 1 INTRODUCTION
1.1 Background
Flood, mainly caused by heavy rainfall, is a huge threat to human’s daily life. It
dysfunctions human settlements, damages infrastructure, and causes countless losses in the
local economy and residential properties. Floods are a common natural hazard in the United
States (Union of Concerned Scientists 2018). Moreover, the rainfall pattern is being shifted
by global warming, and flood is getting more frequent in the U.S. (Wuebbles, Fahey, and
Hibbard 2017). In recent years, this country suffered from several severe floods, such as
the Louisiana Flood 2016 and Houston Flood 2017. Hurricane Florence, occurred in
September 2018, set at least 28 flood records on stream gages and peaks in North Carolina
and South Carolina (Burton 2018). The damage cost of the flood in the U.S. is up to $60
billion (National Weather Service 2017) in 2017.
Rapid flood situation awareness and inundation mapping are essential to hazard
mitigation. Early noticing where flood occurs and how severe it is often takes time for first
responders. Inundation maps serve the purposes of flooding extent and severity assessment,
flood forecasting, and floodplain mapping (Koenig et al. 2016). The U.S. Geological
Survey (USGS) normally sends out a team to collect the high water mark and measure
water height in the field after a major flood event. These maps are often officially published
months after the flood events (Li et al. 2018).
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A timely approach is therefore needed for rapid flood situation awareness and
mapping, and it should be cost-efficient to employ. Volunteer Geographic Information
(VGI) is a potential solution for rapid flood mapping (Goodchild and Glennon 2010). In
the recent decade, Social media platforms (e.g., Twitter, Instagram) are becoming
increasingly popular. Also known as the “human sensors,” social media users collect and
broadcast information about their physical and social environment (Sheth 2009; Nagarajan,
Sheth, and Velmurugan 2011; Adam, Shafiq, and Staffin 2012), which can be considered
as VGI. Recent studies have demonstrated that the real-time, free, and geo-tagged social
media posts can be applied in rapid flood situation awareness and mapping (Li et al. 2018;
X. Huang, Wang, and Li 2018a; Fohringer et al. 2015; C. Wang, Li, and Huang 2018; X.
Huang, Wang, and Li 2018b). Most of these studies view the uploaded photos in flood
relevant posts as the critical in-situ visual information for enhancing flood situational
awareness. For instance, a photo posted by a resident shows a flooded yard is useful for
assessing the water height and the working condition of the flood controls nearby.
However, efficiently and accurately extracting useful flood photos from the massive
amounts of unstructured social media data poses considerable challenges. For example, in
November 2018 around 5,000 tweets were posted every second on average (Sayce 2018).
Those tweets cover various topics, and most of them would be noises for a specific topic,
such as flood.
Keyword-based and manual filtering the flood relevant social media posts are the
dominant methods in pioneering research (Li et al. 2018; Fohringer et al. 2015) but with
obvious limitations. First, the posts which contain flooding photos might be omitted if there
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is no flood-related keyword in the text. Second, manually dealing with the massive social
media posts is inefficient, leading the impossibility of real-time analysis.
Deep learning, or multi-layer artificial neural network, has gained a rapid
development since 2012 (LeCun, Bengio, and Hinton 2015). It is widely used to identify
objects, recognized speech, or match items (LeCun, Bengio, and Hinton 2015). For
example, in the 2017 Large Scale Visual Recognition Challenge (Russakovsky et al. 2015),
a state-of-the-art method, Squeeze-and-Excitation Networks (Hu, Shen, and Sun 2017),
can classify 1000 categories of the image with a low error rate of 2.25%, while the best
record in 2011 was 26%. This significant progress has attracted tremendous attention and
research resources. Many applications have been employed in the field of visual analysis
such as image classification, object detection and localization, semantic segmentation, and
image captioning. As a non-manual and efficient filtering method, deep learning is a
suitable approach to extracting flood relevant posts from massive social media data
(Tkachenko et al., 2017). For example, Feng & Sester (2018) analyzed both the text and
image of a post to determine whether it is flood relevant or not. More importantly, the deep
learning method can process the massive social media data in real-time, providing timely
information for first responses of the local disaster management team.
However, the multifariousness of the social media-posted images challenges the
accuracy of the automatic flooding photo detection. The uploaded images include
screenshots of text, posters, illustrations, cartoons, advertisements, modified photos to
name a few. Most topics of images only take up small portions of the entire dataset, and
this is especially true for tweets with geographic information. For instance, the global geo-
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tagged tweets with “flood” only take up 0.034% in the data from Stream API operated by
Twitter.com.
Meanwhile, the tweeted photos were captured in various devices, angles, and
environments, serving a wide variety of purposes. The arbitrariness of photo exacerbates
the uncertainty of the detection results. Thus, a fully automatic flooding photo detection
method is difficult to be implemented but urgently needed, and a manual final verification
stage is helpful for the labeled flooding photo to be used in the flood mapping models. In
addition, the location information is critical for hazard situation awareness and responding,
so that verifying the location of those flooding photos is required. Currently, there is no
feasible method to conduct location verification except manual work. Therefore, a practice
approach is to build a system that can automatically filter out irrelevant photos and provide
a relatively small amount of flooding photos for manual verification.
Crowdsourcing is a preferred choice for such a verification process. Volunteers or
other human operators can verify whether a social media photo shows flooding evidence
or not. Crowdsourcing is being increasingly used for problem-solving and task realization
(Estellés-Arolas, Navarro-Giner, and González-Ladrón-de-Guevara 2015), where a large
number of participants can accomplish a complex task collaboratively at a low cost.
Wikipedia (Cox 2011) is a successful example based on massive volunteers, and Amazon
Mechanical Turk (Chen et al. 2011) is a common tool to gather a large amount of workforce
together to accomplish heavy tasks, such as image classification. Gathering information
for disaster response via crowdsourcing is an effective approach to supporting disaster
response (Chan 2014; Goodchild and Glennon 2010; Zook et al. 2010; Gao et al. 2011). In
this research, crowdsourcing is applied as a refining method for automatic classification
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and a necessary stage for location determining. The verified flooding photos provide
reliable flooding information for better hazard management.
1.2 Research objective
The goal of this research is to design and develop a prototype system to detect
flooding photos from streamed social media (tweets in this research) across the contiguous
U.S. in real-time (< 2 minutes). This research has the following objectives:
1) Building the training dataset to train a deep learning-based classifier to identify
the flooding photos.
2) Automatically extracting the flooding photos in real-time steamed geo-tagged
tweets in the flood events.
Since the text analyses to social media have been studied extensively for years, this
research focuses on images only, which is not well investigated per my best knowledge of
current literature. The term “image” referred in this research means the image posted in
social media, including photos, screenshot, and other raster files. “Photo” is the image
obtained from cameras. The photo records the on-site visual information, while the image
may have no relationship with the on-site environment.
1.3 Significance
The proposed system can extract timely flooding photos from social media to
support flood situation awareness and inundation mapping. Based on the visual evidence
of these photos, decision-makers can more accurately evaluate the situation. The water
height can also be estimated from the flooding photos to obtain a timely inundating map
without going out to the field, which has been challenging in an ongoing flood event (Li et
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al. 2018). Also, the flooded time can be extracted according to the metadata (posted time
or the text), hence generating a dynamic inundation map becomes possible. The traditional
field survey of high water marks lacks the temporal dimension because the survey is
conducted after the flood event, whereas the flooding photos extracted from social media
provide high temporal relevance. Since training and classifying are relatively independent
processes, this system can be viewed as a social media image analyzing platform that can
be applied to extract hazard-related photos in real-time for other disaster events, such as
tornados, wildfires, and earthquakes.
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CHAPTER 2 RELATED WORK
This section introduces the basic concepts of deep learning, its application in image
classification, and the previous research of social media flooding photo classification.
2.1 Neural network
Deep learning is an implement of the artificial neural network, which consists of
many simple, connected units called neurons (Zhang, Li, and Mo 2018). Based on the input
values from other neurons, a neuron will output a value serving as the input of other
neurons, including the previous neurons and the new neurons. The neural network is a
branch of machine learning, being developed decades since the 1960s. The key task of a
neural network is figuring out the weights used to calculate with the input values and output
a new value.
Figure 2.1 shows the operating principle of a single neuron. The weight 𝑤𝑖 and the
bias 𝑏 are learnable, they will be changed in the training process. Given the input vector 𝒙,
the neuron computes a weighted sum and adds a bias 𝑏, then applies an activation function
𝑓 to the result. The output of 𝑓 is also the final output of the neuron.
Activation function gives the non-linearity to the neuron. Figure 2.2 gives the
commonly used activation functions, and their graphs show that the input of the function
is squeezed into a range non-linearly. The Sigmoid function, historically widely-used,
relocates the input to (0, 1). A popular activation function, ReLU, simply outputs the input
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value if it is larger than 0, significantly reducing the computation then accelerates the
training process.
Activation function gives the non-linearity to the neuron. Figure 2.2 gives the
commonly used activation functions, and their graphs show that the input of the function
is squeezed into a range non-linearly. The Sigmoid function, historically widely-used,
relocates the input to (0, 1). A popular activation function, ReLU, simply outputs the input
value if it is larger than 0, significantly reducing the computation then accelerates the
training process.

Figure 2.1 A single neuron. 𝑥𝑖 : input;
𝑤𝑖 : weights, 𝑏: bias; 𝑓: activation
function.

Figure 2.2 Commonly used activation
8

The basic neurons can form a layer, and these layers can compose the neural
network. The outputs of a layer can be the inputs of other layers, or the current layer
(Recurrent Neural Networks, RNN). Figure 2.3 is a sample of the neuron network with two
fully connected layers: a hidden layer and an output layer, containing 5 neurons. In this
network, there are 23 learnable parameters: 12 weights for the first layer, 6 weights for the
second layer, and 5 biases for each neuron. The input of the activation function 𝑓 is notated
as 𝑖𝑛𝑙 , and the output is 𝑜𝑢𝑡 𝑙 . The superscript 𝑙 is the layer number, in this case, 𝑙 =1 is for
the hidden layer, and 𝑙 = 2 for the output layer.

Figure 2.3 A neural network with two fully connected layers
The usage of this neural network is that after going through the layers, the input
will be transferred into the output layer whose value indicating the specific meaning, for
instance, class label. This step is called Forward Propagation (FP), with the known
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parameters. The inference stage is an FP process. The inversed process, Back Propagation
(BP), is used to calculate the parameters by comparing the output of FP and the ground
truth. BP is the main process in training of a neural network.
In the FP stage, the input layer, as a four-dimension vector 𝒙 in Figure 2.3, goes
through the hidden layer and the output layer, and then is converted to a two-dimension
vector 𝒐𝒖𝒕2. Equation (1) - (4) are the computing path to obtain 𝒐𝒖𝒕2. 𝑓 can be one of the
activation functions listed in the Figure 2.2. 𝒘𝟏 and 𝒘𝟐 are the weights, 𝒃𝟏 and 𝒃𝟐 are
the biases.
In the training stage, 𝒘𝟏 , 𝒘𝟐 , 𝒃𝟏 and 𝒃𝟐 will be determined by the BP process.
The training dataset includes input samples and corresponding desired output, annotated
by 𝒙 and 𝒕𝒓𝒖𝒕𝒉 respectively, where 𝒙 ∈ ℝ4 , 𝒕𝒓𝒖𝒕𝒉 ∈ ℝ2 . The objective of the training
is obtaining a group of 𝒘𝟏 , 𝒘𝟐 , 𝒃𝟏 and 𝒃𝟐 to ensure that 𝒐𝒖𝒕2 approximates 𝒕𝒓𝒖𝒕𝒉 as
much as possible. The metric of the approximation is loss function, or cost function, error
function. Loss function can be several forms based on the design of the neural network. In
this two-layer neural network, the squared error, Equation (5), is used to assess the
performance.
The neural networks are usually trained by the iterative gradient descent method.
After initializing the parameters (weights and bias) with random values and calculating the
loss, the BP algorithm adjusts the parameters by a step, named learning rate, along with the
negative gradient, guaranteeing the loss decreases fastest. Specifically, gradient descent
proposes new weights 𝒘′ = 𝒘 − 𝜖∇𝐿𝑜𝑠𝑠(𝒘), where 𝜖 is the learning rate. In practice, 𝜖 is
set to small constant, such as 0.01 – 0.001.

10

Take the updating of 𝒘𝟐 as an example. 𝒘𝟐 first affects 𝒊𝒏2 , then 𝒐𝒖𝒕2 , finally
affects the loss 𝑬𝒌 , based on the chain rule of derivative, then we have Equation (9).
According to the derivative ruls, we can get (6) from (4), (7) from (3), and (8) from (5).
𝜕𝐸

Put (6), (7), and (8) into (9), we get (10), hence ∇𝐿𝑜𝑠𝑠(𝒘𝟐 ) = 𝜕w 2 = ∑𝑘𝑘=1(𝑜𝑢𝑡𝑘2 −
𝑡𝑟𝑢𝑡ℎ𝑘 ) ∙ 𝑓 ′ (𝑖𝑛2 ) ∙ 𝑜𝑢𝑡 1 . Using the similar method, we can update 𝒘𝟏 , 𝒃𝟏 and 𝒃𝟐 in the
BP process, which will conduct many times until the loss satisfies a threshold or the number
of iterations exceed the assigned maximum value.
2.2 Convolutional neural networks
The Convolutional Neural Network (CNN) is used for the structured grid input,
usually an image. A CNN layer looks like a serial of stacked image filters with the same
height (𝐻) and width (𝑊). With the number of these filters, 𝐷, a CNN layer can be notated
as a 𝐻 × 𝑊 × 𝐷 tensor (three-dimensional array). The weights of a CNN layer are the
elements of the filters. These filters slide over the input data, conduct convolutional
computation, whose results will go through an activation functions, then record the final
output in a tensor. The size of the filters (𝑓), stride (𝑠) and padding (𝑝) is given, not
learnable parameters. The output of a CNN layer is a feature map, storing the responses of
each scanned region to the filters. Figure 2.4 illustrates a 3 × 3 convolution scanns a 4 × 4
image and returning a 2 × 2 image.
Pooling operation in a CNN performs down-sampling to reduce the number of
parameters, computation and prevent over-fitting. For instance, max pooling, an often-used
pooling layer, returns the max value in a ℎ × 𝑤 region. If use a 2×2 max pooling layer, the
1

1

output image will be 2 𝐻 × 2 𝑊 size as before.
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For the image classification, fully connected layers are often used at the end of a
CNN. The neurons from the previous layer connect to all neurons of the fully connected
layer. The output of a fully connected layer is a 1 × 1 × 𝑛 tensor, where 𝑛 denotes the
number of the neurons. This tensor cannot keep the spatial information, and is responsible
for the high-level reasoning.

Figure 2.4 An example of convolution.
Filter size f = 3, stride s = 1 and
padding p = 0.
Figure 2.5 presents a successful CNN architecture of image classification -- VGG16
(Simonyan and Zisserman 2014). Its size of the input image is 224 × 244 × 3. After going
through 6 convolution layers (𝑓 = 3, 𝑠 = 1, 𝑝 = 1 in all convolutional layers) and 5 max
pulling (2 × 2) layers, the input image was transferred into a 7 × 7 × 512 feature map,
then a 1 × 1 × 1000 tensor by the two fully connect layer, 1000 is the number of the image
classes.
The softmax layer in VGG16 converts the unnormalized log-probabilities to
probabilities 𝑃𝑖 of each class. 𝑃𝑖 is a value between 0 and 1, and the sum of all 𝑃𝑖 is 1, see
(11), where 𝐶 equals the number of classes, 𝑍𝑖 is the log-probability of class 𝑖. When
training a classification CNN, the cross-entropy function 𝐿𝑐𝑒 is commonly used to evaluate
the loss of the network, see (12), where 𝑦𝑖 = 1 if the neuron 𝑖 in the output layer belongs
to the class, otherwise 𝑦𝑖 = 0. For instance, if a training dataset includes 3 class, at a training
12

step, one sample goes through the neural network and gets an output as [0.1, 0.2, 0.7], and
the 𝒕𝒓𝒖𝒕𝒉 is [0, 0, 2]. The 𝐿𝑐𝑒 = -( 0 × 𝑙𝑜𝑔(0.1) + 0 × 𝑙𝑜 𝑔(0.2) + 1 × 𝑙𝑜𝑔(0.7)) =
0.155.
𝑒 𝑧𝑖

𝑃𝑖 = ∑𝐶

𝑗=1 𝑒

𝑧𝑗

𝐿𝑐𝑒 = − ∑𝐶𝑖=1 𝑦𝑖 𝑙𝑜𝑔(𝑃𝑖 )

(11)
(12)

Figure 2.5 VGG16 Architecture

2.3 Image classification based on deep learning
In computer vision, image classification aims at labeling an image to a class
according to its content. For example, given a photo of cat, the algorithm will return
probabilities to a set of labels, such as cat, dog, or tiger. A qualified algorithm should assign
a much higher probability to the cat label than other labels. Before the booming of deep
learning, bag-of-words (BoW) is the most popular and successful approach (Druzhkov and
Kustikova 2016). The features of the image are extracted by descriptors, such as SIFT
(Scale Invariant Feature Transform, Lowe 1999) and SURF (Speeded Up Robust Features,
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Bay, Tuytelaars, and Van Gool 2006), then form the vocabulary. The BoW methods treat
the features like words and will cluster the images based on their features in the vocabulary.
SVM and hierarchical models are popular methods. BoW is hard to keep the spatial context
and extract features for various objects in the images.
Deep neural network approaches have made great progress in the past years.
AlexNet won the image classification task of ILSVRC 2012 with the accuracy significantly
ahead of the second place (16% v.s. 26.2% in error rate). In this challenge, the competitors
needed to classify 150,000 testing images into 1,000 classes by training their classifiers
with 1.2 million images. In recent years, the error rate has been decreased by more and
more complex CNNs, such as VGG (Simonyan and Zisserman 2014) and ResNet (He et
al. 2015). Most popular open-sourced deep learning frameworks (e.g., Tensorflow,
Pytorch) provide these trained CNNs, and the user can easily apply them to classify images
or train the CNNs with the customized training dataset. ILSVRC 2017 is the last image
classification challenge in which the error rate was decreased to 2.251%, much better the
human performance (5%, Russakovsky et al. 2015). Therefore, the organizer thinks the
image classification question was addressed and closed this task.
The developer also can design CNNs for specific tasks. Gebru et al. 2017 detected
and classified the cars in Google Street View, and acquired a community income prediction
with a high correlation to the ground truth (r = 0.82). The CNN based on AlexNet
recognized 50 million images of 200 largest American cities and labeled the cars into 2600
categories. The authors used the detected cars to conduct a sociological study with the
demographics. The fine-grained car detector, trained by 347,811 samples, provides the
basic data in this search. Sladojevic et al. 2016 trained a CNN to recognize the plant
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diseases by leaf image classification. They used 4,483 images to train the CaffeNet, a 1GPU version of AlexNet embedded in Caffe deep learning framework, to classify 13 leaf
diseases of several plants, including apple and peach. The CNN obtained an average
accuracy of 96.3%. The image classification based on CNN also is applied or researched
in many fields, such as medical image analysis (Tajbakhsh et al. 2016; D. Wang et al. 2016;
Bar et al. 2015), and animal detection (Yoon and Yoon 2018).
2.4 Flooding photo classification
Flooding photo classification is one application of image classification and has
become a new research topic in hazard management. The Multimedia Satellite Task at
MediaEval (Bischke et al. 2017), a competition of disaster photo detection and satellite
image classification, works on the promotion of multimedia access and retrieval
algorithms. In 2017 and 2018, this task focused on the flooding event. The contesters
combined the text and photos from social media to determine whether a tweet is flooding
related. The top methods in 2017 can get an accuracy higher than 95% (Bischke et al.
2017). The training data comes from YFCC100M (Thomee et al. 2016), but did not have a
specific criterion about flooding photo. The researchers used the statement such as
“unexpected high-water levels in the industrial, residential, commercial and agricultural
area” as the definition of flooding photo. The human annotators rated the image to a score
range of 1 - 5 according to the strength of the flooding evidence. This contest did not
emphasize the application and employment and did not pay attention to data acquisition.
Feng & Sester (2018) use CNN and other methods to classify pluvial flood relevant
tweets. Both text and photos in the tweets were combined and classified as relevant and
irrelevant. The authors used three subsets (7600 photos each) to train the model. Subset 1
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contains common images in social media. These images are flood irrelevant, selected by
human annotators. Subset 2 is flooding photos, and the last one consists of water surface
images. Subset 3 includes the water surface images, which is used to train a classifier to
distinguish the flood and water surface, such as lakes. Two classifiers were trained. For
Subset 1 and 2, Xgboost got the highest score of 0.9288. Other methods achieve 0.8876 –
0.9249. When trained by Subset 2 and 3, Xgboost still got the highest F1-score (Goutte and
Gaussier 2005) of 0.8774, and others range from 0.8474 to 0.8731. A photo was identified
as flood relevant if both classifiers considered it as flooded. This approach was tested by
flooding events in Paris, London, and Berlin. When collecting the flooding and water
surface images from the internet, this study used search engines and search tools from
Twitter.com and Instagram.com. Therefore, these two subsets were not all real data from
social media, so they might not be representative.
Although these studies have been conducted on social media flooding photo
detection, their objectives of application and standards of data collection are not clear, even
using simulated datasets. This research proposes that the main usage of flooding photos
should be to provide in-situ information directly from the flooding scenes, and the training
dataset is built based on this principle. The secondhand information, such as retweets and
screenshots from the public media, is not considered in this study. Another reason for this
ignoring is the difficulty to map the secondhand information according to the location of
the tweet.
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CHAPTER 3 METHODOLOGY
This research is to implement a system that can screen the geo-tagged flooding
photos from the massive social media posts for rapid flooding situation awareness and
better hazard response. The first task is to collect flooding photo samples to build the
training dataset for flooding/non-flooding photo classification. Based on a small group of
flooding photos, an iterative method is applied to train a pre-selected CNN classifier and
use it to collect more flooding photos from social media images. In order to screen the
social media photos in real-time, several independent modules are developed for the
following sub-tasks: tweets downloading, image downloading, flooding photo detection,
and crowdsourcing verification. A MySQL database is used to store and exchange the data
from these modules. The system is designed as a general social media image analysis
platform that can perform various scene detection and object detection tasks.
Since the location information is critical for flooding response, the system merely
downloads the geo-tagged tweets, and the crowdsourcing verification module is designed
as a WebGIS application which can also be used to verify the location of flooding photos.
Figure 3.1 demonstrates the workflow of the proposed system. Leveraging parallel
computing techniques, a multi-process program is developed to download the massive
photos in parallel. These photos are then used to build a training dataset from
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scratch iteratively. This study trained several CNN architectures and used the one with the
best accuracy to detect the flooding photos. The flooding photos labeled by the CNN can
be verified through a WebGIS application, and the CNN will be re-trained after adding the
verified photos to the training dataset. The tweets images from two flooding events,
Houston Flood 2017 and Hurricane Florence Flood 2018, were used to test the accuracy of
the trained CNN.
In the study, the primary development language is Python, and the prototype system
runs in the Windows 10 operating system. The deep learning framework used in this
research is Pytorch (Paszke et al. 2017). The development environment includes Ubuntu
16.04, Pytorch and Jupyter notebook, and the training and test framework was implemented
by Python. The hardware consists of two Nvidia Titan Xp graph cards (12 GB memory
each), one Intel i7 CPU, 1.5T SSD, and 64GB memory.

Figure 3.1 The human-in-the-loop workflow of the proposed system.
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3.1 System architecture
The screening system is heavily based on massive tweets and their associated
images. Moreover, the modules in the workflow need intensive data exchange. Thus, a
MySQL database is used to store and retrieve data. The system architecture in Figure 3.2
shows the database-centric workflow: 1) The tweets are downloaded into the database. 2)
The photo downloading module obtain the images in the tweets. 3) The images are
classified by a trained classifier, and 4) the flooding photos are verified by volunteers via
a website and used for flooding mapping. The verified flooding photos serve to flood
awareness, mapping, and enlarge the training set.

Figure 3.2 System architecture.
Flooding photos classifier is the core module of the system. It is embedded in the
system but is trained in another workflow. Also, the classifier can be retrained after the
verified flooding photos are added to the training set. A large training set benefits the
performance of the classifier. To verify the extendibility of the system, a YOLO-v3
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(Redmon and Farhadi 2018) module, which implemented in Tensorflow (Abadi et al.
2016), is attached as an object detector. The social media images will go through two
CNNs, and the detecting results are recorded in the database.
3.2 Geotagged tweets downloading
The tweets downloading module uses the Twitter Streaming API to obtain geotagged tweets. The downloaded tweets are stored in a table in a MySQL database. This
research uses Tweepy, a Python package, to obtain the streaming tweets. Tweepy is an
easy-to-use library to access Twitter API, including Streaming API. Twitter Streaming API
pushes tweets in JSON (JavaScript Object Notation) format, which is a lightweight datainterchange format and is easy for human reading. Appendix A shows the main structure
of a tweet and the Geo object structure in a JSON file. Correctly parsing the tweet JSON
is the foundation to store and retrieve the tweets. In the tweets downloading module, every
200-1000 tweets are parsed into the CSV (Comma-Separated Values) format and then are
stored in a MySQL table.
3.3 Images downloading
Two scenarios need to be considered in the image downloading module: using the
real-time tweets and the tweets in the repository to download the images. The tweets in the
repository for this research were collected in 2016-2017 across the contiguous U.S. through
the Streaming API. Downloading images from real-time tweets is relatively simple because
the posted images have corresponding URL (Uniform Resource Locator) in the tweets
JSON. The program can obtain the image directly from the URL.
Using tweets from the repository needs more steps. These tweets were obtained
from the Streaming API of Twitter.com and contain the tweet ID, user ID, short URL, and
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other fields. Those URLs link to another webpage which the Twitter users want to share or
the tweet itself (those have more than 140 characters). About 30% of URLs link to the posts
of social media websites (Twitter.com and Instagram.com). The image downloading
program extracts the short URLs from tweets and executes them in a browser to get the
HTML (Hyper Text Markup Language) files. A few real-time tweets (about 1%) have an
URL from Instagram.com, and were also processed in this scenario.
Figure 3.3 shows the flowchart of images downloading. After retrieving tweets
from the database, the program extracts a short URL (if any) from a tweet and open it in a
browser. Because Twitter.com shortens the full URL into the short (tiny) URL, such as
“https://t.co/Qi8Xs5jopp”, the browser needs to open the short URL and get the full URL
(e.g.,

https://www.instagram.com/p/8WY30zr7F6GkXdywqP7pJJfuLPrrMncIjG2yc0/).

To collect the user-generated content (first-hand information), the system only downloads
the images from Twitter and Instagram. If the full URL comes from a social media website
(Twitter and Instagram in this research), the program will get the HTML page and
download all the images embedded in the HTML file. Usually, a single HTML page will
contain many images, such as the website logo and the user headshot. The posted photo is
just one or several among the embedded images. The downloading program uses a simple
strategy to get the posted photos: only save the image with the largest dimension. The saved
image will be named with the tweet ID. Images in each day are stored in a single folder.
Table 3.1 lists 4 tweets and their short URLs, two web pages of the URLs in the
first two tweets are shown in Figure 3.4. The Streaming API sends about 10 geo-tagged
tweets per second (daytime) in the study area, and about 10% among them have accurate
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longitude and latitude coordinate. These statistics were recorded in Feb. 2019, and they
keep changing.

Figure 3.3 Flowchart of photo downloading
Table 3.1 Samples of tweets dataset. The URLs in the posts will be opened to get the
HTML files.
Time

Text

URLs

2015/10/2
17:11

if you didn't know, but I are under a flash
flood warning??AND today was???????

https://t.co/Qi8Xs5jopp

2015/10/2
17:15

You could not ask for a better cuddle
buddy... @ The Gentry???????

https://t.co/QBT04Dlk6
p

2015/10/2
17:16

Drinking in the rain. (@ Pearlz Oyster Bar
in Columbia; SC)

https://t.co/ZqNykREp3
0

2015/10/2
17:23

This is what a rainy afterschool Friday
afternoon looks like around here.
Ahhhh....???????

https://t.co/G9nGFGeJb
7

2015/10/2
17:33

At 4:30 PM; Myrtle Beach [Horry Co; SC]
DEPT OF HIGHWAYS reports FLOOD

http://t.co/Sr8UHDxWn
f
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Figure 3.4 Web pages of the URLs from tweets.
The downloading speed is determined by the internet access speed and the
performance of the downloading computer. The browser needs about 1 – 3 seconds to get
the HTML files, so the downloading program uses the multiprocessing feature of Python
to speed up the process. According to the number of CPU cores and the bandwidth of
internet access, the program starts 4 – 30 processes to conduct downloading.
3.4 Training and classification
Training and classification is the key module of the system. This research trained
serval popular CNN architectures, such as AlexNet (Krizhevsky, Sutskever, and Hinton
2012), VGG (Simonyan and Zisserman 2014), and ResNet (He et al. 2015), then use the
one with the highest accuracy (the percentage of the true positives in the test set). A neural
network could classify two or serval types of images. It could be trained from scratch or
use transfer learning (Shin et al. 2016), which keep the trained weight in the front-end of a
trained CNN. The metrics to evaluate the classification result contain accuracy and recall
(the percentage of the true positives in the real flooding photos). When the human verified
flooding photos are ready, the CNN can be trained again by a larger training dataset. This
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study used accuracy, precision, and recall to evaluate the performance of the CNNs. These
metrics are calculated with Equation (13), (14), and (15).

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑟𝑒𝑐𝑎𝑙𝑙 =

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(13)

(14)
(15)

A training dataset needs to be built to train the CNNs. Since there is no public social
media flooding photo dataset, this study needs to collect flooding photos from social media.
The flooding photo only takes up a small portion in the whole tweet repository, for instance,
the tweets with “flood” keyword only consist of 0.034% of the entire English repository.
Manually labeling the flooding photos in the whole repository is unfeasible. This research
uses an iterative method to collect flooding photos from the whole repository. Firstly, a list
of about 800 tweets was collected, which were manually verified in a flooding event in
2017. A team checked 11,000 geo-tagged tweets and labeled about 800 of them as flood
relevant. 430 flooding images were downloaded among these 800 tweets. However, a
training dataset of 430 positive samples is not big enough to train a CNN. About 1500
flooding images from the image search engines of Google.com and Bing.com were added
to the training dataset. Another 1500 non-flooding images were selected randomly from
ImageNet as negative samples. Thought these flooding and non-flooding photos come from
different sources, they can form a preliminary training dataset. A sample CNN was trained
by this dataset and was used to classify the images from social media. Once the trained
CNN is able to classify most flooding photos, it would be applied to detect more flooding
photos from real tweets image to obtain more sample for the training set.
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3.4.1 The criterion of flooding photo
This research defines a set of criterion to determine whether or not a photo contains
on-site information about the ongoing flood. Several rules were established to identify a
flooding photo (Table 3.2) or a non-flooding photo (Table 3.3). Appendix B lists some
sample photos for each rule. Based on these rules.
Table 3.2 Rules for identifying the flooding photos. If an in-situ photo reflects an ongoing
flood and provides the firsthand visual information, it can be identified as flooding photo.
No.1

Photos with clear references inundated by water outdoors.

No.2

The indoors photos with clear references inundated by water.

No.3

A mosaic image contains current flooding photos.

No.4

The photos in No.1 – No. 3 with a minor note from the
uploader.

Table 3.3 Rules for identifying non-flooding photos. A photo which cannot provide
distinguishable visual information about the ongoing flood is a non-flooding photo.
Description

Flooding photos from other mass media or social network
users.

Reason

Cannot be considered as firsthand information.

Description

Photos with thin water.

Reason

The situation is still under control, not a flood.

Description

The high-water level in a river but inundating nothing.

Reason

The situation is still under control, not a flood.

Description

Advertisements or illustrations with flooding photo as
background.

Reason

Cannot indicate an ongoing flood.

Description

No water in the photo.

Reason

Cannot indicate an ongoing flood.

No.1

No.2

No.3

No.4

No.5
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No.6

No.7

No.8

No.9

Description

Modified flooding photo.

Reason

Cannot provide reliable information about the current flood.

Description

Fake flooding photo.

Reason

Cannot provide reliable information about the current flood.

Description

Historical flooding photos.

Reason

Cannot provide reliable information about the current flood.

Description

Only water bodies without reference.

Reason

Cannot judge whether there is a flood.

3.4.2 The iterative method of building the flooding photo training dataset
Building the flooding training dataset is an iterative process. In the beginning, the
CNN got a low accuracy due to the imperfection of the preliminary training dataset. Many
images are mislabeled. However, the ratio of the flooding photo in the classification results
with a “flooding” label is higher than the original distribution. The human annotators can
efficiently pick up the real flooding photos in the “flooding” results. The verified flooding
photos are moved to the training dataset, and the CNN will be trained again, then classify
the remaining twitter images again. In every epoch, the human annotator will move the real
flooding photos to the training dataset. After serval iterations, most flooding photos are
moved to the training dataset, and the human annotator has gradually made up specific
rules to identify a flooding photo. Finally, the training dataset will be inspected again based
on the rules. In the training stage, the CNN was trained by a balanced dataset, meaning the
number of non-flooding photo equals the flooding photo. The training dataset consists of
the training set and test set. 75% of the flooding photos are used as the training set, and the
remaining 25% is the test set.
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3.4.3 The CNN architectures
This research tested several popular CNN architectures to determine which one is
most suitable for social media flooding detection according to their performances on the
test set. After building the training dataset using a simple, 3-layer CNN, several popular
architectures are trained, including VGG16 (Simonyan and Zisserman 2014), ResNet152
(He et al. 2015), DenseNet (G. Huang et al. 2016), and Inception V3 (Szegedy et al. 2016).
Their details can be found in the references. All the output layers of these CNNs are
modified to two neurons. When training the neural networks, the loss and total accuracy of
the test set were printed out very 20 epochs to see whether the network converges or not.
If the performance is stable and acceptable, the training will be stopped.
Due to the minor samples of the preliminary training dataset, a sample CNN with a
small amount parameter is utilized at first. Figure 3.5 shows its architecture: the input size
is 224*224, followed by three successive convolutional layers. The final feature map has a
shape of 28*24*128, connected by a 1024-dimension fully connected layer. The output
layer contains two neurons, indicating the flooding and non-flooding photos categories.

Figure 3.5 A simple CNN used to train the preliminary flooding
dataset. The CNN contains 3 convolutional layers, 1 fully connected
layer. All the kernel sizes=3, strides= 1, and paddings= 1.
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A pretrained YOLO-v3 (Redmon and Farhadi 2018) will be attached to the system,
and the 80 classes of common objects in the images can be detected and recorded in the
database. Figure 3.6 gives a sample of object detection results by YOLO-v3.

Figure 3.6 An example of object detection
by YOLO-v3.
3.5 Crowdsourcing verification module
The deep learning algorithms will mistakenly label a small amount of non-flooding
photo as flooding. Because the non-flooding photo takes up the most tweets even in a
flooding event (more than 95%), the non-flooding photos will take up a noticeable portion
in the labeled flooding photos. Additionally, flooding photos from social media have wide
variance. Human knowledge and experience are still needed in a reliable classification.
Therefore, the proposed system connects a WebGIS application for human operators to
screen the auto-classified result and associate the photos with geographic location. The
interface is based on Google Map, displaying the image and showing the tweet to the user.
The volunteers can verify the results via the internet access and label the true flooding
photos.
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When the WebGIS displays a photo on the map, its location of the photo will be
determined by the latitude and longitude of the tweet. If the tweet only has a place location,
e.g., a geographic bounding box, the application displays the bounding box and locate the
photo in the center of the box, so that the user is informed with the region where the photo
was taken.
Only the flooding photos will be verified because the non-flooding photos are too
many to be checked at a reasonable cost. The WebGIS application can display the flooding
photos and the corresponding probabilities. The probabilities are derived from the
classifier. Once those photos are verified, they will be added to the training set to further
train the classifier.
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CHAPTER 4 RESULTS
The prototype system was successfully implemented. It can download the tweets
and their embedded images while classifying the images in real-time (< 2 minutes). The
classification result can be manually verified via a WebGIS application. When building the
training dataset, overall 5,000 flooding photos were collected from Twitter.com and
Instagram.com to form a training dataset. Among the tested CNN architectures, the VGG16
obtained the highest accuracy: about 93% in a balanced test set which contains 1,000
flooding photos and 1,000 non-flooding photos. The images from two flood events,
Houston Flood 2017 and Hurricane Florence Flood 2018, were classified, and the
precisions were 63% and 46%, respectively.
4.1 Geotagged tweets downloading
The tweets downloading module can obtain tweets at a maximum speed of 50
tweets/second (up to the upper limit of Twitter Streaming API). The targeted tweets can be
geo-tagged or not, or with a set of keywords. Note that the Streaming API does not support
geo-filter and keyword-filter simultaneously, so when applying these two filtering methods
at the same time, this module will gain the geo-tagged tweets which contain the assigned
keywords and then download the images in the tweets. When setting the search bounding
box to the contiguous U.S., This module can capture about 10
tweets/second at daytime. All the downloaded tweets are stored in a MySQL database and
labeled as unprocessed.
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4.2 Image downloading
The image downloading module retrieves the tweets from the database and
downloads the images according to the URLs in the tweets. The number of downloading
processes ranges from 1 to 40. Averagely, a downloading process can analyze about 10
tweets/second (about 10% tweets contain images). The number of downloading processes
needs to be determined according to the tweet downloading speed. For example, 1 or 2
processes are enough for geo-tagged tweets in the contiguous U.S. (10 tweets/second), and
5 processes can handle the geo-tagged tweets around the world (50 tweets/second).
4.3 Training dataset building and CNN training
The downloading module was applied to obtain about 38,000 images from a list
containing 140,000 tweets which have a keyword “flood” in the text. These tweets were
posted from January 2016 to November 2017, covering the contiguous U.S. 38,000
downloaded photos were classified into 4,000 flooding and 34,000 non-flooding photos,
and 4,000 non-flooding photos were randomly selected along with the all flooding photos
to form the training dataset. Figure 4.1 and Figure 4.2 shows some flooding and nonflooding samples.
All the tested architectures achieve overall accuracy of more than 90% (Table 4.1)
on the test set, including the simple neural network for building the preliminary training
dataset. The result shows the feasibility of the proposed iterative method.
The VGG16 got the highest accuracy when training from scratch. This model was
modified slightly by changing the number of neurons in the last fully connected layer from
4096 to 1024. For the tested CNNs, the same hyper-parameters were used: an initial
learning rate of 0.002 decayed by a factor of 0.5 when the accuracy stops improving, a
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momentum of 0.9, a weight decay of 0.0005, and a batch size of 400. SGD (Stochastic
Gradient Descent) was utilized. All the architectures get a 99% accuracy when classifying
the training set, indicating a overfitting (the training dataset needs more samples). The
overfitting is expected because the CNNs have millions of parameters (e.g., VGG16 have
138 million) and the classes of the training samples might be memorized by the CNNs,
leading the loss of generality. When using some data argumentation techniques, such as
image flipping, the accuracy did not obtain improvement.

Figure 4.1 Samples of flooding photos

Figure 4.2 Samples of non-flooding photos
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Table 4.1 Accuracies of tested CNNs

Network

Method

Total Accuracy

VGG16

Trained from scratch

93%

VGG16

Transfer learning

91%

Inception V3

Transfer learning

91%

ResNet 152
DenseNet201
DenseNet201

Transfer learning
Trained from scratch
Transfer learning

91%
91%
91%

Simple

3 conv, 1 fc

90%

4.3.1 Case study 1: Houston Flood 2017
The trained VGG16 was applied to a tweets dataset of Houston Flood 2017. This
dataset has about 140,000 tweets with latitude and longitude in the metropolitan area where
suffered an unprecedented flood caused by Harvey Hurricane. The posted time range from
August 15, 2017 to October 1, 2017. 39,000 photos were downloaded and classified by
the trained VGG16 CNN. 2,237 among them are labeled as flooding. Figure 4.3 and Figure
4.4 present some samples of the detection results. 1,400 of 2,237 are verified as real
flooding after a manual check based on the rule in Table 3.2 and Table 3.3. Therefore the
precision of flooding photo is 63% (1400/2237). Because of the labor-intensity, only 20%
of the non-flooding results have been checked, and 15 flooding photos were found, which
means about 75 non-flooding photos were ignored by the trained CNN. The recall of
flooding photos is 95% (100% - 75/1475). This indicates that the classifier has an
acceptable performance when applying it to the real data with a highly imbalanced
distribution.
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Figure 4.3 Photos identified as flooding by the neural network in Houston Flood 2017
dataset. These randomly selected 25 photos contains 14 real flooding photos (56%), and
the whole 2,237 result looks having more than a half contain flood at first glance.

Figure 4.4 Non-flooding photos identified by the neural network in
Houston Flood 2017 dataset. These randomly selected 25 photos all are
correct, and most of 34,000 photos seem are non-flooding at first glance.
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4.3.2 Case study 2: Hurricane Florence Flood 2018
September 14, 2018, Hurricane Florence made landfall near Wilmington, North Carolina,
and caused 1,000 years rainfall which leads to broken record floods (Irfan 2018) in North
Carolina and South Carolina. 6,975 images were downloaded from 136,000 geo-tagged
tweets posted in Carolinas, and the trained VGG16 returned 818 flooding photos. 372 out
of the 818 photos are true positives after a manual verification (

Figure 4.5), so the

precision is 45.5% (373/818), lower than the result in Houston Flood 2017. 44 tweets have
latitude and longitude data. Their locations have some overlap with the High Water Mark
(HWM) measured by USGS (Figure 4.6). However, the flooding photos are difficult to be
located due to the inconsistency location between the shot spot and the posted spot. Another
reason is the lack of distinguished buildings or objects in the photos. Figure 4.7 shows one
of the located flooding photo based on Google StreetView.

Figure 4.5 Samples of flooding photos posted during Hurricane Florence Flood.
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Figure 4.6 Tweets with latitude and longitude in Hurricane Florence Flood 2018.

Figure 4.7 One located flooding photo.
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4.4 Crowdsourcing verification module
The crowdsourcing verification module was built based on Google Map (Figure
4.8). This WebGIS application reads the flooding photos from the MySQL database and
displays photos and tweet texts on the map. The volunteers can determine whether a photo
is flooding or not. If yes, they can record the water height to the database. Also, the location
of the image can be verified based on the comparison with the Google Map. The
information input by the volunteers would be recorded in the database.

Figure 4.8 The WebGIS application for verification. The volunteer or other human
operators can use it to verify the detection results and associate the photos with real
geographic location.
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CHAPTER 5 DISCUSSION AND CONCLUSION
5.1 Discussion
The research implemented a platform to collect, store, and analyze the images
posted on Twitter.com in real-time. It provides a new practical approach to obtaining
insights from the massive social media data. Given the current public Streaming API of
Twitter.com, the proposed system can receive up to 50 tweets/second, and about 10% of
tweets have images. Dozens of flooding photos can be collected each day in the first days
of a flood event. This research did not use the paying API (Premium and Enterprise) to
collect the tweets, so it is unknown whether the system can obtain more tweets using the
paying API. However, the proposed system can process up to 120 tweets/second when
using 12 processes so that this prototype system can deal with the tweets from a larger
flooding region. Meanwhile, the filter based on keywords and geo-boundary, which
provided in the system, can be used to obtain specific tweets and shrink the workload of
tweets and images downloading.
About 5,000 flooding photos collected in the research come from the real social
media images posted in the contiguous U.S., and these photos are beneficial to train the
CNN to detect the newly posted flooding photos in the future flood events. However, these
5,000 flooding photos and the randomly selected non-flooding photos are still under
representative for the social media images which have a large variance and a high
imbalance of class distribution. This under-representation leads to a low precision when
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applying the trained CNN to real-time social media images. Data augmentation, such as
flipping and rotation have tested in training, but the results did not obtain improvement.
More data augmentation methods need to be tested.
A worrying problem is that only 5,000 flooding photos were collected with only
about 2,000 in the two study cases. Acquiring more flooding photos in the flooding events
is a challenge in further research. Several approaches may work, such as collecting more
images from non-geo-tagged tweets and using enterprise API of Twitter.com to access the
entire dataset of the geotagged tweet.
The WebGIS application connected to this system provides a convenient tool to
verify the classification results. Volunteers can remove the non-flooding photos, locate the
flooding images, and estimate the water height from the image. The information from the
photos by human volunteers is valuable for the further applications of the photos. For
example, analyzing the false detection -- the non-flooding photos but labeled as flooding
by the classifier. If the causes of the wrong labeling are learned and addressed, the
performance of the classifier can be improved.
Other visual related studies can be easily conducted based on the system. The
flooding classifier currently used in the system can be replaced by other classifier or
detectors. A YOLO-v3 model was tested in this study, which can detect 80 classes of
common objects (e.g., person, car, and cat). The detected results are stored in the database
for further analysis, and the results reveal some interesting phenomena. For instance, in the
U.S., cats appear less in social media photos than other places. Other visual-based models
can also be used, such as violence detection (Won, Steinert-Threlkeld, and Joo 2017;
Kalliatakis et al. 2017), face recognition (Schroff, Kalenichenko, and Philbin 2015), gender
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and age extraction (Jia, Lansdall-Welfare, and Cristianini 2016), or skin color analysis
(Ryu, Adam, and Mitchell 2017). For instance, according to the downloaded images, the
preliminary statistics of race and gender detection based on the human face shows that
Indian female appears remarkably less than Indian male, while White, Black, and Asian
female and male appear equally. In addition, the system has been well-designed to store
the tweets in multiple languages, including emojis. Other research on tweets text analyzes
can be embedded into the system and conducted in real-time together with the image
analysis. For example, using the text and images together to classify the flooding related
tweets (X. Huang et al. 2018). It also has the potential to tackle the representative issues of
Twitter data (Jiang, Li, and Ye 2019) by automatically extract the demographic information
(e.g., gender, age, and race) from the tweet photos, which will benefit human mobility
studies based on social media (Martín, Li, and Cutter 2017; Jiang, Li, and Cutter 2019).
Cross-culture studies based on the system are promising. Images are intuitive and
language-free. According to the downloaded geo-tagged tweets, besides English, about 40%
tweets are written in over 30 languages, such as Portuguese (13%), Spanish (9%), and
Japanese (6%). Research based on the image content does not need to know those
languages. A possible research topic is that calculating the frequencies of religious images
among cultures. For text mining, the system has connected to the Google Translation API
to translate tweets into English or other languages.
5.2 Conclusion
The deep learning-based social media flooding photo screening system provides a
real-time pipeline to download the tweets and images, detect flooding photos, and verify
the detection results. The images downloading module can process more than 100 tweets
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per second, covering a large area, even global. The images in the tweets can be obtained
and analyzed within 2 minutes after posting.
A training dataset of flooding photo containing 5,000 flooding samples was built.
All the flooding and non-flooding photos are obtained from social media images, so they
are representative when applied in analyzing social media images. These flooding photos
were selected with a criterion of being on-site photos and containing land reference objects
inundated by water. The decision makers can obtain visual information from the on-site
photos. The non-user-generated contents, such as posters and advertisements, were not
considered in this study, because are useless for disaster response and are difficult to be
validated.
When applying the trained CNN by these samples to Houston Flood 2017, the recall
of flooding photos is 95%, and the precision is 63%. The precision in Hurricane Florence
Flood 2018 is 46%. Compared with the balanced test set, these results show two limits of
the trained CNN. The first limit is the lower precision in the highly imbalanced social media
images. During the flooding days in these two study cases, the flooding photos consist of
less than 5% of the entire image set, which is far less than the test set (50%), the precision
of the CNN dropped from more than 90% to about 50%, mislabeling many non-flooding
photos as flooding. However, the recall of 95% is acceptable in Houston Flood 2017.
Another limit is that, in the severe flood events, the threatened residents will be evacuated,
leading a low number of social media posts. Therefore, the detected flooding photos may
decrease due to the less social media posts.
A WebGIS application is included in this system for manually verifying the
automatically detected flooding photos. The verified flooding photos can be added to the
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training set which can further improve the performance of the CNN. Meanwhile, this
WebGIS application serves two other purposes: 1) estimating the water height of the flood
from the photo, and 2) validate the location of the flooding photo for generating inundation
maps.
Not only is the system a useful tool for flooding responding, but also a platform for
social media research based on images. The classifier of flooding photo can be replaced by
other disaster image classifiers, such as tornados and wildfires. This extensibility has been
verified by integrating an object detector (YOLO-v3) and a face detector to the system. In
addition, a translation module is embedded to translate non-English tweets for cross-culture
research.
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APPENDIX A: THE MAIN STRUCTURE OF TWEET JSON

Figure A.1 A Tweet in JSON format.
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Figure A.2 Tweet JSON with Twitter Place.
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Figure A.3 Tweet JSON with exact location
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APPENDIX B: EXAMPLES FOR THE FLOODING AND NONFLOODING PHOTO

Table B.1 Examples of identifying flooding photo.
No.1 Description

Photos with clear references inundated by water outdoors.
Examples

No.2 Description

The indoors photos with clear references inundated by water.

Examples
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No.3 Description

A mosaic image contains current flooding photos.

Examples

No.4 Description

The flooding photos in No.1 – No. 3 with a minor note from the
uploader.
Examples
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Table B.2 Examples of identifying non-flooding photo.
No.1 Description
Reason

Flooding photos from other mass media or social network
users.
Cannot be considered as the first-hand information.
Examples

No.2 Description
Reason

Photos with thin water.
The situation is still under control, not a flood.
Examples

No.3 Description

The high water level in a river but inundating nothing.
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Reason

The situation is still under control, not a flood.
Examples

No.4 Description
Reason

Advertisements or illustrations with flooding photo as
background.
Cannot indicate an ongoing flood.
Examples

No.5 Description
Reason

No water in the photo.
Cannot indicate an ongoing flood.
Examples

55

No.6 Description
Reason

Modified flooding photo.
Cannot provide reliable information about the current flood.
Examples

No.7 Description
Reason

Fake flooding photo.
Cannot provide reliable information about the current flood.
Examples

No.8 Description
Reason

Historical flooding photos.
Cannot provide reliable information about the current flood.
Examples
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No.9 Description
Reason

Only water bodies without reference.
Cannot judge whether there is a flood.
Examples

57

