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Abstract
Monotonicity and convex analysis arise naturally in the framework of multi-marginal op-
timal transport theory. However, a comprehensive multi-marginal monotonicity and convex
analysis theory is still missing. To this end we study extensions of classical monotone operator
theory and convex analysis into the multi-marginal setting. We characterize multi-marginal
c-monotonicity in terms of classical monotonicity and firmly nonexpansive mappings. We
provide Minty type, continuity and conjugacy criteria for multi-marginal maximal monotonic-
ity. We extend the partition of the identity into a sum of firmly nonexpansive mappings and
Moreau’s decomposition of the quadratic function into envelopes and proximal mappings into
the multi-marginal settings. We illustrate our discussion with examples and provide applica-
tions for the determination of multi-marginal maximal monotonicity and multi-marginal con-
jugacy. We also point out several open questions.
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1 Introduction
Our discussion stems from multi-marginal optimal transport theory: Let (X1, µ1), . . . , (XN , µN)
be Borel probability spaces. We set X = X1 × · · · × XN and we denote by Π(X) the set of all
Borel probability measures pi on X such that the marginals of pi are the µi’s. Let c : X → R
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be a cost function. A cornerstone of multi-marginal optimal transport theory is Kellerer’s [16]
generalization of the Kantorovich duality theorem to the multi-marginal case. Kellerer’s duality
theorem asserts that, in a suitable framework,
min
pi∈Π(X)
∫
X
c(x)dpi(x) = max
ui ∈ L1(µi),
∑1≤i≤N ui ≤ c
∑
1≤i≤N
∫
Xi
ui(xi)dµi(xi). (1)
It follows that if pi is a solution of the left-hand side of (1) and (u1, . . . , uN) is a solution of the
right-hand side of (1), then pi is concentrated on the subset Γ of Xwhere the equality c = ∑1≤i≤N ui
holds. In recent publications (see, for example, [5, 15, 17]) such subsets Γ of X are referred to as
c-splitting sets: Let N ≥ 2 be a natural number and I = {1, . . . ,N} an index set. Let X1, . . . ,XN be
nonempty sets, X = X1 × · · · × XN and c : X → R a function.
Definition 1.1 (c-splitting set) Let Γ ⊆ X. We say that Γ is a c-splitting set if for each i ∈ I there exists
a function ui : Xi → ]−∞,+∞] such that
∀x = (x1, . . . , xN) ∈ X, c(x1, . . . , xN) ≤
(⊕
i∈I
ui
)
(x) := ∑
i∈I
ui(xi) (2)
and
∀x = (x1, . . . , xN) ∈ Γ, c(x1, . . . , xN) =
(⊕
i∈I
ui
)
(x) := ∑
i∈I
ui(xi). (3)
In this case we say that (u1, . . . , uN) is a c-splitting tuple of Γ. Given functions ui : Xi → ]−∞,+∞] that
satisfy (2), we call the set of all points (x1, . . . , xN) ∈ X that satisfy (3) the c-splitting set generated by the
tuple (u1, . . . , uN).
In the case N = 2, splitting sets are natural in convex analysis as graphs of subdifferentials.
Indeed, by the Young-Fenchel inequality the graph of the subdifferential ∂ f is the c-splitting set
generated by the pair ( f , f ∗) where c = 〈·, ·〉 is the classical pairing between a linear space and its
dual. Similar to the two-marginal case, in the multi-marginal case monotonicity arises naturally
as well:
Definition 1.2 (c-cyclic monotonicity) The subset Γ of X is said to be c-cyclically monotone of order n,
n-c-monotone for short, if for all n tuples (x11, . . . , x
1
N), . . . , (x
n
1 , . . . , x
n
N) in Γ and every N permutations
σ1, . . . , σN in Sn,
n
∑
j=1
c(x
σ1(j)
1 , . . . , x
σN(j)
N ) ≤
n
∑
j=1
c(x
j
1, . . . , x
j
N); (4)
Γ is said to be c-cyclically monotone if it is n-c-monotone for every n ∈ {2, 3, . . . }; and Γ is said to be
c-monotone if it is 2-c-monotone. Finally, Γ is said to be maximally n-c-monotone if it has no proper
n-c-monotone extension.
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Cyclic monotonicity was first introduced by Rockafellar [24] in the framework of classical con-
vex analysis. During the late 80s and early 90s (see [8, 23, 26]) the concept was generalized to
c-cyclic monotonicity in order to hold for more general cost functions c in the framework of two-
marginal optimal transport theory. Currently, it lays at the foundations of the theory (see for
example [11, 28, 30]) and plays a role also in recent refinements (see, for example, [2, 3]). Ex-
tending the role it plays in two-marginal optimal transport theory, in the past two and a half
decades multi-marginal c-monotonicity and aspects of c-convex analysis are becoming an integral
part of the fast evolving multi-marginal optimal transport theory as can be seen, for example, in
[1, 5, 7, 9, 10, 12, 13, 14, 15, 17, 18, 19, 20, 21, 22, 27]. An important instance of an extension from
the two-marginal case relating Definition 1.1 with Definition 1.2 is the known fact that c-splitting
sets are c-cyclically monotone (see, for example, [5, 15, 17, 18]).
Before attending our convex analytic discussion we remark that in order to make optimal trans-
port compatible with our discussion, one should exchange min for max in the left-hand side of (1),
exchange max for min in the right-hand side of (1) and, finally, exchange the constraint ∑i ui ≤ c
in the right-hand side of (1) with the constraint c ≤ ∑i ui as we did in Definition 1.1 and Defini-
tion 1.2.
In the framework of multi-marginal optimal transport, presumably the most traditional and
well studied cost functions are classical extensions of the pairing between a linear space and its
dual:
For the remainder of our discussion, for each 1 ≤ i ≤ N, we assume that Xi = H is a real
Hilbert space with inner product 〈·, ·〉 and induced norm ‖ · ‖. We let c : X → R be the cost
function defined by
c(x1, . . . , xN) = ∑
1≤i<j≤N
〈xi, xj〉.
It follows from straightforward computation (see for example [5]) that a set Γ ⊆ X is n-c-monotone
if and only if it is n-c-monotone with respect to each of the functions
(x1, . . . , xN) 7→ − ∑
1≤i<j≤N
1
2‖xi − xj‖2 and (x1, . . . , xN) 7→ 12
∥∥∥∥ N∑
i=1
xi
∥∥∥∥
2
.
Although classical convex analysis and monotonicity are instrumental in multi-marginal optimal
transport, and although several multi-marginal convex analytic results are already available (as
we recall in our more specific discussion further below), to the best of our knowledge, a com-
prehensive multi-marginal monotonicity and convex analysis theory is still lacking. To this end,
in the present paper we lay additional foundations and provide several extensions of classical
monotone operator theory and convex analysis into the multi-marginal settings.
The remainder of the paper is organized as follows. In Section 2 we provide a characterization of
multi-marginal c-monotonicity in terms of classical monotonicity. We employ this characterization
in order to provide several equivalent criteria, including a Minty-type criterion, a criterion based
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on the partition of the identity into a sum of firmly nonexpansive mappings, and other criteria for
multi-marginal maximal c-monotonicity. In Section 3 we provide a continuity criterion for multi-
marginal maximal monotonicity. In Section 4 we focus on multi-marginal convex analysis. In
particular, we extend Moreau’s decompositions and provide criteria for maximal c-monotonicity
of c-splitting sets, the multi-marginal extensions of subdifferentials. We show that the same cri-
teria also imply multi-marginal c-conjugacy of c-splitting functions. In the case N = 3 we also
provide a class of c-splitting triples for which c-conjugacy implies maximal c-monotonicity. Sec-
tion 5 contains examples and applications of our results to the problem of determining maximal
c-monotonicity of sets and c-conjugacy of c-splitting tuples, thus reducing the need of further
challenging computations of multi-marginal c-conjugate tuples. Additionally, we point out sev-
eral open problems.
In the remainder of this section we collect standard notations and preliminary facts from clas-
sical monotone operator theory and convex analysis which, largely, follow [6]. Let A : H ⇒ H be
a set-valued mapping. The domain of A is the set dom A = {x ∈ H | Ax 6= ∅}. The range of A is
the set ran A = A(H) =
⋃
x∈H Ax, the graph of A is the set gra A = {(x, u) ∈ H × H | u ∈ Ax}
and the inverse mapping of A is the mapping A−1 satisfying x ∈ A−1u ⇔ u ∈ Ax. A is said to be
monotone if
(∀(x, u) ∈ gra A)(∀(y, v) ∈ gra A) 〈x− y, u− v〉 ≥ 0.
A is said to be maximally monotone if there exists no monotone operator B such that gra A is a
proper subset of gra B. The resolvent of A is the mapping JA = (A+ Id)
−1 where Id is the identity
mapping. The mapping T : domT ⊆ H → H is said to be firmly nonexpansive if
(∀x ∈ domT)(∀y ∈ dom T) ‖Tx− Ty‖2 + ‖(Id−T)x− (Id−T)y‖2 ≤ ‖x− y‖2,
where dom T ⊆ H. The function f : H → ]−∞,+∞] is said to be proper if dom f := {x ∈
H | f (x) < ∞} 6= ∅. The Fenchel conjugate of the function f is the function f ∗ defined by
f ∗(u) = sup
x∈H
(〈u, x〉 − f (x)). (5)
We set q(·) = 12‖ · ‖2. TheMoreau envelope of f is the function defined by the infimal convolution
e f (s) = ( fq)(s) = inf
x∈H
(
f (x) + q(s− x)). (6)
The subdifferential of the proper function f is the mapping ∂ f : H ⇒ H defined by
∂ f (x) =
{
u ∈ H ∣∣ f (x) + 〈u, y− x〉 ≤ f (y), ∀y ∈ H}.
The indicator function of a subset C of H is the function ιC : H → ]−∞,+∞] which vanishes on C
and equals +∞ on H r C.
Fact 1.3 (Minty’s Theorem [6, Theorem 21.1]) Let A : H ⇒ H be monotone. Then A is maximally
monotone if and only if ran(Id+A) = H.
Fact 1.4 ([6, Proposition 23.8]) Let A : H ⇒ H. Then
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(i) JA is firmly nonexpansive if and only if A is monotone;
(ii) JA is firmly nonexpansive and dom JA = H if and only if A is maximally monotone.
Let f be a proper lower semicontinuous convex function. The proximity operator [6, Defini-
tion 12.23] of f is defined by
Prox f : H → H : x 7→ Prox f x = argmin
y∈H
(
f (y) + q(y− x)). (7)
For all s ∈ H, [6, Proposition 12.15] implies that there is a unique minimizer of f (·) + q(s − ·)
over all x ∈ H; thus, the proximity operator of f is well defined. Furthermore, we also have
Prox f = J∂ f .
Additional properties of the Moreau envelope are:
Fact 1.5 (Moreau envelope) Let f be a proper lower semicontinuous convex function. The following
assertions hold:
(i) (Moreau decomposition) e f + e f ∗ = q.
(ii) x = Prox f s ⇔ e f (s) = f (x) + q(s− x).
(iii) ([6, Proposition 12.30]) e f is Fre´chet differentiable with ∇e f = Id−Prox f .
Finally, we set the marginal projections Pi : X → Xi : (x1, . . . , xN) 7→ xi for i in {1, . . . ,N} and
the two-marginal projections Pi,j : X → Xi × Xj : (x1, . . . , xN) 7→ (xi, xj) for i < j in {1, . . . ,N}.
Given a subset Γ of X, we set
Γi = Pi(Γ) and Γi,j = Pi,j(Γ) (8)
We also define Ai,j : Xi ⇒ Xj via
gra Ai,j = Γi,j.
The notation Ai is reserved for a different purpose and introduced in Section 2.
2 A characterization of multi-marginal c-monotonicity and Minty type
criteria for c-monotonicity
Let S : H × H → H be the mapping defined by S(x, y) = x+ y. For any mapping A : H ⇒ H, we
have the identity [25, Lemma 12.14]
JA−1 = Id−JA. (9)
If, in addition, A is monotone, then by Fact 1.4, JA and JA−1 are single-valued, thus,
JA + JA−1 = Id |S(gra A), (10)
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which is equivalent to gra A being parameterized by
gra A =
{
(JAs, JA−1s) | s ∈ S(gra A)
}
. (11)
Given a set Γ ⊆ X, we now associate with Γ monotone mappings as follows.
Definition 2.1 Let Γ ⊆ X be a set. For each index set ∅ 6= K ( I, we define the mapping AK : H ⇒ H
by
gra AK =
{(
∑
i∈K
xi, ∑
i∈I\K
xi
) ∣∣∣ (x1, . . . , xN) ∈ Γ
}
(12)
and for each i ∈ I we set Ai = A{i}.
Our first aim is to characterize the c-monotonicity of a set Γ in terms of the monotonicity of its
AK’s, and furthermore, extend (10) and (11) to the multi-marginal settings. To this end we will
employ the sum mapping
S : X → H : (x1, . . . , xN) 7→ ∑
i∈I
xi, (13)
and the following fact which follows by a straightforward computation (see, e.g., [5, Fact 3.3]).
Fact 2.2 Let x ∈ X. If the subset Γ of X is n-c-cyclically monotone, then so is Γ + x.
Lemma 2.3 Let Γ ⊆ X be a set. Then the following assertions are equivalent:
(i) Γ is c-monotone;
(ii) For each ∅ 6= K ( I, the mapping AK is monotone;
(iii) For each ∅ 6= K ( I, the mapping JAK : S(Γ)→ H is firmly nonexpansive.
In this case,
JA1 + · · ·+ JAN = Id |S(Γ), (14)
equivalently, Γ can be parameterized by
Γ =
{
(JA1s, . . . , JAN s) | s ∈ S(Γ)
}
; (15)
and, furthermore, for each ∅ 6= K ( I,
JAK = ∑
i∈K
JAi . (16)
Proof. (i)⇔ (ii): First we characterize the c-monotone relations of the set {z, 0} in X. We employ a
similar computation to the one in [5, Lemma 4.1]: For z = (z1, . . . , zN) ∈ X and ∅ 6= K ( I we set
zK = (zK1 , . . . , z
K
N) ∈ X by
zKi =
{
zi, i ∈ K;
0, i ∈ I \ K.
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From Definition 1.2 it follows that {z, 0} is c-monotone if and only if for each ∅ 6= K ( I
0 ≤ c(z) + c(0)− c(zK)− c(zI\K)
= ∑
i,j∈I, i<j
〈zi, zj〉+ 0− ∑
i,j∈I, i<j
〈zKi , zKj 〉 − ∑
i,j∈I, i<j
〈zI\Ki , zI\Kj 〉
= ∑
i,j∈I, i<j
〈zi, zj〉 − ∑
i,j∈K, i<j
〈zi, zj〉 − ∑
i,j∈I\K, i<j
〈zi, zj〉 =
〈
∑
i∈K
zi, ∑
i∈I\K
zi
〉
.
In general, from Definition 1.2 it follows that the set Γ ⊆ X is c-monotone if and only if for any
x ∈ Γ and y ∈ Γ, the set {x, y} is c-monotone, which, in turn, by invoking Fact 2.2, is equivalent to
the set {x − y, 0} being c-monotone. Summing up, we see that Γ is c-monotone if and only if for
any x = (x1, . . . , xN), y = (y1, . . . , yN) ∈ Γ and any ∅ 6= K ( I, by letting z = x− y,
0 ≤
〈
∑
i∈K
xi − ∑
i∈K
yi, ∑
i∈I\K
xi − ∑
i∈I\K
yi
〉
,
i.e., AK is monotone.
(ii)⇔ (iii): By the definition of AK, it follows that dom JAK = S(Γ). Thus, the equivalence (ii)⇔
(iii) follows immediately from Fact 1.4(i).
Finally, (14), (15) and (16) follow from (iii) and the definition of AK. 
We now address maximal c-monotonicity. Equivalent statements of Minty’s characterization
are: Let A : H ⇒ H be a monotone mapping. Then A is maximally monotone if and only if
S
(
gra(A)
)
= H,
equivalently,
gra(A) + gra(− Id) = H × H.
In order to extend our discussion of these formulas into the multi-marginal settings we will
employ the following definitions and notations. We denote by ∆ the subset of X = X1 × · · · × XN
defined by
∆ =
{
(x, . . . , x)
∣∣ x ∈ H}. Consequently, ∆⊥ = {(x1, . . . , xN) ∈ X ∣∣∣ N∑
i=1
xi = 0
}
. (17)
Corollary 2.4 Let Γ ⊆ X be a c-monotone set. Then for every u, v ∈ Γ,
u− v ∈ ∆⊥ ⇔ u = v. (18)
Proof. Let u = (u1, . . . , uN) and v = (v1, . . . , vN) belong to Γ and suppose that
u− v = d = (d1, . . . , dN) ∈ ∆⊥.
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We prove that di = 0 for each 1 ≤ i ≤ N. To this end, set 1 ≤ i0 ≤ N. By Lemma 2.3, Ai0 is
monotone. Consequently we see that
0 ≤
〈
ui0 − vi0 , ∑
i 6=i0
ui − ∑
i 6=i0
vi
〉
=
〈
di0 , ∑
i 6=i0
di
〉
= 〈di0 ,−di0〉 = −‖di0‖2 ≤ 0.

Combining Lemma 2.3 and Corollary 2.4 with classical two-marginal monotone operator theory,
we arrive at the following result.
Theorem 2.5 (multi-marginal maximal c-monotonicity) Let Γ ⊆ X be a c-monotone set. Then the
following assertions are equivalent:
(i) For each ∅ 6= K ( I the mapping AK defined by (12) is maximally monotone;
(ii) There exists ∅ 6= K ( I such that the mapping AK is maximally monotone;
(iii) Γ + ∆⊥ = X;
(iv) JA1 + · · ·+ JAN = Id;
(v) For each ∅ 6= K ( I the firmly nonexpansive mapping JAK : H → H has full domain and JAK =
∑i∈K JAi ;
(vi) S(Γ) = H.
In this case, Γ is maximally c-monotone.
Proof. (i)⇒ (ii) is trivial.
(ii)⇒ (iii): Suppose that AK is maximally monotone and let a = (a1, . . . , aN) ∈ X. We will prove
that there exist x = (x1, . . . , xN) ∈ Γ and d = (d1, . . . , dN) ∈ ∆⊥ such that x+ d = a. Indeed, the
maximal monotonicity of AK implies that ran(AK + Id) = H. Consequently, by the definition of
AK, there exists x = (x1, . . . , xN) ∈ Γ such that ∑Ni=1 xi = ∑Ni=1 ai. For each 1 ≤ i ≤ N we let
di = ai − xi. Then ∑Ni=1 di = 0, that is d = (d1, . . . , dN) ∈ ∆⊥ and x+ d = a.
(iii) ⇒ (iv): Fix 1 ≤ i0 ≤ N. We prove that Ai0 + Id is onto. Indeed, let s ∈ H. We
prove that there exists x = (x1, . . . , xN) ∈ Γ such that (xi0 , s) ∈ gra(Ai0 + Id). Indeed, let
h = (h1, . . . , hN) ∈ X such that ∑Ni=1 hi = s. Then (iii) implies the existence of x = (x1, . . . , xN) ∈ Γ
and d = (d1, . . . , dN) ∈ ∆⊥ such that x + d = h. Consequently, ∑Ni=1 xi = s which implies that
(xi0 , s) =
(
xi0 ,∑
N
i=1 xi
)
∈ gra(Ai0 + Id). Thus, since Ai0 is monotone, we conclude that its re-
solvent JAi0 is firmly nonexpansive and has full domain. This is true for each 1 ≤ i0 ≤ N and
since for any s ∈ H there exists x = (x1, . . . , xN) ∈ Γ such that ∑Ni=1 xi = s, we conclude that
∑
N
i=1 JAi (s) = ∑
N
i=1 xi = s, that is, (iv) holds.
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(iv)⇒ (v): Since AK is monotone for every∅ 6= K ( I, the resolvent JAK is firmly nonexpansive
and (iv) implies it has full domain. Furthermore, by employing our notations from the previous
step, we see that for every s ∈ H, ∑i∈K JAi(s) = ∑i∈K xi = JAK(s), that is, we have arrived at (v).
(v) ⇒ (i): Let ∅ 6= K ( I. Since the resolvent JAK is firmly nonexpansive and has full domain,
AK is maximally monotone.
Summing up, we have established (i)⇒ (ii)⇒ (iii)⇒ (iv)⇒ (v)⇒ (i).
(iv)⇒ (vi): Since for each 1 ≤ i ≤ N, dom(JAi) = S(Γ), then (iv)⇒ (vi).
(vi)⇒ (iii): Suppose that S(Γ) = H and let y ∈ X. Then there exist x ∈ Γ such that S(y) = S(x).
Consequently, y− x ∈ ∆⊥, which implies that y = x+ (y− x) ∈ Γ + ∆⊥.
Finally, we prove that (iii) implies the maximal c-monotonicity of Γ. Indeed, suppose that u is c-
monotonically related to Γ. We then write u = d+ vwhere d ∈ ∆⊥ and v ∈ Γ. Since u, v ∈ Γ∪ {u}
which is c-monotone and u− v ∈ ∆⊥, Corollary 2.4 implies that u = v ∈ Γ. 
Remark 2.6 To the best of our knowledge, the questionwhether themulti-marginal generalization
of the other direction ofMinty’s characterization of maximal monotonicity holds, namely, whether
the maximal c-monotonicity of the set Γ implies that Γ + ∆⊥ = X, equivalently, that JA1 + · · · +
JAN = Id, is still open.
Remark 2.7 In the partition of the identity in (14) and in Theorem 2.5(iv) we conclude from (16)
and Theorem 2.5(v) that any partial sum of the firmly nonexpansive mappings is also firmly non-
expansive. This is not the case for general partitions of the identity into sums of firmly nonexpan-
sive mappings; indeed, an example where partial sums of a partition of the identity into firmly
nonexpansive mappings fail to be firmly nonexpansive is provided in [4, Example 4.4]. We elabo-
rate further on this in Example 5.7 below.
3 Multi-marginal maximal c-monotonicity via continuity
In the classical two-marginal case an important class of maximally monotone operators is the one
of continuous monotone operators. A continuity criterion guarantees maximality in the multi-
marginal framework as well:
Theorem 3.1 Let Γ ⊆ X be a c-monotone set. Suppose that Γ is the graph of a continuous mapping
T = (T2, . . . , TN) : X1 → ΠNi=2Xi, i.e.,
Γ = gra(T) =
{
(x, T2x, . . . , TNx)
∣∣ x ∈ H}
where for each 2 ≤ i ≤ N the mapping Ti : H → H is continuous. Then Γ is maximally c-monotone.
We provide two proofs for Theorem 3.1. We begin with a direct proof.
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Proof. Let u = (u1, . . . , uN) be c-monotonically related to Γ. We prove that u ∈ Γ. Since A1, induced
from the c-monotone set Γ ∪ {u}, is monotone,
∀x ∈ H, 0 ≤
〈
u1 − x,
N
∑
i=2
(ui − Tix)
〉
.
For t > 0 we let xt = u1 + t∑
N
i=2(ui − Tiu1). Then xt −→ u1 as t → 0+ and
0 ≤ t
〈 N
∑
i=2
(Tiu1 − ui),
N
∑
i=2
(ui − Tixt)
〉
.
Since each Ti is continuous, we deduce that
0 ≤
〈 N
∑
i=2
(Tiu1 − ui),
N
∑
i=2
(ui − Tixt)
〉
t→0+−−−→
〈 N
∑
i=2
(Tiu1− ui),
N
∑
i=2
(ui − Tiu1)
〉
= −
∥∥∥∥ N∑
i=2
(ui − Tiu1)
∥∥∥∥
2
,
which implies
N
∑
i=2
ui =
N
∑
i=2
Tiu1;
equivalently,
(u1, . . . , uN)− (u1, T2u1, . . . , TNu1) ∈ ∆⊥. (19)
Thus, by Corollary 2.4, we have (u1, . . . , uN) = (u1, T2u1, . . . , TNu1) ∈ graT. 
The second proof of Theorem 3.1 employs the classical two-marginal fact that a monotone and
continuous mapping is maximally monotone [6, Corollary 20.28], Lemma 2.3 and Theorem 2.5.
Proof. Since A1(x) = ∑
N
i=2 Ti(x) for every x ∈ H, by employing Lemma 2.3 it follows that A1 is
a monotone and continuous mapping, hence, maximally monotone. Consequently, by employing
Theorem 2.5 we conclude that Γ is maximally monotone. 
4 Maximal c-monotonicity of c-splitting sets, c-conjugate tuples and
multi-marginal convex analysis
We begin our discussion of c-splitting tuples by a known observation regarding the subdifferen-
tials of the splitting functions: As in [12, 18, 27] we observe that if ( f1, . . . , fN) is a c-splitting tuple
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of Γ ⊆ X, then given x = (x1, . . . , xN) ∈ Γ and for any x′1 ∈ X1,
N
∑
i=1
fi(xi) = c(x1, . . . , xN)
and c(x′1, x2, . . . , xN) ≤ f1(x′1) +
N
∑
i=2
fi(xi).
Summing up these two inequalities followed by simplifying, we see that
f1(x1) + 〈x′1, x2 + · · ·+ xN〉 ≤ f1(x′1) + 〈x1, x2 + · · ·+ xN〉, that is,
N
∑
i=2
xi ∈ ∂ f1(x1).
Similarly, we conclude that for each 1 ≤ i0 ≤ N,
∑
i 6=i0
xi ∈ ∂ fi0(xi0). (20)
Since gra Ai0 =
{(
xi0 ,∑i 6=i0 xi
) ∣∣∣ (x1, . . . , xN) ∈ Γ }, this implies
gra(Ai0) ⊆ gra(∂ fi0). (21)
Similar observations and c-monotonicity properties of Γ from Section 2 are also related to the
Wasserstein barycenter as can be seen, for example, in [1].
We continue our discussion by a characterization of c-splitting tuples and their generated c-
splitting sets in terms of the Moreau envelopes of the splitting functions.
Theorem 4.1 For each 1 ≤ i ≤ N, let fi : Xi → ]−∞,+∞] be proper, lower semicontinuous, and convex.
Then c ≤ ⊕Ni=1 fi if and only if
∀s ∈ H, e f ∗1 (s) + · · ·+ e f ∗N (s) ≤ q(s). (22)
Now assume this is the case, and let Γ ⊆ X be the c-splitting set generated by ( f1, . . . , fN). Then equality
in (22) holds if and only if s = x1 + · · ·+ xN where (x1 . . . , xN) ∈ Γ.
Proof. The inequality c ≤ ⊕Ni=1 fi holds if and only if for all (x1, . . . , xN) ∈ X,
c(x1, . . . , xN) ≤
N
∑
i=1
fi(xi) (23)
⇔ q(x1 + · · ·+ xN) = c(x1, . . . , xN) +
N
∑
i=1
q(xi) ≤
N
∑
i=1
(
fi(xi) + q(xi)
)
. (24)
We see that (23) holds with equality only when (x1, . . . , xN) ∈ Γ if and only if (24) holds with
equality only when (x1, . . . , xN) ∈ Γ. Let ϕ : X → R be defined by
ϕ(x1, . . . , xN) = q(x1 + · · ·+ xN).
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Then, using [6, Corollary 15.28(i)], we have
∀(x1, . . . , xN) ∈ X, ϕ∗(x1, . . . , xN) = q(x1) + ι∆(x1, . . . , xN).
Since for each 1 ≤ i ≤ N, ( fi + q)∗ = e f ∗i (see, for example, [6, Proposition 14.1]), we arrive at
( N⊕
i=1
( fi + q)
)∗
=
N⊕
i=1
( fi + q)
∗ =
N⊕
i=1
e f ∗i .
Consequently, (classical) Fenchel conjugation transforms (24) into (22) and vise versa.
We now address the case of equality in (22). Let (x1 . . . , xN) ∈ X and s = x1 + · · · + xn. Then
for each 1 ≤ i ≤ N, by the Fenchel-Young inequality,
〈s, xi〉 ≤ ( fi + q)∗(s) + ( fi + q)(xi) = e f ∗i (s) + ( fi + q)(xi) (25)
with equality if and only if xi ∈ ∂( fi + q)∗(s), i.e., since ( fi + q)∗ = e f ∗i is Fre´chet differentiable
(see, e.g., [6, Proposition 12.30]), xi = ∇e f ∗i (s) . By summing up (25) over i, we obtain
〈s, s〉 =
N
∑
i=1
〈s, xi〉 ≤
N
∑
i=1
(
e f ∗i (s) + ( fi + q)(xi)
)
(26)
with equality if and only if xi = ∇e f ∗i (s) for every 1 ≤ i ≤ N.
(⇐): Suppose that x = (x1, . . . , xN) is in the c-splitting set Γ generated by ( f1, . . . , fN) and set
s = S(x). We prove equality in (22). It follows from (20) that for each 1 ≤ i ≤ N,
∑
j 6=i
xj = s− xi ∈ ∂ fi(xi) ⇔ s ∈ ∂( fi + q)(xi), (27)
which, in turn, implies that xi ∈ ∂( fi + q)∗(s), that is, xi = ∇e f ∗i (s). Since in this case there is
equality in (26) and in (24), we obtain equality in (22).
(⇒): Let s ∈ H be a point where equality in (22) holds. Since ∑Ni=1 e f ∗i and q are Fre´chet differ-
entiable and ∑Ni=1 e f ∗i ≤ q, then at the point of equality s we have
∇
( N
∑
i=1
e f ∗i
)
(s) = ∇q(s) = s.
For each 1 ≤ i ≤ N, set xi = Prox fi(s) = ∇e f ∗i (s) (see, e.g., [6, eq (14.7)]). Then it follows that
s = x1 + · · · + xN . Thus, in order to complete the proof it is enough to prove that (x1, . . . , xN) ∈
Γ or, equivalently, that there is equality in (24). Indeed, Moreau’s decomposition (see, e.g., [6,
Remark 14.4]) implies that e fi + e f ∗i = q for each 1 ≤ i ≤ N. Consequently,
N
∑
i=1
e f ∗i (s) = q(s) is equivalent to
N
∑
i=1
e fi(s) = (N − 1)q(s).
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We also note that for each 1 ≤ i ≤ N, xi = Prox fi(s) implies that
e fi(s) = minx∈H
(
fi(x) + q(s− x)
)
= fi(xi) + q(s− xi).
Thus, we arrive at
N
∑
i=1
(
q(s− xi) + fi(xi)
)
= (N − 1)q(s)
⇔ −
N
∑
i=1
〈s, xi〉+
N
∑
i=1
(
fi(xi) + q(xi)
)
= −q(s)
⇔
N
∑
i=1
(
fi(xi) + q(xi)
)
= q(s).

We now address c-conjugation.
Definition 4.2 (c-conjugate tuple) For each 1 ≤ i ≤ N, let fi : Xi → ]−∞,+∞] be a proper function.
We say that ( f1, . . . , fN) is a c-conjugate tuple if for each 1 ≤ i0 ≤ N,
fi0(xi0) =
(⊕
i 6=i0
fi
)c
(xi0) := sup
i 6=i0, xi∈Xi
c(x1, . . . , xi0 , . . . , xN)− ∑
i 6=i0
fi(xi), xi0 ∈ Xi0 .
It follows that if ( f1, . . . , fN) is a c-conjugate tuple, then fi is lower semicontinuous and convex
for each 1 ≤ i ≤ N. Furthermore, it is known (see [12] and [10]) that given a c-splitting tuple
(u1, . . . , uN) of a set Γ ⊆ X, it can be relaxed into a c-conjugate c-splitting tuple ( f1, . . . , fN) of Γ by
setting
f1 =
( ⊕
2≤i≤N
ui
)c
inductively,
fi0 =
( ⊕
1≤i≤i0−1
fi ⊕
⊕
i0+1≤i≤N
ui
)c
for 2 ≤ i0 ≤ N − 1,
and finally
fN =
( ⊕
1≤i≤N−1
fi
)c
.
In the case N = 2, let f1 : X1 → ]−∞,+∞] be proper, lower semicontinuous and convex, let
f2 = f ∗1 : X2 → ]−∞,+∞] be its conjugate and let Γ = gra(∂ f1) ⊆ X1 × X2. Then it is well known
that Γ is maximally monotone, see, e.g., [6, Theorem 20.25]. Since f1 = f
∗∗
1 = f
c
2 and also f2 = f
c
1 ,
then we can restate as follows:
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Let Γ ⊆ X1 × X2 be the c-splitting set generated by the c-conjugate pair ( f1, f2). Then
Γ is maximally c-monotone and determines its c-conjugate c-splitting tuple ( f1, f2)
uniquely up to an additive constant pair (ρ,−ρ) with ρ ∈ R.
A generalization to an arbitrary N ≥ 2 would be
Let Γ ⊆ X be the c-splitting set generated by the c-conjugate tuple ( f1, . . . , fN). Then Γ
is maximally c-monotone and determines its c-conjugate c-splitting tuple ( f1, . . . , fN)
uniquely up to an additive constant tuple (ρ1, . . . , ρN) such that ∑
N
i=1 ρi = 0.
To the best of our knowledge, whether or not this latter assertion is true in general is still open. We
do, however, provide a positive answer in a more particular case in Theorem 4.6 and additional
insight in Theorem 4.3.
Furthermore, we note that in the case N = 2, given a conjugate pair ( f1, f2), Moreau’s decom-
position can be restated as
e f ∗1 + e f ∗2 = q and Prox f1 +Prox f2 = Id . (28)
Combining our discussion with Theorems 4.1 and 2.3, we arrive at the following generalized
multi-marginal convex analytic assertions which, in particular, generalize the decomposition (28).
To this end, we again recall that for each 1 ≤ i0 ≤ N,
gra Ai0 =
{(
xi0 , ∑
i 6=i0
xi
) ∣∣∣ (x1, . . . , xN) ∈ Γ }.
Theorem 4.3 For each 1 ≤ i ≤ N, let fi : Xi → ]−∞,+∞] be convex, lower semicontinuous, and
proper. Suppose that Γ ⊆ X is the c-splitting set generated by ( f1, . . . , fN). Then the following assertions
are equivalent:
(i) There exist 1 ≤ i0 ≤ N such that Ai0 is maximally monotone;
(ii) There exist 1 ≤ i0 ≤ N such that Ai0 = ∂ fi0 ;
(iii) Ai = ∂ fi for each 1 ≤ i ≤ N;
(iv) Prox f1 + · · ·+ Prox fN = Id;
(v) e f ∗1 + · · ·+ e f ∗N = q.
In this case
(A) Γ is maximally c-monotone (and, consequently, maximally c-cyclically monotone);
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(B) ( f1, . . . , fN) is a c-conjugate c-splitting tuple of Γ. Moreover, Γ determines its c-conjugate c-splitting
tuple ( f1, . . . , fN) uniquely up to an additive constant tuple (ρ1, . . . , ρN) such that ∑
N
i=1 ρi = 0.
Proof. (i) ⇒ (ii): ∂ fi0 is monotone and gra(Ai0) ⊆ gra(∂ fi0) (see (21)). Consequently, since Ai0 is
maximally monotone, it follows that Ai0 = ∂ fi0 .
(ii)⇒ (iii): Ai0 = ∂ fi0 is maximally monotone as the subdifferential of a proper lower semicon-
tinuous convex function. Consequently, it follows from Theorem 2.5(i)&(ii) that Ai is maximally
monotone for each 1 ≤ i ≤ N. Now, ∂ fi is monotone and gra(Ai) ⊆ gra(∂ fi) (see (21)). Conse-
quently, since Ai is maximally monotone, it follows that Ai = ∂ fi.
(iii) ⇒ (iv): Follows from Theorem 2.5(i)&(iv) since Ai = ∂ fi is maximally monotone and
Prox fi = J∂ fi = JAi .
(iv) ⇒ (v): By integrating (iv) we obtain the equality in (v) up to an additive constant. Theo-
rem 4.1 implies that equality in (v) holds on S(Γ); thus, the additive constant vanishes.
(v) ⇒ (i): By Theorem 4.1 equality in (v) holds only on S(Γ). Consequently, (v) implies that
S(Γ) = H. By employing Theorem 2.5(vi)&(i), we obtain (i).
In this case Theorem 2.5 also implies Γ is maximally c-monotone. Thus, it remains to prove (B).
By our preliminary discussion there exists a c-conjugate c-splitting tuple (h1, . . . , hN) of Γ. From
(iii) and from (21) we conclude that gra(∂ fi) = gra(Ai) ⊆ gra(∂hi) which, by maximality, implies
that ∂ fi = ∂hi for each 1 ≤ i ≤ N. Here there exists a constant tuple (ρ1, . . . , ρN) ∈ RN such
that ( f1, . . . , fN) = (h1, . . . , hN) + (ρ1, . . . , ρN). For (x1, . . . , xN) ∈ Γ the equality ∑Ni=1 fi(xi) =
∑
N
i=1 hi(xi) implies that ∑
N
i=1 ρi = 0. Consequently, the fact that for each 1 ≤ i0 ≤ N
fi0 − ρi0 =
( N⊕
i 6=i0
( fi − ρi)
)c
implies that ( f1, . . . , fN) is a c-conjugate tuple. 
We now provide a smoothness criteria in the 3-marginal case where Theorem 4.3(i)–(v)&(B) are
equivalent and imply maximal c-monotonicity. To this end we will employ the following facts.
Fact 4.4 ([6, Theorem 14.19]) Let g : H → ]−∞,+∞] be proper, let h : H → ]−∞,+∞] be proper,
lower semicontinuous and convex. Set
f : H → [−∞,+∞] : x 7→
{
g(x)− h(x), x ∈ dom(g);
+∞, x /∈ dom(g).
Then
f ∗(y) = sup
v∈dom(h∗)
(
g∗(y+ v)− h∗(v)).
Fact 4.5 ([29, Corollary 2.3]) Let f : Rn → R be proper and lower semicontinuous. If f ∗ is essentially
smooth, then f is convex.
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Theorem 4.6 Let n ∈ N, N = 3 and H = Rn. Let g : X2 → ]−∞,+∞] and h : X3 → ]−∞,+∞] be
proper, lower semicontinuous and convex functions. Suppose that f = (g⊕ h)c (in particular if ( f , g, h)
is a c-conjugate triple) and that f is essentially smooth. Let Γ be the c-splitting set generated by ( f , g, h).
Then assertions (i)–(v) of Theorem 4.3 hold and Γ is maximally c-monotone.
Proof. Since f = (g⊕ h)c and dom(g+ q)∗ = dom(eg∗) = Rn, then by employing Fact 4.4 in (29)
and then Moreau’s decomposition in (30) we see that
( f + q)(x) = sup
y,z∈Rn
(
c(x, y, z) − g(y)− h(z) + q(x))
= sup
y,z∈Rn
(〈x, y〉+ 〈y, z〉+ 〈z, x〉+ q(x)− g(y)− h(z))
= sup
y∈Rn
(〈x, y〉+ h∗(x+ y) + q(x)− g(y))
= sup
y∈Rn
(
h∗(x+ y) + q(x+ y)− (g(y) + q(y)))
=
(
(h∗ + q)∗ − (g+ q)∗)∗(x) (29)
= (eh − eg∗)∗(x) = (q− eg∗ − eh∗)∗(x). (30)
Since f + q is essentially smooth, Fact 4.5 implies that q− eg∗ − eh∗ is convex. Consequently,
e f ∗ = ( f + q)
∗ = (q− eg∗ − eh∗)∗∗ = q− eg∗ − eh∗ ,
that is, e f ∗ + eg∗ + eh∗ = q. 
Remark 4.7 In our discussion in the last paragraph of Section 2 we pointed out that in the par-
tition of the identity in Theorem 2.5(iv) any partial sum of the firmly nonexpansive mappings
is again firmly nonexpansive and, furthermore, that general partitions of the identity into firmly
nonexpansive mappings partial sums may fail to be firmly nonexpansive. Thus, in the context of
c-splitting sets a natural question is: Given a partition of the identity into proximal mappings, are
partial sums also proximal mappings? Unlike general firmly nonexpansive mappings, a positive
answer to this question is provided by [4, Theorem 4.2].
5 Examples, observations and remarks
We now apply our results in order to determine maximality of c-monotone sets. Given a multi-
marginal c-cyclically monotone set Γ ⊆ X, the problem of constructing a c-splitting tuple is, in gen-
eral, nontrivial. Nevertheless, constructionswhich are independent of maximality and uniqueness
considerations are available for some classes of c-cyclically monotone sets (for example, see [5] for
the case N ≥ 3). We also note that c-splitting tuples can be constructed via (21) if it is known, in
addition, that the antiderivatives fi are unique up to additive constants, as guaranteed by Theo-
rem 4.3. Now, suppose that a c-splitting tuple is already given. The computation and classification
16
of the c-splitting tuple as being a c-conjugate tuple were, thus far, nontrivial. We employ our re-
sults for such classifications in the following examples. For these cases, we are able to conclude
c-conjugacy without additional nontrivial computations of multi-marginal conjugates. In addi-
tion, we demonstrate finer aspects of multi-marginal maximal monotonicity.
Example 5.1 For each 1 ≤ i ≤ N, set Xi = Rd and let Qi ∈ Rd×d be symmetric, positive definite,
and pairwise commuting. Set
Γ =
{
(Q1v, . . . ,QNv)
∣∣ v ∈ Rd}.
For each 1 ≤ i ≤ M, define Mi ∈ Rd×d by
Mi =
(
∑
k 6=i
Qk
)
Q−1i .
In [5, Example 3.4], it was established that
∀(x1, . . . , xN) ∈ X, c(x1, . . . , xN) = ∑
1≤i<j≤N
〈xi, xj〉 ≤ ∑
1≤i≤N
qMi(xi),
where qMi(x) =
1
2〈x,Mix〉, and equality holds if and only if (x1, . . . , xN) ∈ Γ.
Thus, we conclude that Γ is the c-splitting set generated by the tuple (qM1 , . . . , qMN), and that
Ai = Mi = ∇qMi for each 1 ≤ i ≤ N. Consequently, Theorem 4.3 implies that (qM1 , . . . , qMN) is a
c-conjugate c-splitting tuple of Γ, and that Γ is maximally c-monotone.
Themaximal c-monotonicity of Γ is also implied by Theorem3.1 via continuity of a parametriza-
tion, say,
Γ =
{
(v,Q2Q
−1
1 v . . . ,QNQ
−1
1 v)
∣∣ v ∈ Rd}.
As a simple application of Example 5.1, we now generalize thewell-known classical fact that the
only conjugate pair of the form ( f , f ) is ( f , f ) = (q, q) and that in this case the generated splitting
set is the graph of the identity mapping.
Corollary 5.2 (self c-conjugate tuple) The only c-conjugate tuple of the form ( f , . . . , f ) is
( f , . . . , f ) = (N − 1)(q, . . . , q).
In this case, the generated c-splitting set is Γ = ∆.
Proof. In the settings of Example 5.1 we let Qi = Id for each 1 ≤ i ≤ N. Then Γ = ∆ and
qMi = (N − 1)q for each 1 ≤ i ≤ N. We conclude that (N − 1)(q, . . . , q) is a c-conjugate c-splitting
tuple and generates the c-splitting set ∆. We now prove that it is the only c-conjugate tuple of this
form. Let ( f , . . . , f ) be a c-conjugate tuple. Then for 1 ≤ i0 ≤ N and for xi0 ∈ Xi0 ,
f (xi0) = sup
i 6=i0, xi∈H
(
c(x1, . . . , xi0 , . . . , xN)− ∑
i 6=i0
f (xi)
)
. (31)
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By letting xi = xi0 for every i in the supremum in (31) we see that
f (xi0) ≥ c(xi0 , . . . , xi0)− (N − 1) f (xi0) ⇒ N f ≥ N(N − 1)q ⇒ f ≥ (N − 1)q.
Consequently,
f =
(⊕
i 6=i0
f
)c
≤
(⊕
i 6=i0
q
)c
= (N − 1)q.

A similar type of construction to the one of Example 5.1, however, a nonlinear one, is available
when the marginals are one-dimensional.
Example 5.3 For each 1 ≤ i ≤ N, let αi : R → R be a continuous, strictly increasing and surjective
function with αi(0) = 0. Let Γ be the curve in R
N defined by
Γ =
{(
α1(t), . . . , αN(t)
) ∣∣∣ t ∈ R}
and for each 1 ≤ i ≤ N, let
fi(xi) =
∫ xi
0
(
∑
k 6=i
αk
(
α−1i (t)
))
dt. (32)
In [5, Example 4.3], it was established that
∑
1≤i<j≤N
xixj ≤
N
∑
i=1
∫ xi
0
(
∑
k 6=i
αk
(
α−1i (t)
))
dt ∀(x1, . . . , xN) ∈ RN (33)
and that equality in (33) holds if and only if xj = αj
(
α−1i (xi)
)
for every 1 ≤ i < j ≤ N, namely, if
(x1, . . . , xN) ∈ Γ. We now conclude that Γ is the c-splitting set generated by the tuple ( f1, . . . , fN)
and that for each 1 ≤ i ≤ N,
Ai = ∇ fi = ∑
k 6=i
αk ◦ α−1i .
Consequently, Theorem 4.3 implies that ( f1, . . . , fn) is a c-conjugate c-splitting tuple of the maxi-
mally c-monotone curve Γ. Similar to Example 5.1, the maximal c-monotonicity of Γ can also be
deduced via continuity.
A linear example of a different type, where none of the two marginal projections of Γ is mono-
tone, but where, however, Γ is c-cyclically monotone, is available for N = 3 and 2-dimensional
marginals.
Example 5.4 Suppose that N = 3 and that X1 = X2 = X3 = R
2. We set
M1 = 2
(
1 0
0 0
)
, M2 = 2
(
1 0
0 1
)
, M3 =
1
7
(
8 3
3 2
)
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and
∆2 =
{
(a, a)
∣∣ a ∈ R} ⊆ R2.
Set
f1 = ιR×{0} + qM1 , f2 = ι∆2 + qM2 = ι∆2 + 2q, and f3 = qM3 .
Furthermore, set v1 =
(
(0, 0), (−1,−1), (1,−5)), v2 = ((1, 0), (2, 2), (0, 7)) and
Γ = span{v1, v2} =
{(
(s, 0), (2s− t, 2s− t), (t, 7s− 5t))∣∣∣ s, t ∈ R}.
It was established in [5, Example 3.5] that
〈x1, x2〉+ 〈x2, x3〉+ 〈x3, x1〉 ≤ f1(x1) + f2(x2) + f3(x3) for all (x1, x2, x3) ∈
(
R
2
)3
with equality if and only if (x1, x2, x3) ∈ Γ, namely, Γ is the c-splitting set generated by the tuple
( f1, f2, f3) and that none of the two marginal projections Γ1,2, Γ1,3 and Γ2,3 of Γ, is monotone.
We observe that the matrix representation of the mapping
(t, 7s− 5t) 7→ (s, 0) + (2s− t, 2s− t) s, t ∈ R
is M3. Consequently, we see that A3 = M3 = ∇ f3. Thus, by employing Theorem 4.3 we conclude
that ( f1, f2, f3) is a c-conjugate c-splitting tuple of the maximally c-monotone subspace Γ of
(
R
2
)3
.
In all of our examples thus far, the set Γ was a maximally c-monotone c-splitting set. We now
present maximally c-monotone sets which are not c-splitting sets. To this end, we note the fol-
lowing simple fact: Suppose that the set Γ ⊆ X is n-c-monotone, then for each 1 ≤ i0 ≤ N the
mapping Ai0 : H ⇒ H is n-monotone. Indeed, let Γ be n-c-monotone and assume, without the loss
of generality, that i0 = 1. Let (x11, . . . , x
1
N), . . . , (x
n
1 , . . . , x
n
N) ∈ Γ and σ ∈ Sn. Then a straightforward
computation implies that the inequality
n
∑
j=1
c(x
j
1, x
σ(j)
2 , . . . , x
σ(j)
N ) ≤
n
∑
j=1
c(x
j
1, . . . , x
j
N)
leads to the inequality
n
∑
j=1
〈
x
j
1,
N
∑
i=2
x
σ(j)
i
〉
≤
n
∑
j=1
〈
x
j
1,
N
∑
i=2
x
j
i
〉
.
Thus, we see that if Γ is n-c-monotone, then A1 is n-monotone. To sum up,
if for some 1 ≤ i0 ≤ N the mapping Ai0 is not cyclically monotone, then the set Γ is not
a c-splitting set.
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Indeed, otherwise, Γ would have been c-cyclically monotone (as we recollected after Defini-
tion 1.2) and, by the above argument, for all 1 ≤ i0 ≤ N the mapping Aio would have been
cyclically monotone.
We now address a trivial embedding of all classical maximally monotone operators in themulti-
marginal framework. In particular, we obtain maximally c-monotone mappings which are not
c-cyclically monotone.
Example 5.5 Let A : H ⇒ H be a maximally monotone mapping. We set Γ ⊆ X by
Γ =
{
(x1, x2, 0, . . . , 0) | x2 ∈ Ax1
}
.
Then Γ is c-monotone and we see that A1 = A is maximally monotone. Consequently, by invoking
Theorem 2.5 (ii) we conclude that Γ is maximally c-monotone. In addition, we see that A is n-
monotone if and only if Γ is n-c-monotone. Therefore, if A is not n-monotone for some n ≥ 3, then
Γ is not n-c-monotone. Furthermore, since the n-c-monotonicity of a set is invariant under shifts,
the set Γ =
{
(x1, x2, ρ3, . . . , ρN) | x2 ∈ Ax1
}
is also maximally monotone for any constant vectors
ρ3, . . . , ρN ∈ H.
Our next example of a maximally c-monotone set which is not a c-splitting set does not follow
from an embedding of the type in Example 5.5.
Example 5.6 Set N = 3 and for each 1 ≤ i ≤ 3 set Xi = R2. Let Rθ denote the counterclockwise
rotation by the angle θ in R2. Let the set Γ ⊆ X = (R2)3 be defined by
Γ =
{(
x,
√
3
2 R−pi/2x,
√
3
2 R−pi/2x
) ∣∣∣ x ∈ R2}. (34)
It follows that
gra A1 =
{
(x,
√
3R−pi/2x)
∣∣∣ x ∈ R2} =⇒ A1 = √3R−pi/2.
Since Γ =
{(
2√
3
Rpi/2x, x, x
) ∣∣∣ x ∈ R2}, we have
gra A2 = gra A3 =
{(
x, x+
2√
3
Rpi/2x
) ∣∣∣ x ∈ R2} =⇒ A2 = A3 =
√
7
3
Rarctan(2/
√
3).
We see that A1, A2, and A3 are maximally monotone. Consequently, for each ∅ 6= K ( {1, 2, 3},
the mapping AK is maximally monotone and it now follows from Theorem 2.5 that Γ is maximally
c-monotone in X. Furthermore, since A1 is not 3-c-cyclically monotone, it is not c-cyclically mono-
tone and, consequently, Γ is not a c-splitting set. By a straightforward computation, it follows
that
JA1 =
1
2
Rpi/3, JA2 = JA3 =
√
3
4
R−pi/6 and JA1 + JA2 + JA3 = Id .
Finally, from (34) it is easy to see that Γi,j is monotone for all 1 ≤ i < j ≤ 3.
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We see that in the case N = 3 the set Γ is c-monotone if and only if the mappings A1, A2 and A3
are monotone. In the following example we demonstrate that the monotonicity of all of the Ai’s
no longer implies the c-monotonicity of Γ in the case when N ≥ 4.
Example 5.7 In [4, Lemma 4.2 and Example 4.3] it was established that: In X = R2, let n ∈
{2, 3, . . .}, let θ ∈ ]arccos(1/√2), arccos(1/√2n)], set α = 1/(2n cos(θ)), and denote by Rθ the
counterclockwise rotator by θ. Then the following hold:
(i) αRθ and αR−θ are firmly nonexpansive.
(ii) nαRθ and nαR−θ are not firmly nonexpansive.
(iii) nαRθ + nαR−θ = Id.
We employ these facts to construct a set Γ as follows. We set N = 2n and
Ti =
{
αRθ , 1 ≤ i ≤ n;
αR−θ, n+ 1 ≤ i ≤ 2n.
Define
Γ =
{
(T1x, . . . , T2nx) | x ∈ R2
} ⊆ X = (R2)2n.
It then follows that for each 1 ≤ i ≤ N, the mapping JAi = Ti is firmly nonexpansive with full
domain. We conclude that the set Γ possesses the following properties:
(iv) for each 1 ≤ i ≤ N, the mapping Ai is maximally monotone,
(v) JA1 + · · ·+ JAN = Id.
However, due to (ii), the mappings
JA{1,...,n} =
n
∑
i=1
JAi =
n
∑
i=1
Ti = nαRθ, and similarly JA{n+1,...,2n} = nαR−θ
are not firmly nonexpansive, equivalently, A{1,...,n} = R−2θ and A{n+1,...,2n} = R2θ are not mono-
tone. Consequently, by employing Lemma 2.3 we conclude that despite the fact that Γ possesses
properties (iv) and (v), it is not a c-monotone set.
Remark 5.8 In [5] the two marginal projections Γi,j of a set Γ ⊆ X were employed, it was estab-
lished that if the Γi,j’s are cyclically monotone, then Γ is c-cyclically monotone and an explicit
construction of a c-splitting tuple is provided. However, it was also established that this is a
sufficient condition for c-cyclic monotonicity of Γ but not a necessary one, in general, as can be
seen in Example 5.4 where we provide a maximally c-cyclically monotone set such that all of its
two-marginal projections are not monotone. In the one dimensional case (i.e., Xi = R for each
1 ≤ i ≤ N), it was established that Γ is c-monotone if and only if all of its twomarginal projections
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Γi,j are monotone. With the exception of Example 5.4, in all of our examples of c-monotone sets
in this section the set Γ had monotone two-marginal projections Γi,j. Thus, a natural question is:
How does the monotonicity and maximal monotonicity of the two-marginal projections Γi,j relate to the
c-monotonicity and maximal c-monotonicity of Γ?
Proposition 5.9 Let Xi = R
d for each 1 ≤ i ≤ N. Let Γ ⊆ X be a set. Suppose that for each 1 ≤ i < j ≤
N the set Γi,j is monotone. Then Γ is c-monotone.
Proof. The mapping AK is monotone if and only if for every (x1, . . . , xN), (y1, . . . , yN) ∈ Γ,
0 ≤
〈
∑
i∈K
xi − yi, ∑
j 6∈K
xj − yj
〉
.
Since the right-hand side is equal to ∑ i∈K
j 6∈K
〈xi − yi, xj − yj〉 and since, by the monotonicity of Γi,j,
0 ≤ 〈xi − yi, xj − yj〉, we see that AK is monotone. 
To the best of our knowledge, the question whether the maximal monotonicity of the Γi,j’s im-
plies the maximal c-monotonicity of Γ is still open.
Finally, we note that the maximal c-monotonicity of Γ does not imply the maximal monotonic-
ity of the Γi,j’s even when the Γi,j’s are monotone. Indeed, in Example 5.5, we see that although Γ
is maximally c-monotone, Γi,j is a singleton for all 3 ≤ i < j ≤ N, thus Γi,j is monotone but not
maximally monotone. Even in the case N = 3, Γ1,3 is a proper subset of the graph of the zero map-
ping whenever Γ is generated by a maximally monotone mapping A without a full domain. We
conclude in this case that Γ is maximally c-monotone, however, Γ1,3 is not maximally monotone.
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