hree questions that librarians planning a quantitative-based research project and graduate students taking a research methods course or completing a master's thesis I paper or dissertation often ask are:
• How big a sample do I need?
• How do I calculate the sample size?
• How do I draw that sample-select the actual subjects from the population? The answer to the first question is complex and depends on a variety of factors, including the type of sampling method used, sampling error, the confidence level, precision, standard deviation, and the way in which the data will be analyzed. The answer to this question impacts how the second question is approached and answered. Addressing the second question may directly involve the negotiation of a mathematical formula, one that, at first glance, may appear incomprehensible. The third question often focuses on procedures and methods for selecting the actual subjects.
The purpose of this article is threefold: (1) to provide a brief introduction to concepts central to the computation of sample size; (2) to identify some basic articles and books that discuss these concepts, that provide readers with easily understandable presentations and with examples, and that many academic libraries are likely to have; and (3) to iden-
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tify microcomputer software that determines sample size. For illustrative purposes, the concepts are applied to one formula commonly found in the literature, and the appropriate sample size is determined. There is also a brief discussion of the selection of a sample size for a hypothetical problem. SAMPLING As the U.S. General Accounting Office (GAO) observes, Sampling is nothing new or unusual. For thousands of years, people have been basing judgments about a large group of objects on their observations of a few of them. Prehistoric humans probably decided whether the berries on a bush were edible by tasting a few of them (with possibly fatal results). At harvest time, farmers judged the quality and expected yield of a wheat field by rubbing the husks off a few ears of grain pulled from various parts of the field. People have used sampling techniques such as spot checking for many years. The great improvement in the last hundred years or so has been the development of statistical sampling. We now have ways of drawing and analyzing samples to produce more objective information of better quality and of being explicit about its limitations. 1 Social science research, including that in library and information science, commonly uses statistical sampling, especially when resource constraints make it inefficient (in terms of cost, time, and effort) to examine a population. By engaging in statistical sampling, researchers determine "the sample size necessary to provide sample results having a certain measure of the risk of being wrong required for the population being examined and the evaluation question being examined [or the hypothesis being tested]."
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SAMPLING METHOD
Sampling method refers to the type of sampling procedure used. The purpose of probability sampling is to make a statistical inference or to select a sample, or portion of a universe, that is representative of that universe or population.
March 1994
Probability sampling includes, for instance, simple random sampling and stratified random sampling, as well as systematic sampling and cluster sampling. Nonprobability sampling does not support generalization; rather the focus is on the sample itself. Nonprobability sampling, on the other hand, is discretionary and covers quota sampling, purposive or judgmental sampling, convenience sampling, and other methods. Ronald R. Powell provides an excellent introduction to both probability and nonprobability sampling, and the GAO offers detailed coverage of probability sampling. 3 The GAO, in another important publication, discusses the selection of case study sites for anyone engaged in either qualitative or quantitative research. 4 Site or instance selection may be based on convenience, purpose (requires knowledge of the characteristics of the population), or probability. As shown in table 1, each addresses a specific question. "Only rarely will convenience be a sound basis for instance selection; only rarely will probability sampling be feasible. Thus, instance selection on the basis of the purpose of the study is the most appropriate method in many designs."
5
This article focuses on probability sampling, primarily the use of simple random sampling, which involves the selection of cases or subjects so that each one has an equal and known chance of inclusion and the selection of one case or subject does not influence the selection of another. Before basing the study procedure on random sampling, however, it is useful to consider other methods of sample selection. 6 After all, there are times when non probability sampling, as well as other methods of probability sampling, might be needed and appropriate.
SAMPLING ERROR
According to Hubert M. Blalock, Jr., researchers who are planning or are in the process of conducting a study, or who are analyzing and interpreting data, must consider total error, which consists of two independent types of error: sampling and nonsampling error? Sampling error is the extent to which the means of repeatedly drawn samples deviate from each other . and presumably the population mean. ''The general rule of thumb for the size of the sample is ... the larger the better"; the larger the sample the smaller is the sampling error. 8 By examining the population, researchers seek to minimize sampling error; there still may be a problem, for instance, due to a faulty listing or identification of the population. 9 However, they still risk nonsampling error; errors, for instance, in data processing; errors in the responses, the observations made, and the instrument itself; and errors due to nonresponse or misrepresentation (e.g, falsified or misleading records).
''There is no point in utilizing a sample that is larger than necessary; doing so unnecessarily increases the time and money needed for a study."n At the same time, "samples that are quite small place significant limitations on the types of statistical analyses that can be employed."12 Researchers trying to minimize sampling error for impact assessments, which examine whether or not interventions have their intended effects, will profit from reading Evaluation: A Systematic Approach, which discusses such assessments in the context of the "net effects" of an intervention, or "an estimate of the impact of the intervention uncontaminated by the influence of other processes and events that also may affect the behavior or conditions at which the social program being evaluated is directed.' 113 Some research methods textbooks refer to precision, which is the amount of sampling error that can be tolerated but that will still permit the results to be useful, as tolerance, tolerable error, or the bound on error. To calculate precision, it is necessary to compute the standard deviation, which is a numerical measure of the dispersion of scores around the mean; standard deviation is the square root of variance, which is also an indicator of dispersion.
The purpose of probability sampling is to make a statistical inference or to select a sample, or portion of a universe, that is representative of that universe or population.
Because it is not always possible to know the standard deviation, formulae for determining sample sizes that require the calculation and inclusion of that statistic may not always be practical to use. Fortunately, Gary T. Henry offers various suggestions for estimating variance and the standard deviation. He then illustrates how to determine sample size using a formula involving standard deviation. 14 Therefore, anyone needing to include the standard deviation should review Henry's thoughtful suggestions.
CONFIDENCE LEVEL
In library and information science, the confidence level, or an acceptable level of probability, is usually set at 95 percent (the .05 level), which means that there is a 95 percent chance that the sample is distributed in the same way as the population. The confidence level might be set at 99 percent (the .01level) or 90 percent (the .10 level). The 90 percent level requires the smallest sample but increases the chance of making a profound sam-. piing error.
DETERMINATION OF SAMPLE SIZE
A number of sources provide a formula for calculating appropriate sample sizes. For example, Powell reproduces a formula requiring knowledge of the population's standard deviation. 15 Bruce W. Tuckman reports a very useful formula, one addressing "a single dichotomous stratification parameter'' (e.g., "private-public, urban-rural, largesmall) and with random sampling within each category." 16 His formula introduces z or the standard score that corresponds to a given confidence level; "for a 90 percent confidence level, z = (1) one for examining library records, (2) one for studying the perceptions of library patrons about library services, and (3) one for investigating the condition of books in the collection. 20 Cheryl Metoyer-Duran, in an appendix, March 1994 guides readers conducting readability studies in the selection of paragraphs from published and unpublished works. 21 Powell, Hernon, Slonim, Isaac and Michael, and Cohen, among others, reprint tables of sample sizes for a given population. 22 However, such tables "may represent a rather simplistic, and quite possibly conservative, method for ascertaining a sample size." 23 Some microcomputer software packages permit the determination of sample size (see, e.g., appendix A). Before using such a package, however, review its scope, authority, accuracy, audience, uses, easy of learning and use, documentation, and hardware and installation specification. 24
Appendix IV of the GAO's Using Statistical Sampling identifies some other computer software packages that perform sampling computations.
25 StatPac Gold, a statistical analysis package that is not covered in either the appendix of this paper or the appendix of the GAO manual, has an easyto-follow routine in its "utility" program for determining a sample size. 26 Dr. Drott's Random Sampler, a newly released software package, guides its users in the selection of a sample size based on a simple random sample. There is also an opportunity to adjust the sample size to accommodate the size of a known population, and a handy feature enables researchers to determine the size of a sample for more than one numeric or nonnumeric stratum or category, e.g., a month, days of the week, or hours of the day. 27 DRAWING A SAMPLE To assist those attempting to answer the third question posed at the beginning of the article-"How do I draw that sample?" once I know the sample sizePowell reprints a table of random numbers from A Million Random Digits with 100,000 Normal Deviates and illustrates the application of the table to selection of the actual sample. 28 Appendix II of GAO's manual to guide agency evaluators provides a much more detailed discussion of using a random number table and selecting the sample. 29 Using StatPac Gold, it is possible to: (1) generate a random number table that randomly selects complex, but inexpensive, package. It affords greater opportunity to adjust sample size according to other factors, e.g., the cost of the study.
Returning to the ten institutions, researchers might also use statistical sampiing again. Depending on the research problem and the target population within those institutions (e.g., all or certain library staff, faculty, or students), they might select a random sample of that population. As an alternative, they might stratify the population (e.g., students according to class level or faculty according to the social sciences, humanities, and sciences) and then draw a random sample. Dr. Drott's Random Sampler and Statistical Sample Planner are examples of software useful in drawing a stratified random sample.
Some microcomputer software packages permit the determination of sample size.
Taking a hypothetical example, let us suppose that the staff of a college library wants to survey the student body about its use and nonuse of library services and resources. They would find that a sample size of 384 has 95 percent confidence, plus or minus 5. Using StatPac Gold, as one example, they could adjust the sample size to accommodate the actual size of the student body. Presuming that there were 3,000 students, the adjusted sample size is 340. Now, let's assume that the staff want to examine student use of the Internet or remote use of the online catalog. For that study, they might lack specific information about which students do and do not use either the Internet or the online catalog. In such instances, they might adopt a nonprobability sample and engage in focus group interviewing of actual users and nonusers. 30 As this section indicates, researchers have choices. An examination of the literature referenced in this article as well as published studies will enable them to identify the choices and make appropriate decisions.
CONCLUSION
In designing a research study, it is important to decide whether to study the March 1994 population or a sample. If the decision is to examine a sample representative of the population, the appropriate type of sampling method and sample size must be identified and used; in such an instance, the researcher expects to generalize from the sample to the population. At the same time, sound decisions regarding the reflective inquiry (problem statement, literature review, theoretical framework, logical structure, and, if appropriate, objectivt's, research questions, and hypotheses), methodology, and data analysis and interpretation must be made. 31 David R. Krathwohl reminds researchers that a weak link at any one of these stages may weaken or invalidate study findings, recommendations, and conclusions. 32 Fortunately, "the body of literature on LIS research methods is growing and has more advice than ever to offer readers planning to conduct research, or read research findings, about library and information related problems." 33 Because it is easy and convenient to determine the sample size using some software, novice researchers should first read the sources referenced in this article so as to ensure a proper understanding of the concepts involved and to review the full range of sampling methods that might be used. For some projects, tl\ey should seek assistance from a statistician, other researchers, or a technical assistance group. 25. U.S. General Accounting Office, Using Statistical Sampling, . As the GAO correctly warns, "all statistical software packages can easily be misapplied and their results easily misinterpreted. Sometimes, this is the result of the user's failure to completely understand the assumptions the:package makes in performing the analysis" (215).
