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Abstract. Electroluminescence (EL) imaging is a powerful and established technique for assessing the quality of photovoltaic
(PV) modules, which consist of many electrically connected solar cells arranged in a grid. The analysis of imperfect real-world
images requires reliable methods for preprocessing, detection and extraction of the cells. We propose several methods for those
tasks, which, however, can be modified to related imaging problems where similar geometric objects need to be detected accu-
rately. Allowing for images taken under difficult outdoor conditions, we present methods to correct for rotation and perspective
distortions. The next important step is the extraction of the solar cells of a PV module, for instance to pass them to a procedure
to detect and analyze defects on their surface. We propose a method based on specialized Hough transforms, which allows to
extract the cells even when the module is surrounded by disturbing background and a fast method based on cumulated sums
(CUSUM) change detection to extract the cell area of single-cell mini-module, where the correction of perspective distortion
is implicitly done. The methods are highly automatized to allow for big data analyses. Their application to a large database
of EL images substantiates that the methods work reliably on a large scale for real-world images. Simulations show that the
approach achieves high accuracy, reliability and robustness. This even holds for low contrast images as evaluated by comparing
the simulated accuracy for a low and a high contrast image.
Keywords: Big data, change-point, CUSUM, electroluminescence, image processing, Hough transform, object detection, pattern
recognition, perspective distortion correction, photovoltaics, regression
1. Introduction
The automatic preprocessing of industrial images of
objects is an ubiquitous and important task of quality
control, in order to prepare object extraction, identifi-
cation and its assessment as well as comparisons with
reference images. For example, this applies to high-
resolution imaging technologies to check materials on
a microscopic or nano scale, where position and ori-
entation of the sensor and the sample cannot be per-
fectly controlled. The same issue arises when the ob-
ject of interest is surrounded by background such as a
fluid or gas, or when images are taken in difficult en-
vironments, for example under outdoor (or field) con-
ditions. The latter situation motivated and initiated the
procedures proposed in this paper.
The preprocessing methods proposed and investi-
gated in this article are tailored to electroluminescence
(EL) images of photovoltaic modules and cells, espe-
cially when taken under outdoor conditions, but they
are applicable to various similar imaging problems,
such as the analysis of wafers in CPU production, with
appropriate modifications. Nevertheless, in our exposi-
tion we will focus on the application to imaging in pho-
tovoltaics. The approach presented in this paper has
been used to preprocess a large number of EL images
collected in a panel-type multi-site study [1], in or-
der to prepare them for further statistical analyses. Tai-
lored multiple regression methods have been proposed
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by [2] and applied to images preprocessed using the
method proposed here. In practice, one often computes
certain quality features from the sampled images, and
it is even possible to calculate the operating voltage of
individual solar cells by EL imaging, [3]. When focus-
ing on the problem to accept or reject a lot of photo-
voltaic modules (PV modules) based on statistics de-
rived from such images, we refer to [4–7]. Extensions
to two-point inspection schemes have been proposed
by [8].
In the photovoltaic industry, imaging is a widely es-
tablished tool to assess and inspect the quality of PV
modules and solar cells. For a general overview and
references to established methods aiming at detecting
certain defects and issues such as macro-crack detec-
tion using anisotropic diffusion as in machine vision,
[9] or inspection of electrical contacts, [10], we re-
fer to [11]. EL is one of the most established imag-
ing technologies. It allows a microscopic view into the
crystalline cell material and therefore allows to detect
faults such as micro cracks, cell breaks or intercon-
nect and soldering flaws, which are usually invisible
otherwise, since they are only in effect when the pho-
tovoltaic effect is active. EL inverts that photovoltaic
effect and allows to image the spatial distribution mi-
nority carrier diffusion length, [12]: If a solar cell is
supplied by a DC current, radiative recombination oc-
curs and emits photons (i.e. luminescence), which can
be captured by a charge coupled device (CCD) camera
that is sensitive to the relevant spectrum. Here, long
exposure times are required, such that even infinitesi-
mal movements of the camera or the PV module, for
example due to wind, vibrancy or shocks, may lead to
reduce image sharpness and quality.
Despite the progress, the evaluation of an EL im-
age is usually based on expert knowledge only, [13].
This is mainly due to the lack of appropriate computer-
ized, automatic methods for image processing and ad-
vanced image analysis, which requires accurate detec-
tion of the relevant cell areas in an image, in order to
allow sound statistical analyses of defect. Otherwise,
even simple statistical measures such as the percentage
of low performing cell area can not be determined, and
difference images will show artifacts leading to false
detections. These issues, which are of particular rele-
vance for outdoor imaging, call for tailor-made prepro-
cessing methods as proposed in this paper.
When images are collected under field conditions,
the required outdoor acquisition procedure leads to
several problems that are usually not present in a lab
environment. In brief, the process is as follows: First,
each PV module is disconnected from the grid. Then,
either it is unmounted and carried to a mobile lab
or a frame is mounted, which holds the camera and
protective curtains to shield the module from exter-
nal light sources and allow for long-exposure imaging.
That procedure is highly sensitive to mechanical defi-
ciencies and stress (incorrect mounting of the frame,
imperfect positioning of the camera, vibrancy due to
wind, shocks, residual external light etc.) resulting in
several image processing problems. Firstly, the module
is incorrectly shown on the image, as it can be rotated
in all three dimensions, such that it is neither parallel
to the camera’s sensor nor its center coincides with the
center of the sensor. Secondly, unlike images taken in a
laboratory where a fixed and calibrated environment is
used, the module’s position differs from image to im-
age. See examples of typical EL images in Section 7.
In this paper, we discuss novel methods that allow to
correct for rotation and perspective distortions, to esti-
mate the boundaries of the PV module and to extract
all PV cells, which are the relevant areas where the
photovoltaic effect occurs. To the best of our knowl-
edge, there is no published method for those problems.
One could try to apply methods from machine vision
and learning, [14, 15], especially deep learning neu-
ral networks which allow to approximate square inte-
grable [16]. For image processing and analysis, con-
volutional layers are used to extract local information
which is processed in later layers to detect geometri-
cal shapes. The trained deep learner is then used as a
surrogate model for the unknown optimal classifica-
tion function and approximates the latter under weak
conditions, see [17]. Recent studies, e.g. [18], provided
evidence that image classification by such deep learn-
ers can be improved by data augmentation or denois-
ing prior to classification. But such approaches, espe-
cially data augmentation to deal with noise (see [18,
Sec. 6]), require a large learning sample with known
- manually determined - correct positions of the solar
cells. For the problem at hand this is not feasible. One
could also draw on methods developed for the detec-
tion of quadrilateral documents in images, see [19] and
the references therein. The detection of solar cells in
EL images differs in that the number of quadrilateral
areas is known and fixed, whereas in document pro-
cessing either one quadrilateral is determined or, when
aiming at the detection of paragraphs etc., it is esti-
mated. Hence the number of detected areas and their
relative position may severely depend on the quality of
the image. Contrary, the problem studied here is differ-
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ent and our approach makes use of the specific struc-
ture and always extracts the right number of areas.
In our approach, we rely on two basic approaches.
Firstly, we use the Hough transform, a general ap-
proach to locate objects in images, see the review [20].
We adopt and specialize it to the specific case of EL
images of PV modules and combine it with statisti-
cal robust regression as well as a physical knowledge
about optical distortions, namely rotation and per-
spective distortion. In practice, a further issue arises,
namely radial distortion caused by the camera’s lens.
There are fairly standard methods to correct for it. For
details we refer to [21]. In practice, it is, however,
not always possible to correct for this distortion, and
therefore we propose preprocessing methods that are
to some extent robust with respect to this issue. The
second approach applies the CUSUM change-point es-
timator, see [22], to detect the boundaries of a solar
cell. The CUSUM estimator is the Likelihood estima-
tor for independent Gaussian data assuming common
means before and after the change. It can also be inter-
preted as optimally fitting a model where it is assumed
that there are exactly two different line segments (fore-
ground = cell area and background), which are sepa-
rated by the change-points. To the best of our knowl-
edge, the application of that approach to the problem
of detecting solar cells in PV modules has not been
studied yet.
We discuss two preprocessing work-flows. The first
one applies the tasks of rotation correction, perspec-
tive correction and cell extraction in a sequential way.
It is especially suited for PV modules, which consist
of many solar cells. The second approach is a simpli-
fied and fast procedure, mainly designed for one-cell
modules, which extracts the cell area from the raw im-
age and then applies an appropriate transformation to
output a rectangular shaped image of the cell area.
The paper is organized as follows. Section 2 reviews
the Hough transform often used to detect lines or, more
generally, parametric curves. In Section 3, we describe
a method that allows to correct for the rotation of a PV
module. Section 4 discusses a method for the correc-
tion of perspective distortion. In Section 5, we consider
a specialized Hough transform and propose a method
for identifying the location of a PV module and its
cells, such that they can be extracted from the image.
The simplified fast procedure for one-cell modules is
presented in Section 6. Lastly, Section 7 applies the
methods and algorithms to real images.
2. Hough Transform
The Hough transform is a technique to detect ob-
jects such as lines or circles in images, see [20]. It is
widely known and used in computer vision applica-
tions, [23, 24]. For its efficient computation, several
algorithms have been developed, see [25]. It has also
been extended to identify parametric curves as dis-
cussed and applied in [26].
As a preparation of the proposed algorithms detailed
in the subsequent sections and to introduce required
notation, we give a brief review of a generic Hough
transform. The Hough transform method is applied to
a binary image, for example obtained by thresholding
a gray scale image. We consider a binary image as a
subset Ω ⊂ D, where D is a finite subset of N2 and
N denote the natural numbers. Each element ω ∈ Ω
corresponds to the coordinates of a non-zero pixel of
binary image.
We callH a Hough space or Hough domain, if its el-
ements are parameters representing a curve of interest.
For example, if h = (a, b) ∈ H is a two-dimensional
vector, it represents a line, y = ax + b, with intercept
b and slope a in the image Ω.
The Hough Transform is defined as a mapping
which assigns to each coordinate x ∈ D a set Hx of
curves that go through the point, that is a subset ofH,
P : D → 2H,P(x) = Hx.
where 2H is the powerset of H. In case of the Hough
line transform, we assign a set of lines going through
the point x.
For a given image we are interested in identifying
a single or several parameters of the Hough space,
namely those which should be regarded as curves (or
lines) present in the image. The identification of those
elements in the Hough space is achieved by solving the
following optimization problem.
Let R be a positive number and BR(h) be a neigh-
bourhood of a point h in the space H. Then, the opti-
mization problem is given by∑
x∈Ω
1 {BR(h) ∩ P(x) 6= ∅} → max
h∈H
. (1)
Here 1{A} is equal to 1, if the expression A is true, and
0 otherwise.
The neighbourhood BR(h) is usually selected to be
an Euclidean ball with radius R. Its role is to con-
trol the accuracy of the method in finding a curve.
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Points of the image which are in the neighbourhood are
still regarded as lying on the parametric curve given
by h. One is interested in a global optimum of (1)
when searching for a unique curve. Finding multiple
local maxima corresponds to the detection of multiple
curves.
The optimization problem (1) is solved by using Al-
gorithm 1.
Algorithm 1: Hough optimisation algorithm
1 Select a grid of point in the spaceH. Associate to
each grid point a counter;
2 For each non-zero pixel location x ∈ Ω of the
binary image evaluate the Hough transform
Hx = P(x);
3 For each coordinate h ∈ Hx increment its
associated counter;
4 The result is evaluated by identifying the grid
points with the maximal counter value and those
where local maxima are present.
3. Rotation distortion correction
The procedure to correct for rotation of a PV module
in an EL image is pursued by definining an objective
function that attains its maximum when the PV mod-
ule is correctly positioned in the image. That objective
function uses the fact that after the optimal rotation the
horizontal and vertical lines present in the PV module
induce a pattern in the row and column sums.
Formally, let I be a gray scale image, i.e. a function
I : {1, . . . ,W} × {1, . . . ,H} → R, where H is the
height and W is the width of the image I. Define the
following two vectors RI ∈ RH , CI ∈ RW :
RIj =
W∑
i=1
I(i, j), for j ∈ {1, . . . ,H},
CIi =
H∑
j=1
I(i, j), for i ∈ {1, . . . ,W}.
RI are the column sums of the pixel values and CI are
the row sums.
A PV module is correctly positioned in an EL image
when all grid lines of the PV module are parallel to the
edges of the image. In that case, since the grid lines are
darker than the active crystalline area, we would then
observe negative peaks in the vectors RI and CI . How-
ever, when a PV module is rotated then the pixels cor-
responding to each grid line appear in different coordi-
nates of the vectors RI and CI , and hence, no negative
peaks are present in RI and CI . Therefore, identifying
the optimal rotation angle (i.e. when vectors RI and
CI contain largest peaks) can be done by maximising
variances of the vectors RI and CI .
Define Tα(I) to be an operator that rotates the image
I by the angle α around the image centre. Then, the
objective function f is defined by
f (Tα(I)) := sd(RTα(I)) + sd(CTα(I)),
where sd is the sample standard deviation of a vector,
i.e., for x = (x1, . . . , xn)′ ∈ Rn
sd(x) =
√√√√1
n
n∑
i=1
(xi − x¯)2,
and x¯ is the sample mean. In order to correct for the PV
module rotation, we solve the following optimization
problem
f (Tα(I))→ max
α∈[−pi/4,pi/4]
. (2)
The optimization problem (2) is solved with a sim-
ple golden section optimisation algorithm (see [27]),
as it does not require any additional assumptions on
an image I or the function f . The golden section algo-
rithm is given in Algorithm 2.
Observe that the algorithm does not require a pre-
processing step to detect the edges, which would in-
crease the computational burden. The algorithm can be
applied directly to an EL image.
To summarise, the steps of the PV module rotation
correction algorithm are given in Algorithm 3.
4. Perspective distortion correction
The module rotation transformation discussed in the
previous section models a 2-dimensional rotation of a
PV module in an EL image; it rotates the optical image
of the module on the camera’s sensor. However, a PV
module can be rotated in all three dimensions which
results in a so-called perspective distortion. Physically
that distortion occurs when a PV module surface is not
located perpendicular to the focus line of a camera. In
this section, we present a method to correct for this
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Algorithm 2: The golden-section optimisation al-
gorithm
1 Let f be an objective function to be maximised on
an interval [a, b]. Evaluate f at three probe points
a, b and x0, where x0 is the smallest of the two
points satisfying the golden-ratio relation
b−a
b−x0 =
b−x0
x0−a .
2 Evaluate f at the second golden-ratio point x1.
3 By comparing four evaluated function values
select either the interval [a, x1] or [x0, b] to be a
new search interval.
4 Repeat Step 2 until the interval length is smaller
than a selected ε. The golden-ratio choice of the
probe points guarantees that the three probe
points in the new interval also satisfies the
golden ratio relation. Therefore, at each step only
a single additional function evaluation is
performed.
Algorithm 3: PV module rotation correction
1 Solve optimization problem (2) using the golden
section algorithm (Algorithm 2) and obtain the
optimal rotation angle α0;
2 Rotate the image by the angle α0.
type of distortion. As a result, the image is transformed
in such a way that all PV module grid lines are parallel
to the edges of an EL image.
Correction for perspective distortion is a common
subject in image processing (see [28]). In most cases,
those algorithms employ easily detectable markers on
an image and use their coordinates to estimate the
perspective distortion parameters. In our application,
placing some markers on PV module is not feasible,
and therefore, we need to develop an alternative ap-
proach.
The perspective distortion is physically modelled
by 8 parameters (see [29]). It preserves straight lines.
Therefore, the grid lines of the PV module appear as
straight (though not necessarily parallel) lines in an EL
image.
In order to correct for perspective distortion, we
could follow the same strategy as we use for the cor-
rection of a module rotation, see Section 3. However,
the resulting optimization problem is more complex as
it contains 8 parameters. Numerical studies indicated
that the formulated objective function often has local
minima that do not satisfy our objective, which impede
its application in practice.
Therefore, our strategy of correction for perspective
distortion is as follows. We estimate grid lines using
the Hough line transform and use them to estimate the
perspective distortion parameters. Note that it suffices
to known two vertical and two horizontal lines to deter-
mine the perspective parameters. Our estimator, how-
ever, incorporates all detected grid lines. In this way,
the influence of incorrectly detected lines is reduced
and the method is robust against this type of distur-
bance.
In order to apply the Hough line transform, we need
to obtain a binary image. Instead of simple thresh-
olding of a given image, we use specific versions of
the USAN edge detection algorithm, [30–32] in order
to improve the accuracy of the detection. The USAN
approach aims at reproducing edges and simultane-
ously smoothes homogeneous areas, which increases
the signal-to-noise ratio and leads to improved line de-
tection. A further important motivation for choosing
the USAN edge detector is that it can be designed to
output thick edges. This is beneficial when the grid
lines do not appear as straight lines, e.g. due to the ra-
dial distortion effect or low contrast. In this way the
proposed method is robust with respect to radial dis-
tortion.
We apply the USAN edge detection twice with two
different kernels. Firstly, we apply the edge detector
with vertically positioned rectangular kernel, so that its
sensitivity with respect to vertically positioned edges
is high, whereas its sensitivity to detect horizontal lines
is low. Secondly, we apply the USAN edge detector
with horizontally positioned rectangular kernel, which
is tuned to detect horizontally positioned edges. As a
result, we obtain two binary images: one image with
horizontal and another one with vertical edges.
The Hough line transform is then applied to the re-
sulting edge images. The binary image with horizon-
tal edges is used to detect the horizontal grid lines,
whereas the second image with vertical edges yields
the vertical grid lines. Recall that the result of the
Hough line transform is a collection of lines. In order
to avoid non-grid line detections, we remove those ver-
tical and horizontal lines which have slopes and angles,
respectively, lying outside preselected intervals.
At this stage of the procedure we obtain two data
sets consisting of the detected horizontal and vertical
lines. For each of those data sets linear regressions are
conducted, where the independent variable is the ordi-
nate of a vertical lines (or an abscissa in case of hor-
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izontal lines) and the dependent variable is the corre-
sponding line slope angle. For details and illustrations
we refer to [33]. As a result, we obtain estimates of
the angle of a vertical (horizontal) grid line’s slope as
a function of x (y).
It remains to estimate the perspective distortion pa-
rameters from those functions. Obviously, it is suffi-
cient to specify the coordinates of two quadrangles
(see Figure 1). For that construction fix 4 points M, N,
P and Q. The first quadrangle is the square A′B′C′D′.
The second quadrangle is obtained by considering the
intersection of the following four lines. The first line is
the line passing through the point M with a slope equal
to the value predicted by the simple linear regression
for vertical lines, evaluated at the ordinate of the point
M. The second line is the line passing through the point
N with a slope equal to the predicted value resulting
from the simple linear regression for horizontal lines,
evaluated at the abscissa of the point N. The remaining
lines corresponding to the points P and Q are calcu-
lated analogously.
The resulting coordinates of the two rectangles are
now used to feed the perspective distortion procedures.
In our implementation we use the corresponding func-
tion from the ImageMagick library [34].
A’
B’ C’
D’A
B
C
D
OM P
N
Q
Fig. 1. Scheme of correcting the rectangular
The method of perspective distortion correction
discussed here combines USAN edge detection and
Hough line transform sub-procedures. These proce-
dures have several tuning parameters. The question
arises as to how one should select those parameters. In
order to be able to use one set of tuning parameters for
every EL image, we standardize the image (subtract
mean and divide by standard deviation of pixel value
intensities) and select USAN edge detector and Hough
line transform parameters manually by trial-and-error.
We summarise the perspective distortion correction
procedure in Algorithm 4.
Algorithm 4: PV module perspective distortion
correction
1 Standardise image;
2 Apply vertical and horizontal USAN edge
detection yielding Iv and Ih;
3 Apply Hough line transform to the binary images
Iv and Ih;
4 Threshold vertical and horizontal lines with
respect to the allowed slope angle intervals;
5 Compute two simple linear regressions for the
vertical and horizontal slopes;
6 Use these linear regressions to compute the
coordinates of quadrangles vertices in Figure 1;
7 Apply perspective distortion transformation using
the computed quadrangles vertices.
5. Cell detection
In this section we describe a specialized version of
the Hough transform discussed in Section 2, which
aims at identifying the location of a PV-module and all
solar cells in an EL image. Whereas the Hough trans-
form is often used to detect small, localized objects of
given shape like circles, [20], here we develop a Hough
transform to identify a complex structure (the module
and its grid line structure separating the cells) stretched
out over a large part of the image. We use the Hough
transform to seek that pattern.
Recall from our discussion above that parallel lines
may be bent in a real EL image, due to the effect of
radial distortion. Further, a PV module is usually ro-
tated and not positioned perpendicular to the camera’s
focus axis. The latter results in rotation and perspec-
tive distortions. Although it could be possible to de-
sign an algorithm based on the Hough transform that
takes into account the radial, the rotation and the per-
spective distortion parameters simultaneously, the re-
sulting model contains too many parameters and the
Hough transform optimization problem becomes hard
to compute.
In the first pre-processing step, we first apply the
radial distortion correction procedure as described in
[21], and the rotation and perspective distortion cor-
rection procedures discussed in the previous sections.
Thus, the problem to identify the positions of the mod-
ule and its cells in the image can be reduced to finding
the pattern of grid lines, i.e. a fixed number of vertical
and horizontal lines in the EL image. The problem can
be split into two problems by separately detecting the
vertical and horizontal lines.
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Since the physical dimensions of a PV module are
known, and so are the distances between the grid lines
relative to the size of module, the problem of cell de-
tection can be formulated as follows: detect n paral-
lel lines (see Figure 2) separated by intervals that are
equal to ∆0,∆2, . . . ,∆n−1, where the value n ∈ N and
the quantities
δl :=
l∑
k=0
∆k∑
j ∆ j
, l ∈ {0, . . . , n− 1}
are given.
∆0 ∆1 ∆2
Fig. 2. The (relative) distances between the grid lines of a PV-module
are known. This information can be used for their detection in an EL
image.
In order to formulate the Hough transform method
for the detection of those kinds of patterns, we need to
define the Hough space and Hough transform. The do-
main is D = {1, . . . ,W} × {1, . . . ,H}, where W and
H are width and height of the image. A binary image
can be represented as Ω ⊂ D. Now define the Hough
space as H = {1, . . . ,W}×2. For h = (a, b)T ∈ H the
first coordinate defines the position of the first line and
the second coordinate defines the position of the last
line in the pattern. Locations of other lines can be eas-
ily computed, because the relative distances between
them are known. The Hough transform map P is de-
fined as follows:
P(x, y) :=
n−1⋃
l=0
{(a, b) ∈ H : x = a + δl(b− a)} .
Let us note, firstly, that the map P does not depend
on the second coordinate y. Therefore, the objective
function can be rewritten in the form∑
(x,y)∈Ω
1 {BR(h) ∩ P(x, y) 6= ∅} =
∑
(x,y)∈Ω
y1 {BR(h) ∩ P(x, y) 6= ∅} → max
h∈H
. (3)
The above problem can also be reformulated as
follows. Instead of considering a binary image Ω,
we consider a vector of length W consisting of tu-
ples with an abscissa coordinate and the sum of
pixel values of the column of the image correspond-
ing to that abscissa coordinate. This means, Ω¯ ={
(x, y)T ∈ {1, . . . ,W} × {1, . . . ,H}}, where y is the
x-th column sum of the values of the binary image.
The Hough transform map is the same as in the opti-
mization problem given in (3). By solving the resulting
optimization problem,we identify n peaks in the series
Ω¯ with fixed relative distances between them. An ex-
ample of such a series of column means and its pattern
of local peaks is shown in Figure 3.
∆1 ∆2 ∆3
Fig. 3. The column sums indicate the grid lines.
A further improvement can be achieved by adding
additional constraints on the parameter h ∈ H. Firstly,
it is reasonable to assume that there are two constants
L,U such that L 6 h2 − h1 6 U, where h1 and h2 are
the two coordinates of the vector h. Those constraints
mean that a module has width more than L and less
than U pixels. Secondly, we assume that the PV mod-
ule is located completely inside an EL image, such that
0 6 h1, h2 6 W.
Hence, the final formulation of optimization prob-
lem is given by∑
(x,y)T∈Ω
y1(BR(h) ∩ P(x, y) 6= ∅)→ max
h∈H
L 6 h2 − h1 6 U, 0 6 h1, h2 6 W,
(4)
where R is a method parameter. The parameter R deter-
mines the accuracy of the method by allowing a pattern
to fit imprecisely inside a binary image in the following
sense: The distance between each line and its true po-
sition can be up to R pixels. In our application it turned
out that even small values of R (we chose R = 5) give
accurate results. Further, allowing for such an impreci-
sion automatically provides robustness of the method,
when the pattern lines are slightly distorted by, for ex-
ample, uncorrected radial distortion.
We solve the optimization problem using the method
described in Section 2. The most time-consuming step
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in this optimization is the evaluation of the transfor-
mation map P . For the present setting, this evaluation
boils down to solving a system of linear inequalities.
We list these inequalities in Appendix A.
In order to apply the Hough Transform approach,
introduced above for an EL image, we need to prepro-
cess it to obtain a binary image. For the cell detection
method we use the well-known Canny edge detection
algorithm implemented in the OpenCV library [35].
The cell detection method uses other preprocess-
ing method that require tuning parameters. We choose
those tuning parameters in the same fashion as in Sec-
tion 4 for perspective distortion correction method,
namely, by standardizing the image and choosing pa-
rameters manually.
We summarise the presented method in Algo-
rithm 5.
Algorithm 5: PV module cell detection
1 Standardise image;
2 For a given module type, compute from physical
characteristic δl for vertical and horizontal grid
lines;
3 Apply Canny edge transformation to obtain a
binary image;
4 Perform the Hough Transform optimization twice
with the selected accuracy parameter R for
vertical and horizontal grid lines;
5 Cut the PV cells according to the detected grid
lines.
6. One-Cell-Extraction Based on Change Point
Estimation
In some cases, an image only contains one cell, for
example when so-called mini modules are used. Such
mini-modules are commonly used in photovoltaic re-
search and development, in order to test new tech-
nologies. In this case, the problem breaks down to the
detection of the cell boundaries to remove the back-
ground. Usually, this will result in a quadrilateral due
to the effects discussed in Sections 3 and 4. We pro-
pose to correct for this by applying a mapping which
maps a quadrilateral to a rectangle of arbitrary pixel
resolution. In this way, we obtain a standardized cell
image.
For the task of cell identification, one can use the
following simplified procedure which detects sepa-
rately the four corners and then extracts the associ-
ated quadrilateral representing the relevant cell area.
It uses minimal a priori knowledge about the location
of the cell corners in the sense that one provides four
points which are near the corners but closer to the cen-
ter of the image, so that the associated horizontal and
vertical lines cross the boundaries of the cell. We use
the pixel values on those lines to detect the boundary,
which is represented as a change-point where the (av-
erage) value of the pixels changes. This observation
can be exploited and motivates to use change-point es-
timation methods. It is worth mentioning that this ap-
proach also works, if one needs to extract the smallest
quadrilateral whose sides are boundaries of the object
of interest, e.g. if the corners are rounded as it is the
case for the mini-modules, see Figure 7, such that they
are more or less virtual.
The details are as follows. Assume that the upper
left corner of the image with resolution n × m corre-
sponds to the origin (0, 0) of the image. To detect the
true coordinates (x0,true, y0,true) of the upper left cor-
ner we fix a vertical y-coordinate y0 provided by the
user, which is known to be larger than the y-coordinate,
y0,true, of the corner. The gray values of the pixels lo-
cated on the horizontal row (x, y0), x = 0, . . . , n − 1,
define a sequence X0, . . . , Xn−1, which has a change in
the mean, namely at the index which corresponds to
the pixel where the boundary of the cell area is located.
This change-point can be detected by applying the cu-
mulated sum (CUSUM) change-point estimator, which
is described below. This CUSUM detector outputs xc.
Next we take some horizontal x-coordinate x0, pro-
vided by the user, being larger than the x-coordinate,
x0,true, of the corner. Extract the pixel values located on
the vertical row (line) (x0, y), y = 0, . . . ,m−1, and de-
note them Y0, . . . ,Ym−1. This sequence has a change-
point at the y-coordinate of the boundary, and again we
can detect it by applying the CUSUM detector. It out-
puts yc. The resulting estimate of the coordinates of the
upper left corner is (xc, yc). In a similar way, we can
detect the remaining corners.
The CUSUM approach to estimate the change-point
works as follows: Assume it is fed with a sequence,
X0, . . . , Xn−1, assumed to be a random sample with fi-
nite variance, which has a change in its mean at q. This
means, we assume that
E(Xi) = µ0, i < q
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and
E(Xi) = µ1, i > q.
Here µ0 denotes the mean of the background pixels
and µ1 the mean of the cell area. This model is justi-
fied as a kind of a first order approximation for prac-
tical purposes, assuming that the distance between the
average of the background pixels and the average of
the cell area pixels is much larger than the variation of
the pixels within each of those two segments. It can be
shown that the change-point can be consistently esti-
mated by minimizing the objective function
RSS (k) =
∑
i<k
(Xi − X1:k)2 +
∑
i>k
(Xi − Xk:n)2
where X1:k denotes the arithmetic mean of the first k
observations and Xk:n the arithmetic mean of the re-
maining data points. This means, we minimize the
residual sum of squares calculated under the assump-
tion that the change-point is k; then the mean of the
pre-change observations is estimated by Xk:n and the
mean of observations after the change is estimated by
Xk:n. The term
∑
i<k(Xi − X1:k)2 arising in RSS (k) is
a measure of the variation of the background pixels,
as it is k times the sample variance of those values.
Analogously, the second term in RSS (k) is (n − k)
times the sample variance of cell area pixels. By min-
imizing RSS (k) we select the best fitting model given
the data, and any value k∗ minimizing RSS (k) is opti-
mal in this sense. For independent normal observations
this method is the Maximum Likelihood estimator, see
[22].
The output of the above algorithm is in general a
quadrilateral. Let us denote the coordinates of its cor-
ners by (x1, y1), . . . , (x4, y4), ordered as upper left, up-
per right, lower left and lower right. Suppose that we
want to output an image of resolution W × H. Then
the pixel at location (x, y) of the output image is set to
the value of the pixel (x′, y′) with x′ the largest integer
smaller or equal to
(1−y∗)x1 +y∗x3 +x∗((1−y∗)(x2−x1)+y∗(x4−x3))
and y′ the largest integer smaller or equal to
(1−x∗)y1+x∗y2+y∗((1−x∗)(y3−y1)+x∗(y4−y3)).
where x∗ = x/W and y∗ = y/H. This transformation
maps the quadrilateral to the target rectangle and inter-
polates in between.
7. Application and Simulations
In this section, we apply the proposed methods to
real EL images and report about extensive computer
simulations. The simulations study the accuracy of
the preprocessing method discussed in Sections 3 - 5,
where errors propagated through the stages may ag-
gregate. In a first Monte-Carlo study we sample from
our database of real EL images and, for each sampled
image, simulate distortions due to rotation, perspective
and shift. In a second computer simulation we illus-
trate the sensitivity with respect to image quality in the
sense of contrast. Here, for two selected real EL im-
ages of low and high contrast the accuracy of the pre-
processing work-flow is simulated.
7.1. Application
We apply our methods to a collection of approxi-
mately 2000 EL images. Those images were collected
under outdoor (field) conditions in several solar parks.
They are taken with a special EL camera that is able
to capture the emitted light spectrum from a PV mod-
ule. The images are stored in a JPEG format and have
resolution of approximately 4200× 2800 pixels.
Figure 4 shows the output (right image) of the rota-
tion distortion correction method applied to an EL im-
age (right image). Note that the method outputs a ro-
tated image where all vertical grid lines are parallel to
the image edges. Among 2000 EL images in our data
set there were no images founds, for which the method
did not perform visually correctly. However, as one can
observe in Figure 4, the horizontal grid lines are not
yet perfectly parallel to the edges of the image due to
the perspective distortion.
The application of the perspective distortion correc-
tion method is illustrated in Figure 5. The white grid
lines are added to assist the visual verification of the
achieved distortion correction. Among the 2000 EL
images we analyzed, there are only a few images for
which the method did not work correctly, since only
one vertical or horizontal line was detected, which is
not sufficient to estimate the perspective distortion pa-
rameters.
The perspective distortion correction method relies
on image processing sub-procedures that have several
tuning parameters. The USAN edge detector has three
parameters and we select them to be equal H = 5,
h = 3 and p = 0.4 (see notations in [30]). The Hough
Line Transform we use has two parameters: a line
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Fig. 4. An example of applying rotation correction algorithm. The left image is the original EL image. The right image is the method output.
Fig. 5. Outdoor EL images are affected by perspective distortion (left image), which needs to be corrected in the presence of possibly disturbing
background. The right image shows the output of the proposed method. The white grid lines are added to ease visual evaluation of the result.
threshold equals 50 and the maximum gap between
points forming a line equals 75.
Figure 6 shows the application of the cell detection
method to several preprocessed EL images. We also
applied it to our data base. Among 2000 sample EL
images there were only a couple of images where the
method did not work correctly, as a consequence of
low contrast of the image. It is worth noting that the
method performs well even when not all cells in the
module are connected to a circuit or if they are heavily
damaged.
The cell detection method uses Canny edge detec-
tor, a procedure that has three tuning parameters. The
lower threshold parameter is chosen to be equal 25,
the upper threshold parameter equals 75 and the kernel
size equals 3. Furthermore, the Hough transform has
itself a single tuning parameter R = 5. The (relative)
distances between the grid lines have been measured
by hand, as in our EL images database there are only 4
different types of modules.
Lastly, Figure 7 shows the application of the simpli-
fied, fast CUSUM procedure to extract the solar cell
from a mini-module. It can be seen that the approach
works reliable and extracts the solar cell with high ac-
curacy.
7.2. Database simulation
To assess the performance of the proposed methods
we employ the following scheme. First, all images of
the database were corrected using the proposed prepro-
cessing work-flow. The resulting corrected database
was taken as ground truth. Next, a random sample of
100 images was drawn. To each sampled image simu-
lated random rotation, perspective and shift distortions
were applied by drawing the characterizing parameters
from probability distributions. The details of this pa-
rameterization and the choice of the distributions are
given below. For every type of distortion (rotation, per-
spective, shift) 100 different parameters resp. parame-
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Fig. 6. Examples of cell detection algorithm. The left images are EL images with corrected perspective distortion. The right images are images
with detected PV cells combined together to form the original PV module
ter vectors were drawn resulting in a total of 104 im-
ages to which the preprocessing procedure was ap-
plied.
The accuracy of the method is measured by com-
paring the known (simulated) parameter vector, θ, of
distortion parameters with the estimated one, θ̂, calcu-
lated from the preprocessing output image. As a mea-
sure we use the sum of absolute deviations (Manhattan
distance),
S AD =
∑
i
|θi − θ̂i|,
separately calculated for rotation, perspective, mod-
ule position and module size. In total, this simulation
scheme provides 104 values of each SAD, and these
distributions were analyzed.
Before discussing the results, let us describe the de-
tails of the simulation step:
The rotation distortion is governed by a single pa-
rameter, the rotation angle, which is drawn from a uni-
form distribution on the interval [−20, 20] (measured
in degrees).
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Fig. 7. EL image of a mini-module (left) and the extracted and rescaled cell area using the one-cell extraction method.
The perspective distortion is governed by 8 parame-
ters, namely the coordinates of the distorted rectangle
in Figure 1). We sample those 8 parameters uniformly
in a hyper-interval in such a way that the variation of
the boundary lines of the rectangular PV module is ap-
proximately ±5 degrees.
Lastly, the shift was simulated with periodic bound-
ary conditions, i.e. on a torus, in such a way that the
PV module lies within the original image boundaries.
This shift is parameterized by a two-dimensional vec-
tor: shifts along x and y axes. In addition, we consid-
ered the associated module size as a parameter.
It is worth mentioning that the ranges of the uniform
distributions used here to simulate distortion effects
lead to stronger distortions than present in our database
of real EL images. These images were collected under
outdoor conditions without demounting the PV mod-
ules, and therefore one can expect even higher accu-
racy when using the approach for image data collected
under well-controlled conditions or in a lab.
After applying the simulated distortion effects, the
preprocessing work-flow including the cell detection
stage was run. Then the estimated parameter vector θ̂
and its Manhattan distance to θ were determined. For
the shift parameters the calculations are somewhat in-
volved: For a PV module the distance between its top-
left corner x coordinate on the original module (before
applying the random distortions) and its top-left corner
x coordinate on the output image (after applying pre-
processing and cell detection) were calculated. Adding
the corresponding distance of the y coordinates gives
the value of the SAD. At this point, it is worth recall-
ing that the cell detection method was applied with ac-
curacy parameter R = 5.
The resulting distribution of the accuracy measured
by SAD is depicted in Figure 8, where boxplots for
the SAD of rotation, perspective, module position and
module size are shown. The results demonstrate the
high accuracy of the approach. For example, the mea-
sure for perspective distortion, the sum of the distances
(in degree) of all four sides, is less than 1 degree ex-
cept a few outliers and not larger than 0.6 degree for
3/4 of the cases.
We also remark that all preprocessing methods are
applied with a fixed set of tuning parameters. The sim-
ulations not presented here indicate that there is al-
most no variation in performance for different EL im-
ages, and therefore, the selected set of tuning param-
eters adapt well for images in our database. However,
there are few cases of images with relatively low visual
contrast where a small difference in performance can
be noticed. We address this issue in the next section.
7.3. Simulations for low and high contrast EL images
In order to investigate how the proposed approach
performs depending on the image quality of an EL im-
age, we selected two images from the database which
are shown in Figure 9. On a high contrast image (right
image in Figure 9) the grid lines are much better re-
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Fig. 8. Performance of the preprocessing methods for the database. Left to right: rotation distortion correction, perspective distortion correction
and cell detection accuracy
produced than on a low contrast image (left image).
The selected low contrast image also suffers from se-
vere vignetting, i.e. darkening of the corners, and it
is somewhat underexposed. The inhomogeneity of the
cell area, due to the multicrystalline silicon of that
module, is also more pronounced than for the high con-
trast image. The question arises to which extent this
has an effect on the accuracy of our method.
The simulation scheme discussed above in detail
was run for both images providing two distributions of
sum of absolute differences (SAD) measure for each
of the effects (rotation, perspective, module position,
module size). The result is shown in Figure 10. It can
be seen that image quality in terms of low contrast
has an impact, but the accuracy is still very good. We
may conclude that the proposed preprocessing frame-
work is capable of dealing with low image contrast EL
images. As a consequence, when mainstreaming the
approach in an industrial production, one can expect
reliable, robust and accurate performance even under
high-throughput conditions.
8. Conclusions
Motivated by the problem to preprocess and analyze
electroluminescence images of photovoltaic modules
and detect all solar cells, this paper proposes a compre-
hensive methodology for preprocessing image data by
correcting for distortions due to rotation, perspective,
location and size. Further, two methods are proposed to
detect and extract cells from an image, and the autom-
atized algorithm outputs an image where the extracted
and standardized cells are put together. The methods
are optimized and to some extent tailor-made for pho-
tovoltaic images. But they can be certainly adapted to
similar industrial imaging applications where the same
problems arise. For example images of wafers consist-
ing of electrical circuits such as CPUs, which are also
arranged at fixed distances.
The approach combines specialized Hough trans-
form algorithms, statistical tools such as robust regres-
sion and change-point estimation, as well as a priori
knowledge from technical specifications, in order to
provide a reliable and automatized work-flow to pro-
cess such image data with high accuracy.
Extensive simulations were conducted to assess the
accuracy of the methods for a database of real im-
ages from photovoltaics. One may conclude from the
numerical results of these simulations that the overall
procedure is accurate and reliably works even for mas-
sive image data sets. There are only a few cases where
the distortions and/or the module position and size can
not be recovered accurately. From a second simulation
study, conducted for selected low and high contrast im-
ages, we can conclude that the approach is capable of
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Fig. 9. An example of two images with low (left image) and high (right image) contrast
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Fig. 10. Comparison of the performance for selected images with visually high and low contrast, respectively. Left to right: rotation distortion
correction, perspective distortion correction and cell detection accuracy
dealing with low image quality as well. As a conse-
quence, the approach reliably works for outdoor im-
ages and, when mainstreaming the proposal in indus-
trial production, one can expect that it works well and
reliable even under high-throughput conditions where
ideal imaging conditions are difficult to guarantee.
Future work could study the adaption to other solar
cell technologies, especially thin-film solar cells, take
into account imaging schemes where each EL image
consists of several pictures, as well as extend and adopt
the approach to similar industrial imaging problems.
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Appendix A. Appendix
Denote dl :=
√
(1− δl)2 + δ2l , then conditions for
the indicator function in (4) being non-zero are given
by
BR((a, b)) ∩ P(x, y) 6= ∅ ⇔ ∃l = 0, . . . , (n− 1) :
|a(1− δl) + bδl − x| 6 Rdl,
subject to conditions
0 6 a, b 6 W, L 6 b− a 6 U.

b 6min
(
1+Rdl
δl
,W
)
b >max
(
1−W(1−δl)−Rdl
δl
, L
)
a 6min
(
1−bδl+Rdl
1−δl ,W, b− L
)
a >max
(
1−bδl−Rdl
1−δl , 0, b− U
) .
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