Abstract. We study polynomials with coefficients in a field L as dynamical systems where L is any algebraically closed and complete ultrametric field with dense valuation group and characteristic zero residual field. We give a complete description of the dynamical and parameter space of cubic polynomials. In particular we characterize cubic polynomials with compact Julia sets. Also, we prove that any infraconnected connected component of a filled Julia set (of a cubic polynomial) is either a point or eventually periodic. A smallest field S with the above properties is, up to isomorphism, the completion of the field of formal Puiseux series with coefficients in an algebraic closure of Q. We show that some elements of S naturally correspond to the Fourier series of analytic almost periodic functions (in the sense of Bohr) which parametrize (near infinity) the quasiconformal classes of non-renormalizable complex cubic polynomials. Our techniques are based on the ideas introduced by Branner and Hubbard to study complex cubic polynomials.
Introduction
The aim of this paper is to study the dynamics of polynomials over a complete algebraically closed ultrametric field L with a dense valuation group and characteristic zero residual field. In particular, such a field L is an extension of Q and induces the trivial valuation in Q. Our interest arises from the extensive research on the dynamics of rational functions over C and the recent one over C p . Fields such as L seem to be a natural dynamical space to explore the interplay between non-archimedean and complex dynamics. The focus of this paper is on cubic polynomials. We will show that the techniques developed by Branner and Hubbard [BH1, BH2] to study complex cubic polynomials merge with some basic ideas from p-adic dynamics to give a complete picture of the dynamical behavior and the parameter space of cubic polynomials in L. Moreover, we will show that the dynamics of a family of cubic polynomials acting on S, a smallest ultrametric field with the above properties, is intimately related to the structure of the parameter space of complex cubic polynomials near infinity. In particular, we show that some elements of S naturally correspond to the Fourier series of analytic almost periodic functions (in the sense of Bohr) which parametrize (near infinity) the quasiconformal classes of non-renormalizable complex cubic polynomials.
Let us now describe the context and statements of our main results in more detail. For this let us fix a field L with the above properties. For the sake of simplicity we restrict to polynomial dynamics. Given a polynomial ϕ with coefficients in one of the fields C, C p or L, the set of non-escaping points is the filled Julia set K(ϕ) and its boundary J(ϕ) is called the Julia set of ϕ. The complement of the Julia set is the Fatou set F (ϕ) (see [M2] and Chapter 6 in [R1] ).
In complex polynomial dynamics it is useful to study the connected components of the filled Julia set. Non-archimedean fields are totally disconnected and, following Rivera [R1] , the analogue discussion requires to replace the definition of connected component by the weaker notion of infraconnected component (see Subsection 2.5). In [Bn3] , Benedetto gives examples of polynomials ϕ in C p which have non-trivial wandering infraconnected components in K(ϕ) . That is, an infraconnected component C which is not a singleton and such that the iterated images of C under ϕ are pairwise disjoint. These examples rely on the presence of a fixed infraconnected component of the filled Julia set with "inseparable reduction" (compare with [Fe] ). A non-trivial infraconnected component of K(ϕ) is automatically a ball contained in the Fatou set (see Subsection 2.5). Thus a main difference with complex dynamics appears, since it follows from a Theorem by Sullivan (e.g., see [M2] ) that a wandering connected component of a complex filled Julia set is contained in the Julia set. The examples of p-adic polynomials with non-trivial wandering infraconnected components show that the analogue statement of Sullivan's Theorem is false in p-adic dynamics. Since the residual field of L has characteristic zero there are no inseparable components and we show that the situation is similar to that in C. In fact, to prove the theorem below we adapt Branner and Hubbard's techniques used in [BH2] to show that the filled Julia set of any complex cubic polynomial does not have non-trivial wandering components.
Theorem 1. For any cubic polynomial ϕ ∈ L[ζ], every infraconnected component of the filled Julia set is either a singleton or eventually periodic.
The field L is not locally compact. Nevertheless some polynomial Julia sets in L are non-empty and compact. In particular, we show that if ϕ ∈ L[ζ] is a polynomial of degree d ≥ 2 with all its critical points escaping, then the Julia set J(ϕ) is a non-empty compact set and the dynamics over it is topologically conjugated to the one-sided shift on d symbols (Theorem 3.1) . This is the analogue of a classical result in complex dynamics (e.g., see Theorem 9.9 in [Bl] ). In p-adic dynamics, a similar statement is false.
The question of characterizing compactness in p-adic dynamics has been addressed by Bezivin in [Bz] where it is shown that an obstruction for a Julia set to be compact is the existence of non-repelling cycles. For cubic polynomials in L we show that the absence of non-repelling cycles is in fact equivalent to the compactness of the Julia set. Also, we show where in the parameter space P 3 (L) of cubic polynomials those with non-empty and compact Julia set may be found. More precisely, we work in the parameter space P 3 (L) formed by the polynomials of the form:
ϕ α,β (ζ) = ζ 3 − 3α 2 ζ + β where (α, β) ∈ L 2 . Thus parameter space is naturally identified with L 2 . As suggested by the previous paragraph, we say that the shift locus S 3 (L) is the subset of P 3 (L) formed by the polynomials with all their critical points escaping. Now our characterization of compact Julia sets reads as follows:
Theorem 2. Let ϕ ∈ P 3 (L) be a cubic polynomial. Then the following are equivalent:
(i) The Julia set J(ϕ) is a compact non-empty set.
(ii) J(ϕ) = K(ϕ).
(iii) All the cycles of ϕ are repelling.
(iv) ϕ is in the closure of the shift locus S 3 (L).
The previous results rely on the detailed study of both the dynamical and parameter space of cubic polynomials contained in sections 4 and 5. One interesting consequence of our description of parameter space we show that the subset H of P 3 (L) formed by all the polynomials whose Julia set is critical point free is open and dense (see Corollary 5.22 ). According to Benedetto [Bn2] , polynomials in H exhibit some sort of hyperbolicity over their Julia set. Another consequence of our description is the existence of cubic polynomials with coefficients in Q a ((t)) (the formal Laurent series with coefficients in an algebraic closure of Q) which have a recurrent and non-periodic critical point (Corollary 5.23).
The situation for quadratic polynomials in L is rather trivial. If the critical point of a quadratic polynomial is non-escaping, then the filled Julia set is a closed ball and all the cycles are non-repelling. Otherwise, the filled Julia set is a Cantor set and all the cycles are repelling. The situation for polynomials of degrees greater than 3 is more subtle. Nevertheless, for polynomials of any degree (≥ 2) with coeffiecients in a smallest field S, we conjecture that the statement of the theorems above still hold.
Let us now outline the results which establish a connection between dynamics over S and C. In complex cubic polynomial dynamics we work in the parameter space P 3 (C) formed by all the polynomials of the form:
where (a, b) ∈ C 2 . This parameter space is naturally identified with C 2 . Note that the critical points of g a,b are ±a. If the critical point +a lies in K(g a,b ) we denote by C a,b (+a) the connected component of K(g a,b ) that contains +a. We are interested in the set A C := {(a, b) ∈ C 2 / + a ∈ K(g a,b ) and C a,b (+a) is not periodic}.
Equivalently, A C consists of the polynomials such that the critical point −a escapes and that are not renormalizable about the critical point +a.
The field of formal Puiseux series Q a t is an algebraic closure of the field formal Laurent series Q a ((t)) with coefficients in the algebraic closure Q a of Q. We always regard Q a as a subset of C. The field S is, up to isomorphism, the completion of Q a t with respect to an appropriate valuation (see Subsection 2.1). So for the rest of this paper S will denote the completion of Q a t . The elements of S may be identified with series of the form ζ = λ∈Q a λ t λ where a λ ∈ Q a and the set {λ / a λ = 0} is discrete and bounded below in R. An automorphism σ of S over Q a ((t)) will play an special role in our work. More precisely, we let σ be the unique automorphism of S such that σ(t 1/m ) = e 2πi/m t 1/m for all m ∈ N.
Consider the family of cubic polynomials in S:
where β ∈ S. Here the critical points are ±t −1 and if t −1 ∈ K(ϕ β ) we denote by IC β (t −1 ) the infraconnected component of K(ϕ β ) that contains t −1 . Now the analogue of A C is A S := {β ∈ S / t −1 ∈ K(ϕ β ) and IC β (t −1 ) is not periodic}.
To state the correspondence between A S and A C we also need to introduce, for ǫ > 0, the infinite strip
Theorem 3. There exists ǫ > 0 such that for all β = λ∈Λ a λ t λ in A S the series λ∈Λ a λ e 2πiT λ is the Fourier series of an analytic almost periodic function b β : H ǫ → C. Moreover,
is a well defined surjective map which is continuous in (T, β) and holomorphic in T . Furthermore,Φ projects to a homeomorphism:
where ∼ is the smallest equivalence relation that identifies (T − 1, β) with (T, σ(β)).
For a short summary regarding almost periodic functions see Subsection 6.6. As an immediate consequence we recover (near infinity) a result by Branner and Hubbard which says that the local structure of A C is that of a totally disconnected set cross a disk. However, in the proof of the previous theorem we use two important ideas introduced by Branner and Hubbard: the wringing construction and the tableaux. Thus, the theorem above and some direct consequences cannot be regarded as independent from Branner and Hubbard's work. From the complex dynamics viewpoint, the novelty is the natural parametrization for A C near infinity which is a manifestation of the interplay between the dynamics over S and C.
The proof of Theorem 3 relies in our description of the parameter space P 3 (L) achieved in Section 5 as well as some complex dynamics techniques.
Let us now outline the structure of the paper: Section 2 consists of some preliminaries. After giving a short discussion about the smallest field S we summarize the basic properties of the action of polynomials on L. Then we introduce "affine partitions" of a closed ball (which in the language of [E2] are the "classes" of a closed ball) and show that polynomials act on affine partitions. We continue with some dynamical aspects of polynomials in L such as their Fatou and Julia sets, and infraconnected components of their filled Julia set. Simultaneously we discuss the basic combinatorial structure of the dynamical space of polynomials in L given by balls and annuli of level n.
Section 3 is devoted to the proof of Theorem 3.1 which describes the Julia set of polynomials with all their critical points escaping.
Section 4 contains a detailed study of the geometry of the filled Julia set of cubic polynomial with one critical point non-escaping and the other one in the basin of infinity. This study is based on Branner and Hubbard's ideas for organizing the relevant combinatorial information by introducing marked grids and tableaux. This section concludes with the proof of a stronger version of Theorem 1, a corollary which establishes the equivalence of (i) through (iii) as stated in Theorem 2 and Proposition 4.12 regarding the topological entropy of cubic polynomials.
In Section 5 we give a detailed description of the parameter space P 3 (L). At the end of this section the reader may find the proof of Theorem 2.
In Section 6 we prove Theorem 3. Here the key to pass from S to C are the Puiseux series of the ends of periodic curves in P 3 (C).
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Preliminaries
Throughout the paper L will denote an algebraically closed field endowed with a non-archimedean valuation | · | o such that L is complete, the residual field L has characteristic zero and the valuation group |L ⋆ | o is dense in (0, +∞).
Remark 2.1. The residual field L has characteristic zero if and only if L ⊃ Q and |x| o = 1 for all x ∈ Q * = Q \ {0}.
2.1. Example. Let Q a ((t)) be the field of formal Laurent series in t with coefficients in Q a ⊂ C where Q a is the algebraic closure of Q. Given a non-zero Laurent
define the order of ζ by o(ζ) := min{j / a j = 0}
and consider the non-archimedean valuation in Q a ((t)) given by
The field of formal Puiseux series with coefficients in Q a , denoted Q a t , is the algebraic closure of Q a ((t)) (e.g., see page 17 in [C-A] ). The elements of Q a t may be identified with the Laurent series in t 1/m for some m ∈ N. That is, for any ζ ∈ Q a t there exists m ∈ N such that
The unique extension of | · | o from Q a ((t)) to Q a t is given by
where o(ζ) = min{j / a j = 0} m provided that ζ = 0. The valuation group of Q a t is e Q .
We denote by S the completion of Q a t . The elements of S may be identified with the series ζ = λ∈Q a λ t λ where a λ ∈ Q a and the set {λ / a λ = 0} is discrete and bounded below in R.
Since S is the completion of an algebraically closed field we have that S is also algebraically closed (e.g., see [Ca] ).
The field L contains a copy of S. In fact, given ζ ∈ L such that 0 < |ζ| o < 1 it is not difficult to show that ι :
extends to a monomorphism ι : S → L. Therefore S is the smallest algebraically closed complete field such that the residual field S = Q a has characteristic zero and
Polynomial maps in L.
In this subsection we summarize some basic properties of polynomial maps in L. Although most of these properties also hold for the larger class of holomorphic maps we only state them for polynomials in order to keep the exposition as simple as possible.
For r ∈ |L ⋆ | o and ζ 0 ∈ L we say that
is an irrational ball. The reader should be aware that, in despite these names, topologically speaking every ball is open and closed.
Consider
is called the degree of ϕ at ζ 0 and denoted by deg ζ0 (ϕ). If the degree of ϕ at ζ 0 exceeds 1, we say that ζ 0 is a critical point of multiplicity
for all ζ ′ ∈ B ′ , then we say that ϕ :
Polynomials map balls onto balls (see [R1] page 29):
Then the following hold:
where Crit(ϕ) is the set formed by the critical points of ϕ.
Statement (iv) makes a substantial difference between dynamics over fields with characteristic zero residual fields (e.g., L) and dynamics over fields with residual fields with non-vanishing characteristic (e.g., C p ).
Sketch of the Proof. Statements (i)-(iii) follow by inspection of the Newton polygon of ϕ. We refer the reader to [Ca] for background on Newton polygons and [R1] for a proof of (i)-(iii) in the context of p-adic holomorphic functions that applies without modifications to our context. Statement (iv) follows from a simple observation. Without loss of generality we may assume that: B and ϕ(B) are balls which contain the origin, ϕ(0) = 0, and ϕ ′ (0) = 0. Since natural numbers have valuation 1, the Newton polygon of ϕ translated to the left by 1 and restricted to the right half plane is the Newton polygon of ϕ ′ . It then follows that the number of zeros of ϕ in B minus 1 coincides with the number of zeros of ϕ ′ in B. 2
We say that A ⊂ L is an annulus if
for some ζ 0 ∈ L and some interval I ⊂ (−∞, ∞). We say that A is an open (resp. closed) annulus if I is open (resp. closed) interval. The length of I is by definition the modulus of A, denoted mod A. The next proposition describes how the modulus of an annulus changes under the action of a polynomial ϕ.
The statement of Lemma 5.3 in [R2] is the same than the one of the previous proposition but in the context of holomorphic functions in C p . Rivera's proof applies to our setting as well.
We will also need the following version of Schwarz's Lemma (see [R1] )
Moreover, equality holds at some ζ 1 , ζ 2 in (1) or at some ζ 1 in (2) if and only if equality holds for all ζ 1 , ζ 2 in (1) and all ζ 1 in (2).
The next lemma will be useful to count the number of fixed points inside a given closed ball. 
Proof. Without loss of generality B = B + 1 (0). In the case that there exists ζ 0 ∈ B such that |ϕ ′ (ζ 0 )| o > 1, after conjugation by ζ → ζ − ζ 0 , we may assume that ζ 0 = 0. It follows that the Newton polygons for ϕ(ζ) and ϕ(ζ) − ζ coincide and therefore | Fix B (ϕ)| = deg B (ϕ).
For the case in which |ϕ
and observe that ϕ(B) = B and that |α k | o ≤ 1 for all k. Also, the number of zeros of ϕ in B is deg B (ϕ) and coincides with the maximal index k for which
2.3. Affine Partitions. In the study of iterations of rational functions on p-adic fields it is useful to consider their action on projective systems (see [R1] ). For polynomials the situation is simpler and we will just need to consider affine partitions (compare with the "classes" of a ball in [E2] ). By definition, the canonical affine partition
is the collection of equivalence classes of the ring O L = B + 1 (0) modulo the ideal M L = B 1 (0). The affine partition P B0 associated to a closed ball B 0 is:
where h : L → L is an affine map such that h(B 0 ) = B + 1 (0). Affine partitions are parametrized by the residual field L and the parametrization is unique up to L-affine maps. Therefore, affine partitions inherit the affine structure of A 1 ( L).
Denote by P 0 and P 1 the associated affine partitions. Then: (i) There is a well defined induced action on the affine partitions given by:
Moreover, ϕ * is a polynomial from the affine structure of P 0 to that of
Proof. We first apply an affine change of coordinates in the domain and the range so that
) and ϕ * , in these coordinates, becomesφ. From where (i) and (ii) easily follow.
For (iii), without loss of generality we may assume that B = ϕ(B) = π −1 (0). Under this assumptionφ(ζ) =α jζ j + O(ζ j+1 ). It follows that j is the smallest index such that |α j | o = 1. Looking at the Newton polygon of ϕ we conclude that j is the degree of ϕ : B → B and (iii) follows. 2 2.4. Fatou and Julia Sets. The chordal metric on L is defined by
The Fatou set F (ϕ) is the set formed by all ζ 0 ∈ L for which there exists a neighborhood U of ζ 0 such that {ϕ n : U → L} n≥1 is an uniformly Lipschitz collection of functions (with respect to the chordal metric). The Julia set J(ϕ) is the complement of the Fatou set. That is,
According to Hsia [Hs] , a sufficient condition for the collection
to be uniformly Lipschitz is that
Given ϕ ∈ L[ζ], in analogy with complex polynomial dynamics, the filled Julia set is defined by
That is, the filled Julia set is the complement of the basin of ∞. Although J(ϕ) might be empty (e.g., J(ζ 2 ) = ∅) the filled Julia set K(ϕ) is always non-empty since K(ϕ) contains the periodic points of ϕ. According to Proposition 6.2 in [R1] a polynomial Julia set can be characterized as follows:
2.5. Dynamical balls and infraconnected components of a filled Julia set. Throughout this subsection, let ϕ be a degree d > 1 polynomial of the form:
where α d = 0. Following Section 6.1 of [R1] , let
Proof. After an affine conjugacy ψ becomes ϕ(ζ)
Hence, if R ϕ = 1, then K(ϕ) = B + 1 (0). Otherwise, R ϕ > 1 and from the Newton polygon of ϕ we deduce that there exists ζ 0 such that |ζ 0 | o = R ϕ and ϕ(ζ 0 ) = 0 ∈ K(ϕ).
2 Definition 2.8. We say that
is the union of finitely many pairwise disjoint closed balls which we call level n dynamical balls.
Later we will introduce "parameter" balls of level n. Often, when clear from the context, a dynamical ball will be simply called a ball.
Observe that each ball of level n > 0 is contained in exactly one of level n − 1 and maps onto a level n − 1 ball.
The map ϕ acts on ends. In fact, given an end E = {D n (E)} let D n (ϕ(E)) = ϕ(D n+1 (E)) for all n ≥ 0. It follows that ϕ(E) := {D n (ϕ(E))} is an end which we call the image of E under ϕ. 
ζ is a singleton if and only if ζ ∈ J(ϕ).
A well known result in complex polynomial dynamics states that the filled Julia set of a polynomial f is connected if and only if all the critical points of f have bounded orbit (e.g., see Theorem 9.5 in [M2] ). We obtain a similar result for polynomial dynamics in L:
Proof. First suppose that Crit(ϕ) ⊂ K(ϕ). In view of Lemma 2.7 we may assume the R ϕ = diam K(ϕ). From Proposition 2.2 (iv) it follows that there exists a unique level 1 dynamical ball D 1 which must coincide with the level 0 ball D 0 since
If Crit(ϕ) ⊂ K(ϕ), then there exist a level with at least two disjoint balls, say B 1 and B 2 . Each one of these balls B i contains a periodic point ζ i because there exists k such that ϕ k (B i ) B i (Lemma 2.5). It follows that the infraconnected components C(ζ 0 ), C(ζ 1 ) of K(ϕ) containing ζ 0 , ζ 1 (respectively) are distinct and therefore K(ϕ) is not infraconnected.
2
Regarding compactness of J(ϕ) we obtain the following result.(Compare with [Bz] .)
following hold: (i) If J(ϕ) is compact and non-empty, then every infraconnected component of
(ii) If every infraconnected component of K(ϕ) is a singleton, then all the cycles of ϕ are repelling.
Proof. For (i) we proceed by contradiction and suppose that J(ϕ) is compact and non-empty and that there exists and end E = {D n } such that C = ∩D n is a ball.
. Therefore, after passing to a convergent subsequence we obtain a limit point ζ ∈ J(ϕ) ∩ C = ∅ which is a contradiction.
For (ii), suppose that ζ 0 is a period p periodic point. Then {ζ 0 } = ∩D n (ζ 0 ) where D n (ζ 0 ) is the level n ball containing ζ 0 . The orbit of ζ 0 does not contain critical points, for otherwise the infraconnected component of ζ 0 in K(ϕ) would contain points that are attracted to the cycle of ζ 0 . Hence, for n large
Points and Annuli of level
is the level 0 ball of ϕ. In this case we say that ζ is a level n point. Note that ζ is a level k point for all k ≤ n. Also, ζ is contained in a unique level n ball denoted D n (ζ). The radius of D n (ζ) will be denoted by r n (ζ). Now letr denote the radius of ϕ(D 0 ). We say that A 0 = Br(0) \ D 0 is the level 0 annulus of ϕ. For n ∈ N, we say that the annulus of level n around ζ is A n (ζ) = B rn−1(ζ) (ζ) \ D n (ζ) where ζ is a level n point. Note that:
Similarly if E = {D n } is an end, then we denote by D n (E) the ball of level n participating in E and its radius will be denoted by r n (E).
We omit the straightforward proof of the following result which shows the importance of studying the convergence of the sum of the moduli of annuli.
Lemma 2.13. Let ζ ∈ K(ϕ) and E be an end. Then the following are equivalent:
Polynomials with all critical points escaping
The Julia set of a degree d > 1 polynomial f : C → C with all its critical points escaping is a Cantor set. Moreover, the dynamics over its Julia set J(f ) is topologically conjugated to the one-sided shift on d symbols and f is uniformly expanding in a neighborhood of J(f ) (e.g., see Theorem 9.9 in [Bl] ). The aim of this section is to prove the analogous result for polynomials acting on L.
is topologically conjugated to the one-sided shift on d symbols. Moreover, ϕ is uniformly expanding in a neighborhood of J(ϕ). In particular, K(ϕ) is a Cantor set and J(ϕ) = K(ϕ). Furthermore, the intersection of every end is a singleton.
Before proving the theorem let us be more precise about the meaning of uniformly expanding maps. (compare with Definition 3.1. in [Bn2] and Definition 3 in [Bz] ).
Definition 3.2. We say that ϕ is uniformly expanding on a neighborhood V of J(ϕ) if there exist real numbers 0 < c 1 < c 2 , a bounded continuous function
To prove the theorem we will need to label level n balls: 
We construct the labelling L recursively. Suppose that all level n balls have been labelled. Consider a pair of level n balls
Repeating this process for all pairs
Properties (i) through (iii) are easily checked for this labelling. 2
Proof of Theorem 3.1. Consider a labelling as in the previous lemma. Let N ≥ 1 be such that ϕ N (ω) / ∈ D 0 for all critical points ω. That is, the level N balls are critical point free and therefore each level N ball maps bijectively onto one of level
We first show that the intersection of every end E = {D n } is a singleton. For this we consider the metric on ϕ
where r N (ζ) denotes the radius of the level N ball which contains ζ. Let
By Schwarz Lemma,
From the completeness of L we conclude that the intersection of E is a point. By Lemma 2.10, every infraconnected component of K(ϕ) is a point and
The labelling of the previous lemma determines an itinerary for each end. Namely, let Ends denote the collection of all ends and
It follows that the itinerary function is bijective. Moreover, for ζ ∈ K(ϕ), let E(ζ) = {D n (ζ)} be the end with intersection {ζ}. Then the map ζ → it (E(ζ)) gives the desired topological conjugacy between ϕ : K(ϕ) → K(ϕ) and the onesided shift on d symbols. 2
Cubic polynomials: the dynamical space
From Corollary 2.11 and Theorem 3.1 we conclude that the filled Julia set of quadratic polynomials is either a closed ball or a Cantor set according to whether the unique critical point belongs to the filled Julia set or escapes to infinity. For a cubic polynomial ϕ ∈ L[ζ] we have three possibilities: (i) All the critical points escape to infinity. In this case K(ϕ) is a Cantor set (Theorem 3.1).
(ii) All the critical points belong to K(ϕ). Here K(ϕ) is a closed ball (Corollary 2.11).
(iii) One critical point escapes to infinity and the other belongs to K(ϕ). The aim of this section is to describe K(ϕ) for polynomials as in (iii).
4.1. Branner-Hubbard Tableaux. Our standing assumption for this subsection is that ϕ is a cubic polynomial with two distinct critical points
The level 0 annulus of ϕ will be denoted A 0 . (see Lemma 2.7 and Definition 2.8).
According to Lemma 2.13 to study the geometry of K(ϕ) it is convenient to compute the moduli of the annuli of level n, for all n. The next pair of lemmas describe the behavior of level n annuli under iterations:
There are exactly two level 1 balls:
Following Branner and Hubbard we say that γ + as in the lemma is the cocritical point of ω + .
Proof. For (i) we proceed by contradiction, if ϕ(ω − ) ∈ D 0 , then both critical points must be in the same level 1 ball. Hence there would be a unique level 1 ball which contains K(ϕ) and has radius strictly smaller than R ϕ which is a contradiction since
To prove statements (ii) and (iii) just observe that from (i) it follows that deg D1(ω + ) (ϕ) = 2. Thus there exists another level 1 ball which maps onto D 0 under ϕ with degree 1. (0) wherer is the radius of ϕ(D 0 ), it follows that ϕ(A 1 (ω + )) = A 0 and the degree of ϕ :
The rest of (iv) follows along the same lines. 2 Lemma 4.2. Let ϕ be a cubic polynomial with critical points
Consider n ≥ 1 and assume that ϕ n (ω + ) ∈ D 0 . Let ζ 0 be a level n point and let E be an end. Then the following hold:
(i) For any element P of the affine partition associated to D n−1 (ζ 0 ) or to D n−1 (E) there exists at most one ball of level n contained in P (see Subsection 2.3).
(
Proof. We proceed by induction. For n = 1 the previous lemma implies (i)-(iii). Consider n ≥ 2 and suppose that (i)-(iii) hold for 1, . . . , n − 1. We show that (i)-(iii) hold for n:
To prove (i) we proceed by contradiction and suppose that P contains D n (ζ 0 ) and another level n ball D n (ζ 1 ). By the inductive hypothesis, the unique ball inside ϕ(P ) is D n−1 (ϕ(ζ 0 )). Therefore, deg P (ϕ) = 2 and P contains the critical point ω + which has to be outside
which contradicts the hypothesis of the lemma.
From (i) we have that
, the degree of ϕ in A n (ζ 0 ) coincides with that of ϕ in P . The degree of ϕ in P is 1 or 2 according to whether ω + / ∈ P or ω + ∈ P . From (i), ω + ∈ P if and only if ω + ∈ D n (ζ 0 ). Thus (iii) holds. Choosing ζ 0 ∈ D n (E) parts (ii') and (iii') follow as well.
Following Branner and Hubbard [BH2] we will introduce marked grids and tableaux in order to keep track of the moduli of annuli.
Definition 4.4. Let ζ be a level n ∈ N point. The level n tableaux of ζ, denoted T n (ζ) or simply T(ζ), is the two dimensional array:
Marked grids are useful to compute the moduli of the annuli of the corresponding tableaux. In fact, from Lemma 4.2, if ζ is a level n point, let
Marked grids satisfy four simple rules: Remark 4.7. The rule (Md) implies the fourth rule in [Ha] but not conversely. In fact, let M = (M ℓ,k ) be such that 1 = M 5,1 = M 5,2 = M 5,3 and 1 = M ℓ,0 = M 0,k for all ℓ, k ≥ 0 but all the other positions are unmarked (i.e., 0). Then M satisfies the first three rules but not the fourth. Such a grid is not the critical marked grid of a cubic polynomial.
Proof. We may assume that
Now under the hypothesis of (Md) we have that
where γ + is the cocritical point of ω + . Therefore, ζ k+ℓ ∈ D 1 (ω + ) because there are only two level 1 balls. Hence M 1,k+ℓ is marked.
2 The marked grid of the critical point plays a central role. If ω + ∈ K(ϕ), then the critical marked grid (M ℓ,k (ω + )) is defined for all ℓ, k ≥ 0. In this case, the critical marked grid is said to be periodic of period p > 0 if the p-th column is marked. That is, M ℓ,p (ω + ) = 1 for all ℓ ≥ 0 and p > 0 is minimal with this property. For tableaux such that the corresponding grid satisfy (Ma)- (Mc) of Proposition 4.5 and part (iii) of Lemma 4.2, Branner and Hubbard (see Theorem 4.3 in [BH2] ) established the following:
Theorem 4.8 (Branner and Hubbard) . Suppose that ϕ is a cubic polynomial such that
is divergent for all ends.
(ii) If the critical marked grid is periodic, then
is convergent if and only if there exists
From Lemma 2.13 we obtain the following: Proof. By Theorem 3.1 and Corollary 2.11, we may assume that ϕ has one critical point ω − escaping to ∞ and another one ω + in K(ϕ). Moreover, we may also assume that ϕ is normalized so that R ϕ = diam K(ϕ) (Lemma 2.7). Therefore the definitions and results of Subsection 4.1 apply to ϕ.
Let E be an end. If r n (E) → 0 then the intersection of E is a point. If r n (E) → 0, then for some k ≥ 0 we have that ω + ∈ ϕ k (D n (E)) for all n ≥ 0, by Theorem 4.8. In particular ∩D n (E) = ∅ and (i) follows.
Also note that K(ϕ) has a non-trivial infraconnected component if and only if the critical marked grid of ϕ is periodic. In this case, every non-trivial infraconnected component eventually maps onto the periodic infraconnected component C(ω + ) = ∩D n (ω + ). Therefore, to finish the proof of the theorem, it suffices to show that C(ω + ) is a closed ball when the critical marked grid is periodic. In fact, if M(ω + ) is periodic, say of period p, then there exists ℓ 0 such that
for all ℓ ≥ ℓ 0 . It follows that
is rational and therefore the radius of C(ω
Corollary 4.11. Let ϕ ∈ P 3 (L) be a cubic polynomial. Then the following are equivalent: Proof. In view of Lemma 2.10 and Corollary 2.12 and we only have to prove that (iii) implies (iv) and (iv) implies (i).
(iii) =⇒ (iv): If (iv) does not hold, then ϕ is in the infraconnectedness locus or is in E ± (L) but the corresponding critical marked grid is periodic. In both cases there exists a periodic infraconnected component B say of period p which is a closed ball that contains a critical point (Corollary 4.9). By Lemma 2.5 , ϕ p : B → B would have a fixed point, which by Schwarz Lemma 2.4 would be non-repelling. Hence (iii) does not hold. (iv) =⇒ (i): If we assume that ϕ ∈ S 3 (L) or ϕ ∈ E ± (L) and the corresponding critical marked grid is not periodic, then the intersection of every end is a point. Now let {ζ k } ⊂ J(ϕ) be a sequence. Then there exists an end E and a subsequence {ζ ki } such that for all n, there exists i 0 for which ζ ki ∈ D n (E) for all i ≥ i 0 . Since the intersection of E is a point, say ζ, it follows that ζ ki → ζ ∈ J(ϕ).
We end this section with a basic result about the topological entropy of cubic polynomials:
Proof. Suppose that ϕ is normalized so that R ϕ = diam K(ϕ). We may assume that ϕ has exactly one critical point ω
is topologically conjugated to the one-sided shift on 3 symbols. In the latter case the topological entropy is clearly log 3.
Let Ends be the set of all ends of ϕ endowed with the metric defined by ρ({D n }, {D
Denote by ϕ # the action induced by ϕ on Ends. For ζ ∈ K(ϕ), the map π : ζ → {D n (ζ)} is a semiconjugacy between ϕ : K(ϕ) → K(ϕ) and ϕ # : Ends → Ends. Since the number of dynamicals balls of level n is (3 n + 1)/2, it follows that the topological entropy of ϕ # is exactly log 3.
If the marked grid of ω + is not periodic, then J(ϕ) is compact and π : J(ϕ) → Ends is a topological conjugacy. Hence, the claim of the proposition follows in this case.
In the case that the marked grid of ω + is periodic denote by E * the critical end. From Lemma 3.3 we obtain consider a labelling L of the level n balls which, after switching symbols if necessary, is such that:
Now consider the itinerary function
it : Ends → {{1}, {2}, {3}, {1, 2}}
Moreover the image of Ends is characterized as the sequences (i k ) such that if there exists k ≥ 0 so that i k+ℓ ⊂ i ℓ (E * ) for all ℓ ≥ 0, then i k+ℓ = i ℓ (E * ). Also, it • π is injective over the Julia set and it • π(J(ϕ)) is the set of all itineraries (in the image of it ) with no symbol equal to {1, 2}. So it is sufficient to construct compact subsets of it •π(J(ϕ)) invariant under the one-sided shift σ with topological entropy arbitrarily close to log 3. For this, let p denote the period of E * and for each N > p, consider the set Y N of all symbol sequences (i k ) with i k = {1, 2} for all k ≥ 0 and such that for some 0 ≤ j < N and all ℓ ≥ 0
Since the topological entropy of σ : Y N → Y N is (1 − pN −1 ) log 3, the proposition follows.
It is worth to mention that ϕ # : Ends → Ends is topologically conjugated to the dynamics of ϕ over the Julia set of ϕ in the Berkovich analytic space induced by L (compare with [R2, R3] ). The complement of π(J(ϕ)) consists of all ends which have empty or non-trivial intersection. Favre and Rivera's construction in [FaR] produces an equilibrium measure supported in the Berkovich space Julia set of ϕ. It is natural to expect that their measure corresponds to a measure of maximal entropy for ϕ # .
Parameter space
Recall that we work in the parameter space P 3 (L) of monic centered cubic polynomials with marked critical points. That is,
which is naturally identified with L 2 . Note that the critical points of ϕ α,β are ±α.
2 formed by all the cubic polynomials with infraconnected filled Julia set. According to Corollary 2.11, ϕ α,β ∈ C 3 (L) if and only if ±α ∈ K(ϕ α,β ).
The shift locus S 3 (L) is the subset of P 3 (L) ≡ L 2 formed by all the cubic polynomials with both critical points escaping.
The rest of parameter space splits into two sets E + (L) and E − (L) where
A quick computation leads to the following result.
Proposition 5.1.
Since conjugation of ϕ α,β by ζ → −ζ gives ϕ −α,−β , to describe how polynomials are organized in
it is sufficient to understand the structure of
Our aim is to study this set in detail. For this purpose:
Throughout this section we fix α ∈ L such that |α| o > 1 and let ϕ β = ϕ α,β .
To simplify notation, we identify
Remark 5.2. We use the upper-script ϕ to distinguish the sets associated to the family ϕ β from the corresponding sets associated to another family ψ ν . The family ψ ν will be introduced in the next subsection.
Lemma 5.3. Let ϕ = ϕ β ∈ E ϕ 0 . Then the following hold:
is the level 0 ball of ϕ. Proof. From the definition of R ϕ it follows that R ϕ = |α| o . By inspection of the Newton polygon of ϕ(ζ) − ζ it follows that ϕ has 3 fixed points ζ 1 , ζ 2 , ζ 3 in {|ζ| o = |α| o }. Since ζ 1 + ζ 2 + ζ 3 = 0, at least two of the fixed points are at distance |α| o from each other. Hence |α| o = diam K(ϕ). The rest of the lemma is also straightforward.
From the previous lemma, for all ϕ β ∈ E ϕ 0 we have that
0 . Thus, the assumptions and therefore the definitions and results contained in Subsection 4.1 apply to ϕ β ∈ E ϕ 0 . Theorem 5.4. Consider an admissible critical marked grid M and let A level n dynamical ball of ϕ β ∈ E ϕ 0 which contains ζ will be denoted by D β n (ζ). The level n marked grid of a point ζ by M β n (ζ) and the corresponding entries by M β ℓ,k (ζ). Definition 5.5. Let n ∈ N. We say that ϕ β ∈ E ϕ 0 is a center of level n if for some p ≥ 1:
the marked grid of the critical point α under iterations of ϕ β . Then the following hold: (i) If M is periodic, then C M is a non-empty union of finitely many closed and pairwise disjoint balls. (ii) If M is not periodic, then C M is a non-empty compact set and
. . , p − 1. We say that p is the period of the center ϕ β .
The correspondence between level n dynamical and parameter balls is stated in the next proposition.
Proposition 5.6. Let D n be a level n parameter ball. Then the following hold:
iii) There exists a unique center of level n in D n . The period of this center is
The proof of this proposition is in Subsection 5.3. In particular, the above proposition shows that the radius of D n is easily computed from M β n+1 (α) for any β ∈ D n and coincides with the radius of the level n dynamical ball around the critical value ϕ β (α). The proposition also says that if β ∈ D n and the critical point α is periodic of period q under ϕ β , then q ≥ p where p is the period of the center of D n . Moreover, p = q if and only if ϕ β is the unique level n center in D n .
The next proposition describes the correspondence between level n+1 parameter and dynamical balls.
Proposition 5.7. Consider a level n parameter ball D n and let P be an element of the affine partition associated to D n . For any β ∈ D n we have the following:
There exists a level n + 1 parameter ball contained in P if and only if there exists
3 . In this case, the level n + 1 parameter ball D n+1 is unique and
. In particular, the radii of D β n+1 (ζ) and D n+1 coincide. The proof of this proposition is also given is Subsection 5.3. The above propositions are easier to prove after a change of coordinates in the dynamical and parameter spaces.
5.1. Change of coordinates. To prove our parameter space results is more comfortable to work with the family
where ν ∈ L. Note that the critical points of ψ ν are ω ± = ±1 and ψ ν (−2) = ψ ν (ω + = +1) = ν. Moreover, since α = 0 the polynomial ψ ν is conjugate via ζ → αζ to ϕ β where β = αν + 2α 3 .
Observe that ϕ β ∈ E ϕ 0 if and only if |ν| o ≤ 1 so we let
0 and diam K(ψ ν ) = 1. So we are under the assumptions of Subsection 4.1.
We let E
This set is also the union of finitely many closed and disjoint balls which we call ψ-parameter balls of level n.
Here we denote the level n ball of ψ ν ∈ E Similarly than in the ϕ-parameter space we say that
The next lemma is a straightforward consequence of the change of coordinates involved. We omit the proof. 
Thurston map.
Our next result is the key to prove propositions 5.6 and 5.7. It shows that given a polynomial ψ ν and a level n + 1 dynamical ball D n+1 inside the critical value ball of level n there exists a parameter ν ′ close to the level n + 1 ball D n+1 such that the critical point of ψ ν ′ is periodic with orbit close to that of the points in D n+1 . The precise statement is as follows:
Proposition 5.9. Consider a parameterν ∈ E ψ n and letζ 1 be a level n + 1 point such that
Then there exists a unique ν ′ such that:
This subsection is devoted to the proof of this proposition so throughout we considerν,ζ k andp as above. The parameter ν ′ is obtained as the first coordinate of the fixed point of an appropriate "Thurston map" which acts on:
We start with two lemmas which apply to an arbitrary ν ∈ E ψ n :
Lemma 5.10. Let n ≥ 0 be an integer and consider
Proof. For each ℓ such that 0 ≤ ℓ ≤ n + 1 − k let δ(ℓ) ≥ 1 be the integer such that A ν ℓ+δ(ℓ) (ν k−δ(ℓ) ) is critical but A ν ℓ+i (ν k−i ) is not critical for all 0 < i < δ(ℓ). To find such an integer δ(ℓ) start at A ℓ,k (ω + ) in the critical marked grid and follow the southwest diagonal until you hit a critical position. The number of columns that you moved to the left is δ(ℓ). Note that ℓ + δ(ℓ) is a strictly increasing function of ℓ and 0 < ℓ + δ(ℓ) ≤ n + 1. Moreover,
Now we prove (ii). Fix k ≥ 1 and let ℓ be such that
Note that:
Lemma 5.11. Consider n ≥ 1 and
After switching ν for ν ′ and repeating the above argument it follows that D
For (ii), let P be an element of the partition P n+1−k and choose ζ ∈ P . Then
Lemma 5.12. Let
Proof. Let P n+1−k be the partition associated to Dν n+1−k (ζ k ) and denote by P (ζ) = B ρ k (ζ) the element of P n+1−k that contains ζ. Since ψ ζ1 * = ψν * : P n+1−k → P n+1−(k+1) and ψν : P (ζ k ) → P (ζ k+1 ) is one-to-one for 1 ≤ k <p we have that ψ ζ1 : P (ζ k ) → P (ζ k+1 ) is also one-to-one. Therefore, there exists a unique ζ
We may now define a Thurston map as
such that (i) and (ii) of Proposition 5.9 hold if and only if
Proof. Given ν ′ such that (i) of Proposition 5.9 holds, by Lemma 5.11 (ii), for k = 1, . . . ,p−1, we have that |ψ
, ω + ) belongs to B and clearly is a fixed point of T . The converse is straightforward. 2
It follows that to prove the proposition is sufficient to show that T has a unique fixed point.
In Lp we consider the sup-norm:
Lemma 5.14. For all ζ = (ζ 1 , . . . , ζp) ∈ B we have that T n ( ζ) converges to a fixed point of T .
Hence, for all n, there exist k 1 , . . . , k j such that 1 ≤ k i ≤p − 1, k 1 + · · · + k j = n, and
Since, j ≥ n p−1 , it follows that
Therefore, ζ as n → ∞ and ζ
) is a fixed point for T . 2
Lemma 5.15. T has a unique fixed point in B.
Proof. Suppose that ζ = (ζ 1 , . . . , ζp) and η = (η 1 , . . . , ηp) are fixed points of T . For
Therefore,
Hence,
It follows that for some k such that 2 ≤ k <p:
Since ρ 1 < ρ k we have that ζ 1 = η 1 and ζ = η. For (iii), letν ∈ D ψ n and note thatν ∈ Dν n (ν) ⊂ Dν n−1 (ν). Letp = min{k ≥ 1 / ω + ∈ Dν n+1−k (ψ k ν (ω + ))}. Proposition 5.9 says that there exists a unique ν ′ such that ψp ν ′ (ω + ) = ω + and |ν ′ −ν| o < rν n−1 (ν). We must show that ν ′ ∈ D ψ n . In fact, since ω + ∈ ψp −1 ν (Dν n (ν)) there exist a level n + 1 ball Dν n+1 (ζ 1 ) in Dν n (ν) that maps onto Dν 1 (ω + ) under ψp −1 ν . By Proposition 5.9 we have that |ν
is not periodic and D 
We must show that P contains at most one parameter ball of level n+1. Suppose that D n+1 and D ′ n+1 are level n + 1 parameter balls contained in P . From Proposition 5.9, it is sufficient to show that the periods p and p ′ of their centers µ and µ ′ coincide. By Lemma 5.11 we have that ψ k µ (P ) = ψ k µ ′ (P ) for k = 1, . . . , n. Moreover, since there is at most one dynamical ball inside ψ 
. Thus we just need to prove that ω
n (ν), Lemma 5.11 implies that ψ ν * = ψ ν ′ * : P n+1−k → P n+1−(k+1) for all k such that 1 ≤ k ≤ n, where P n+1−k is the affine partition
). Therefore the proposition follows from the fact that ψ
5.4. Realization. In order to prove Theorem 5.4 we first have to show that every admissible critical marked grid of level n is realized by a cubic polynomial.
Proposition 5.19. Let n ≥ 0 and M n+1 be an admissible critical marked grid of level n + 1. Then there exists
Proof. Since the proposition is clearly true for n = 0 we proceed by induction. That is we suppose that M n+2 is an admissible critical marked grid of level n+2 and ν ∈ E ψ n is such that M ν n+1 (ω + ) coincides with M n+2 in all the positions (ℓ, k) with ℓ + k ≤ n + 1. By Proposition 5.9, it suffices to show that there exists a level n + 1 point ζ contained in D ν n (ν) such that M ν n+1 (ζ) coincides with the grid obtained from M n+2 after erasing its first column. For this purpose let ν j = ψ j ν (ω + ), p be the minimal k ≥ 1 such that the (n + 2 − k, k) position of M n+2 is marked and k 1 , . . . , k m be such that 0 < k 1 < · · · < k m < p and (n + 1 − j, j) is marked in M n+2 if and only if j = k i for some i.
Our task boils down to find a dynamical ball
There are two cases according to whether p < n + 2 or p = n + 2.
In the case that p < n+2, by ( 
Again we simultaneously proof Theorem 5.4 and the corresponding version for the family ψ ν .
Theorem 5.20. Consider an admissible critical marked grid M and let
M is a non-empty union of finitely many closed and pairwise disjoint balls.
Proof of Theorems 5.4 and 5.20. In view of Lemma 5.8 it is sufficient to prove Theorem 5.20. Let M ℓ,k denote the (ℓ, k) entry of M. For n ≥ 0, let M n denote the level n grid with entries M ℓ,k where ℓ + k ≤ n.
(i) Suppose that M is periodic of period p . Let n 0 be such that M n,n−k is unmarked for all 1 < k < p and all n > n 0 . Denote by ν 1 , . . . , ν m the level n 0 centers with critical marked grid of level n 0 + 1 that coincides with M n0+1 . It follows that M = M ν i (ω + ) for all i = 1, . . . , m. For each i, let X i be the infraconnected component of K(ψ νi ) that contains ν i . Recall that X i is a closed ball (Theorem 4.10). Moreover, if D n (ν i ) denotes the level n parameter ball which contains ν i , then
, to complete the proof of (i), it is sufficient to show that ν ∈ X i for some i. In fact, for n > n 0 , the center ν c of the parameter ball D n (ν) of level n containing ν is such that
. Therefore ν c = ν i for some i and ν ∈ X i .
(ii) Let Y n be the union of all level n parameter balls
The radius r n of the parameter balls that participate in Y n coincide since it only depends on M n+1 . Moreover r n → 0 as n → ∞. Therefore C ψ M is a compact non-empty set. For all ν ′ ∈ C ψ M the level n parameter ball D n (ν ′ ) which contains ν ′ has non-empty
, then both critical points of ψ ν escape to infinity. It follows that ν
5.5. Proof of Theorem 2 and a corollary. We will need the following result:
Lemma 5.21. If M is a periodic admissible critical marked grid, then
Proof. Let ϕ α0,β0 ∈ S M and denote by B the infraconnected component of K(ϕ α0,β0 ) which contains α. Hence, B is periodic under ϕ α0,β0 , say of period p. Let r be the radius of B. Then, for a sufficiently small neighborhood V of
It follows that ϕ α,β (B) = B and therefore M α,β (α) is periodic for all (α, β) ∈ V . Similarly, for any fixed level n, the dynamical balls of level n of ϕ α,β are locally constant. It follows that there exists n 0 such that, for all (α, β) ∈ V , the periodic critical marked grid M α,β (α) is uniquely determined by which dynamical balls of level n 0 contain the critical point α. Therefore, after shrinking V , if necessary,
Proof of Theorem 2. By Corollary 4.11, it is sufficient to show that ϕ α,β ∈ ∂S 3 (L) if and only if ϕ α,β ∈ E ± (L) and the corresponding critical marked grid is not periodic. From the previous lemma we obtain that if ϕ α,β ∈ ∂S 3 (L), then ϕ α,β ∈ E ± (L) and the corresponding critical marked grid is not periodic. Conversely, Theorem 5.4 (ii) says that polynomials ϕ α,β ∈ E ± (L) with aperiodic critical marked grid are in ∂S 3 (L). 2
Corollary 5.22. Let H ⊂ P 3 (L) be the set formed by all the cubic polynomials ϕ α,β such that the Julia set J(ϕ α,β ) is critical point free (i.e., {+α, −α} ∩ J(ϕ α,β ) = ∅).
Then H is open and dense in P 3 (L).
Proof of Corollary 5.22. First note that the polynomials in E ± (L) with aperiodic critical marked grid are in ∂S 3 (L) (Theorem 5.4 (ii)). Hence, H which is the union of C 3 (L), S 3 (L) and the polynomials in E ± (L) that have periodic critical marked grid, is open and dense. 2 5.6. Dynamics over finite extensions of Q a ((t)). The aim of this subsection is to discuss the dynamical behavior of cubic polynomials with coefficients in a finite extension of Q a ((t)). In particular, we show that some cubic polynomials with coefficients in a finite extension of Q a ((t)) have a non-periodic recurrent critical point. That is, a critical point which is an accumulation point of its orbit but it is not periodic. Examples of non-archimedean dynamical systems over finite extensions of Q p with wild recurrent critical points were recently given by Rivera in [R3] . We emphasize that Rivera shows the existence of a wild recurrent critical point (i.e., a critical point where the local degree is a multiple of p).
If ψ α,ν is such that ω + ∈ K(ψ α,ν ) and ω − escapes to infinity, then ω + is recurrent if and only if the critical marked grid of ψ α,ν is not periodic and has marked columns of arbitrarily long depth. There is a stronger notion of critical recurrence associated to marked grids called persistent recurrence (e.g., see [Ha, M3] ).
As a corollary of our description of the parameter space of cubic polynomials we will be able to use the examples of recurrent and persistently recurrent critical marked grids due to Harris [Ha] to prove the following: The corollary will follow from two lemmas and the work of Harris cited above.
In order to simplify notation, for ζ ∈ Q a t we say that the algebraic degree of
When Q a t is regarded as the inductive limit of {Q a ((t 1/m )); m ∈ N} the algebraic degree of ζ coincides with the smallest m such that ζ ∈ Q a ((t 1/m )).
Let us fix α ∈ Q a t and consider as before ψ ν (ζ) = ψ α,ν (ζ) = α −2 (ζ − 1) 2 (ζ + 2) + ν with ν ∈ S. We define the algebraic degree of ψ ν as
and ∞ otherwise. The algebraic degree of a ball B ⊂ S is defined as:
We will be interested in computing the algebraic degree of the ψ-parameter balls in the α-slice of the ψ-parameter space (see Subsection 5.1). Clearly δ(D 0 ) = δ(α). Our next result shows that the center of a parameter ball minimizes the algebraic degree of the elements of the ball. More precisely:
Lemma 5.24. Let D n+1 ⊂ D n be parameter balls of levels n + 1 and n respectively with n ≥ 0. Denote by ν n+1 the center of D n+1 and by P n the element of the affine partition of D n that contains D n+1 . Then:
Before proving the lemma let us remark that if ϕ is a polynomial with coefficients in Q a ((t 1/m )), and B, B ′ ⊂ S are balls such that ϕ : B → B ′ is bijective. Then δ(ζ) ≤ max{m, δ(ϕ(ζ)), δ(ν)} for all ν ∈ B. This easily follows from the Newton polygon of ϕ(· − ν) − ϕ(ζ).
Proof. Letν ∈ P n be such that δ(ψν ) = δ(P n ). Letp be the period of the center ψ νn+1 . By Proposition 5.18 there exists a level n+ 1 dynamical ball Dν n+1 contained in P n such that ψp
is one-to-one. Hence there exists a uniqueζ 1 ∈ Dν n+1 such that ψp
(ζ 1 ) and consider B as in Lemma 5.12. From this lemma we conclude that there is a well defined Thurston map T :
is obtained as a preimage of ζ i+1 under the restriction of ψ ζ1 to a ball where this polynomial is injective. The first coordinates of T k (ζ 1 , . . .ζp) converge to ν n+1 as k → ∞. Therefore,
The lemma easily follows. 2
Next we show that δ(D n ) is in fact computable from the information contained in the level n + 1 critical marked grid of the parameters in D n :
Lemma 5.25. Let D n+1 ⊂ D n be parameter balls of levels n + 1 and n with centers ν n+1 and ν n respectively. Denote by r n the radius of D n and let s n = min{s ∈ N / s| log r n | ∈ N}. Then the following hold:
Proof. Part a) follows immediately from the previous lemma. Suppose that ν n+1 = ν n and observe that by Proposition 5.18, |ν n+1 − ν n | o = r n . Hence o(ν n+1 − ν n ) = − log r n . It follows that
Therefore, max{s n , δ(ψ νn )} ≤ δ(ψ νn+1 ). Now let P n be the ball of the affine partition of D n that contains D n+1 . It follows that P n contains a series of the form ν n + at q/sn for some 0 = a ∈ Q a and some q ∈ N relatively prime with s n . So δ(ψ νn+1 ) = δ(P n ) ≤ max{δ(ψ νn ), s n } which, in view of the previous lemma, finishes the proof. 2
Let us now illustrate how the above lemmas may be used to compute the algebraic degree of some parameters. For simplicity we restrict to the case in which α = t −1 and let ψ ν be a polynomial with critical marked grid M = (M ℓ,k ). For all n, we denote by D n the parameter ball of level n containing ν, by r n its radius and by ν n its center. Furthermore we suppose that ω + is periodic of period p under ψ ν if the critical marked grid is periodic of period p. Now the smallest integer s k such that
is clearly computable from M. The previous lemma implies that
Moreover, ν is algebraic over Q a ((t)) if and only if
and in this case the algebraic degree of ψ ν coincides with δ(M).
The above formula for δ(ψ ν ) coincides with Branner and Hubbard's formula for the "length" of a "turning curve" passing through a complex cubic polynomial with critical marked grid M. In [Ha] , Harris shows the existence of critical marked grids satisfying rules (Ma) through (Md) which are (resp. persistently) critically recurrent and aperiodic such that δ(M) = 1 (resp. δ(M) = 2). Corollary 5.23 now follows.
Complex cubic polynomials
Recall that P 3 (C) denotes the space of monic centered critically marked cubic polynomials. That is, polynomials of the form:
where (a, b) ∈ C 2 . To prove Theorem 3 is convenient to change coordinates and work in the space P 3 (C) of polynomials of the form
where (a, v) ∈ C 2 . Thus we identify P 3 (C) with C 2 . The critical points of f a,v are also ±a but here we have the advantage that v = f a,v (+a) is a critical value (compare with [M1] ). Observe that
Moreover, instead of working with the family ϕ β (ζ) = ζ 3 − 3t −2 ζ + β ∈ S[ζ] with β ∈ S it is easier to work with
where ν ∈ S. Now for β = 2t −3 + t −1 ν we have that ψ ν (ζ) = tϕ β (t −1 ζ). The critical points of ψ ν are at ω ± = ±1. The sets A C and A S of the introduction correspond tô
where C a,v (+a) denotes the connected component of K(f a,v ) which contains +a. AlsoÂ
where IC ν (ω + ) is the infraconnected component of K(ψ ν ) which contains ω + . It is easy to verify that Theorem 3 in this new coordinates is equivalent to: 
ν (T )) is a well defined and onto map which is continuous in (T, ν) and holomorphic in T . Furthermore,Ψ projects to a homeomorphism:
where ∼ is the smallest equivalence relation that identifies (T − 1, ν) with (T, σ(ν)).
The parameter space P 3 (C) is also stratified according to how many critical points escape to ∞. The connectedness locus C 3 (C) is the set of polynomials f a,v with connected Julia set. Here C 3 (C) is also compact, connected and cellular (see [BH1] ). The shift locus S 3 (C) is the set of polynomial f a,v with all its critical points escaping and
6.1. The combinatorics of complex cubic polynomials. Important tools to study the dynamics of complex polynomials are the Green function and the Böttcher map. Given a degree d monic polynomial f : C → C the Green function
is a well defined continuous function which vanishes in K(f ) and is harmonic in
) and is asymptotic to the identity at infinity (i.e. φ f (z) = z + o(z) as |z| → ∞).
For general background on polynomial dynamics see Section 18 in [M2] . We now specialize on the set V cubic polynomials where
Following Branner and Hubbard [BH1, BH2] we now summarize the basic combinatorial structure of the dynamical plane of polynomials in
} is a finite disjoint union of open topological disks that we call dynamical disks of level n. Equivalently, a dynamical disk of level n is a connected component of
Lemma 6.3. Let F be an end of a periodic curve. Then the marked grid M F of +a under f a,v is independent of f a,v ∈ F.
Proof. Since +a ∈ K(f a,v ) for all f a,v ∈ F, by Lemma 6.2, the subset of F where the (ℓ, k) position of the critical marked grid is marked (resp. unmarked) is open, and therefore closed in F .
Lemma 6.4. Let F be an end of W p . Consider the map
Then φ F is a holomorphic covering map of finite degree.
We say the the degree of φ F is the multiplicity of the end F . Note that 2a is the "cocritical point" of −a. That is,
Proof. From Branner and Hubbard's wringing construction [BH1] it follows that φ F is a local homeomorphism. Note that φ −1 F (w 0 ) is closed and bounded. To prove that this set is finite it suffices to show that every point is isolated. In fact, if (a 0 , v 0 ) ∈ φ −1 F (w 0 ), then φ F extends holomorphically to a map φ on a neighborhood U 0 of (a 0 , v 0 ) in C 2 and therefore φ
Moreover, the germ of the analytic set F ∪ {x} at x is irreducible.
Proof. Since φ F is a finite degree covering of a punctured disk, it follows that F is conformally isomorphic to a punctured disk and F ∩L ∞ consists of exactly one point x. Moreover, the germ of F ∪ {x} at x is irreducible since a fundamental system of (punctured) neighborhoods of x in F is given by the connected sets φ −1
is called a Puiseux series of an end F if there exists ǫ > 0 such that j≥0 a j s j converges in |s| < ǫ 1/m and
is a conformal isomorphism (e.g., see [BrKn, C-A, F] ). Puiseux series always exist and they are unique modulo an automorphism of Q a ((t 1/m )) over Q a ((t)). That is, an automorphism which sends t 1/m to e 2πik/m t 1/m for some 0 ≤ k < m.
A sufficient condition for the existence of a Puiseux series which "converges" in an ǫ-disk follows immediately from standard covering space theory: Lemma 6.6. Let F be an end of a curve W p . Suppose ǫ > 0 is such that the projection:
→ā is a covering of degree m. Then there exists a holomorphic map g(s) = j≥j0 a j s
Moreover, ifg is another holomorphic function such that the above holds, then g(s) = g(e 2πik/m s) for some integer k.
We refer the reader to [BrKn] or [F] for an elementary exposition of the previous results. For future reference we state several equivalent conditions in the following lemma. The proof is straightforward and we omit it.
Lemma 6.7. Consider a real number ǫ > 0, an end F of W p and a series ν = j≥0 a j t j/m ∈ Q a t . Then the following are equivalent:
is a well defined conformal map which is the universal covering of its image.
To characterize Puiseux series from an algebraic and dynamical viewpoint we observe that the polynomial F p (a, v) which defines W p becomes:
a t is a Puiseux series of an end of W p if and only if ν is a root of
Lemma 6.8. For ν ∈ S let
A series ν ∈ Q a t is the Puiseux series of an end of W p if and only if ω + = +1 is periodic of period exactly p under ψ ν : S → S.
Proof. From the algebraic characterization of Puiseux series described above, ν ∈ Q a t is the Puiseux series of an end of W p if and only if ν ∈ Q a t is such that F p (t, ν) = 0 ∈ Q a t . Since Q a t is algebraically closed, this is equivalent to ν being an element of S is such that F p (t, ν) = 0 ∈ S. The latter equality is equivalent to:
After changing coordinates to ζ = tz the map f (1/t,ν/t) (z) becomes ψ ν (ζ) and the lemma follows.
Remark 6.9. Recall that σ : S → S is the unique automorphism such that σ(t 1/m ) = e 2πi/m t 1/m for all m ∈ N. For all ν and ζ in S,
In particular, ω + ∈ K(ψ ν ) if and only if ω
). In this case,
6.3. Convergent series. Here we remark a trivial but useful fact related to "convergent series" in S. We say that
2πiT λ converges for all T ∈ H ǫ . For convergent series, evaluation and iteration commute:
for all k ≥ 1.
The proof of the lemma is straightforward and we omit it.
6.4. Uniform radius of convergence. Our aim now is to show that the "radii of convergence" of any Puiseux series of any end of any curve W p is uniformly bounded below. More precisely:
Proposition 6.11. There exist C > 0 and ǫ > 0 such that for any Puiseux series
of any end of any periodic curve W p the following hold:
Proof. Take ρ 0 > 0 such that (i), (ii) and G fa,v (−a) > ρ 0 imply that |v − qa| < |a| (see Lemma 6.15). Let ρ 1 ≥ ρ 0 be such that G fa,v (−a) ≤ ρ 1 for all (a, v) such that |a| ≤ 2 and |v| ≤ 6. It follows that G fa,v (−a) > ρ 1 implies that |a| > 2 and |v − qa| < |a|. Now let δ > 0 be such that {[1 :v :ā] / |ā| < δ, |v − q| < δ} ⊂ V . By Lemma 6.12 (ii) and Lemma 6.15, there existsρ such that G fa,v (−a) >ρ implies that |a| −1 = |ā| < δ and |v/a − q| = |v − q| < δ. 2
Proof of Proposition 6.11. Let U be a neighborhood of {[1 : 1 : 0], [1 : −2 : 0]} so that Φ : U → Φ(U ) ⊂ C 2 is biholomorphic. In the range we will use coordinates (β,v). Let ρ > 0 be such that {f a,v ∈ W p / G fa,v (−a) ≥ ρ} ⊂ U .
Since φ : W p → C\D given by φ(a, v) = φ (a,v) (2a) is a local homeomorphism, for all p ≥ 1, the line tangent to Φ(W p ∩ U ) at any (β 0 ,v 0 ) is not vertical. Therefore, it has equationv −v 0 = M (β 0 ,v 0 )(β −β 0 ) for some M (β 0 ,v 0 ) ∈ C. We claim that there exists C ρ > 0 such that |M (β 0 ,v 0 )| < C ρ for all (β 0 ,v 0 ) ∈ ∪ p≥1 Φ(W p ∩ U ) ∩ {|β 0 | = e −ρ }. For otherwise, for all n ≥ 1 there would exist (β n ,v n ) ∈ W pn with |M (β n ,v)| ≥ n. Without loss of generality we may assume thatβ n →β ∞ andv n →v ∞ . Since the projections of Φ(W pn ∩ U ) to thē β-axis are covering maps, there exist a neighborhood W ofβ ∞ and holomorphic functions h n : W → C with graphs contained in W pn such that h n (β n ) =v n . By normality of {h n } we may suppose that h n → h ∞ locally uniformly in W . Hence M (β n ,v n ) = h ′ n (β n ) → h ′ ∞ (β ∞ ) which contradicts |M (β n ,v n )| ≥ n. We will now apply the Maximum Principle to conclude that |M (β 0 ,v 0 )| < C ρ for all (β 0 ,v 0 ) ∈ ∪ p≥1 Φ(W p ∩ U ) ∩ {|β 0 | ≤ e −ρ }. According to our description of the level 1 parameter balls the Puiseux series ν of any end F is either e −1 close to 1 ∈ S or e −2 close to −2 ∈ S. In particular, ν = a 0 + a 1 t + higher order terms ∈ Q a ((t 1/m )) for some m ∈ N. If follows that the germ of Φ(F ∩ U ) at Φ(F ∩ L ∞ ) has Puiseux series of the form µ = b 0 + b 1 u + higher order terms ∈ C((u 1/m )).
Since theβ-projection Π : Φ(F ∩ U ) → C is a covering map and F ∩ U ⊃ F ∩ {(a, v) / |φ fa,v (2a)| ≥ e ρ }, we have that for all s such that |s| < e ρ/m , the series µ(s m ) is convergent and s → (s m , µ(s m )) parametrizes Φ (F ) . It follows that |M (s The proposition follows if we show that for ǫ > 0 sufficiently small theā-projection of W p ∩{[1 :v :ā] / |ā| < ǫ} is a covering map. Equivalently, the tangent line to points in W p ∩ {[1 :v :ā] / |ā| < ǫ} is not vertical. In U we work with (ā,v) coordinates and observe that DΦ x (0, 1) = (0, 1) for x = (0, 1) or (0, −2). Hence, shrinking U if necessary, we have that |d/c| > C ρ where (c, d) = DΦ (ā,v) (0, 1) for all (ā,v) ∈ U . It follows that a tangent line to W p ∩ U is never vertical. To conclude the proof of the proposition take ǫ > 0 small so that for all (a, v) ∈ W p such that |ā| < ǫ we have that G fa,v (−a) >ρ whereρ is such that (a, v) ∈ W p and G fa,v (−a) >ρ implies that (a, v) ∈ U . The rest of this subsection is devoted to the proof of the above proposition. For this we let ǫ > 0 be such that ν converges in H ǫ .
To simplify notation we let f T = f a(T ),v(T ) where a(T ) = e −2πiT and v(T ) = e −2πiT ν(e 2πiT ). The corresponding Green function will be denoted by G T and the level n dynamical disks by D (ii) Let q = 1 or −2 and assume that z i : H ǫ → C are functions such that, for all T ∈ H ǫ , z 1 (T ) is a level 2 point under f T , z 1 (T ) ∈ D T 1 (qa(T )) and there exists an annulus A T which separates z 1 (T ) and z 2 (T ) from −a(T ) and ∞. If there exists S > 0 such that
as Im T → +∞.
Proof. Since (i) is a direct consequence of Lemma 6.12 we proceed to prove (ii). For this consider the Möebius transformation Γ T (z) = (a(T ) + z 1 (T ))(z − z 1 (T )) −1 . The annulus Γ T (A T ) separates −1 and 0 from ∞ and 1 + z 1 (T ) a(T )
.
From Chapter III in [A] we have that
log 16(Γ T (z 1 (T )) + 1).
From (i) we conclude that for Im T sufficiently large: exists for all λ ∈ R and a λ is independent of y > −(2π) −1 log ǫ. Moreover, a λ is non-zero for at most countably many λ ∈ R. Furthermore, the Fourier series of f : Let Per = {ν / ω + is periodic under ψ ν }. According to Proposition 6.11 we may consider ǫ > 0 such that ν converges in H 2ǫ for all ν ∈ Per. More precisely, if ν = a λ t λ ∈ Per, then the sum λ≥0 a λ e 2πiλT converges uniformly in H 2ǫ to a periodic analytic functionv ν (T ).
Proposition 6.21. Suppose thatν ∈ S is such that ω + ∈ K(ψν ) and Mν(ω + ) is not periodic. Then there existsvν : H ǫ → C such that if {ν n } ⊂ Per is any sequence converging toν in S, thenv νn →vν uniformly in H ǫ .
Since the center of the ψ-parameter balls of level n that containν converge toν (Corollary 5.17) the previous proposition imposes a non-empty condition onvν.
To prove the above proposition we start by showing thatv νn converges locally uniformly to some functionvν . For this we combine the Fourier analysis lemma below with the fact that, according to Proposition 6.11, the collection {v ν / ν ∈ Per} is a normal family.
Lemma 6.22. Let {f n : R → C} be a uniformly bounded sequence of functions that converges locally uniformly to a function f . For all n ≥ 1, suppose
where Λ n is a discrete subset of R, the sum converges uniformly and M n → ∞ as n → ∞.
Then f (x) = 0 for all x ∈ R.
Proof. Denote by S(R) the Schwarz space (see VI.4.1 in [K] ). To show that f ≡ 0 it is sufficient to prove that f g = 0 for all g ∈ Z where Z = {g ∈ S(R) /ĝ has compact support} andĝ denotes the Fourier transform of g. In fact, Z is dense in S(R) (see [G] II.1.6) and g → f g is a continuous functional.
Observe that if
where Λ is a discrete and bounded below subset of R and the sum converges uniformly, then
for all g ∈ S(R). Given g ∈ Z the support ofĝ is contained in [−R, R] for some R > 0. Hence, there exists N such that M n > R for all n > N . It follows that 
