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The problem of two-dimensional pattern matching invariant under a given class of
admissible transformationsF is to findmatches of transformed versions f (P) of a pattern P
in a given text T , for all f inF . In this paper, patternmatching invariant under compositions
of real valued scaling and rotation are investigated.We give a new discretization technique
for this class of transformations and prove sharp lower and upper bounds on the number of
different possibilities to transform a pattern in this way. Subsequently, we present the first
efficient pattern matching algorithm invariant under compositions of scaling and rotation.
The algorithm works in time O(m2n6) for patterns of size m2 and texts of size n2. We
conclude with an experimental section to support the practical use of our results.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The research in two-dimensional pattern matching (2D-PM, for short) in the combinatorial setting is strongly motivated
by image retrieval with applications in such areas as optical character recognition, medical imaging, video compression,
computer vision, searching aerial photographs, etc. Thus, in combinatorial pattern matching, two-dimensional patterns P
and texts T typically model digital images. Recently, many efforts have beenmade in the study of algorithms finding besides
the exact matches of P in T also the locations of transformed versions f (P) of P , given that f belongs to a specified class of
admissible transformations F . We call this kind of pattern matching F -invariant, for short. Naturally, the combinatorial
definitions of pattern transformations (like e.g. scaling or rotation of P) model real valued digital image transformations.
Motivated by the applications in image processing we assume that both P and T are distorted by noise, e.g., due to the
digitalization process. In this case it is unlikely to find exact occurrences of P or f (P) in T anymore. An important extension
of the (exact) F -invariant 2D-PM involved with such a setting is called robust F -invariant pattern matching. Now, the task
is to find a subtext of T and a transformation f which minimize a given distance measure∆ (in the literature it is also called
approximate matching).
Since robust F -invariant 2D-PM models matching in applications with digital images, it exhibits a natural and close
relation to the so-called image matching problem (IM, for short), a well-known issue in the image processing research. The
problem consists in finding for two given digital images A and B an admissible transformation f in F that changes A closest
to B.
In this paperwe consider bothmatching problems (2D-PMand IM) for the classFsr comprising all compositions of scaling
and rotation. This basic subset of linear transformations applied to 2D-PM has a vast area of applications in various image
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processing settings of high practical importance. In computer vision, e.g., digital camera images are searched for rotated and
scaled versions of objects with known shape, like latin letters [22]. In video compression, algorithms for 2D-PM invariant
under Fsr can be used to compress sequences of frames efficiently (see e.g. [29]). In medical imaging (see e.g. [9,26]) IM
is applied to images of one object taken in different times, from different perspectives or using different medical image
devices. In this area Fsr plays an important role because it simulates distortions which arise from small changes in viewing
point and certain kinds of patient movement.
Despite the high practical relevance, to our knowledge, no efficient matching algorithms are known both for robust
Fsr-invariant 2D-PM and for IM. For 2D-PM no efficient algorithms are known even for the non-robust (exact) case. On
the other hand, the special cases of exact 2D-PM under solely scalings or solely rotations have been a subject of intensive
study (see e.g. [8,5,3,4,6] for scalings, resp. [17,16,2,15,7] for rotations) yielding significant progress in the construction of
efficient algorithms. However, thematching problems under compositions of scaling and rotation seem substantially harder.
The straightforward approach of combining two algorithms, the first one for matching with scalings and the second for
matching with rotations, does not work. Neither scaling all rotated patterns nor rotating all scaled patterns gives exactly the
set of patterns which are obtained by combined scaling and rotation. In contrast to the continuous compositions of scaling
and rotation, the compositions on patterns are neither commutative nor transitive.
In this paper we give the first efficient algorithm for robust invariant 2D-PM under Fsr. Since this is the most general
matching problem the algorithm can also be applied for the simpler exact invariant 2D-PM and for IM underFsr. Moreover,
we will demonstrate the applicability of our new algorithm to robust 2D-PM and imagematching under themore restricted
transformations classes Fs – of only scalings – and Fr – of only rotations.
Basically, our algorithm solves the problem in three steps. Firstly it constructs a data structure forD(P,Fsr), the set of
patterns f (P) which can be obtained from transforming P with all transformations f ∈ Fsr. Secondly it enumerates incre-
mentally all elements f (P) inD(P,Fsr). The third step consists in shifting each enumerated element f (P) over the text T to
any possible subtexts T ′ to compare f (P) against T ′. Themain achievement of this paper is the development of a newmethod
for the discretization of all real valued compositions of scaling and rotationwhich allows to get an efficient data structure for
the setD(P,Fsr). Moreover, exploring the structural properties of the new discrete space provides sharp lower and upper
bounds on the cardinality ofD(P,Fsr).
Through the rest of this section we give a short overview on previous work and an informal discussion of our results and
techniques. Section 2 contains formal definitions and preliminaries. In Section 3 we show a relation betweenD(P,Fsr) and
a certain line arrangement. In Section 4 we provide the new matching algorithm and its analysis. The following section is
then devoted to the application of our techniques to the cases of Fs and Fr. We conclude this paper with an experimental
section which shows the practical relevance of our algorithms.
1.1. Previous work
Recently, the studies in combinatorial patternmatching have been concentrated on 2D-PM invariant under solely scalings
Fs or solely rotations Fr. After a series of improving results, the best known algorithm for 2D-PM with scalings is given by
Amir and Chencinski [6]. It solves the problem in O(mn2) time, where the size of the text is n2 and the size of the pattern
is m2. For 2D-PM with rotations, the best known algorithm is due to Amir et al. [7] solving the problem in time O(m2n2).
The above algorithms find all exact matches of transformed P in T , i.e., the match is identical to some scaled pattern s(P),
respectively to some rotated pattern r(P). The best known algorithm for robust invariant pattern matching with rotations
is due to Fredriksson et al. [16] and it works in time O(m3n2).
Apart from algorithmic achievements, improved techniques for the analysis of 2D-PM have been developed in the last
decade. Noticeably, the work [2] was the first pattern matching paper that heavily builds on the use of combinatorial
geometry. With our paper we continue the research in this direction exploiting geometrical properties to design efficient
and practical algorithms.
In contrast to combinatorial pattern matching the image processing community uses rather continuous analysis instead
of combinatorial approaches when studying the IM problem. For an overview and discussion of selected issues in these field
we refer to [10,9,22,26,25,2,19] and the references therein.
Another technique for solving the IM problem is to use feature based approaches (see e.g. [1,24]). According to this
technique, one extracts from the images A and B salient features which are usually geometrical objects in the real plane,
like points, lines, regions etc. Subsequently, one tries to find a transformation f which transforms the geometrical objects
of A closest to those of B. But this approach relies heavily on the quality of feature extraction and feature matching, two
highly non-trivial tasks. Feature matching, e.g., remains difficult even for points, which is a well-studied problem and also
called geometrical point set matching (see [20] for a survey and [23,28] for some related problems). In fact, the known
algorithms give only approximate solutions and particularly they do not guarantee to find the global optimum, even for
such a simple class of transformations as compositions of rotation and translation [21]. Interestingly, Indyk et al. [21] give a
discretization technique to reduce the geometrical point set matching problem to a combinatorial pattern matching related
to that one considered in our paper. Another interesting discretization technique for matching of geometrical objects comes
from Hagedoorn [18] who uses a similar idea of parameter space subdivision as proposed here. The general applicability
to geometrical and combinatorial pattern matching demonstrates the generality and power of both approaches. However,
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there is a high discrepancy between the problem definitions and solutions proposed in [18] and our setting and this makes
the results incomparable.
1.2. Our contributions
In this paper we present a new discretization technique for the space of all transformed patterns under compositions of
scaling and rotation which enables efficient incremental enumeration for the elements inD(P,Fsr). The proposed method
works in linear time, with respect to the cardinality |D(P,Fsr)|, and leads to linear time search to find for a given subtext
of T the closest element inD(P,Fsr). We get that in worst-case |D(P,Fsr)| is inΩ(m2n3)∩ O(m2n4) for patterns P of size
O(m2) and texts T of size O(n2). We use these results to provide a fast O(m2n6) time robust invariant 2D-PM algorithm. The
presented algorithm uses only integer arithmetic whichmeans that no numerical difficulties occur due to the use of floating
point arithmetic.
In our setting, each transformation f in Fsr is a composition of rotation with a real angle φ and scaling with a real factor
s. The values φ and s are then encoded by an appropriate point (p, q) in the parameter space R2. To obtain our results, we
introduce a discretization technique to partition the parameter space into a finite number of subspaces ϕ1, ϕ2, . . . , ϕt such
that for any subspace ϕi and for all points (p, q), (p′, q′) ∈ ϕi it is true that the transformation f corresponding to (p, q) gives
the same pattern as the transformation f ′ corresponding to (p′, q′). According to the practice in combinatorial geometry the
subspaces ϕ1, ϕ2, . . . , ϕt are called faces.
To obtain the space partition we define a certain set of lines H which cut the parameter space R2 into the faces
ϕ1, ϕ2, . . . , ϕt . Then, to enumerate the patterns in D(P,Fsr) we simply search the faces of the line arrangement defined
byH . For each face visited during the search we choose one contained point and identify the corresponding transformation
f . By the equivalence between the points in one face, we can compute with f the pattern f (P), which is associated to all
points of the face. Finally, we get all patterns in D(P,Fsr) by this procedure. Moreover, we choose an enumeration order
onD(P,Fsr) implied by the geometrical incidence between the corresponding faces. This allows that patterns enumerated
successively differ only in few pixels.
Such a geometrical approach is new both in combinatorial pattern matching and image matching. Restricting the
transformations to rotations, Amir et al. [7] and Fredriksson et al. [16] provide another incremental algorithm to enumerate
all the rotated patterns inD(P,Fr) efficiently and they observe that for any two successive rotations in that enumeration
the transformed patterns differ only by a few pixels.
In the third step each enumerated transformed pattern P ′ ∈ D(P,Fsr) has to be matched against all subtexts T ′ of T .
A straightforward approach of doing so, would be to shift P ′ over T to all possible positions (t1, t2) and to compute the dis-
tortions between P ′ and the subtexts at positions (t1, t2). In our algorithm, instead of shifting P ′ over T , we find the closest
match of P ′ in T by solving one imagematching independently and in parallel for each subtext T ′ and thus, for every possible
translations of P ′ to a location (t1, t2). The use of the incremental enumeration technique described above allows that each
image matching can be speeded up by a O(n2) factor. Consequently, our algorithm is general enough for both robust 2D-PM
invariant under Fsr as well as IM under Fsr.
Furthermore, our approach is easily applied to other kinds of transformations, in particular to Fs or Fr. Amir and
Chencinski’s algorithm solves the exact 2D-PM problem in only O(mn2) time. However, their method cannot be used for the
robust Fs-invariant pattern matching. In this paper using our general approach we demonstrate an O(mn4) time bounded
algorithm solving this variant of pattern matching. Moreover we managed to solve the image matching problem under
scalings in time O(mn2). For rotations, we know by [16] that robust 2D-PM can be done in time O(m3n2). In this paper we
provide a different approach to solve this problem in the same time complexity.
2. Preliminaries
2.1. Representations of patterns and texts
In this paper the pattern P as well as the text T are two-dimensional arrays of pixels, i.e, of unit squares covering a
certain area of the real plane R2. In P the pixels are indexed over the set M = {(i, j) | − m ≤ i, j ≤ m} and in T over
N = {(i, j) | − n ≤ i, j ≤ n}. We callM the support of P ,N the support of T and callm the size of P whereas n is the size of
T . The pixel with index (i, j) has its geometrical center point at coordinates (i, j). Each pixel (i, j) has a color P〈i, j〉 (T 〈i, j〉,
resp.) from a finite setΣ = {0, 1, . . . , σ } of color values. To simplify the dealing with borders we let P〈i, j〉 = ⊥ if (i, j) 6∈M
and T 〈i, j〉 = ⊥ if (i, j) 6∈ N , where ⊥ is a special color marking the exterior of P and T . For a given pattern P , text T and
pixel index (t1, t2) ∈ N the distortion∆t1,t2(P, T ) between P and T at (t1, t2) is measured by
∆t1,t2(P, T ) =
∑
(i,j)∈N
δ(P〈i− t1, j− t2〉, T 〈i, j〉),
where δ(a, b) is a function charging mismatches, for example,
δ(a, b) =
{
0, if a = ⊥ or b = ⊥
|a− b|, otherwise.
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Fig. 1. The distortion of pattern P by a continuous transformation f combining rotation of 35 degrees and scaling of 0.83. Because f (P) represents colors
only at integer coordinates we use nearest-neighbor interpolation to obtain mapping γ , the discrete version of f −1 . The pixels (−1,−1), (−1, 1), (1,−1)
and (1, 1) get a fixed predefined value (in this paper we let 0, white color), since γ refers all to coordinates outside the supportM.
2.2. Pattern transformations and problem statement
Throughout this paper transformations are injective functions f : R2 → R2. Applying a transformation f to the pattern
P of supportM we want to get a transformed pattern f (P), a new two-dimensional array of pixels.
To define a color value for any pixel (i, j) in pattern f (P) we let g = f −1 and define a mapping γg : Z2 → Z2 as
follows: For all (i, j) ∈ Z2 we let γg(i, j) = [g(i, j)], where [(x, y)] := ([x], [y]) denotes rounding all components of a vector
(x, y) ∈ R2. Then the color value f (P)〈i, j〉 is defined as the color value P〈i′, j′〉 of the pixel (i′, j′) = γg(i, j). Hence, we
choose the pixel of P which geometrically contains the point f −1(i, j) in its square area. With this setting we model nearest-
neighbor interpolation, commonly used in image processing. For an example see Fig. 1. To make sure that f (P) represents
the complete transformation of pattern P we have to choose its support appropriately. Therefore we define
W = max{w | ∃i, j : [g(i, j)] ∈M such thatw = |i| orw = |j|}
and subsequently the support of f (P) has to be
{(i, j) | −W ≤ i, j ≤ W },
i.e., the smallest possible integer lattice that contains all pixels (i, j)with [g(i, j)] ∈M. Note that the support of f (P) depends
on f but is finite for every choice of f .
After the description of how pattern transformation works we may define for any pattern P and all sets F the set
D(P,F ) = {f (P) | f ∈ F } of all possible pattern transformations of P . Now we are ready to give the definition for the
problem of two-dimensional pattern matching robust invariant under F :
Problem 1. For a given pattern P with supportM and a text T with support N , find in the setD(P,F ) a pattern P ′ and a
pixel index (t1, t2) ∈ N minimizing the distortion∆t1,t2(P ′, T ).
If we interpret the pattern P and the text T as digital images A and B, then the image matching problem under F can be
defined as the following restricted version of robust 2D-PM:
Problem 2. For given images A and Bwith supportM andN find in the setD(A,F ) an image A′ minimizing the distortion
∆0,0(A′, B).
For the analysis of complexity aspects wewill apply the unit cost model for arithmetic operations, a complexity measure
which is sometimes referred to as arithmetic complexity. Therefore, we assume that mathematical basic integer operations
can be done in constant time. This means we actually do not count the running time but the number of integer operations
like addition, subtraction, multiplication and division.
2.3. Transformation classes of interest and their parameter spaces
In this paper we are basically interested in Fsr, the transformations combining scaling and rotation. Any transformation
f in Fsr can be uniquely described by
f (x, y) =
(
s cosφ s sinφ
−s sinφ s cosφ
)
·
(
x
y
)
for some s, φ ∈ R, with s 6= 0. For the sake of completeness, the definition is very general. Particularly, it allows all real
scaling factors s 6= 0. However, allowing an arbitrarily small scaling factor s would lead to trivial solutions. For example, if
T 〈t1, t2〉 = P〈0, 0〉, for some t1, t2 then one gets trivial optimal solutions, with∆t1,t2(f (P), T ) = 0, by taking transformations
f with scalings s < 1/m and any rotation angleφ. Hence, formany practical applications a reasonable restriction is to assume
that s ≥ 1 or that 1/c ≤ s ≤ c , for a given constant c > 1. The matching algorithms presented in this paper will be easily
applicable for such restricted transformation classes. Moreover, the transformations f in Fs can be described as a special
case of Fsr just by restricting φ = 0. Likewise, we may describe transformations f ∈ Fr by restricting s = 1.
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Note that though the pattern f (P) is defined by giving transformation f it is the case that the pixel values of f (P) can only
be computed by the inverse f −1 of f . However, according to our definition, for all ? ∈ {s, r, sr} and any transformation
f ∈ F? it is true that f −1 ∈ F?. Hence, the considered classes of transformations are closed under inversion.
All transformations in the set Fsr can be characterized by the two parameters
p = s cosφ and q = s sinφ.
Hence, each such transformation f can be described by a vector (p, q)T in the two-dimensional parameter space R2. Note
that (0, 0)T is the only point in R2 which corresponds to a non-injective transformation and by this does not characterize
a transformation in Fsr. However, for convenience we will simply ignore this exception. The set of transformations in Fs
corresponds to the one-dimensional parameter subspace of R2 which contains points (p, q)T with q = 0 and which we will
denote by L. Likewise we have the transformations in Fr represented by the points (p, q)T with p2 + q2 = 1. Such points lie
on the unit circle C , which is also a one-dimensional space, even though non-linear and thus more complicated to analyze.
2.4. Geometry notation
For our approach being connected to combinatorial geometry we need some further definitions. We denote by H a set
of linear equations h of the form h : c1p + c2q − c3 = 0, where p and q are variables and c1, c2 and c3 are constants. Let
(p, q) ∈ R2. Then we define for each h ∈ H the value h(p, q) = c1p + c2q − c3. Each equation h describes a straight line
` = {(p, q) | h(p, q) = 0} inR2. Note the difference: h is an algebraic expression whereas ` is a subspace ofR2. Denote byH
the set of all straight lines defined by the equations in H and define for all h ∈ H the following additional subspaces of R2:
`+ = {(p, q) | h(p, q) > 0} and `− = {(p, q) | h(p, q) < 0}.
In geometry the subspaces `+ ∪ ` and `− are called half-planes. Now define the following partition of R2 by a finite set of
equations H = {h1, . . . , ht}:
A(H) =
{
ϕ ⊆ R2
∣∣∣∣ ϕ = t⋂
w=1
`sww for some s1, . . . , st ∈ {+,−, 0}, ϕ 6= ∅
}
,
where `w is the straight line corresponding to hw and `0w denotes just `w . In literature the set A(H) is called the line
arrangement given by the linesH . See [11] or [14] for detailed information on line arrangements.
We call the elements ofA(H) faces. A face is called a d-face if its dimension is d for d ∈ {0, 1, 2}. Thus, a 0-face is a point,
a 1-face is a line (segment) or curve (segment), and a 2-face is a convex region on the plane given by the intersection of a
finite number of half-planes. A face ϕ′ is a subface of another face ϕ if the dimension of ϕ′ is one less than of ϕ and ϕ′ is
contained in the boundary of ϕ. We also say that ϕ and ϕ′ are incident and that ϕ is a superface of ϕ′.
The incidence graph I(H) ofA(H) contains a node v(ϕ) for each face ϕ and v(ϕ) and v(ϕ′) are connected by an edge if
the faces ϕ and ϕ′ are incident. The incidence graph is described in detail in [12] (see also [11]).
3. Exploring the setD(P,Fsr)
In this section we will present the structure of the setD(P,Fsr) and show how to estimate the number of transformed
patterns that are sufficient to be considered to solve the matching problems. In fact the set D(P,Fsr) is infinite since it
contains all pattern transformations for steadily growing scaling factors s. Consequently we cannot take into consideration
all the elements ofD(P,Fsr)when solving 2D-PM for specific input P and T and we have to restrict the set to a (adequately
small) finite subset.
To compute the distortion ∆t1,t2(f (P), T ) for the chosen (t1, t2) ∈ N it is enough to sample color values of pixels (i, j)
in f (P) only for −2n ≤ i, j ≤ 2n. Thus, it would be useful to explicitly bound the sizes of all patterns inD(P,Fsr) only to
the sizes less than 2n. Following this idea, for a given bound r we define pattern f (P, r) as restriction of f (P) to the support
M(r) = {(i, j) | − r ≤ i, j ≤ r}. Speaking more precisely, for all (i, j) ∈ M(r) we let f (P, r)〈i, j〉 = f (P)〈i, j〉 and for any
(i, j) outsideM(r)we define, as usually, f (P, r)〈i, j〉 = ⊥. Finally, we let
Dr(P,F ) = {f (P, r) | f ∈ F }.
It is straightforward to see that 2D-PM can be solved by the use ofD2n(P,Fsr) instead ofD(P,Fsr). The pattern f (P, 2n) ∈
D2n(P,Fsr) equals the pattern f (P) ∈ D(P,Fsr) in the essential range described by the supportM(2n). However, unlike
for D(P,Fsr) the set Dr(P,Fsr) is finite for every choice of the bound r . Subsequently, to support the development of
our 2D-PM algorithm, we will concentrate on the analysis ofDr(P,Fsr), its structure and its cardinality depending on the
bound r .
3.1. Structure of the setDr(P,Fsr)
We first need the definition of the set Hm,r of equations. For variables p and q and for given integer constants c1, c2, c3,
let
hc1c2c3 : c1p+ c2q+ 0.5− c3 = 0
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be an equation. Then for allm, r ∈ Nwe define
Hm,r : {hijk | − r ≤ i, j ≤ r,−m ≤ k ≤ m+ 1}.
Note that constants i = j = 0 do not give proper (true) equations h00k, for any integer k. Formally, in such cases the subspace
` = {(p, q) | h00k(p, q) = 0} is an empty set and depending on k we have `+ = R2 and `− = ∅ or vice versa. However,
for convenience, we will still call ` a straight line described by h00k and `+ and `− its corresponding half-planes. Besides
these exceptions it is true that each of the equations hijk ∈ Hm,r describes a proper straight line ` in R2 which partitions the
parameter space into three parts `+, ` and `−.
The set Hm,r of straight lines described by equations in Hm,r plays a crucial role in our approach. According to the
introduced point-transformation duality the discretization of Fsr is given by the partition of R2 determined by the
straight lines in Hm,r . Lemma 1 gives some backgrounds of this partition and expresses the following statement: If two
transformations g1 and g2 are represented by points u and v which are on different sides of a straight line ` (described by
hijk), then their discrete counterparts γg1 and γg2 differ essentially on argument (i, j). That is to say, if γg1(i, j) = (i1, j1)
and γg2(i, j) = (i2, j2), then i1 < k and i2 ≥ k or vice versa. Theorem 1 states the reverse, i.e, if the points u and v are not
separated by any line ofHm,r , then γg1(i, j) and γg2(i, j) are equal for all (i, j) ∈ M(r), hence, all pixels that are relevant for
the transformed pattern. Notice in this context that hijk, with i = j = 0, does not describe any proper straight line. However,
this is consistent with the meaning given above since for any function f ∈ Fsr it is true that f (0, 0) = (0, 0) and therefore
f (P)〈0, 0〉 is always determined by P〈0, 0〉.
Lemma 1. Let hijk ∈ Hm,r and let `x be the line described by hijk. Furthermore, let f ∈ Fsr be a transformation, g = f −1 its inverse
and v the point representing g. Consider γg(i, j) = (i′, j′) for (i, j) ∈ M(r). Then i′ < k if v ∈ `−x and i′ ≥ k if v ∈ `x ∪ `+x .
Analogously, if we consider hj(−i)k ∈ Hm,r , which describes the line `y, then j′ < k if v ∈ `−y and j′ ≥ k if v ∈ `y ∪ `+y .
Proof. The transformation g is in Fsr. Thus, it is a combination of a scaling with factor s and a rotation by angle φ. Hence, it
is represented by v = (p, q)with p = s cosφ and q = s sinφ. Furthermore, γg(i, j) = (i′, j′) can be resolved to i′ = [ip+ jq]
and j′ = [jp− iq] by definition. Now assume v ∈ `x or v ∈ `+x . That means hijk(v) ≥ 0 which implies ip+ jq+ 0.5− k ≥ 0.
This in turn gives [ip+ jq] ≥ kwhich means that i′ ≥ k. Conversely, if v ∈ `−x , then hijk(v) < 0 giving [ip+ jq] < k and thus,
i′ < k.
The proof works analogously for v ∈ `y ∪ `+y or v ∈ `−y . 
With the help of Hm,r we are now ready to provide the relation between the setDr(P,Fsr) and the setA(Hm,r) of faces
in R2.
Theorem 1. For all patterns P of size m and all r ∈ N there exists a surjective mapping
Γm,r : A(Hm,r)→ Dr(P,Fsr).
Proof. Choose from every face ϕ ∈ A(Hm,r) an arbitrary point vϕ . Each such point represents a transformation gϕ . Then
define for all ϕ ∈ A(Hm,r) the mapping Γm,r : A(Hm,r)→ Dr(P,Fsr) by Γm,r(ϕ) = fϕ(P, r)where fϕ = g−1ϕ .
Assume that such a Γm,r is not surjective. Then there is a transformation f ∈ Fsr such that no face ϕ gives Γm,r(ϕ) =
f (P, r). However, the inverse g = f −1 is represented by the point u in R2 and there must be a face ϕ ∈ A(Hm,r) containing
that point. Let v be the point representing the transformation gϕ . Since both points u and v are in the same face ofA(Hm,r)
they are not separated by any line given by the equations in Hm,r . Hence, for all (i, j) ∈M(r) and k ∈ {−m, . . . ,m+ 1} the
points u and v belong to the same half-space of R2 with respect to the line ` described by hijk.
We show that f (P, r) = fϕ(P, r), i.e., the assumption of f ’s existence leads to a contradiction. Obviously, if f (P, r) 6=
fϕ(P, r) then there exist coordinates (i, j) ∈M(r) such that the pixel values f (P, r)〈i, j〉 and fϕ(P, r)〈i, j〉 are different.
If both γg(i, j) 6∈ M and γgϕ (i, j) 6∈ M then f (P, r)〈i, j〉 = fϕ(P, r)〈i, j〉 = ⊥. Hence, this case cannot occur. Similarly, we
show that neither γg(i, j) 6∈ M and γgϕ (i, j) ∈ M nor γg(i, j) ∈ M and γgϕ (i, j) 6∈ M. First, let γg(i, j) = (i′1, j′1) 6∈ M and
γgϕ (i, j) = (i′2, j′2) ∈ M. At least one of the following four inequalities is true: (a) i′1 > m, (b) i′1 < −m, (c) j′1 > m or (d)
j′1 < m. Assume that (a) is true. Then hij(m+1)(u) ≥ 0. However, i′2 ≤ m gives hij(m+1)(v) < 0. Hence, u and v are separated
by the line described by hij(m+1). If (b) is true, then hij(−m)(u) < 0 but i′2 ≥ −m and hij(−m)(v) ≥ 0. Thus, now u and v are
separated by the line described by hij(−m). The arguments work similar for the cases (c) and (d) with the equations hj(−i)(m+1)
and hj(−i)(−m). Hence, we get a contradiction. The case γu(i, j) ∈M and γv(i, j) 6∈M can be disproved analogously.
Thus, for f (P, r)〈i, j〉 6= fϕ(P, r)〈i, j〉 it must be true γg(i, j) ∈ M and γgϕ (i, j) ∈ M and γg(i, j) = (i′1, j′1) 6= (i′2, j′2) =
γgϕ (i, j). Consider the four equations hiji′1 , hij(i′1+1), hj(−i)j′1 , hj(−i)(j′1+1) and the corresponding lines `1 to `4 described by them.
By Lemma 1 itmust be the case that u is in the space (`1∪`+1 )∩`−2 . Since u and v are not separated by lines, v has to be in the
same space, too. By Lemma 1, i′1 ≤ i′2 < (i′1 + 1), meaning i′1 = i′2. Analogously, u is in the space (`3 ∪ `+3 )∩ `−4 which gives
that v is in this subspace, too. Again by Lemma 1, j′1 ≤ j′2 < (j′1 + 1), giving j′1 = j′2. Hence, γg(i, j) = γgϕ (i, j) which means
that in f (P, r) as well as in fϕ(P, r) the pixel (i, j) is assigned the value of the same pixel (i′1, j
′
1) in P . A contradiction. 
By the theorem it suffices to estimate the number of faces in A(Hm,r) to get a bound on the cardinality of Dr(P,Fsr).
Furthermore, the surjective mapping Γm,r enables a simple method to enumerate the patterns in Dr(P,Fsr). One simply
has to construct A(Hm,r), traverse its faces ϕ in an appropriate way and each time compute Γm,r(ϕ) to obtain another
transformed pattern ofDr(P,Fsr). Fig. 2 shows the two-dimensional parameter space R2 partitioned by the linesH1,2.
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Fig. 2. Points (p, q) in R2 represent all compositions of real scaling and rotation and thus, Fsr . The points on the p-axis have q = 0 and thus, form the one-
dimensional subspace Lwhich represents Fs . Finally, the unit circle C contains exactly the compositions of scaling s = 1. Together they represent exactly
Fr , namely all rotations. The lines ofH1,2 partition each of the three parameter spaces into faces. Each face corresponds to one element ofD2(P,Fsr) for
any given pattern P over supportN = {(i, j)| − 1 ≤ i, j ≤ 1}. The black face contains the inverse g of the transformation f used to transform the pattern
P of Fig. 1.
3.2. Bounds on the cardinality ofA(Hm,r)
After we have exposed the geometrical structure behindDr(P,Fsr)we want to obtain bounds on the cardinality of this
set. An impression on this cardinality is given by |A(Hm,r)|. Due to the surjective mapping Γm,r we know that Dr(P,Fsr)
cannot contain a larger number of patterns than the number of faces inA(Hm,r). However, since Γm,r is not bijective it may
happen for certain patterns and texts that Dr(P,Fsr) is properly smaller than A(Hm,r). But it is still worth determining
also a lower bound on |A(Hm,r)| because of two reasons: On the one hand, there are patterns P for which the cardinality of
Dr(P,Fsr) and A(Hm,r) are asymptotically equal and on the other hand it is the case that our algorithm always searches
the whole setA(Hm,r) and thus, a lower bound on the size enables the estimate of a lower bound on the running time. For
the pattern P of Fig. 1 we show the setD2(P,Fsr) in Fig. 3, i.e., we show all possible ways how P can be transformed to a
size-2 pattern using combinations of scaling and rotations.
Lemma 2. Let m and r be arbitrary positive integers. The cardinalities for the set of equations Hm,r and for the corresponding set
of linesHm,r are:
|Hm,r | = (m+ 2)(2r + 1)2 − (m+ 2) and |Hm,r | ∈ Θ(mr2).
Proof. The number of equations in Hm,r is trivially (m + 2)(2r + 1)2 − (m + 2) by the choice of k in {−m, . . . ,m,m + 1}
and i, j in {−r, . . . , r}where i = j = 0 is not allowed.
The set Hm,r contains all lines described by the equations hijk of Hm,r . The upper bound O(mr2) on the number of such
lines follows from the cardinality of Hm,r . To see the lower bound note that for two choices i1, j1, k1 and i2, j2, k2 the
corresponding equations hi1j1k1 and hi2j2k2 describe the same line if and only if there is an α ∈ R with αi1 = i2, αj1 = j2,
and α(k1 − 0.5) = (k2 − 0.5). This is never the case if we consider only those triples i, j, kwith i and j coprime. By Theorem
330 in [13] there are 6
pi2
r2 + O(r log r) pairs with gcd(i, j) = 1, hence Ω(r2) many. If i and j are coprime, k can be chosen
arbitrarily and hence, the statement follows. 
The next lemma is used later to provide a lower bound on the cardinality ofA(Hm,r):
Lemma 3. Let m, r ∈ N be arbitrary and let
M = {(a, b) | 1 ≤ a ≤ m, 1 ≤ b ≤ r, and gcd(a, b) = 1}.
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Fig. 3. The setD2(P,Fsr) of 862 possibilities to transform the pattern P introduced in Fig. 1 by combinations of scaling and rotation. The first 44 images
can be obtained by using rotation only. The last two of them are also gained by using only scaling. Note that the identity transformation is one of them.
Moreover, it is possible to get the following 14 by using solely scaling. The remaining 804 require true combinations of scaling and rotation. The image
was computed by enumerating the setA(H1,2). Operating the black face of Fig. 2 gave the transformation result f (P, 2) depicted in Fig. 1, here marked by
a double frame.
Then the cardinality of M is inΘ(mr). Particularly |M| ≥ 0.27rm for sufficiently large m and r.
Proof. The upper bound follows trivially from the choice of a ∈ {1, . . . ,m} and b ∈ {1, . . . , r}. From Theorem 330 in [13]
we know that the number of pairs (a, b)with 1 ≤ a, b ≤ m is 6
pi2
m2+O(m logm). Hence, if r ’s distance tom is not too big, say
r is in {m, . . . , 10m}, then the lower boundwould follow easily. Thus, we now consider r > 10m. Let, for any a ∈ {1, . . . ,m}
M(a) = {(a, b) | 1 ≤ b ≤ a, gcd(a, b) = 1}.
Again, by Theorem 330 in [13] we know that there is a constant µ such that
m∑
a=1
|M(a)| ≥ 3
pi2
m2 − µ(m logm).
Form ≥ 106µ2 we get easily that∑ma=1 |M(a)| ≥ 0.3m2.
For all a ∈ {1, . . . ,m} and all c ∈ N0 we define
M(a, c) = {(a, b+ c · a)|(a, b) ∈ M(a)}.
It is easy to see thatM(a, 0) = M(a) and |M(a, c)| = |M(a)| for all c ∈ N0. Moreover, any pair (a, b+ c · a) ∈ M(a, c) fulfills
gcd(a, b + c · a) = gcd(a, b) = 1. Hence, all such sets contain only coprime pairs. Let c, c ′ ∈ N0 such that c < c ′ and let
(a, b) ∈ M(a, c) and (a, b′) ∈ M(a, c ′). Then ca < b ≤ (c + 1)a and c ′a < b′ ≤ (c ′ + 1)a. Hence, b ≤ (c + 1)a ≤ c ′a < b′
and thus, the setsM(a, c) andM(a, c ′) are disjoint. Furthermore,
m⋃
a=1
b rmc⋃
c=1
M(a, c − 1) ⊆ M.
Subsequently, we get form ≥ 106µ2 and r > 10m that
|M| ≥
m∑
a=1
b rmc∑
c=1
|M(a, c − 1)| =
b rmc∑
c=1
m∑
a=1
|M(a)|
≥
⌊ r
m
⌋
· 0.3m2 ≥
( r
m
− 1
)
· 0.3m2
≥ 0.3
(
rm− r
10
m
)
≥ 0.27rm.
The cases of r < m ≤ 10r andm > 10r follow immediately. 
Now, we are able to show narrow lower and upper bounds on |A(Hm,r)| using methods from combinatorial geometry:
Theorem 2. For all m, r ∈ N
|A(Hm,r)| ∈ Ω(m2r3) ∩ O(m2r4).
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Proof. Consider the straight lines inHm,r . By Lemma 2 the setHm,r contains Θ(mr2) lines for any m, r ∈ N. From combi-
natorial geometry we know that the line arrangementA(Hm,r) contains at most
2∑
a=0
2∑
b=a
(|Hm,r |
b
)(
b
a
)
∈ O(|Hm,r |2) = O(m2r4)
faces. See Edelsbrunner [11] and de Berg et al. [14] for the bounds on the cardinality of line arrangements.
For the lower bound we show that there are already Ω(m2r3) 2-faces in A(Hm,r). To see this bound, let us consider
a subset H of equations in Hm,r with restriction to i = 0, i.e., let the set H contain equations h : q = 2k−12j for all j ∈{−r, . . . ,−1} ∪ {1, . . . , r} and all k ∈ {−m, . . . ,m + 1}. Moreover, letH denote the set of all straight lines described by
equations in H and let t = |H | be the number of this lines. It is obviously the case that equations in H describe straight lines
parallel to the p-axis. Hence, the lines in H cut R2 into t + 1 pairwise disjoint parallel slices S0, S1, . . . , St . To bound the
number of slices from below,we define the subsetH ′ ⊆ H including only equationswith numerator 2k−1 and denominator
2j being positive and coprime. Obviously, two distinct equations fromH ′ describe two different lines inH and thus, t ≥ |H ′|.
For the cardinality of H ′ we need to estimate the number of coprime pairs (x, y) such that x ≤ 2m, y ≤ 2r , x is odd and y is
even. We will show that this number and hence, the cardinality of H ′, is inΩ(mr).
If m and r are sufficiently large then there are at least 0.27mr pairs (a, b) with a ∈ {1, . . .m}, b ∈ {1, . . . r} and
gcd(a, b) = 1 by Lemma 3. None of these pairs has both a and b even. Now, if all pairs (a, b) with even a and odd b are
coprime we keep more than
0.27mr − 0.25mr = 0.02mr
pairs where a is odd and b is even or odd. For all such pairs (a, b) inM we define the mapping (a, b) 7→ (x, y) as follows: If
a is odd and b is even, let (x, y) = (a, b), hence we have x ≤ m and y ≤ r . If both a and b are odd, let (x, y) = (a, 2zb)where
z is chosen to be the smallest integer such that 2zb > r . In this case it is true x ≤ m and r < y ≤ 2r . It is easy to check that
this mapping is injective. Thus, we get |H ′| ≥ 0.02mr which implies that t ≥ |H ′| = Ω(mr).
Now, we count the number of 2-faces contained in each slice Sw , with w ∈ {0, 1, . . . , t}. Recall that the straight lines in
H , which border the slices, are also described by equations in Hm,r . Therefore each 2-face of the plane arrangementA(Hm,r)
is completely contained in only one of the slices S0, S1, . . . , St . Below we show that every Sw containsΩ(mr2) 2-faces. This
will complete the proof.
To see that every Sw contains the required number of 2-faces imagine a straight line `w parallel to the p-axis which is
contained in Sw . Note that all points (p, q) on `w have the same q-coordinate. We choose the line `w in a way that the q-
coordinate is irrational. The line `w intersects a certain subset of the 2-faces in the slice Sw and no 2-face of any other slice.
The number of 2-faces intersected by `w is one bigger than the number of intersection points between `w and lines from
Hm,r . Due to the form of the equations Hm,r the intersection between lines inHm,r happens only at rational coordinates. But
then the definition of `w causes intersectionwith lines inHm,r only at irrational coordinates. Thus, both kinds of intersection
cannot fall together. Subsequently, each line in Hm,r intersects `w at a unique point. It is easy to see that all lines in Hm,r
except those inH , that define the borders of slices, intersect `w . Hence, by Lemma 2 the number of intersection points on
`w , and by that the number of 2-faces in Sw , is inΩ(mr2).
Thus, the sum of 2-faces over all slices givesΩ(mr2) ·Ω(mr) = Ω(m2r3). 
The first achievement of this section is a structural analysis of the set Dr(P,Fsr) for given pattern P and text T .
Furthermore, by the above theorem we have a good impression of the worst-case bounds on |A(Hm,r)| and by that on
|Dr(P,Fsr)|. In Section 6 we display the experimentally measured growth of |A(Hm,r)|.
4. The 2D-PM algorithm
In order to solve 2D-PM under Fsr we use the mapping Γm,r introduced in Theorem 1 to enumerate Dr(P,Fsr) for an
appropriate bound r . Then we shift each enumerated pattern P ′ ∈ Dr(P,Fsr) over the text T to find the best match. In fact,
∆t1,t2 allows already the shifting of the center of pattern P
′ to any pixel of T by the specification of (t1, t2). To make sure that
the patterns P ′ will be defined for any pixel in the sum
∆t1,t2(P
′, T ) =
∑
(i,j)∈N
δ(P ′〈i− t1, j− t2〉, T 〈i, j〉)
we will set r = 2n and thus, the algorithm enumeratesD2n(P,Fsr).
As stated before our algorithm performs parallel one image matching for each possible choice of (t1, t2) in N . To solve
all the image matching problems in turn we implement the mapping Γm,2n of Theorem 1. For a realization of Γm,2n one
could perform a search of A(Hm,2n) and choose for each encountered face one representative point (p, q) in R2. The point
represents an inverse transformation g , i.e., g(x, y) = ( p q−q p ) · ( xy ). Hence, for f = g−1 the pattern f (P, 2n) can be computed
using the mapping γg . Finally, the distortion between f (P, 2n) and T at center of pixel (t1, t2) is computed by calling the
procedure of distance function∆t1,t2 .
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However, this straightforward enumeration approach of visiting systematically all faces ϕ ∈ A(Hm,2n) and computing
f (P, 2n) for some representative f is not efficient. The time complexity of such a method is at least |A(Hm,2n)| times O(n2).
The n2-term is induced by the costs of computing the color value for each of the (4n + 1)2 pixels of f (P, 2n) and also by
the costs of computing ∆t1,t2(f (P, 2n), T ), which takes O(n
2) individual δ-compares. However, using our approach we can
improve this complexity by computing f (P, 2n) incrementally. It turns out that incident faces correspond to very similar
patterns. In fact, Lemma 1 and Theorem 1 imply the following:
Corollary 1. Let m, r ∈ N and ϕ, ϕ′ ∈ A(Hm,r) be two faces in R2 with ϕ the superface of ϕ′. Furthermore, let P be a size-m
pattern and let (i, j) ∈ M(r). Then the two patterns Γm,r(ϕ) and Γm,r(ϕ′) can differ at the pixel (i, j), only if there exists k in
{−m, . . . ,m+ 1} such that the line ` described by hijk or hj(−i)k contains as a subspace the face ϕ′.
Proof. By Theorem 1 all points within ϕ correspond to the same transformation Γm,r(ϕ) of P . The same holds for the points
in ϕ′ and Γm,r(ϕ′). Since ϕ′ is a subface of ϕ, by definition there must be a line ` such that ϕ′ is a subspace of `. Then ` is the
only separating line between ϕ and ϕ′. Hence, the subspaces ϕ and ϕ′ are either both in (`′ ∪ `′+) or both in `′− for all other
lines `′. Consequently, if neither hijk nor hj(−i)k describe ` then by Lemma 1 all points v in ϕ ∪ ϕ′ represent a transformation
g with the same discretization γg(i, j) on pixel (i, j).
However, if there exists a number k ∈ Z and Hm,r contains an equation h = hijk or h = hj(−i)k for the given pixel (i, j)
such that h describes `which cuts R2 into `, `+ and `− and if ϕ ⊆ `− then it follows from Lemma 1 that the points in ϕ and
those in ϕ′ describe different discrete transformations. In particular, any point u ∈ ϕ is then in `− and any point v ∈ ϕ′ is
in `. Thus, the transformations g and g ′ described by u or respectively v give γg(i, j) = (i1, j1) and γg ′(i, j) = (i2, j2) with
either i1 < k and i2 ≥ k or j1 < k and j2 ≥ k. Now Γm,r(ϕ) and Γm,r(ϕ′) differ at pixel (i, j) if the color value P〈i1, j1〉 is
different from P〈i2, j2〉. 
By the above corollary it is profitable to enumerate the faces in the order implied by their incidence to guarantee the
minimal number of updates in f (P, 2n) when going from one face to the next one. Using this property our algorithm
enumerates D2n(P,Fsr) in linear running time with respect to the cardinality of A(Hm,2n). The incidence graph I(Hm,2n)
described in Section 2 is an appropriate data structure to describe the faces in A(Hm,2n) and their incidences. See e.g.
Edelsbrunner [11] for a detailed survey on line arrangements and the complexity to construct the graph I(Hm,2n). Our
algorithm performs the searching of A(Hm,2n) by DFS-traversing the corresponding incidence graph I(Hm,2n). This kind
of traversal guarantees the enumeration due to the geometrical incidence.
4.1. Implementation
The algorithm starts the DFS-search at node vid, which corresponds to the face representing the identity transformation.
In the construction of the incidence graph I(Hm,2n)we can easily retrieve vid as a byproduct.
Then, for each encountered node v it computes the mapping γ to represent all transformations described by the points
of the corresponding face. Instead of computing γ from scratch the algorithm simply updates the mapping computed for
the previous node u. Hence, when traversing from u to v we need a convenient way to obtain all pixels (i, j) for which γ
needs an update. For this purpose we compute for each edge (u, v) in the incidence graph a set Update(u, v) of such pixel
coordinates.
We first define for each node v: (1) representative coordinates c(v), (2) a subset H(v) of the equations Hm,2n, and (3) a
transformation g(v) represented by the point c(v). If the face ϕ represented by v is a
1. 0-face, i.e., a simple point (p, q), and v1, v2, . . . , vt are the nodes of all superfaces ϕ1, . . . , ϕt of ϕ, then we let
c(v) = (p, q) and H(v) =
t⋃
w=1
H(vw),
2. 1-face, i.e., a line segment on a line ` ∈ Hm,2n, then it has at least one subface ϕ1 with corresponding node v1. We let
c1 = c(v1). If ϕ has another subface ϕ2 with node v2, we let c2 = c(v2). Otherwise, we choose an equation hijk, which
describes ` and compute the two points c± = c(v1)±
( j
−i
)
. Either c+ or c− lies in ϕ and we set c2 to that point. Then
c(v) = c1 + c2
2
and H(v) = {hijk | hijk describes `},
3. 2-face, i.e., a convex region in R2, and v1, v2, . . . , vt are the nodes of all subfaces ϕ1, . . . , ϕt of ϕ (note that in this case
we have t ≥ 2), then
c(v) = 1
t
t∑
w=1
c(vw) and H(v) = ∅.
C. Hundt et al. / Theoretical Computer Science 410 (2009) 5317–5333 5327
Finally, g(v) is the transformation represented by the point c(v). We will make an exception for the face ϕ0 containing
the point (0, 0). This face would have c(v) = (0, 0), which is not allowed. Instead to get g(v)we can easily choose another
point c(v) in the -environment because ϕ0 is a 2-face.
Now let ϕ be any face in A(Hm,2n) and ϕ′ a subface of ϕ. Moreover, we assume that the node u represents ϕ and v
represents ϕ′ in the incidence graph I(Hm,2n). Then we define for the edge (u, v):
Update(u, v) = {(i, j, 0, i′) | ∃k, j′ : hijk ∈ H(v) and γg(v)(i, j) = (i′, j′)} ∪
{(i, j, 1, j′) | ∃k, i′ : hj(−i)k ∈ H(v) and γg(v)(i, j) = (i′, j′)}
Update(v, u) = {(i, j, 0, i′) | ∃k, j′ : hijk ∈ H(v) and γg(u)(i, j) = (i′, j′)} ∪
{(i, j, 1, j′) | ∃k, i′ : hj(−i)k ∈ H(v) and γg(u)(i, j) = (i′, j′)}.
According to Corollary 1 the update sets describe how the algorithm can obtain the mapping γg(v) of node v out of the
mapping γg(u) of the incident node u. Our algorithm uses the set Update(u, v) to perform all necessary changes when
traversing from u to v. In the reverse direction, to get γg(v) out of γg(u), these changes have to be reverted using Update(v, u).
Hence there are two different sets, one for the traversal from u to v and one from v to u.
Now our algorithm works as follows: It performs DFS on the graph I(Hm,2n) and solves in parallel the IMs for all
−n ≤ t1, t2 ≤ n. Visiting a node u of a face ϕ the algorithm stores for all (t1, t2) the current distortion value ∆t1,t2
between f (P, 2n) and T for f = g−1(u). Next, when traversing from u to an incident node v of a (sub or super) face ϕ′ the
algorithmupdates γ to compute the pattern f ′(P, 2n) incrementally from f (P, 2n) for f ′ = g−1(v). Therefore themapping γ
is represented by the three-dimensional array y in the followingway: The algorithm stores (i′, j′) = γ (i, j) component-wise
in y as y[i, j, 0] = i′ and y[i, j, 1] = j′. Now i′ and j′ can be accessed separately.
We use algorithm 2D-PatternMatching listed in Fig. 4 to solve the robust 2D-PM problem defined in Section 2. Notice
that a slightly modified version of this algorithm can be used to solve the IM problem, also defined in Section 2. In fact, for
this case we can fix the control variables t1 and t2 in the for-loops at lines 6, 8, 10, 15, 17 and 29 to t1 = t2 = 0. This
prohibits the shifting of pattern P over the text T and therefore the algorithm solves IM on images P and T .
4.2. Analysis
As a conclusion of this section we give a bound on the running time of the robust 2D-PM algorithm listed in Fig. 4.
Theorem 3. On input of size-m patterns P and size-n texts T the 2D-PM algorithm for Fsr given in Fig. 4 runs in time O(m2n6).
Proof. Let r = 2n. By Lemma 2 we have Θ(mn2) lines defined by the equations Hm,2n. It follows that I(Hm,2n) can be
constructed in time O(m2n4) (see e.g. [11]).
The running time needed to compute Update is bounded by the number of tuples in the subsumption of sets Update(u, v)
over all edges in the incidence graph. We will denote that number
τ(m, n) =
∑
(u,v)∈I(Hm,2n)
|Update(u, v)| + |Update(v, u)|.
Each equation hijk in Hm,2n adds one tuple (either (i, j, 0, κ) or (j,−i, 1, κ) with κ ∈ {i′, j′}) to the Update-sets of all edges
(u, v)where u or v represent a face ϕ subset of the line ` described by hijk. Since the line ` is intersected by at most all other
lines inHm,2n, we have O(mn2) faces on `. Hence, O(mn2) edges get one additional tuple for its Update-set due to equation
hijk. InHm,2n there areO(mn2) equations, each addingO(mn2) tuples to various setsUpdate(u, v). Hence, the number τ(m, n)
of elements in Update(u, v) summed over the edges of I(Hm,2n) is in O(m2n4).
Themain procedure performs DFS-search on I(Hm,2n) traversing not more than O(|A(Hm,2n)|) edges. Hence, the running
time for traversal and update is linear in |A(Hm,2n)|+τ(m, n), i.e.,O(m2n4). The algorithm solves (2n+1)2 imagematchings
and thus, its running time is O(m2n6). 
Note that the running time of the algorithm is proportional to |A(Hm,2n)| times the numberO(n2) of separate IMproblems
solved. Hence, Theorem 2 implies the following lower running time bounds:
Corollary 2. The 2D-PM algorithm for Fsr given in Fig. 4 runs in time at leastΩ(m2n5).
As mentioned above, our algorithm solves image matching under Fsr when modified to omit the shifting of P ′ over T .
Thus, it follows from Theorems 2 and 3:
Corollary 3. The image matching problem under Fsr can be solved in timeΩ(m2n3) ∩ O(m2n4).
Proof. The upper and lower bound can be shown like in Theorem 3 and Corollary 2 if one neglects the time factor O(n2) for
the (2n+ 1)2 parallel image matchings. 
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Algorithm 2D-PatternMatching /* 2D-PM robust invariant under Fsr */
Input: Pattern P of supportM and text T of supportN .
Output: P ′ ∈ D2n(P,Fsr) and−n ≤ t1, t2 ≤ nwith minimum∆t1,t2(P ′, T ).
1. Procedure SEARCH(v); /* Depth first searching */
2. begin
3. mark node v as seen;
4. for all unseen neighbors u of v do begin
5. for all (i, j, d, κ) in Update(v, u) do begin
6. for −n ≤ t1, t2 ≤ n do ∆[t1, t2] = ∆[t1, t2] − δ(P ′〈i, j〉, T 〈i+ t1, j+ t2〉);
7. y(i, j, d) = κ; P ′〈i, j〉 = P〈y(i, j, 0), y(i, j, 1)〉;
8. for −n ≤ t1, t2 ≤ n do ∆[t1, t2] = ∆[t1, t2] + δ(P ′〈i, j〉, T 〈i+ t1, j+ t2〉);
9. end;
10. for −n ≤ t1, t2 ≤ n do if (∆[t1, t2] < ∆opt) then begin
11. ∆opt = ∆[t1, t2]; vopt = u; topt = (t1, t2);
12. end;
13. call SEARCH(u);
14. for all (i, j, d, κ) in Update(u, v) do begin
15. for −n ≤ t1, t2 ≤ n do ∆[t1, t2] = ∆[t1, t2] − δ(P ′〈i, j〉, T 〈i+ t1, j+ t2〉);
16. y(i, j, d) = κ; P ′〈i, j〉 = P〈y(i, j, 0), y(i, j, 1)〉;
17. for −n ≤ t1, t2 ≤ n do ∆[t1, t2] = ∆[t1, t2] + δ(P ′〈i, j〉, T 〈i+ t1, j+ t2〉);
18. end;
19. end;
20. end;
21. begin /* Main( ) for 2D-PM */
22. construct the incidence graph I(Hm,2n) and set all nodes unseen;
23. compute Update sets for all edges of I(Hm,2n);
24. ∆opt = ∞; vopt = vid;
25. for −2n ≤ i, j ≤ 2n do begin /* init P ′ as copy of P */
26. y(i, j, 0) = i; y(i, j, 1) = j; /* and y as identity mapping */
27. if (−n ≤ i, j ≤ n) then P ′〈i, j〉 = P〈i, j〉; else P ′〈i, j〉 = ⊥;
28. end;
29. for −n ≤ t1, t2 ≤ n do begin
30. ∆[t1, t2] = ∆t1,t2(P, T );
31. if (∆[t1, t2] < ∆opt) then begin ∆opt = ∆[t1, t2]; topt = (t1, t2); end;
32. end;
33. call SEARCH(vid); /* start incremental enumeration */
34. let f = g−1(vopt); return P ′ = f (P, 2n) and topt;
35. end.
Fig. 4. The combinatorial pattern matching algorithm solving (2n + 1) × (2n + 1) image matching problems. The main procedure prepares only the
DFS-search of I(Hm,2n). The search itself is realized recursively by the SEARCH procedure. With each call one node v becomes seen. Then the neighborhood
of v is processed by updating the pixels which have possibly changed and estimating all new distortions.
5. Result specialization for scaling and rotation
In this section we will shortly revisit our analysis for the two special cases of Fsr, namely for scalings Fs and rotations
Fr. Both sets of transformations are defined by restrictions on s or φ, i.e., by letting φ = 0 for Fs and s = 1 for Fr. Hence,
the parameter space for scalings is restricted to L = {(p, 0) | p ∈ R}, a linear subspace of R2. For rotations we restrict the
parameter space to the unit circle C = {(p, q) ∈ R2 | p2 + q2 = 1}. We define partitions of the parameter spaces L and C ,
similarly to the case of Fsr, by the set of equations Hm,r . Formally, the partition of L is defined as
A(L,Hm,r) = {ϕ ∩ L | ϕ ∈ A(Hm,r)}
and for the partition of C we let
A(C,Hm,r) = {ϕ ∩ C | ϕ ∈ A(Hm,r)}.
Without loss of generality we will assume that the empty set belongs neither to A(L,Hm,r) nor to A(C,Hm,r). Theorem 1
can easily be applied to give surjective mappings
Γ ′m,r : A(L,Hm,r)→ Dr(P,Fs) and Γ ′′m,r : A(C,Hm,r)→ Dr(P,Fr).
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In the following subsections we give narrow bounds on the cardinality |A(L,Hm,r)| and |A(C,Hm,r)| and show how to adapt
our efficient image matching algorithm for each particular case.
5.1. Scaling
Thanks to Amir and Chencinski [6] we know that the exact 2D-PM under Fs can be solved in O(mn2). We first show that
this is extremely fast with respect to |A(L,Hm,2n)|:
Lemma 4. For m, r ∈ N the cardinality ofA(L,Hm,r) is inΘ(mr).
Proof. The subspace L is a simple line. By Lemma 2 there are Θ(mr2) different lines in Hm,r which intersect L. However,
the intersection point between L and a line described by hijk does not depend on j for all choices of i ∈ {−r, . . . , r} and
k ∈ {−m, . . . ,m+ 1}. Hence, the set
A0(L,Hm,r) =
{
ϕ
∣∣∣∣ ϕ = k− 0.5µ , k ∈ {−m, . . . ,m+ 1}µ ∈ {−r, . . . ,−1, 1, . . . , r}
}
gives all 0-faces on L and each is obtained by the intersection between L and O(r) different lines ofHm,r .
Each 1-face on L is limited by two 0-faces aside from two exceptions. Consequently, |A(L,Hm,r)| = 2|A0(L,Hm,r)| + 1.
The upper bound on |A0(L,Hm,r)| is trivially O(mr) by definition. For the lower bound note that two 0-faces ϕ1 = 2k1−12µ1 and
ϕ2 = 2k−12µ of A0(L,Hm,r) are different, if both gcd(2k1 + 1, 2µ1) = 1 and gcd(2k2 + 1, 2µ2) = 1. Hence, A0(L,Hm,r) can
equally be defined as
A0(L,Hm,r) =
{
ϕ
∣∣∣∣ ϕ = k− 0.5µ , gcd(2k+ 1, 2µ) = 1, k ∈ {−m, . . . ,m+ 1}µ ∈ {−r . . . ,−1, 1, . . . , r}
}
.
Now the lower bound Ω(mr) can be obtained like in the proof of Theorem 2 by estimating the number of coprime pairs
(a, b)with a odd in {1, . . . , 2m} and b even in {1, . . . , 2r}. 
For r = 2nAmir andChencinski’s algorithmmanages to check the exactmatch ofΘ(mn)patterns P ′ inD2n(P,Fs) against
O(n2) shifting possibilities (t1, t2) in only O(mn2) time. To gain such a speed up they heavily build on pattern matching
techniqueswhich cannot be simply transferred to the robust case. In the followingwewill analyzehowour general algorithm
can be applied toFs and show that robust 2D-PM invariant toFs can be solved inO(mn4). Moreover, themodified algorithm
will solve image matching in O(mn2).
The problem is that we cannot just use Edelsbrunner’s algorithm to build an incidence graph. It was designed only for
multidimensional space and not for the one-dimensional L. However, we can get all 0-faces in L by computing all points
p = k−0.5
µ
for k ∈ {−m, . . . ,m + 1} and µ ∈ {−2n, . . . ,−1} ∪ {1, . . . , 2n}. The 1-faces, which are the objects of highest
dimension in L, are then given between any pair of two successive 0-faces. Hence, we can get the linear incidence graph
I(L,Hm,2n) simply by computing and sorting all points p which works in O(mn logmn). Anyway, to label the nodes v of
I(L,Hm,2n)with g(v) and the edges (u, v)withUpdate(u, v)wehave to process all combinations of i, j and k. Thus, computing
the labeled incidence graph takes O(mn2) time.
Theorem 4. The robust 2D-PM problem under Fs can be solved in time O(mn4) and the image matching problem under Fs can
be solved in time O(mn2).
Proof. The claim follows easily by the modification of our general algorithm. We replace in Fig. 4 the call of Edelsbrunner’s
algorithm to construct the incidence graph by the computation described above. Then we get the running time O(mn4) if
we perform all O(n2) image matchings to solve 2D-PM. If we do only (one) image matching we obtain a running time of
O(mn2). 
5.2. Rotation
To solve the 2D-PM under rotations it is sufficient to consider Dr(P,Fr) only for parameters r = 2m (in fact, we can
consider even smaller r = √2m). Amir et al. [7] showed that exact 2D-PM under Fr can be solved in O(m2n2). According to
the lemma below this means that theymanage tomatch O(m3) patterns P ′ inD2m(P,Fr) against O(n2) shifting possibilities
in only O(m2n2) time. Again they achieve this huge speed up by the use of special pattern matching techniques. By [16] we
know that robust 2D-PMwith rotations can be done in time O(m3n2). In this sectionwe provide a different approach to solve
this problem in the same time complexity.
We will first show thatHm,2m cuts C into Θ(m3) segments and then introduce how to solve robust 2D-PM under Fr in
time O(m3n2) and image matching under Fr in time O(m3 logm).
Lemma 5. For m, r ∈ N and r ≥ m the cardinality ofA(C,Hm,r) is inΘ(mr2).
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Proof. By Lemma 2 there areΘ(mr2) lines inHm,r . If most of them intersect C then the unit circle becomes partitioned into
at most O(mr2) segments and points.
For the lower bound we will first show that there areΩ(mr2) lines intersecting C . Assume the equation hijk describes a
straight line ` inHm,r . The intersection points (p, q) between ` and C , if such exist, have the following coordinates:
p = i(k− 0.5)± j
√
i2 + j2 − (k− 0.5)2
i2 + j2 (1)
q = j(k− 0.5)∓ i
√
i2 + j2 − (k− 0.5)2
i2 + j2 . (2)
Hence, ` intersects C iff i2 + j2 ≥ (k− 0.5)2. Notice, that this implies also that i2 + j2 > 0. We will now bound the number
of lines which intersect the unit circle from below. For each k ∈ {1, . . . ,m + 1} we consider only those lines obtained by
the choice of pairs i, j ∈ {1, . . . , r} which are relatively prime and max{i, j} ≥ k. By this we assure that we count only
intersecting lines and that no line is counted twice. Theorem 330 in [13] tells us that there are 6
pi2
r2 + O(r log r) many
relatively prime pairs 1 ≤ i, j ≤ r . Thus, there are two constants µ1 and µ2 such that the number of coprime pairs (i, j) is
between 6
pi2
r2 − µ1(r log r) and 6pi2 r2 + µ2(r log r). If for some k we want to guarantee that max{i, j} ≥ k then we have to
subtract all relatively prime pairs (i, j) with 1 ≤ i, j ≤ k (i.e., at most 6
pi2
k2 + µ2(k log k)many). This and r ≥ m gives that
the number of lines intersecting the unit circle is at least:
m∑
k=1
6
pi2
r2 − µ1(r log r)− 6
pi2
k2 − µ2(k log k) ≥ m ·
(
6
pi2
r2 − (µ1 + µ2) · (r log r)
)
− 6
pi2
m∑
k=1
k2. (3)
Now, we simply get that
6
pi2
r2 − (µ1 + µ2) · (r log r) ≥ 0.5r2
if r ≥ 100(µ1 + µ2)2. This implies
(3) = 0.5mr2 − 6m(m+ 1)(2m+ 2)
6pi2
= 0.5m (r2 − (0.5m2 +m+ 0.5))
≥ 0.5m(0.5r2 − r − 0.5) ∈ Ω(mr2).
Thus, there is a subset ofΩ(mr2) lines inHm,r that intersect C . However, itmust not necessarily be the case that each of them
is responsible for a unique intersection point. That is to say that certain intersection points might be created by multiple
lines. We show that this does not happen, i.e., each intersecting line gives two unique intersection points.
If two different lines `1 and `2 have the same intersection point (p, q) on C then p and q must be rational numbers
due to the form of the responsible equations hi1j1k1 and hi2j2k2 . As we will show in the following it is in fact the case that
any intersection (p, q) between C and an intersecting line ` given by equation hijk is irrational. For that go back to the
equations (1)–(2) for the intersection points (p, q). Obviously, p and q are rational iff
√
i2 + j2 − (k− 0.5)2 is rational. Then
there must exist natural numbers a and b such that ab =
√
i2 + j2 − (k− 0.5)2. We let µ be the natural number for which
µ = i2+ j2−k2−k, and hence a = b√µ− 0.25. Subsequently, b has to be amultiple of 2 andwe let b = 2b′. It follows that
a = b′√4µ− 1. The square root of a natural number is either irrational or itself a natural number and thus we can assume
b′ = 1. By that it follows that a2 ≡ −1 mod 4. A contradiction. It follows that the intersection between the lines `1 and `2
cannot fall together with the intersection between C and `1 or `2. Thus, C gets partitioned intoΘ(mr2)many segments and
points. 
Like in the previous subsection we would now apply our algorithm to solve robust 2D-PM invariant to Fr. Again, the
computation of an appropriate incidence graph I(C,Hm,2m) turns out to be difficult. This time the problems arise from the
non-linearity of the underlying parameter space C and the irrational nature of the intersection points between C and lines
inHm,2m.
However, the structure of I(C,Hm,2m) is in fact very simple, i.e., I(C,Hm,2m) is a circle where every node of a 1-face
is bracketed by two nodes of 0-faces and vice versa. Thus, every 0-face is given by at least one equation hijk due to the
intersection of C with the line ` described by hijk. It is true that each such intersection is described by the angle
αijk± = arctan qp =
j(k− 0.5)∓ i√i2 + j2 − (k− 0.5)2
i(k− 0.5)± j√i2 + j2 − (k− 0.5)2 .
Hence, the order of the angles αijk± for all i, j, with −2m ≤ i, j ≤ 2m, all k ∈ {−m, . . . ,m}, and both choices of ± reveals
the incidence graph I(C,Hm,2m). For each unique angle αijk± we get the node of one 0-face and between the nodes of any
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two successive 0-faces we have one additional node of the bracketed 1-face. We will show how to obtain the sequence of
tuples (i, j, k,±) ordered by αijk± in the proof of Theorem 5.
Another problem is the computation of the Update sets which would require the computation of the irrational g(v).
However, the order of the tuples (i, j, k,±) gives for every 0-face-node v the set H(v), i.e., the set of responsible equations.
Moreover, we know that H(u) = ∅ for all 1-face-nodes u. The information on H(v) alone enables another but more
complicated way of computing Update(u, v) and Update(v, u): Let u be the node of 1-face ϕ and v the node of incident
0-face ϕ′. If we let `(h) be the line described by h, then Lemma 1 implies
Update(u, v) = {(i, j, 0, k) | hijk ∈ H(v), ` = `(hijk), ϕ′ ⊂ ` ∪ `+}
∪ {(i, j, 0, k− 1) | hijk ∈ H(v), ` = `(hijk), ϕ′ ⊂ `−}
∪ {(i, j, 1, k) | hj(−i)k ∈ H(v), ` = `(hj(−i)k), ϕ′ ⊂ ` ∪ `+}
∪ {(i, j, 1, k− 1) | hj(−i)k ∈ H(v), ` = `(hj(−i)k), ϕ′ ⊂ `−}
Update(v, u) = {(i, j, 0, k) | hijk ∈ H(v), ` = `(hijk), ϕ ⊂ ` ∪ `+}
∪ {(i, j, 0, k− 1) | hijk ∈ H(v), ` = `(hijk), ϕ ⊂ `−}
∪ {(i, j, 1, k) | hj(−i)k ∈ H(v), ` = `(hj(−i)k), ϕ ⊂ ` ∪ `+}
∪ {(i, j, 1, k− 1) | hj(−i)k ∈ H(v), ` = `(hj(−i)k), ϕ ⊂ `−}.
The order of the nodes u and v in the incidence graph provide an easy way to decide whether ϕ or ϕ′ are subsets of (`∪ `+)
or `−.
The last remaining problem is to return P ′ if we only know vopt . In fact we cannot get the transformation g(vopt) because
of its irrational representation. But this problem can be solved by rerunning the traversal of I(C,Hm,2m) until vopt is found
again. The incremental computed P ′ at that point provides an appropriate result to be returned.
Hence, if we compute I(C,Hm,2m) and the Update sets as described above and insert another traversal of I(C,Hm,2m) at
the end of the algorithm, we are able to solve 2D-PM under rotations:
Theorem 5. If n ≥ m, then the robust 2D-PM problem underFr can be solved in time O(m3n2) and the image matching problem
under Fr can be solved in time O(m3 logm).
Proof. We first need to show that we can compute the incidence graph I(C,Hm,2m) in time O(m3 logm). By Lemma 5 we
know that this requires to sortΘ(m3) tuples (i, j, k,±)with respect to the angle αijk±. Wewill use MergeSort and thus, we
have to be able to compare αi1j1k1±1 and αi2j2k2±2 for any choice of (i1, j1, k1,±1) and (i2, j2, k2,±2). In the following wewill
show how to compare such two tuples with a constant number of arithmetic integer operations, and hence, in constant time
by the application of the unit cost model. Firstly, we cannot simply compute the angles exactly by their irrational nature.
Anyway, their order can also be determined by deciding the relation of sinαi1j1k1±1 with sinαi2j2k2±2 and cosαi1j1k1±1 with
cosαi2j2k2±2 . For µ ∈ {1, 2}we have
sinαiµjµkµ±µ =
jµ(kµ − 0.5)∓µ iµ
√
i2µ + j2µ − (kµ − 0.5)2
i2µ + j2µ
.
Let T1µ = jµ(kµ − 0.5)i2µ + j2µ
and T2µ =
i2µ(i
2
µ + j2µ − (kµ − 0.5)2)
(i2µ + j2µ)2
.
Then we can decide whether sinαi1j1k1±1 ∼ sinαi2j2k2±2 for∼ ∈ {<,=, >} by computing
sinαi1j1k1±1 − sinαi2j2k2±2 = T11 ±1
√
T12 − T21 ∓2
√
T22 ∼ 0
±1
√
T12 ∓2
√
T22 ∼ T21 − T11.
Note that T11, T12, T21 and T22 are rational numbers which can be represented by integer numerators and denominators of
absolute values in O(m4). Subsequently, we are able to determine in constant time the signs sgna of term (T21 − T11) and
sgnb of term (±1√T12 ∓2 √T22) which is equal to the sign of term (±1T12 ∓2 T22). If the signs sgna and sgnb differ, then
we know whether the relation∼ is true. Otherwise, if sgna and sgnb are both ‘+’ we let ·∼ = ∼ and if sgna and sgnb are
both ‘−’ we let ·∼ = ∼−1 which replaces ‘<’ by ‘>’ and vice versa. Now we reduce the number of root operations by taking
the square of both sides, i.e., we get
(T12 + T22 ±12 2
√
T12T22)
·∼ (T21 − T11)2
±122
√
T12T22
·∼ (T21 − T11)2 − T12 − T22
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m/r 0 1 2 3 4 5 6 7 8 9
0 1 89 665 2537 7017 15497 30313 54105 88537 138313
1 1 321 2609 8697 25489 59169 107129 197041 334129 495193
2 1 697 5865 20721 60137 131841 247521 455801 769145 1164017
3 1 1217 10353 37737 108817 239657 455177 817017 1375617 2104857
4 1 1881 16121 56265 164537 369569 685529 1245073 2110793 3177961
5 1 2689 23201 82753 240769 540041 1011457 1832281 3092209 4683697
6 1 3641 31481 114105 330793 741441 1398233 2526929 4252105 6466329
7 1 4737 41073 144889 423473 943601 1759529 3213753 5440305 8210905
8 1 5977 51977 185825 541321 1206153 2262801 4123089 6960265 10541905
9 1 7361 64081 231625 672929 1499409 2826617 5139385 8656241 13148617
Fig. 5. The cardinality |A(Hm,r )| depending onm and r , with 0 ≤ m, r ≤ 9.
where we set±12 to ‘+’ iff±1 and∓2 are equal. Again, we are able to check whether the relation∼ is true, if the sign±12
differs from the sign sgnc of the right hand side. If ±12 and sgnc are both ‘+’, then we let ?∼ = ·∼. Otherwise, if ±12 and
sgnc are both ‘−’, then we let ?∼ = ·∼
−1
. In the next step we can eliminate the remaining root operation and obtain
4T12T22
?∼ ((T21 − T11)2 − T12 − T22)2
which can be decided in constant time. Consequently, we may order all tuples in time O(m3 logm) and thus, we are able to
compute the incidence graph in the same amount of time.
Now we can replace the call of Edelsbrunner’s algorithm in Fig. 4 by the incidence graph computation described above.
By that we obtain a 2D-PM algorithm which takes O(m3 logm) time to compute I(C,Hm,2m) and O(m3n2) time to compute
O(n2) imagematchings each enumeratingΘ(m3) faces by the use of I(C,Hm,2m). Hence, the overall running time ofO(m3n2)
dominates the time needed to compute I(C,Hm,2m).
This changes if we compute only (one) image matching. Now the time bound of O(m3 logm) dominates the complexity
of enumerating the faces once. 
6. Practical bench marks
With this section we will try to support our theory and demonstrate its possible practical applicability. We have
implemented the patternmatching algorithm using a combination of JavaTM an C. For details of the implementation see [27].
By the use of our programwewere able to determine the exact values of |A(Hm,r)| form and r between zero and nine. Fig. 5
shows the growth of |A(Hm,r)|with respect to these values ofm and r .
The fast growth of the numbers demonstrates the high worst-case time complexity of both matching problems: 2D-PM
and IM. Noticeably, |A(Hm,r)| grows much faster with respect to r than to m. This is a huge disadvantage in 2D-PM where
r is set to 2n. Usually m is remarkably smaller than n and thus, a fast growth with respect to m could have been absorbed
better. However, a reasonable workaround inmany applications is to limit r , e.g., to r ≤ c ·m for some small constant c ≥ 1.
This corresponds to a restriction ofFsr to the transformations with scaling factor c and leads to a significant decrease in the
size of the setDr(A,Fsr). Another reasonable restriction in many practical situations is to consider only small rotations.
For example, optical character recognition should allow such restrictions. It is very unlikely, that a scanned text shows
letters with extraordinary size. We can expect all letters to have nearly the same but small size with respect to n, the
size of the scan image. On the other hand it is nearly sure that the letters occur rotated (with a small angle) due to the
scanning process. Hence,without the robust invariance toFr it would be hard tomatch letters successfully. By the additional
robust invariance to Fs we gain a certain robustness against small scalings of the letters. Because Fsr models perfectly the
mentioned distortions introduced in the scanning process, we decided to test our program against the challenge of optical
character recognition.
Fig. 6 presents the pattern matching result of our algorithm. We applied a pattern P containing the digital image
representation of the letter m and match it against a text T which contains a distorted image showing a small text fragment.
For the text fragment we decided to choose ‘‘Lorem Ipsum’’, which is well known in the typesetting domain. Note that some
letters m in the text have been found correctly like, e.g., in nonumy. On the other hand some occurrences have been not
matched well like for example in magna. We conjecture that this strange effect is caused by the low resolution of text and
pattern. In higher resolutions mismatches should vanish.
For the benchmarkwe used a computerwith 4GBmemory and an IntelTM processor featuring four cores each of 2.66GHz.
We decided to setm = r = 7 and thus, got 3213753 faces inA(Hm,r). The preprocessing of I(Hm,r) took our JavaTM program
several hours due to the complex geometrical operations. But it is important to note that such a preprocessing depends only
on m and r and not on pattern P . The matching process itself was performed using a separate C program that achieved a
running time of 10 s for one single image matching task. The overall running time depends on the size of the text and on
its structure. In particular, for typical optical character recognition scenarios we do not need to perform matchings for all
indices t1, t2. Many subtext, like those containing large uniform subareas, can be eliminated very fast. In our experiment (see
Fig. 5) we did not perform such an elimination. We have done all 9504 imagematching tasks to demonstrate the distortions
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a
b
c
Fig. 6. A distorted fragment of ‘‘Lorem Ipsum’’ on a 216×44 text (a) and the results for all 9504 imagematchings (b) against a 15×15 pattern (c) containing
the letterm. The gray pixel value (i, j) in Fig. (b) describes theminimumdistortion between a transformedpattern and the subtext of location (t1, t2) = (i, j):
a dark color represents a small value and thus a good match and a light color a big value.
for all of the best matchings. Though our attempt to optical character recognition is not adequate to modern methods used
in the OCR area it still shows that our algorithm is not purely theoretic, but practically realizable.
7. Conclusions and future work
In this workwe have analyzed the two-dimensional patternmatching robust invariant under transformations combining
scaling and rotation aswell as the imagematchingproblemunder the same class of transformations.We introduced a general
polynomial time strategy which takes advantage of the structure of the setD(P,F ).
To provide precise bounds for the running time of the algorithm we examined the complexity of this structure. As the
main result we gave narrow bounds for combined scalings and rotations, namelyΩ(m2n3) ∩ O(m2n4). We conjecture that
the lower bound for the structural complexity of the set of combined scalings and rotations is Ω(m2n4) which to prove
remains future work.
We concluded the paper by practical bench marks that indicated the practical utility of our algorithm.
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