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Abstract
The numerous pipes under public roads in Japan are susceptible to breakage during
the process of road construction, and it is important to prevent this as they are an
indispensable part of the infrastructure of a city. This research work is intended for
a preliminary underground survey of public roads prior to the installation of traffic
signals. The goal is to locate the pipes without a huge burden to use a ground
penetrating radar (GPR). This study proposes the following innovative methods: an
attenuation evaluation method, a noise-reduction method, and a position-detection
method.
First, a new complex discrete wavelet transform (CDWT) called QSI-CDWT is
presented, which has a better shift-invariance than the conventional CDWT. The
attenuation evaluation method proposed in this paper is based on the QSI-CDWT,
and estimates the border between an attenuating area and an attenuated area on the
GPR signals.
Secondly, the GPR signals are analyzed by using the Gabor wavelet transform
(GWT) and a new noise-reduction method is established in order to enhance the
performance of detection. In addition, it fixes the shrinking range of the brightness
of GPR signals due to the attenuation.
Lastly, this paper develops three emphasizing methods, and examines the efficiency
of these for detecting reflection waves. Using the results of the emphasizing methods
as a reference, a new position-detection method to locate buried pipes is established.
The detection method is based on an idea of regarding the GWT of GPR signals as a
probability distribution (PD) by the concentration of a lot of particles. Moreover, the
method uses the nonparametric Bayesian models using a PD showing the intensity of
reflection waves.
The results of the study shows that the objectives of this research are successfully
achieved.
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要旨
わが国の公道の下には，水道管や下水道管など多くの埋設管があり，それら多くは生活
を支える重要なインフラである．そのため，道路工事等で掘削を行う場合は，埋設管の破
損事故防止が肝要である．通常は，行政で管理する台帳等から埋設管の配置を予め把握で
きるが，実際の配置と資料の記載が異なっているケースがしばしば存在する．これにより
工事事業者には慎重な作業が求められ，工事の進捗に影響をおよぼしている．このような
課題に対処するために，事前に地中レーダ（GPR）による地下調査が推奨されており，事
前調査の負担軽減が本研究の動機である．本研究では，公道上の信号柱設置時における地
下探査において，GPRを利用する工事事業者の負担がなく，前もって埋設管の位置を確
認できるようにすることを目的とする．この目的の達成のため，GPR受信信号から埋設
管位置を自動で標定することを目指す．本論文は，GPR受信信号の減衰評価，ノイズ除
去，および埋設管位置の標定の手法について検討し，その確立を目指すものである．実験
環境は，舗装なし，歩道（舗装）および車道（舗装）の 3パターンを用意し，実際に観測
されたデータを対象に埋設管標定実験を行う．また，本研究では，レーダ性能等のハード
ウェア面における解決ではなく，得られたディジタルデータに対する信号処理および機械
学習によって解決を試みる．本研究の取組が，埋設物破損事故の防止に貢献するものと考
えている．
本研究では，最初に，GPR受信信号で用いるウェーブレット変換について述べる．計
算機での利用に適した離散ウェーブレット変換（DWT）は並進不変性の欠如という問
題を抱え，ダウンサンプリングをその原因としている．本研究では，従来の複素 DWT
（CDWT）よりも並進不変性を向上させた新しい CDWTの開発を行う．これを準並進不
変 CDWT（QSI-CDWT）とよぶ．入力信号とフィルタのそれぞれで 1/2サンプルずれ
を実現することで，従来の CDWT よりも並進不変性を向上させることができる．さら
に，QSI-CDWTは，直交ウェーブレットのみならず，双直交ウェーブレットでも実現可
能であること，リフティングによる実現も可能であることを示し，実験を通して確認す
る．本研究の議論において，多重解像度解析のツリーでのみ，並進不変性が獲得されるこ
とを理論的に示し，ウェーブレットパケット変換では並進不変性を実現できないことを明
らかにする．また，QSI-CDWTは，基底の選択が計算コストと並進不変性のトレードオ
フとなっており，応用の要求に応じた選択をユーザに委ねている．
つぎに，GPR受信信号に対する研究について述べる．GPR受信信号は減衰するため，
反射波の存在から埋設管位置の自動標定を行う場合，ひとつの探索手法を全体に適用する
方針は適切でない．これは，減衰が続いている範囲でのみ位置標定手法を適用できれば，
計算コストを抑えることができることを意味する．本研究では，探索手法が適用できる境
界の推定方法を提案する．これを，本研究では解析限界とよぶ．解析限界は，減衰が始ま
る時点と減衰しきった時点の 2点の推定によって求める．QSI-CDWTの利用によって，
減衰が始まる時点を安定して捉えることができる．減衰しきった時点は，一般化線型モ
デルを用いて推定を行う．なお，解析限界の推定にあたり，反射波の存在を前提として
いるため，何も埋まっていない場合は，浅い結果を与える傾向にある．つぎに，ガボール
ウェーブレット変換（GWT）を用いて GPR受信信号の解析を行う．その解析結果に基
づき，GPRを利用する工事事業者の熟練度に依存せず標定性能を確保することを目的と
して，GPR 受信信号のノイズ除去手法を示す．提案したノイズ除去手法では，GPR 受
信信号の波形を保存することで，標定性能を確保している．また，1次元信号を対象とし
た処理の組み合わせによって計算量を減らしている．ただし，カットオフ周波数の決定方
法について，ノイズ除去手法を適用する者の主観に影響されやすく，この解決は将来の研
究課題のひとつである．ついで，埋設管位置標定手法について述べる．位置標定を行う 3
つの手法を開発し，それぞれの適用結果から，最終的に位置標定アルゴリズムの方針を確
立する．3つの手法は，その対象が，いずれも丸管による双曲線形の反射波のみに限定さ
れており，位置標定アルゴリズムでは，この課題の解決も行う．GPR受信信号の GWT
を確率分布とみなし，マルコフ連鎖モンテカルロ（MCMC）法をはじめとするサンプリ
ングアルゴリズムによって多数の粒子を生成することで，粒子の集中度によって，信号の
GWTを表現する．本研究では，粒子の集中度から反射波の位置を標定する．まず，反射
波の形状関数を定義し，これをもとに，円型埋設管の反射波を表す三日月型分布を定義す
る．この分布を用いて，ディリクレ過程混合モデルを基にした新しい無限混合分布モデル
を導入する．本研究では，これを DPCMモデルとよび，その有効性を実験によって確認
する．形状関数を任意に選ぶことで，双曲線形以外の反射波にも対応できる．しかし，つ
ぎの 3 つの課題が残っている．ひとつは，反射波の形が欠けている場合，粒子が一部に
偏って集中し，あてはめが適切に行われない場合がある．もうひとつは，地下の比誘電率
の分布の把握である．深度が深くなるほど，標定位置の推定誤差が累積され大きくなって
いる．最後のひとつは，ウェーブレット変換を近似表現する粒子数の決定方法である．大
きすぎては計算時間に影響があり，少なすぎては反射波の取りこぼしが生じるおそれが
ある．
本研究では，解析限界までの範囲において，埋設管位置の標定手法の確立に取り組んで
きた．解析限界より深い領域では，信号の振幅が量子化幅よりも小さくなってしまうた
め，本研究で提案した標定手法の適用は難しい．単層や車道など，解析限界付近の，人間
の目で辛うじて認識できる反射波を検出するためには，異なったアプローチが必要と考え
られる．
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記号表
以下は，本論文において使用される主な記号の一覧である．
e ネイピアの定数
j 虚数 = √−1
pi 円周率
N 自然数 (1, 2, . . .)の集合
N0 非負の整数の集合 = {0} ∪ N
Z 整数の集合 = {0,±1,±2, . . .}
R 実数の集合 = (−∞,+∞)
R+ 正実数の集合 = (0,+∞)
C 複素数の集合 = {x+ jy | x, y ∈ R}
L2 二乗可積分関数の集合 =
{
f
∣∣∣∣ ∫
R
|f (x)|2 dx <∞
}
その他の記号については以下のとおりとする．
• L2 ノルムを ‖·‖2 で表す．すなわち ‖f‖2 =
√∫
R
|f (x)|2 dx とする．
• exp (x) = ex を表す．
• 自然対数を ln (·) = loge (·)で表す．
• f のフーリエ変換を ·ˆによって表す．
F [f ] = fˆ (ω) =
∫
R
f (x) exp (−jωx)dx
F−1
[
fˆ
]
= f (x) =
1
2pi
∫
R
fˆ (ω) exp (+jωx)dω
• ·∗ は複素共役を表す．
• f と g の内積は 〈f, g〉 =
∫
R
f (x) g∗ (x) dx とする．
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第1章 序論
1.1 研究の背景と目的
わが国の公道の下には水道管，下水道管またはガス管など多くの埋設管があり，それら
は生活を支える重要なインフラである．そのため，掘削を行う工事の実施にあたっては，
埋設管を破損しないよう注意しなければならない．通常は，行政で管理する台帳等から配
置を予め知ることができ，関係機関との事前の打合せを通じて事故がないように努めるこ
とが求められる．ところが，工事等で掘削を行うと，実際の配置と資料の記載が異なって
いるケースがしばしば存在する．こういった事例が頻発する地域では，工事事故防止の観
点から慎重に掘削することが求められ，進捗に影響をおよぼしている．本研究は，事前
に地中レーダ（Ground-Penetrating Radar：GPR）[1–5] によって地下を調べることで，
事前調査の負担を軽減したい，というアイデアが動機になっている．
GPR は，地中に向かって電磁波を放射し，埋設物からの反射を受信する装置である．
GPRによる地下埋設物の探査は，地中を直接掘り起こす必要がない非破壊な探査方法と
して注目されている．この原理は，電磁波が異なる媒質に進入するとき，反射を起こす性
質に基づく．記録された受信信号から反射波を確認することで，GPRの利用者は埋設物
の存在を知ることができる．実際には，GPRを台車に積み，金属管が埋設された上を横
切ることで測定を行う（図 1.1）．GPRの送信アンテナから放射された電磁波は，地中を
減衰しながら進行し，金属などの物質に反射して，受信アンテナで受信される．これはア
ナログ量として取り込まれるが，最終的にはサンプリングと量子化を経て，ひとつの時系
列信号として記録される．すなわち，GPRの位置ごとに時系列信号が記録される．GPR
受信信号は，時間軸と，GPRの位置の軸からなる二次元信号として得られる．本研究は，
公道上の信号柱設置の際の地下探査を対象とし，利用者の負担なく，前もって埋設管の位
置を確認できるようにすることを目標とする．埋設管から反射される信号が研究の対象と
なる信号である．本研究では，この信号を単に反射波とよんでいる．上述の目標の達成の
ため，GPR受信信号から埋設管位置を自動で標定することを目指す．また，本研究では，
レーダ性能等のハードウェア面における解決ではなく，得られたディジタルデータに対す
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図 1.1 本研究で用いる地中レーダの写真．
写真提供　日本信号株式会社
る信号処理および機械学習によって解決を試みる．
また，本研究では，時間-周波数解析の手法としてウェーブレット変換（Wavelet Trans-
form）[6–17] を用いる．フーリエ変換の基底が周期信号であるのに対し，ウェーブレット
変換は無限遠で収束するコンパクトサポートな基底を用いる．フーリエの基底に窓関数を
乗じ，解析の自由度がきわめて高い短時間フーリエ変換（Short-Time Fourier Transform：
STFT）[6, 10, 12] に代わるひとつの選択肢といえる．ウェーブレット変換には，多重解
像度解析（Multi Resolution Analysis：MRA）による自然な階層的解析構造を利用し，
再構成が可能な離散ウェーブレット変換（Discrete Wavelet Transform：DWT）が実現
されている．DWT は，計算機で広く利用されているが，入力信号が 1 サンプルずれる
だけで，任意の帯域を入力信号の解像度まで逆変換するとき，波形が変動する問題を抱
えている．これは並進不変性の欠如とよばれている．基底を途中で取り換えない古典的
な DWT による分解において，すべてのパケットに並進不変性を持たせる完全な解決策
が現在も得られていない．並進不変性の欠如は，DWTで行うダウンサンプリングを原因
とする．この問題に対し，あえてダウンサンプリング行わない定常ウェーブレット変換
（Stationary Wavelet Transform：SWT）[18]や，ウェーブレット関数を複素化した複素
DWT（Complex DWT：CDWT）[19]による解決策が報告されている．しかし，前者は
並進不変性を解決できるものの，冗長な表現によりメモリ消費が大きく，後者は特定の基
底である程度の並進不変性が得られているに過ぎない．本研究では，従来の CDWTより
も並進不変性を向上させた新しいウェーブレット変換の開発を行い，GPR受信信号への
応用を示す．
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1.2 従来の研究とその課題
GPR受信信号は，地中を進行した電磁波が受信されるため，数多くのノイズを含んで
いる．信号を可視化しても，ノイズによって反射波を見つけることを難しくしており，こ
の解決手法について現在まで多くの研究が続けられている．埋設管の反射波をとらえるた
めには，標定手法が有効に機能するよう，事前処理としてのノイズ除去は欠かせない．
1.2.1 ノイズ除去に関する従来研究
Daniels [2]は，GPR受信信号における時系列信号ごとのノイズ除去手法として，隣り
合う時系列信号の差を小さくすることで，ノイズの分散を小さくし，信号対雑音比（Signal
to Noise Ratio：SNR）を向上させることが期待できる，とした．また，Brunzell [20]は，
GPR受信信号を所望の反射波，バックグラウンド，ノイズの 3要素の線型結合とみなし，
移動平均やメジアンフィルタによって，バックグラウンドの要素を取り出せる，とした．
このもとで，GPR受信信号には反射波とノイズのみが残ると仮定し，標定手法への発展
を示している．Dogaruら [21]は，散乱信号がノイズのみ，またはノイズと所望の反射波
の重ね合わせであると仮定し，それぞれの確率の比を適当な閾値で切り分け，どちらに該
当するかを判定している．その際，ノイズが白色性を持たないので，白色化フィルタに
よって分離しやすくする手続きを行っている．これも，ある種のノイズ除去手法といえる
だろう．
Abujarad ら [22]は，GPR受信信号に特有の地表面からの反射波の除去にあたり，特
異値分解（Singular Value Decomposition：SVD）[23] を用いた手法を提案した．特異
値分解は，NV ×NH 行列AS を，NV ×NV 直交行列 US，NV ×NH 対角行列 SS およ
び NH ×NH 直交行列 V S の積の形（AS = USSSV ⊤S）に分解する手法である．分解さ
れた対角行列 SS の各対角成分を特異値とよぶ．特異値分解は，正方行列に限っていた固
有値分解（スペクトル分解）を正方行列以外に適用できるよう拡張したものとみなせ，最
小二乗解の計算やノイズ除去等の目的で広く使用されている．主成分分析 [24] は特異値
分解の特殊化とみなせ，特異値分解で得られる特異値は，固有値の平方根に等しい [23]．
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たとえば，行列AS の特異値分解によって NS 個の特異値が得られるとき，
AS = USSSV
T
S
=
[
uS1 · · · uSNS O
]
diag {σS1, · · · , σSNS , 0, · · · , 0}

vTS1
...
vTSNS
O

=
NS∑
i=1
σSiuSiv
T
S i
となる．特異値分解後，NS よりも小さな値を用いて AS を近似することを低ランク近似
とよぶ．Abujarad らは，GPR受信信号を AS としてひとつの画像とみなし，第 1ラン
クに地表面からの反射が，第 2ランク以降に所望の信号が現れることを指摘している．注
意しなければならないことは，分解された各信号は，それらが互いに直交しているという
以上の意味はなく，結果を注意深く検証しなければならない，という点である．すなわ
ち，Abujarad らの手法は，第 1ランクに地表面の反射が現れる信号を用いるときのみ有
効，というだけに過ぎない．同様の手法である主成分分析は，分解後に各固有値や固有ベ
クトルの持つ意味を慎重に考察することで，与えられたデータの解釈を助けている．自動
化にあたっては，いくつかの重要な仮定のもとで適用している，という点に注意する必要
がある．
Curvelet変換 [25]は，通常のウェーブレット変換が苦手とする，画像中の幾何的な情報
を精密にとらえることができる新しいウェーブレット変換である．周波数平面を同心円状
に dyadicな厚みで分割し，その環ごとに中心から放射状に分割することで，Curveletが持
つ帯域をくさび形にする（図 1.2左）．離散Curvelet変換（Discrete Curvelet Transform：
DCT）は，周波数平面を同心状の四角い枠で分割し，中心から放射状に分割することで，
歪んだくさび形の帯域をつくる（図 1.2 右）．高速な実現手法として，周波数平面上で
フィルタリングを行い，逆フーリエ変換によって時間領域に戻す手法が高速 DCT（Fast
DCT：FDCT）[25]として知られている．Terrasseら [26]は，GPR受信信号の地表面反
射波の除去を FDCTによって実現する方法を示した．一般的な DCTの定義では，周波
数の軸付近のくさび形の帯域は，その軸を境界とするよう隣接し，またぐことはない．た
だし，地表面からの反射は，直流を含む低周波成分が支配的である．Terrasseらは，低周
波成分を除くため，周波数の軸をまたぐよう帯域の分割方法を変更している．これによっ
て，直流と低周波の成分を取り除くことができるが，除去範囲が粗く指定される．
本研究では，f-k フィルタリング [2, 27] をノイズ除去の従来手法として位置づけてい
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(a) (b)
図 1.2 Curvelet変換の周波数平面における帯域分割の様子：(a) 連続 Curvelet変換
の分割，(b)離散 Curvelet変換の分割．
る．これは，GPR受信信号のフーリエ変換に対し，任意の個所をゼロで上書きし，逆変
換によってノイズ除去を実現する手法である．最大の特徴は利用者の主観に基づいたノイ
ズ除去手法であるということで，精度が利用者依存でありながら，簡単に実装できるため
広く用いられている．一般に，直流と低周波付近の帯域を削ることでノイズが除去される
が，本研究では，削る範囲の決定方法とその除去方法について，利用者依存を小さくする
手法を提案する．
1.2.2 埋設管位置標定に関する従来研究
合成開口レーダ（Synthetic Aperture Radar：SAR）[28,29]は，人工衛星や航空機な
どに搭載され，地球規模の広範囲な観測に用いられることが多い．一般に，レーダの空
間分解能は，開口であるアンテナの大きさに依存する．SARは，受信信号の位相を利用
し，レーダの進行方向に仮想の長いアンテナを合成することで，高い分解能を達成して
いる．GPR 受信信号は，地下埋設物によって散乱された信号を受信し記録したもので，
SAR による測定原理とほぼ同じである．GPR 受信信号を地下構造を表すようにするた
めには，SARで用いられる SAR処理が必要となる．GPRにおける SAR処理は，マイ
グレーション（migration）とよばれる [29]．
反射波をとらえようとする研究もまた，ノイズ除去同様に数多く報告されており，マイ
グレーション [30, 31]などは古くから存在する手法である．マイグレーションは，反射波
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の波形を波源に移動させる処理であり，埋設物の位置を強調する効果がある．現在でも，
フーリエ変換を利用した f-k マイグレーションは，FFT [32] が使用できるなどの容易さ
から用いられることが多い [33–36]．松本 [33]は，マイグレーションが，GPR受信信号
に現れる人工埋設物特有の波形を消失させ，かえってデータの解析を困難にするものと指
摘している．マイグレーションは，一般に，GPR受信信号を本来の地層構造に近づける
目的で行われる．マイグレーション処理によって，反射波のパワーを波源の点に集中させ
ることとなるが，マイグレーションで指定した比誘電率と実際が異なっている場合は，虚
像が現れたりする [29]．これは，マイグレーションにおける課題といえる．
松本 [33]は，GPR受信信号が，地表面反射波，埋設物からの反射波が線型結合によっ
て記録されたものと仮定し，深度ごとにモデルとなるテンプレートを準備して，GPR受
信信号との相互相関関数を求めている．相互相関の極値を検出位置とみなし，線型結合の
仮定から，テンプレートの自己相関を間引いていく手続きを提案している．適切なテンプ
レートを用意することができれば，地中の埋設物の数によらず，それぞれのその位置を
確実に標定することができる．反射波は，埋設物の深度に応じて GPR受信信号上で現れ
る波形が変化するため，単一の波形で信号全体にあてはめることはたいへん困難である．
GPR受信信号に対するパターンマッチングは，テンプレートをいかに多く用意できるか
が精度を決定するといえる．
Hough 変換は，ディジタル画像中のパラメータで表現できる線図形を抽出する技術の
ひとつである．1962年に Houghによって特許が取得され [37]，無限のパラメータ空間が
必要とされる欠点を改良した一般化 Hough変換 [38]が Dudaらによって開発された．複
数の線分を抽出でき，ノイズに強い特徴があり，パラメータ空間への投票からピーク点を
求めることで，線図形を推定する．円，楕円，双曲線に対して適用でき，埋設管からの反
射波の形状を探索する手法として応用されている [39]．Hough変換は，パラメータの組
み合わせを総当たりで確認し，その結果，最大投票数のパラメータを推定結果として与え
る．精度は十分だが，莫大な計算時間を要することから，実用に堪える実行時間内で結果
を得ることができない，というデメリットがある．
Gambaらはニューラルネットワーク [24]を用いる標定手法を提案している．事前処理
として回帰によって指数的な減衰の程度を調べて修正したのち，輝度ヒストグラムの調
整と細線化を行い，20 × 20 の画像を入力として 2 層フィードフォワードのネットワー
クを構成した．教師信号として 90 例あたえ，うち 30 例が反射波である訓練データを用
意した学習済ネットワークを用いると，実験用データの反射波全体の 75〔%〕を標定し，
14〔%〕が反射波でないところを標定した．近年では，畳み込みニューラルネットワーク
（Convolutional Neural Network：CNN）[40] による深層学習を用いた手法も報告され
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ている．Lameriら [41]は，CNNにより反射波を学習し，標定を行った結果を報告して
いる．CNNの学習に必要な反射波の信号を用意するため，Lameriらは，gprMax*1 [42]
が提供するシミュレータによって教師信号を生成した．50,000 例を用意して学習を行っ
た結果，パッチサイズが 64× 64のとき，正答率が 95〔%〕になった．CNNは，理論上，
無限の教師データと無限の計算資源があれば高精度の分類器となるが，現実的に考えて，
大量のデータを用意することは難しい．テンプレートマッチングと同様に，反射波は深
度ごとに波形が変化することから，教師データも深度ごとに大量に用意する必要がある．
CNNをはじめとして，これらの研究は，神経回路を模倣した分類器を知能とみなし，反
射波を識別することを目指している．本研究では，反射波の特徴から知識を定義し，シス
テムが識別できるようにする方針をとる．
正規分布の線型結合で表される混合正規分布は，和が 1 となる混合係数を用いて混合
モデルを構成する．混合モデルの学習アルゴリズムとして，EM アルゴリズム [24] があ
る．EMアルゴリズムは，予め混合数を指定し，その数のクラスタにデータを分割する．
Chenら [43]は，EMアルゴリズムに基づいた混合モデルを反射波の標定に応用し，双曲
線のフィッティングによってクラスタリングを実現している．EMアルゴリズムは事前に
混合数を指定する必要があるため，その仮定から極端に少ない数を指定すると，標定が難
しくなることが考えられる．
1.3 本研究の構成
本研究では，2章において GPR受信信号で用いるウェーブレット変換について述べる．
2章では，CDWTの並進不変性を向上させた準並進不変 CDWTを提案する．提案手法
は，並進不変性が理論上獲得できる原理に基づくが，実際の実装では並進不変性を完全に
獲得することは難しい．本章では，それを踏まえたうえでの実現方法を示す．
GPR受信信号の減衰が強まると，量子化幅よりも振幅が小さくなり，ディジタル信号
として波そのものを表現することが困難となる．GPR受信信号は，信号全体でノイズ特
性が一様とならない点が，通常の画像と大きく異なる特徴である．反射波の存在から埋設
管位置の自動標定を行う場合，ひとつの探索手法を全体に適用する方針は適切でない．そ
のため，本研究では，探索手法が適用できる境界を解析限界とよび，解析限界の推定方法
を提案する．解析限界は，減衰しきってしまった，すなわち，アナログ的には減衰が続い
ているが，ディジタル的には収束してしまった領域と，減衰が過渡的に生じている領域
*1 http://www.gprmax.com/
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の，切換わり時点を指す．3章では，GPR受信信号の特徴とその解析を行い，解析限界
の定義を述べ，推定方法を示す．
GPR 受信信号には，信号の減衰に加え，いくつかのノイズが観測される．これらは，
対象となる金属埋設管からの信号（反射波）を確認したい利用者にとって，大きな障害と
なっている．また，従来手法は，利用者の主観に基づいた手続きとなっており，その結果
も利用者によってばらつきが大きい．本研究では，工事現場で手軽に利用できるよう，利
用者依存を小さくした手法を提案する．4章では，3章の解析結果をもとにノイズ除去手
法を確立し，その適用と結果を示す．
5章では，反射波を GPR受信信号上で明示する手法について述べる．反射波は埋設管
からの反射によって現れていることから，埋設管位置の標定と反射波の位置の特定は密接
に関係している．5 章で示す内容は，GPR 受信信号から反射波を見つけ出すにあたり，
どのような手法が考えられるか，を検討するものとなっている．埋設管位置の標定を目的
として行うのではなく，5章で提案される 3つの手法を踏まえ，6章にて埋設管標定手法
を開発する．
6章では，5章で得られた知見に基づき，反射波の形状に適した改良を加え，新しい無
限混合分布モデルを開発する．このモデルのもとで反射波の位置と反射波の形状を同時に
学習させることで，深度で変化する反射波に適した標定手法とする．本研究では，提案手
法の精度について，実験を通して確認を行う．
7章では，本研究の総括と今後の課題について述べる．
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第2章 ウェーブレット変換
2.1 緒言
窓幅と基底の自由度が極端に高い STFT [6, 10, 12] に対して，時間-周波数解析のもう
1 つの選択肢としてウェーブレット変換 [6–17] がある．特に，連続ウェーブレット変換
（Continuous Wavelet Transform：CWT）が STFTとしばしば比較されるのは，CWT
がフーリエ変換に基づいて成立しているためである．ウェーブレット変換は，MRA によ
る自然な階層的解析構造が与えられ，離散パラメータによって DWT が実現されている．
特に，計算機上での実現に適し，再構成が可能な DWT は，MRA と組み合わせること
で信号の周波数帯域を冗長なく分解できるようになった．また，MRA の高周波側の分解
能を高めたウェーブレットパケット変換（Wavelet Packet Transform：WPT）が提唱さ
れ，MRA よりも高い周波数分解能を実現することができるようになった．
DWTは，入力信号の 1サンプルの時間遅れで出力波形が変動する並進不変性の欠如と
よばれる問題を抱えており，現在に至ってもすべての基底に対する完全な解決を見ていな
い．並進不変性の欠如は，解像度を下げるために DWT で行っているダウンサンプリン
グに由来する．解決策として，ダウンサンプリングをあえて行わず，基底を変化させるこ
とで並進不変性を獲得する SWT が知られているが，MRAに基づいた冗長性のない信号
帯域の分割とは異なる．また，ウェーブレット関数を複素関数とし，二重の DWTツリー
によって解析を行う CDWTは，並進不変性の向上という点で，ひとつの妥協案といえよ
う．本章では，CDWTの並進不変性を向上させた準並進不変 CDWTを提案する．提案
手法は，並進不変性が理論上獲得できる原理に基づくが，実際の実装では並進不変性を完
全に獲得することは難しい．本章では，それを踏まえたうえでの実現方法を示す．
本章の構成を以下に述べる．2.2節では，CWTとガボールウェーブレットによるCWT
の実装方法について述べる．また，STFTとの比較を行った後，2次元ガボールウェーブ
レットについてその定義を示す．2.3節では，DWTから CDWTまでの，既存の研究結
果をまとめる．2.4節では，並進不変性の欠如の発生について定性的に述べ，並進不変性
が獲得されるための原理を示す．また，様々な DWTが，その原理に基づいてどのように
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解釈されるかを示す．2.5節では，提案する CDWTの実装方法を示す．2.6節では，その
性能を確認する実験の結果を示し，考察を行う．
2.2 連続ウェーブレット変換
2.2.1 定義
フーリエ変換可能で，内積を定義できるコンパクトな台を持つ関数 ψ が，‖ψ‖2 > 0お
よび ∫
R
ψ (t) dt = 0 (2.1)
を満たすとき，ψ をマザーウェーブレット（mother wavelet），またはアナライジング
ウェーブレット（analysing wavelet）とよぶ．これらは，ψが振動する関数であることを
示している．a ∈ R+，b ∈ Rを用いて
ψ(a,b) (t) =
1√
a
ψ
(
t− b
a
)
(2.2)
とするとき，aをスケールパラメータ（scale parameter），bをシフトパラメータ（shift
parameter）という．図 2.1に，aによって ψ が変化する例を示す．係数 a−1/2 は，任意
の aに対し，L2 ノルムを一定に保つための係数である．式 (2.3)は ψ(a,b) のフーリエ変
換であり，ψˆ(a,b) とおく．このとき，
ψˆ(a,b) (ω) =
√
a exp (−jωb)ψˆ (aω) (2.3)
である．ψ(a,b) をウェーブレットという．ウェーブレット変換は，マザーウェーブレット
ψ からつくられる基底関数 ψ(a,b) を核関数とする積分変換である．とくに，連続な関数を
対象とした変換を CWT とよぶ．調べる対象である時系列信号を f ∈ L2，f のウェーブ
レット変換をW ∈ C× Cとおくと，W は式 (2.4)のように計算される．
W (a, b) =
〈
f, ψ(a,b)
〉
(2.4)
ウェーブレット変換W は，信号 f とウェーブレット ψ(a,b) の内積である．スケールパラ
メータ aと時間（または位置）のシフトパラメータ bによって結果を与えるため，ウェー
ブレット変換による解析は時間-スケール解析とよばれる．これは，ウェーブレット変換
が，フーリエ変換における周波数の尺度を一般には持たないためである．
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a = 1
a = 1 / 2
a = 2
図 2.1 ウェーブレットのスケールパラメータ aを変化させたときのウェーブレット波
形の変化の例．
W から f への逆変換を実現するためには，ψは式 (2.5)のアドミッシブル条件（admis-
sibility condition）を満足しなければならない [16]．
∫
R
∣∣∣ψˆ (ω)∣∣∣2
ω
dω < +∞ (2.5)
ψが式 (2.5)を満たす十分条件は，式 (2.1)を満たすことである [14]．式 (2.1)は，ψ が直
流成分を持たないことを示している．言い換えると，ψ は低域通過フィルタ（Low-Pass
Filter：LPF）ではない．ウェーブレット逆変換は式 (2.6)のように計算される．
f (t) =
∫
R
∫
R+
W (a, b)ψ(a,b) (t)
a2
dadb (2.6)
CWTは冗長な変換なので，一部の係数を用いて近似的に f を再構成できる．正確さを求
めるとき，完全なW が必要となり，計算機における完全な実現は困難である．計算機に
おけるウェーブレット変換の実現のため，ウェーブレットフレーム [6] の理論を特殊化し
た DWT によるMRA [7] や，WPT [8,9] などが考案されている．
11
2.2.2 1次元ガボールウェーブレット変換
本論文では，式 (2.7)の正規分布密度関数を ρ1 で表す．
ρ1
(
t ;µ, σ2
)
=
1√
2piσ2
exp
(
− (t− µ)
2
2σ2
)
(2.7)
ここで，µは平均，σ2 は分散である．µ = 0としたときの ρ1 のフーリエ変換 ρˆ1 は
F[ρ1 (· ; µ = 0, σ2)] = ρˆ1 (ω ; µ = 0, σ2) = exp(−σ2ω2
2
)
(2.8)
であり，ρ1 と ρˆ1 では，指数の中の σ2 が逆数の位置にある．よって，ρ1 と ρˆ1 はいずれ
もベル型のカーブを描くが，一方の領域で広がった波形になると，もう一方では鋭い波形
になる．ρˆ1 からゲインを求めると，µ = 0のときの最大値は直流成分
∣∣ρˆ1 (0; 0, σ2)∣∣2 = 1
である．ρ1 をフィルタのインパルス応答とみた場合，ピークから 3〔dB〕減衰するカット
オフ周波数を ωc とおくと，∣∣ρˆ1 (ωc;µ = 0, σ2)∣∣2 = 1
2
∣∣ρˆ1 (0;µ = 0, σ2)∣∣2 ∵ −3〔dB〕= 10− 310 ≃ 1
2
exp
(−σ2ω2c) = 12
−σ2ω2c = ln
(
1
2
)
σ2ω2c = ln 2 (2.9)
なる関係が得られる．
中心角周波数を ω0 として，フーリエ変換の基底 exp (jω0t) を ρ1
(
t; 0, σ2
)で閉じたマ
ザーウェーブレットを式 (2.10)のようにつくる．ただし，C1 は直流成分を除くために取
り入れた項である．式 (2.10) を本研究では 1 次元ガボールウェーブレット（1D Gabor
Wavelet：1D-GW）とよぶ．
ρ1
(
t ; 0, σ2
) {exp (jω0t)− C1} (2.10)
一般に，GWには適当なガウシアンが用いられる [13]．本研究では，積分が 1に正規化さ
れ，その広がりを σ2 で議論できる ρ1 を選んだ．また，GWは，フーリエ変換の基底を
含んでいるため，スケールパラメータ aを周波数の逆数として議論できる．そのため，時
間-スケール解析であるウェーブレット変換の中で，GWTは真に時間-周波数解析を実現
できる．
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式 (2.10)のフーリエ変換を求めると式 (2.11)のようになる．
exp
{
−σ
2 (ω − ω0)2
2
}
− C1 exp
(
−σ
2ω2
2
)
(2.11)
式 (2.10) から直流成分が除かれるように，ω = 0のとき式 (2.11)がゼロとなる方程式を
解くと
C1 = exp
(
−σ
2ω20
2
)
(2.12)
C1 を式 (2.12)で置き換えると，式 (2.10)は
ρ1
(
t; 0, σ2
){
exp (jω0t)− exp
(
−σ
2ω20
2
)}
(2.13)
である．式 (2.13) を帯域通過フィルタ（Band-pass filter：BPF）とみれば，式 (2.11)で
最大ゲインとなるのは ω = ω0 のときで，その大きさは 1− exp
(−σ2ω20) である．ω0 は
調べたい周波数（中心周波数）に 2piを乗じたものである．精度良く解析を行うためには，
注目する周波数からの広がりを適切に決定する必要がある．ここでは，ω0 からの広がり
ωr を用いた区間 [ω0 − ωr, ω0 + ωr] の外で，3〔dB〕以上の減衰となるよう設定する．式
(2.9) において，ρ1 のカットオフ周波数の条件が求まっているため，ωc = ωr として式
(2.14)のように求まる．
σ2 =
ln 2
ω2r
(2.14)
式 (2.14) を式 (2.13) に代入したマザーウェーブレットを ψG1 とおいて，式 (2.15) のよ
うに定義する．
ψG1 (t ; ω0, ωr) =
ωr√
2pi ln 2
exp
(
− ω
2
r t
2
2 ln 2
){
exp (jω0t)− exp
(
−ω
2
0
ω2r
ln
√
2
)}
(2.15)
このとき，
ψˆG1 (ω ; ω0, ωr) = exp
(
− ln 2
2ω2r
{
ω20 + ω
2
}){
exp
(
ω0 ln 2
ω2r
ω
)
− 1
}
(2.16)
である．
計算機において ψG1 を使用する場合，以下のような，いくつかの考慮すべき事項が
ある．
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ディジタルフィルタとしての実装 あるサンプリング周期 ∆t によって t = nt∆t と離散
化し，1D-GWである ψG1 をつぎのように表せるとする．
ψG1 [nt ; ω0, ωr] = ψG1 (nt∆t ; ω0, ωr) (2.17)
このとき，ナイキスト周波数は (2∆t)−1〔Hz〕となるので，折り返し雑音が発生し
ないためには ω0 + ωr < 2pi (2∆t)−1 とならなければならない．
フーリエ空間での表現 式 (2.4)と相互相関定理から，
F [W (a, ·)] = √aψˆ (aω) fˆ (ω) (2.18)
である．計算機では，フーリエ変換を FFT [32]で代用できるため，aの取る範囲
を適切に決定する必要がある．
フィルタ長 本論文では，ψG1 を有限インパルス応答（Finite Impulse Response：FIR）
フィルタとして用いるにあたり，ρ1 の ±3aσ の範囲を系列として取り出す．この
範囲は，ρ1 の積分が 0.997 となり，取りこぼしが 0.3〔%〕程度となる．この規準
は 3σ法（three sigma rule）[44] とよばれ，本研究において，フィルタの打ち切り
点はこれに倣う．
中心周波数成分でのゲイン 計算機では，数値計算に伴う誤差を考慮しなければならない．
定義 1（マシンイプシロン） 計算機で表現できる，1のつぎに大きい最小の正の
有限桁の浮動小数点数を 1+εM と表現するとき，εM をマシンイプシロン（machine
epsilon）とよぶ．基数 pε，仮数部 qε 桁のとき，εM = p−(qε−1)ε である．
調べたい角周波数 ω0 において，式 (2.12)および式 (2.14)から
C1 = exp
(
−ω
2
0
ω2r
ln 2
)
≃ 0
である必要がある．本研究では，マシンイプシロン εM 未満である場合に，十分無
視できるとみなす．たとえば，単精度とよばれる binary32 の規格 [45] （プログラ
ミング言語 C♯ [46]などで規格化されている float型など）のもとで求めると，こ
の型のマシンイプシロンは εM = 2−23 なので
exp
(
−ω
2
0
ω2r
ln 2
)
< 2−23
ωr <
ω0√
23
≃ 0.21ω0
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すなわち，中心角周波数 ω0 の 21〔%〕未満の幅 ωr を指定すれば，理論上は ψG1
の最大ゲインに対する数値誤差の影響を考慮する必要がなくなる．また，倍精度と
よばれる binary64 の規格 [45]（C♯などで規格化されている double型など）のも
とでは，つぎのようになる．
ωr <
ω0√
52
≃ 0.14ω0
以上から，ωr の最大値について，おおむねつぎのような関係が満足されると考え
てよい．ただし，qε は浮動小数点数における仮数部の桁数である．
ωr <
ω0√
qε − 1 (2.19)
スケールパラメータ aの制限 計算機での実装を考慮すると，連続時間信号のように，い
くらでも高い周波数を解析できるわけではない．スケールパラメータ aが取りうる
値は，前述のディジタルフィルタとしての実装において述べたように，
ω0 + ωr < 2pia (2∆t)
−1
(2.20)
に制限される．ここで，計算機の実装により制限された aの範囲を Aとおく．式
(2.20)より
∆t
pi
(ω0 + ωr) < a (2.21)
であるので，この左辺が inf A である．a を大きくすると，図 2.1 に示すように，
ψG1 の包絡線は水平に近づく．aを変化させたときのフィルタとして用いる範囲は
±3aσ となるため，有限長の離散時間信号に対して 1D-GWTを適用する場合，少
なくともこの長さが原信号を超えないよう制限したい．すなわち，原信号の信号長
を N ∈ Nとおくと，N > 6aσ を満たすことを要請する．この場合，式 (2.14)を
用いて supAは
a < N
ωr
6
√
ln 2
(2.22)
となる．よって，計算機において取りうる aの範囲 a ∈ Aは
∆t
pi
(ω0 + ωr) < a < N
ωr
6
√
ln 2
(2.23)
となる．ψG1 はフーリエの基底を用いるため，時間-周波数の議論ができ，aから直
ちに ω0 (2pia)−1〔Hz〕を中心とする帯域の信号を解析していると読み替えること
ができる．
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2.2.3 短時間フーリエ変換との比較
STFT [47]は，オリジナルの信号をある時間幅で切り出し，適当な窓関数を乗じてフー
リエ変換する．オリジナルの信号を f，実関数である窓関数を wとおくと
STFT (t, ω0 ; w) = 〈f (·) exp (−jω0·), w (· − t)〉
=
∫
R
f (τ) exp (−jω0τ)w∗ (τ − t) dτ (2.24)
と表される．周波数領域では
F [STFT (·, ω0 ; w)] = wˆ (ω) fˆ (ω + ω0) (2.25)
となる（A.3節）．窓関数 w によって f の波形が調整されフーリエ変換されるため，その
局在性は窓関数に依存する．図 2.2に示すように，STFTでは窓関数の形を固定している
ため，局所的な分解能が固定される．このとき，時間領域で見れば，周波数が極端に低い
とフーリエ基底が 1周期分収まらず，正確に解析できない．また，周波数が高すぎると，
多くの周期の観測により平均化されることで，解像度が下がり，解析が難しくなる．すな
わち，STFT を用いて広い範囲の周波数領域を解析する場合，注目する周波数にあわせ
て窓関数を変化させる必要があり，さらに，窓関数の性質も大きく変化しないようにした
い．これは，解析を行う者の調整に結果が左右されることを意味する．この現象は，フー
リエ変換における不確定性原理 [10]に基づいており，時間と周波数の両方の領域で，同時
に精微な解析を行うことは不可能であることを示している．
ウェーブレット変換は，周波数に応じて窓関数の形が変化できるひとつの解決方法であ
る．マザーウェーブレットを基本として，各周波数において相似な波形になるよう基底
関数が伸縮する．一方で，STFTは窓関数を必要に応じて取り替えることができるので，
STFT のほうが自由度が圧倒的に高い．STFT における選択肢の中から，相似の関係に
あるものだけを抜き出した手法がウェーブレット変換である，とみなしてもよい．すなわ
ち，適切な調整によって，STFTはウェーブレット変換と同等の解析が技術的に可能であ
るといえる．
また，フーリエ変換の位相特性は，あるシステムにその周波数成分を入力したとき，応
答がどれだけ遅れて出力されるか，を角度で示したものである．STFT のフーリエ基底
は，時間原点を基準とした位相で固定されているため，元の信号の時間シフトに応じて結
果が変わる．ウェーブレット変換では，シフトパラメータ bを基準とした位相で解析が行
われ，ウェーブレットの位置を基準とした位相を測っている．すなわち，両者は位相の基
16
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図 2.2 短時間フーリエ変換における，窓関数の幅とフーリエ基底の周波数を変化させ
たときの様子．
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frequency of chirp [Hz]
図 2.3 1秒あたり 250点，20秒間に線型に周波数が上昇するチャープ信号．20秒の
時点で 100〔Hz〕となる．
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図 2.4 入力信号（図 2.3）に対する処理の概要図．入力信号を 1サンプルずらし，変
換後の信号のサンプルずれを修正する．
準を異にしている．これらの特徴を調べるため，図 2.3のようなチャープ信号を用意し，
図 2.4のような処理を適用する実験を行った．STFT，GWTともに，40〔Hz〕の周波数成
分を解析した結果を図 2.5および 2.6 に示す．図 2.5より，STFTおよびウェーブレット
変換の振幅特性において，時間シフトの影響に大きな差はなかった．図 2.6より，ウェー
ブレット変換の位相特性では，時間シフトするウェーブレット自身が基準となるため，そ
の差分は振幅同様に小さくなっている．一方で，STFTは，時間原点基準であるため，1
サンプルずれにより，位相特性の形状が変化する．すべての周波数成分に同じ遅れを与え
ており，これは，むだ時間要素が持つ線型位相特性の影響が表れていると解釈できる．図
2.6の位相特性差分 (c) のグラフにおいて，40〔Hz〕の成分が現れる 8〔s〕付近で 0.32と読
み取れた．これは，正規化された位相の差分であり，理論上は，
1〔s〕: 250〔sample〕
= 40〔周期〕: 250〔sample〕
= 1〔周期〕: 250
40
〔sample〕
= 2pi〔rad〕: 250
40
〔sample〕
このとき，1〔sample〕あたりでは
1〔sample〕: 40
250
2pi〔rad〕
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図 2.5 図 2.4の振幅（amplitude）の場合の結果．左の列が STFT，右の列が GWT
の結果で，変換前に 1 サンプルシフトした信号と変換後に 1 サンプルシフトした信号
の差分を示している．
となり，位相を pi で割り正規化すると
1〔sample〕: 40
250
2 =
8
25
= 0.32
となり，理論値と図 2.6の結果に合致する．
STFTは，窓が固定されているため，周波数を変えてもそのパワーのピークは一定であ
る．しかし，ウェーブレットは，係数 a−1/2 によって，周波数ごとに伸縮する窓幅に応じ
て，パワーを規格化している．これは，ウェーブレットの L2 ノルムを一定に保っている
ことに等しい．この補正により，高周波成分ほどピーク値が小さくなるため，結果の観察
には注意を要する．0.5〔Hz〕，20〔Hz〕，40〔Hz〕および 80〔Hz〕の正弦波が順次現れる
信号に対し，STFT および GWT を適用した結果を図 2.7 に示す．ただし，この信号に
は，16〔s〕付近にゼロを 1点挿入している．GWが高周波成分に対応するとき，周波数領
域で窓幅が広がり，不確定性原理によるパワー一定の制約からそのピークが抑制される．
図 2.7の GWTの縦軸は，対数スケールとなっていることに注意されたい．高周波信号が
長時間続いたとしても，高周波成分のピークが抑制されるため，その存在の視認を難しく
している．また，短時間の低周波信号を解析すると，時間領域での窓幅が極端に広がり，
時間局在性が悪くなる．変換に FFTを用いる場合，窓幅によっては回り込みが生じ，結
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図 2.6 図 2.4の位相（phase）の場合の結果．左の列が STFT，右の列が GWTの結
果で，変換前に 1 サンプルシフトした信号と変換後に 1 サンプルシフトした信号の差
分を示している．
果に影響を与える．すなわち，GWTにとって，(1) 長時間続く高周波信号，(2) 1周期に
満たない長さの低周波信号，の 2種類の信号は解析にあたって困難が伴うため，STFTに
よって解析を試みることが望ましいだろう．ただし，言い換えれば，GWTは (1’) 短時間
に現れる高周波信号，(2’) 1周期以上の長さの低周波信号，の検出に向くといえる．
ウェーブレット変換は，周波数軸を対数スケールにとると周波数領域での窓幅がほぼ一
定にそろうため，広い範囲を解析する場合には有効である．また，パワーのピーク値に注
目するのであれば，a−1/2 の補正にこだわる必要はなく，あえて補正しない，という選択
もある．対象の信号の性質が不明な場合，波形のプロットやフーリエ変換に加えて，窓の
決め方を考慮する必要がないウェーブレット変換でまず調べてみる，という方針は，調査
の足がかりとして適当といえる．
確率密度関数 p (p : R→ R+, ∫R p (x) dx = 1) に対して，αに関する n次モーメント
（n-th moment，n次積率）とは，∫
R
(x− α)n p (x) dx (2.26)
で計算される．これに倣い，ウェーブレット ψ に対してモーメントを
mn =
∫
R
tnψ (t) dt (2.27)
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図 2.7 上段に，0.5〔Hz〕，20〔Hz〕，40〔Hz〕および 80〔Hz〕の正弦波が順次現れる
信号に対し，16〔s〕付近にゼロを挿入したオリジナルの信号を示す．中段，下段はこの
信号をそれぞれ STFTおよび GWTを適用した結果．
と定義する．n = 0のときは式 (2.1) である．ある ψに対して ∀k ∈ [0, N ]∩N0, mk = 0
ならば，ψ は N 次の消滅モーメントを持つ，あるいは N + 1 個の消滅モーメントを持
つ，と表現する．これは，ウェーブレット変換の，STFTと大きく異なる特徴といえる．
N 次の消滅モーメントを持つということは，ウェーブレットが N 次多項式に対して直交
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表 2.1 STFTと GWTの比較．
STFT GWT
窓関数 固定 周波数に応じて変化
計算方法 窓関数との相互相関 基底との相互相関
利用者による自由度 窓関数の選択と周波数の指定 基底の選択
位相特性 原点基準 基底基準（並進不変）
高周波のピーク値 安定 低い（周波数の帯域幅は広い）
特異点検出 困難 可能
低周波のピーク値 安定 高い（時間幅は広い）
消滅モーメント ほぼ持たない 理論上持つことを保証
していることを意味する．式 (2.27)をmn = 0とするとき，
dn
dωn
ψˆ (ω)
∣∣∣∣
ω=0
= 0 (2.28)
と等しい [48]．ウェーブレットが有する消滅モーメントの数は，ウェーブレットの滑らか
さや，特異点の検出能力に強く関係し [16]，ウェーブレットの短時間の高周波成分検出能
力は，消滅モーメントの数が多いほど高い．高周波成分を調べるとき，窓幅が広い STFT
では，窓の中に何周期もの波が含まれ平均化され，たった 1点の欠損の検出が難しい．し
かし，ウェーブレット変換は，消滅モーメントの存在によって，特別な調整なく特異点に
敏感に反応することができる．図 2.8は，図 2.7の 16〔s〕付近を拡大した図である．信号
の 1点をゼロにした結果に対し，STFTは変化が読み取れないが，GWTは調整すること
なく反応できていることがわかる．なお，すでに述べたとおり，STFTも適切な窓関数を
選ぶことができれば検出は可能である．
以上の議論から，STFTと GWTの差異は表 2.1のようにまとめられる．本研究では，
これらの検討を踏まえ，適用が容易なウェーブレット変換を用いて解析を進める．
2.2.4 2次元ガボールウェーブレット変換
x 軸および t 軸のそれぞれで定義される正規分布密度関数 ρ1 に対して，テンソル積
ρ1
(
x ; 0, σ2x
) ⊗ ρ1 (t ; 0, σ2t ) で定義される関数を二次元正規分布密度関数と定義し，ρ2
22
15.6 15.8 16.0 16.2 16.4
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
0.5[Hz] 20[Hz] 40[Hz] 80[Hz]
zero
original signal
15.6 15.8 16.0 16.2 16.4
79.2
79.4
79.6
79.8
80.0
80.2
80.4
80.6
80.8
fr
eq
ue
nc
y 
[H
z]
result of STFT
15.6 15.8 16.0 16.2 16.4
time [s]
102
fr
eq
ue
nc
y 
[H
z]
result of GWT
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
図 2.8 図 2.7の 16〔s〕付近を拡大した図．
で表すこととする．このとき，
ρ2 (v ; Υ) =
√
detΥ
(2pi)
2 exp
{
−1
2
v⊤Υv
}
(2.29)
とする．ただし，v = [x, t]⊤，Υ = diag {σ−2x , σ−2t }，detは行列式を表す．平面波は，
角周波数ベクトル u = [0, ω]⊤ を用いて exp (ju⊤v) と表せる．単位を変換する係数
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βR〔ns/m〕を用いて，平面波の進行方向を決める回転行列は
R (θR, βR) =
[
cos θR −β−1R sin θR
βR sin θR cos θR
]
(2.30)
と表せる．2D-GWは，
ψG2 (v ; θR, βR, u, Υ) = ρ2 (v ; Υ)
{
exp
(
ju⊤R (θR, βR)v
)− C2} (2.31)
とできる．本研究における 2次元ガボールウェーブレット（2D-GW）は，同心円状に広
がる窓関数となるよう βRσx = σt とする．このため窓関数 ρ2 の座標の回転を考える必要
はない．ウェーブレットは直流成分を持たないから，
0 =
∫
R2
ψG2 (v ; θR, βR, u, Υ) dv
= exp
{
−ω
2
2
(
β2Rσ
2
x sin
2 θR + σ
2
t cos
2 θR
)}− C2
= exp
(
−σ
2
tω
2
2
)
− C2 ∵ βRσx = σt
より，
C2 = exp
(
−σ
2
tω
2
2
)
(2.32)
が得られる．σt もまた，式 (2.14) の関係があると仮定し，決定することとする．図 2.9
に，2D-GWの実部を図示した．
2.3 離散ウェーブレット変換
図 2.10に DWT を示す．この DWTは 2チャンネルフィルタバンク [49]と同一であ
る．入力を X，出力を Y とするとき，ダウンサンプラとアップサンプラの Z 領域での表
現はそれぞれ式 (2.33)，式 (2.34) のようになる．
Y (z) =
1
2
X
(
z
1
2
)
+
1
2
X
(
−z 12
)
(2.33)
Y (z) = X
(
z2
)
(2.34)
式 (2.33)の第 1項は信号成分，第 2項は折り返し雑音である．ダウンサンプリングの直
前に，折り返し雑音の発生を十分に抑制できるフィルタを通過させることで，式 (2.33)は
第 1項のみとできる．帯域制限フィルタリングとダウンサンプリングを組み合わせた処理
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図 2.9 2次元ガボールウェーブレット（実部）の図示．
図 2.10 離散ウェーブレット変換（分解）の図示．
図 2.11 2チャンネルフィルタバンクのブロック線図による図示．
を，デシメーション（decimation）という．図 2.11は 2チャンネルフィルタバンクの図
示である．このフィルタバンクは，完全再構成条件として，以下を満たす．
H0 (−z)G0 (z) +H1 (−z)G1 (z) = 0 (2.35)
H0 (z)G0 (z) +H1 (z)G1 (z) = 2z
−M (2.36)
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図 2.12 DWTによるMRAの図示．入力信号は ℓ = 0である．
ただし，M ∈ Nである．本論文では，H0 を分解側 LPF，H1 を分解側高域通過フィルタ
（High-Pass Filter：HPF）とする．G0，G1 は，それぞれ (H0, H1)に対応する再構成側
の LPF，HPFとする．式 (2.35)，式 (2.36)より図 2.11の入出力関係は
Y (z) = z−MX (z) (2.37)
とできる．
共役直交フィルタ（Conjugate Quadrature Filter：CQF）[49,50] バンクは，FIRフィ
ルタを用いたフィルタバンクのひとつであり，適当な H0 のもとで，完全再構成が保証さ
れている．直交ウェーブレットを用いた DWT は，CQF バンクと同じ構造をしている．
つぎのように，CQFバンクの H1，G0 および G1 は，H0 を用いて表すことができる．
H1 (z) = −z−(L−1)H0
(−z−1) (2.38)
G0 (z) = H1 (−z) (2.39)
G1 (z) = −H0 (−z) (2.40)
ただし L = 2k, k ∈ N であり，L は H0 のインパルス応答長とする．L = 2k + 1 であ
る場合，H0 の系列の末尾にゼロを追加し，Lを偶数にする．因果性を考慮しないのであ
れば，Lをフィルタ長とせず，任意の正値に決め打ちしてもよい．ここで，式 (2.38)，式
(2.39)および式 (2.40)を式 (2.36) に代入し，M = L− 1とおくと，
|H0 (z)|2 + |H0 (−z)|2 = 2 (2.41)
となる．式 (2.41) は CQFバンクのパワー補完関係を示している．
図 2.12に示すように，MRA [7] は，DWTの LPF側の出力を新たな入力として繰り返
し適用する構造となっている．これにより，低周波成分を細かく分解していくため，元の
信号の様々な解像度での表現を得られることが，MRAの大きな特徴である．図 2.13は，
HPF 側の出力も新たな入力とみるWPT [9] であり，高周波成分も細かく分解する．各
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図 2.13 WPTの図示．入力信号は ℓ = n = 0である．
チャンネルの出力はパケットとよばれ，本論文では Ψℓ, n のように表す．ここで，ℓ ∈ N0
は分解の回数であり，レベルとよぶ．n ∈ N0 はチャンネルのインデックスである．出力
Ψℓ+1, 2n+i は，式 (2.33) を用いて以下のように表せる．
Ψℓ+1, 2n+i (z) =
1
2
Hi
(
z
1
2
)
Ψℓ, n
(
z
1
2
)
+
1
2
Hi
(
−z 12
)
Ψℓ, n
(
−z 12
)
(2.42)
ただし，i ∈ Bである．
CDWT [19, 51] はウェーブレットのヒルベルト変換対 [52]を用いた 2つの CQFバン
クによって構成される．ウェーブレットの実部と虚部をそれぞれ ψR および ψI とする．
これは以下の定理に基づく．
定理 1（ウェーブレット関数のヒルベルト変換対） GR0 と GI0 が，2 つの CQF バンク
のそれぞれの再構成側 LPF で
GI0 (z) = z
− 12GR0 (z) (2.43)
となるとき，それぞれのウェーブレット関数 ψR と ψI はヒルベルト変換対となる．
証明 1 文献 [53]参照． 2
リフティング [54–56]は，1点ごとの逐次的な DWTが実現できる手法であり，第二世
代ウェーブレット変換ともよばれる．リフティングには，in-place と逐次計算の 2つの計
算方法が有り，in-placeによる計算は，wrap-aroundなたたみ込み（circular convolution）
と同じ結果を与える．図 2.14に変換の様子を，図 2.15に逆変換の様子を示す．
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図 2.14 リフティングによる変換の概要図．{Pn}n は prediction ステップ，{Un}n
は updateステップである．
図 2.15 リフティングによる再構成の概要図．{Pn}n は predictionステップ，{Un}n
は updateステップである．
図 2.16 並進不変性の欠如となる処理の一例の図示．
2.4 並進不変性の条件
2.4.1 並進不変性の欠如
図 2.16に k (∈ Z) サンプルシフトした信号の分解と再構成を示す．フィルタ対 (H, G)
は CQFバンクの (H0, G0)または (H1, G1)を表す．S は以下のように表される．
S (z) =
1
2
H
(
z
1
2
)
X
(
z
1
2
){
z
1
2
}−k
+
1
2
H
(
−z 12
)
X
(
−z 12
){
−z 12
}−k
(2.44)
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Z−1[S] = sとおくと，
s [n] =
1
2pij
∮
C
S (z) zn−1dz
= 2Z−1[H (z)X (z)] [2n− k] (2.45)
この計算過程は A.4節にある．sは kが偶数または奇数に応じて変動する信号であり，再
構成された信号 Y は
Y (z) = G (z)S
(
z2
)
(2.46)
となる．これは，H (z)X (z) = Z[ρ]とおいて
Y (z) =
1
2
G (z) z−kZ
[
ρ [n] + (−1)n+k ρ [n]
]
(2.47)
と書き換えられる．この計算過程は A.5節にある．Y もまた k により変動する信号であ
る．この変動が並進不変性の欠如とよばれる現象である．
先行研究 [53] において，ウェーブレット関数が ψR + jH[ψR] となるのは，式 (2.43)
が成り立つときである．文献 [53]の式 (5) を式 (2.48)のように一般化する．
θ (ω) =
λω
2
(2.48)
ただし，λ ∈ {±1}とする．このとき，本論文における表記に合わせると，式 (2.43)は
GI0 (z) = z
−λ2GR0 (z) (2.49)
と書き換えられる．このもとで，式 (2.43)と式 (2.39) より，
HI0 (z) = z
λ
2HR0 (z) (2.50)
である．λ = 1のとき，ウェーブレット関数はヒルベルト変換対となる．A.6節に λを用
いた議論をまとめた．複素ウェーブレット関数 ψ は
ψˆ (ω) = F[ψR (t) + λ jH[ψR] (t)]
= ψˆR (ω) + λ jF
[
1
pit
]
ψˆR (ω)
= ψˆR (ω) {1 + λ sgn[ω]}
である．λ = 1のときは，ウェーブレット関数が解析信号となり，非負の周波数成分を持
つ．λ = −1の場合，負の周波数成分のみを持つ．この λ ∈ {±1}を用いて，並進不変性
のためのウェーブレット関数のヒルベルト変換対について，その条件を一般化する．
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図 2.17 並進不変構造の概要図．
2.4.2 並進不変性の原理
多くの CDWT が定理 1 を基礎としている．この従来の CDWT に新しい条件を追加
し，本節で定義する並進不変構造となることを示す．
定理 2（信号の保存） 図 2.17 において，k = 2m + 1 (m ∈ N0) のとき，Y R + Y I は
HX の間引きの影響を受けない．
証明 2 k = 2m + 1のとき，SR と SI によって HX のサンプルを完全に保持すること
は明らかである．式 (2.47)と同様の表現として，
Y R (z) =
1
2
G (z) z−kZ[ρ [n] + (−1)n ρ [n]] (2.51)
Y I (z) =
1
2
G (z) z−kZ
[
ρ [n] + (−1)n+k ρ [n]
]
(2.52)
とできる．ただし，H (z)X (z) = Z[ρ]である．Z 変換の線型性から，
Y R (z) + Y I (z)
=
1
2
G (z) z−kZ
[
2ρ [n] + (−1)n ρ [n] + (−1)n+k ρ [n]
]
=
1
2
G (z) z−kZ[2ρ [n]] ∵ k = 2m+ 1
= G (z) z−kH (z)X (z)
であり，HX は間引きの影響を受けない．よって示された． 2
並進不変構造を以下のように定義する．
定義 2（並進不変構造） 入力信号の k = 2m + 1 (m ∈ N0)サンプルずれを除いて，同
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じデシメーションを適用する構造を並進不変構造とよぶ．
本研究では，2つのデシメーションに対し，一方を実部，もう一方を虚部とよぶ．並進
不変構造の重要な点を以下にまとめる．
• 並進不変構造は，LPF側のみ，あるいは HPF側のみのように，1つのチャンネル
に対して議論される．
• 実部と虚部では，同じデシメーションを適用する．
• 実部と虚部の違いは，デシメーションの前のサンプルのずれのみである．
式 (2.38)，式 (2.39)および式 (2.40) に示すように，CQFバンクを用いれば，一つのフィ
ルタでその他のフィルタを表現することができる．さらに，式 (2.43) を用いると，理論
上，実部と虚部は同じフィルタを用いて議論できることになる．加えて，実部と虚部でサ
ンプルずれを評価すれば，並進不変構造における並進不変性を議論できることになる．
実部の入力 ΨRℓ, n と虚部の入力 Ψ Iℓ, n の遅れを β とおく．すなわち，
Ψ Iℓ, n (z) = z
−βΨRℓ, n (z) (2.53)
式 (2.42)の表現を用いて，各出力は
ψRℓ+1, 2n+0 [m] = 2Z−1[ϱ0 (z)] [2m] (2.54)
ψIℓ+1, 2n+0 [m] = 2Z−1[ϱ0 (z)]
[
2m− β + λ
2
]
(2.55)
ψRℓ+1, 2n+1 [m] = 2Z−1[ϱ1 (z)] [2m] (2.56)
ψIℓ+1, 2n+1 [m] = 2Z−1[ − λjϱ1 (z)]
[
2m− β − λ
2
]
(2.57)
ただしm ∈ Zおよび ϱi (z) = HRi (z)ΨRℓ, n (z)である．式 (2.38)は式 (2.57)でのみ使用
されている．HR1 と HI1 の関係は
HI1 (z) = −z−(L−1)HI0
(−z−1) ∵ 式 (2.38)
= −zL−1 (−z−1)λ2 HR0 (−z−1) ∵ 式 (2.50)
=
(−z−1)λ2 HR1 (z) ∵ 式 (2.38)
=
(
j z
1
2
)−λ
HR1 (z)
= −λ j z−λ2HR1 (z)
である．
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LPF出力側 適切な β が選ばれるとき，式 (2.54) および式 (2.55) は HR0 ΨRℓ, n のダウン
サンプリングの影響を除くことができる．m ∈ Zとし，β を
β = 2m+ 1 +
λ
2
(2.58)
とすると，このときの LPF側のレベル ℓから ℓ + 1への分解は，並進不変構造と
なる．
また，どのレベルで並進不変構造が現れるかを確認する．式 (2.55)の遅れ β− λ/2
のうち，1/2は式 (2.50)によるものであり，β は式 (2.53)によるものである．式
(2.54)および式 (2.55)を Z 変換すると，
ΨRℓ+1, 2n (z) =
1
2
{
ϱ0
(
z
1
2
)
+ ϱ0
(
−z 12
)}
(2.59)
Ψ Iℓ+1, 2n (z) =
1
2
z−m−
1
2
{
ϱ0
(
z
1
2
)
− ϱ0
(
−z 12
)}
(2.60)
となる．いずれも，第二項は折り返し雑音成分である．ただし，HR0 が折り返し雑
音を十分に抑制できると仮定すれば
ΨRℓ+1, 2n (z) ≃
1
2
HR0
(
z
1
2
)
ΨRℓ, n
(
z
1
2
)
Ψ Iℓ+1, 2n (z) ≃
1
2
HR0
(
z
1
2
)
ΨRℓ, n
(
z
1
2
){
z−m−
1
2
}
である．これらの比は，
ΨRℓ+1, 2n (z) : Ψ
I
ℓ+1, 2n (z) = 1 : z
−m− 12 (2.61)
である．式 (2.53)，式 (2.58) を用いて，
ΨRℓ, n (z) : Ψ
I
ℓ, n (z) = 1 : z
−2m−1−λ2 (2.62)
とできる．式 (2.61)と式 (2.62)が一致するとき，
−m− 1
2
= −2m− 1− λ
2
m = −1
2
− λ
2
=
{ −1 , λ = 1
0 , λ = −1 (2.63)
となる．すなわち，実部と虚部の間で，入力と同じ遅れを持つことを意味する．あ
るパケットが分解前の遅れに一致するとき，並進不変構造が継承される．式 (2.63)
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を式 (2.58)に代入すると，入力の遅れ β は
β = −λ
2
(2.64)
とならねばならない．以上の議論は，MRAツリーを構成するパケットのすべてに
適用することができる．これまでの議論をつぎにまとめる．
• λ ∈ {±1} を決定したもとで，LPF の遅れとして式 (2.50) を，入力の遅れと
して式 (2.64)を，並進不変構造の条件として得た．なお，MRAツリーのすべ
ての LPFの出力が並進不変構造を継承することは，λの値によらない．
• 式 (2.58)のみを満たす場合，1レベルの分解でのみ並進不変構造をなす．LPF
と入力信号の 1/2サンプルずれの精度が，並進不変性の程度を決定する．
• 式 (2.64)を満たし，折り返し雑音を十分に抑制できる LPFを使用するとき，
CDWTの LPF側の出力は，並進不変構造を再帰的に継承する．
HPF出力側 虚数を乗じることは，複素平面上で 90 度回転することを意味する．式
(2.57)は，HR1 ΨRℓ, n を複素平面上で 90度回転した信号をサンプリングすることに
等しい．すなわち，式 (2.56)と式 (2.57)は，ダウンサンプリング前の信号が同一
ではなく，β をいかに選ぼうと，ダウンサンプリングの影響を補完し合うことはな
い．これは，HPF側では，並進不変構造を構成できないことを意味する．
しかし，CQFバンクの一方のチャンネルが並進不変となるとき，完全再構成条件
を満たすため，波形が変動する自由度がなくなり，もう一方のチャンネルも並進
不変となる．並進不変構造を継承することができるのは LPF 側の出力のみである
が，HPF 側の出力は，副次的に並進不変性を獲得できる．
2.4.3 他の離散ウェーブレット変換における並進不変構造
2.4.2節において並進不変性を獲得する条件を明らかにした．他のウェーブレット変換
において，その条件を検討すると，並進不変性の獲得の可能性を議論できる．ここでは，
WPT，双直交ウェーブレット変換 [6]，従来の CDWT について述べる．
WPT HPF 側の並進不変性の議論から，HPF 側出力も入力と考えるWPT では，並進
不変構造の継承がMRA ツリーに限定されるため，すべてのパケットが並進不変と
ならない．WPT ツリーの中の，MRA ツリーに該当するパケットのみが並進不変
となりうる．
双直交 DWT 双直交 DWTにおけるフィルタを
(
H˜0, H˜1, G˜0, G˜1
)
とおく．H˜i は分解
33
GI1
式 (2.40)←→ HI0 式 (2.50)←→ HR0 式 (2.40)←→ GR1
式 (2.38) ↕ ↕ 式 (2.38)
GI0
式 (2.39)←→ HI1 HR1 式 (2.39)←→ GR0
(a)
H˜0
式 (2.66)←→ G˜1
H˜1
式 (2.65)←→ G˜0
(b)
図 2.18 フィルタの関係の図示：(a) CDWTにおける CQFバンク, (b) 双直交ウェー
ブレットのフィルタの関係．
側，G˜i は再構成側とし，i ∈ Bである．双直交 DWTのフィルタバンクは CQFバ
ンクではない．分解側のフィルタ対
(
H˜0, H˜1
)
と再構成側のフィルタ対
(
G˜0, G˜1
)
のそれぞれで，
H˜1 (z) = G˜0 (−z) (2.65)
G˜1 (z) = −H˜0 (−z) (2.66)
である．このとき，式 (2.35)と式 (2.36)の完全再構成条件を満足するが，LPFと
HPFの関係を記述する式 (2.38)は保証されない．図 2.18は，CQFバンクとこの
フィルタバンクの各フィルタの関係をまとめた図である．図 2.18のとおり，CQF
バンクでは可能であった，ひとつのフィルタで他のフィルタを表現することができ
ない．双直交ウェーブレットは式 (2.38)を満たさないので，H˜R1 と H˜I1 の関係を直
接示すことができない．ただし，A.6節の議論より，式 (2.49)および式 (2.50)は
双直交ウェーブレットによる CDWTにおいて満たされる．
従来の CDWT レベル ℓにおける実部 ΨRℓ, n と虚部 Ψ Iℓ, n の間の時間遅れを γℓ とすると，
Ψ Iℓ, n = z
−γℓΨRℓ, n である．従来の CDWTは，実部と虚部の入力のサンプルずれは
ない．すなわち γ0 = 0 である．LPF側の出力（レベル ℓ + 1）における，実部と
虚部の時間差は
γℓ+1 =
1
2
γℓ +
1
4
(2.67)
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図 2.19 1/2サンプルずれの処理の概要図．解像度を 2倍（アップサンプリング）し，
1サンプルシフトさせたうえで，解像度を戻す（ダウンサンプリング）ことで，1/2サ
ンプルずれを実現する．
である．一般項 γℓ を求めると，
γℓ =
1
2
− 1
2ℓ+1
(2.68)
とできる．γℓ = 1/2となるには ℓ→∞ の場合であり，並進不変構造が ℓ→∞ ま
で現れないことを意味する．このことから，従来の CDWTに比べ，提案手法は並
進不変性を高めることができたといえる．
Meyerウェーブレットによる CDWT 戸田ら [57] は，完全並進不変 CDWT（Perfect-
Translation Invariant CDWT：PTI-CDWT）とよばれる CDWTを提案した．そ
の CDWT は，Meyer のスケーリング関数からサンプリングした係数を用いてお
り，実部・虚部間の入力信号と LPFのそれぞれの 1/2サンプルずれ条件を満たし
ている．PTI-CDWTは，並進不変構造をなしており，理論上，完全な並進不変性
を実現している．PTI-CDWTの LPFは，計算誤差などの影響を除いて，折り返
し雑音を十分に抑制するが，フィルタ長が長く，計算コストが大きい．
本研究では，新しい CDWT として，“準（quasi）” 並進不変 CDWT （Quasi-Shift
Invariant CDWT：QSI-CDWT）を提案する．これは，並進不変構造をもってその原理
を明らかにし，一般の DWTにも適用を拡大したものである．準とするのは，完全な並進
不変性が実際に実現できないことによる．たとえば，本研究で提案する CDWTにおいて
は，LPFのエイリアジング成分の抑制能力，計算誤差および計算時間などの課題がある．
2.5 準並進不変複素離散ウェーブレット変換の実装
2.4.2節の議論に基づき，従来の CDWTの並進不変性を向上させた CDWTを提案す
る．ただし，実現が実用上困難な理想的条件を含むため，その条件を緩和し，QSI-CDWT
として，その実現方法について述べる．1/2サンプルずれは，図 2.19に示す手続きにて実
現する．
図 2.20 は従来の dual-tree CDWT であり，図 2.21 は本研究で提案する QSI-CDWT
の分解側である．図 2.22は QSI-CDWTの再構成側である．QSI-CDWTは，つぎの手
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図 2.20 従来の CDWTのツリーの図．
図 2.21 QSI-CDWTによる分解の概要図．
図 2.22 QSI-CDWTによる再構成の概要図．
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続きにより実現する．
QSI-CDWTを実行する手続き
(1) 分解側 LPF を HR0 とおく．
(2) HR0 から式 (2.38)，式 (2.39)および式 (2.40)を用いて，残りの
(
HR1 , G
R
0 , G
R
1
)
を CQFバンクを構成するように生成する．
(3) λ ∈ {±1}を決定する．
(4) 式 (2.50)により，HR0 から HI0 を得る．
(5) HI0 から式 (2.38)，式 (2.39)および式 (2.40)を用いて，
(
HI1, G
I
0, G
I
1
) を生成
する．
(6) 分解する手続きは図 2.21のように，再構成する手続きは図 2.22のように行う．
既存の直交ウェーブレットを用いる場合，上記の手続き (3) から始めることができる．
表 2.2に Daubechies2，4，6および 8 [6] から求められた各HI0 のインパルス応答を示
す．それぞれ，db2，db4，db6および db8と略記する．
Daubechies によるフィルタは，ハーフバンドな直交ウェーブレットのひとつであり，
直流とナイキスト周波数において最大平坦となる特性を持つ．フィルタ長が長いほどゼロ
点の数が多くなり，理想的な周波数応答に近づくため，並進不変性と折り返し雑音の抑制
との関係を考察するには適切であると考えられる．本研究では，間引きと挿入の実装が容
易になるという理由から，巡回畳み込みを実装している．
f を入力，g を FIRフィルタ，Nf を f の長さ，Ng を g の長さとする．f は周期信号
で f [n] = f [n− kNf ] であり，n, k ∈ Zとする．畳み込み f ∗ g は
(f ∗ g) [n] =
∑
m∈Z
f [m] g [n−m]
この結果は，長さNf の信号となる．この畳み込みによって分解・再構成を行うと，Ng−1
サンプルの遅れを伴い再構成される．Haar ウェーブレット [6]を用いる場合，Ng = 2で
あり，入力系列 [1, 2, 3, 4] に対し，分解のち再構成された信号は [4, 1, 2, 3] となる．図
2.11 の構成を変えずにこの遅れを補正したいので，分解側のフィルタに Ng/2 サンプル
の進みを，再構成側に Ng/2− 1サンプルの進みを与える．それにより，入力 [1, 2, 3, 4]
に対し，分解のち再構成の結果は [1, 2, 3, 4] となる．図 2.19は，前半を IDWT，後半を
DWTのルーチンで代用でき，リフティングで実装する場合も再構成と分解の手続きを利
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表 2.2 HI0 のインパルス応答．
db2 db4 db6 db8
+0.187500 +0.082544 +0.034464 +0.016385
+1.041266 +0.695334 +0.391931 +0.213870
+0.812500 +1.097208 +0.976134 +0.723893
−0.041266 +0.429459 +0.863303 +1.015370
−0.269294 −0.016509 +0.429005
−0.115229 −0.350858 −0.336438
+0.089542 +0.020582 −0.241258
−0.009564 +0.124137 +0.164520
−0.027276 +0.088408
−0.026790 −0.078298
+0.012606 −0.016065
−0.001723 +0.026375
−0.001859
−0.004788
+0.001492
−0.000609
用できる．もし，このずれが問題にならないのであれば，このような補正は必要ない．ま
た，畳み込みによる信号長の変化に対して適切に間引きと挿入が実行されるなら，巡回畳
み込みである必要もない．A.7節にMaxima*1による HI0 の導出例をまとめた．
2.6 準並進不変複素離散ウェーブレット変換の性能確認実験
の結果と考察
2.6.1 性能確認実験とその結果
ここでは，QSI-CDWTが，従来の CDWTよりも並進不変性を向上させることを確認
する．
実験では，信号長 32のインパルス信号を入力信号とし，実験 1および 3ではレベル 3
*1 http://maxima.sourceforge.net/
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図 2.23 実験 1（直交ウェーブレット）の結果．
のウェーブレット係数 Ψ3,1 のみを元の解像度まで復元したときの波形を確認する．また，
実験 2ではレベル 5のウェーブレット係数 Ψ5,1 のみを元の解像度まで復元したときの波
形を確認する．いずれも，信号を 1サンプルずつシフトして入力し，その結果の波形を重
ねて描く．並進不変性が十分であれば，波形の時間シフトを除いて完全に一致するはずで
ある．
実験 1（直交ウェーブレット） 基底は Daubechies2，4，6および 8 を選ぶ．これらは，
直交ウェーブレット使用の例とするためである．QSI-CDWT に加えて，実数
ウェーブレットと，従来の CDWT をあわせて結果を示し，能力を比較する．実
験結果は図 2.23 のようになった．いずれの基底を用いても，本研究で提案した
QSI-CDWTの結果がゆらぎが小さく，並進不変性が向上していることがわかる．
実験 2（リフティング） 図 2.24 に示すように，Ψ5,1 の遅れ時間を揃えて表す．実部の
Daubechies のフィルタ対のリフティングステップは既知である．表 2.2 の係数か
ら，虚部のリフティングステップを factorization法 [58]によって機械的に導出し
て用いている．ステップを導出するにあたり，計算誤差や打ち切り誤差などが並進
不変性を低下させている．各ステップの調節を手動で行うことで，より適当なス
テップが得られる可能性がある．
実験 3（双直交ウェーブレット） A.6節の議論から，双直交ウェーブレットに対し，式
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Reconstruction of packet Ψ5, 1 (λ = 1)
図 2.24 実験 2（リフティング）の結果．
(2.49) および式 (2.50) が適用できる．図 2.25 に各フィルタの関係を示す．以下
に，QSI-CDWTにおける双直交ウェーブレット使用の方法についてまとめた．
双直交ウェーブレットを用いた QSI-CDWT実行の手続き
(1) 分解側 LPFを H˜R0 ，再構成側 LPFを G˜R0 とおく．
(2) H˜R0 と G˜R0 から，式 (2.65) および式 (2.66) を用いて H˜R1 と G˜R1 を生成
する．
(3) λ ∈ {±1}を決定する．
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G˜I1
式 (2.66)←→ H˜I0 式 (2.50)←→ H˜R0 式 (2.66)←→ G˜R1
G˜I0
式 (2.65)←→ H˜I1 H˜R1 式 (2.65)←→ G˜R0
↖ ↗式 (2.49)
図 2.25 式 (2.49) および式 (2.50) が適用された双直交ウェーブレットのフィルタ関係．
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図 2.26 実験 3（双直交ウェーブレット）の結果．
(4) 式 (2.50)より H˜R0 から H˜I0 を得る．
(5) 式 (2.49)より G˜R0 から G˜I0 を得る．
(6) H˜I0 と G˜I0 から，式 (2.65)および式 (2.66)を用いて H˜I1 と G˜I1 を生成する．
(7) 図 2.21および図 2.22のようにフィルタを配置する．
実験で使用する基底は，bior2.4，2.8，3.7，3.9である．結果は図 2.26 である．
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図 2.27 λの値による Daubechiesの
∣∣HR0 (exp (jω))∣∣および ∣∣HI0 (exp (jω))∣∣．
2.6.2 考察
提案した 1/2サンプルずれの手法には，折り返し雑音が十分抑制できる LPFが必要で
ある．図 2.27 より，Daubechies の基底は，HR0 のフィルタ長が長いほど抑制能力が高
くなっている．Daubechiesの場合，フィルタ長に比例してゼロ点の数が増し，理想的な
LPFに近づくため，並進不変性が向上したと考えられる．また，図 2.27は，λの値によ
る違いも明らかにしている．λ = 1 の場合，ウェーブレット関数は解析信号となり，図
2.27 から，フィルタの通過域と遮断域はおおむね平坦となっている．しかし，λ = −1の
場合は平坦でないため，図 2.23 の db2 の場合では，並進不変性の差が顕著に表れている．
本研究では，式 (2.47)で示された並進不変性の欠如の定義から，並進不変性を “あるレベ
ルの出力のみを，入力信号と同じ解像度まで再構成したとき，その波形が，入力に対して時
不変（シフト・インバリアンス）であること”と規定できる．N ∈ N，m, n ∈ [0, N)∩N0，
入力 f [n−m] に対するレベル Lのウェーブレット係数を Ψ (m)L, 1 とし，元の解像度まで復
元したときの系列を ψ(m)L, 1 [n]とおく．このとき，
MaximumVariation =
1
‖f‖2
max
m
[
max
n
[∣∣∣ψ(m)3, 1 [n]− ψ3, 1 [n]∣∣∣]] (2.69)
ただし
ψL, 1 [n] =
1
N
N−1∑
m=0
ψ
(m)
L, 1 [n] (2.70)
と計算される量を，レベル LのDWTにおける再構成波形の最大変動量とする．式 (2.69)
は，並進不変性の欠如の程度を定量化したものといえる．図 2.28は，f [n−m] = δm,n，
L = 3，N = 32としたとき，Daubechiesの基底ごとの最大変動量がどのように変化する
かをシミュレーションにより求めた図である．たとえば，db8 は，最大変動量が 0.0038
となっており，これは入力信号の L2 ノルム ‖f‖2 の 0.38〔%〕程度の変動になることを
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図 2.28 Daubechiesによる DWTの並進不変性の比較．レベル 3の DWTにおける
再構成波形の最大変動量を示しており，縦軸が式 (2.69)で計算される量である．
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図 2.29 QSI-CDWT(db36) と PTI-CDWT の再構成波形の変動の比較．QSI-
CDWT は全体的に変動しているが，PTI-CDWT は一部の信号値が大きく変動し
ている．
示す．0.5〔%〕以下で抑えたい場合，計算コストの面から db8が最適といえる．
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図 2.30 Daubechiesによる DWTの並進不変性の比較．レベル 3の DWTにおける
再構成波形の変動の和の平均を示しており，縦軸が式 (2.71)で計算される量である．
図 2.28より，db36では，PTI-CDWTよりも最大変動量が小さくなっていることがわ
かる．図 2.29は，QSI-CDWT(db36)と PTI-CDWTの ψ(m)3, 1 [n]− ψ3, 1 [n] を，シミュ
レーションによってすべてのmについて重ねて描いた図である．ここで，次式
1
N
∑
m
∑
n
∣∣∣ψ(m)3, 1 [n]− ψ3, 1 [n]∣∣∣ (2.71)
を用いて残差の和の平均値を求めると，QSI-CDWT では 1.188 × 10−5，PTI-CDWT
では 6.078 × 10−6 となり，PTI-CDWT のほうが変動は小さくなった．この結果から，
PTI-CDWTの最大の変動は大きいが，全体としての信号の変動は QSI-CDWTよりも小
さく抑えられた．図 2.30は，信号全体の変動をシミュレーションによって求めた図とな
る．この結果から，信号全体としての変動は，PTI-CDWTのほうが小さく抑えられると
いえる．
また，図 2.31は，各基底ごとの，レベル 3の分解と再構成を行った際の 1点あたりの乗
算回数の理論値を示した図である．1回の畳み込みにおける乗算回数は，2つの系列の長
さの積に等しくなる．ここでは，信号長を Nsig，フィルタ長を NH0，NH1，NG0，NG1，
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分解レベルを Lとおくと，通常の DWTは
L∑
ℓ=1
21−ℓNsig (NH0 +NH1) (2.72)
再構成では，アップサンプリングを経てフィルタリングするため，分解時の信号長と同じ
になるので
L∑
ℓ=1
21−ℓNsig (NG0 +NG1) (2.73)
ここで，
L∑
ℓ=1
21−ℓ = 2− 21−L とおくと，DWTの分解と再構成の乗算回数は式 (2.72)お
よび式 (2.73)の和となるので(
2− 21−L)Nsig (NH0 +NH1 +NG0 +NG1) (2.74)
となる．
従来の CDWT は，通常の DWT を並列させたものなので，実部と虚部のフィルタ長
が一致するならば式 (2.74) の 2 倍となる．ここで，実部のフィルタ長を NH0R，NH1R，
NG0R，NG1R，虚部のフィルタ長を NH0I，NH1I，NG0I，NG1I とおけば，(
2− 21−L)Nsig (NH0R +NH1R +NG0R +NG1R +NH0I +NH1I +NG0I +NG1I)
(2.75)
となる．
QSI-CDWTは，予めフィルタの 1/2サンプルずれを実現させた，という仮定の下で，
入力信号の 1/2サンプルずれは
2NsigNG0R + 2NsigNH0R (2.76)
の乗算回数を要し，再構成でも適用するため
2 (2NsigNG0R + 2NsigNH0R) (2.77)
が，従来の CDWTに対して追加で必要となる乗算回数である．一方で，PTI-CDWTは，
スケーリング関数からのサンプリングによって 1/2 サンプルずれを実現する．フィルタ
長 NSR および NSI を用いて，分解と再構成における乗算回数は
2NsigNSR + 2NsigNSI (2.78)
となる．すなわち，QSI-CDWT では式 (2.75) と式 (2.77) の和，PTI-CDWT では式
(2.75)と式 (2.78)の和となる．
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図 2.31 Daubechies による DWT において，各基底ごとの，レベル 3 の分解と再構
成を行った際の入力信号 1点あたりの乗算回数（理論値）を示した図．
乗算回数は計算量とみなせ，図 2.31 は，手法の計算コストの比較を示すものである．
Daubechiesの基底を用い，フィルタ長が長くなるほど計算量が増加していることがわか
る．db34に注目すると，図 2.28ではその並進不変性が PTI-CDWTに劣り，図 2.31で
はその計算量は PTI-CDWTのそれを超えている．これは，QSI-CDWTで Daubechies
の基底を用いるのであれば，db33を超える基底では，PTI-CDWTを用いるほうが適当
である，ということを示している．
実験 2 では，QSI-CDWTのリフティングによる実験を示した．1/2 サンプルずれは，
分解と再構成のルーチンを再利用して実現できた．リフティングステップの機械的導出に
おいて，切り捨てなどの数値誤差によって，通常の畳み込みよりも並進不変性が弱められ
ている．このため，本研究では，畳み込みによる QSI-CDWTを用いることとする．
A.6節の議論によって，双直交ウェーブレットに対し，式 (2.49)および式 (2.50)が適
用できることがわかった．実験 3では，その結果に基づいてフィルタ長の長さに応じた結
果を示した．実験 1の Daubechies のケースと同様に，フィルタ長に比例して並進不変性
が向上しており，フィルタ長が 1/2サンプルずれの精度に関係していると考えられる．
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2.7 結言
本章では，CDWTの並進不変性を向上させた QSI-CDWTを提案した．QSI-CDWT
は，理論上並進不変性とできるが，計算コストが実用に堪えられないことから，実際は
完全な並進不変性を実現できない．QSI-CDWTはある程度の並進不変性を有し，通常の
DWTによるMRAの枠組みの中で，従来の CDWTよりも並進不変性を向上させた．実
部と虚部の間で，入力信号および LPFが 1/2サンプルずれることを指す並進不変構造を
定義し，並進不変性が獲得できる原理を示した．並進不変構造に基づいて他のウェーブ
レット変換を議論し，双直交ウェーブレットに対しても議論を一般化して考えることがで
きることを示した．1/2 サンプルずれの難しさから，フィルタ長に比例して並進不変性の
程度が変化することも明らかとなった．使用にあたっては，たとえば，db8は，図 2.28に
おいて最大変動量が 0.0038となっており，これは入力信号の L2ノルムの 0.38〔%〕程度
の変動になることを示す．0.5〔%〕以下で抑えたい場合，計算コストの面から db8が最適
である，という判断で選択できる．その際，理論値として求められる計算コストも考慮し
て，選択の決定をすべきである．また，WPTが並進不変性を獲得することや，増えた計
算量をいかに減らしていくか，ということは，今後の研究の課題である．
本研究では，この QSI-CDWTを地中レーダ受信信号の解析技術として用いる．
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第3章 地中レーダ受信信号とその減衰
評価
3.1 緒言
GPR は，電磁波を地中に向かって放射し，その反射から地中内部の様子を知ることが
できる非破壊検査装置である．本研究は，公道上の信号柱設置の際の地下探査を対象と
し，利用者の負担なく，前もって埋設管の位置を確認できるようにすることを目標とす
る．その達成のため，本研究では，GPR受信信号から埋設管位置を自動で標定すること
を目指す．位置標定を行うにあたり，GPR受信信号の特性や，それに含まれるノイズ等
の特徴を調べ，本研究で提案する位置標定手法がどこまで適用可能かを決定する境界の定
義も行う．
本章の構成は以下のようになる．まず，3.2節にて，本研究で使用する地中レーダがど
のような仕組みで埋設物を記録するか，その原理を述べ，埋設管からの反射について説明
する．3.3節では，本章以降で用いられる実験環境を整理する．3.4節にて，本研究で用い
る GPRによって測定された GPR受信信号における，位置標定に向けた 3つの課題につ
いて述べる．3.5節にて，ガボールウェーブレット変換を用いた縞状のノイズの解析の手
続きについて述べる．3.6節では，本研究で提案する位置標定手法がどこまで適用可能か
を決定する境界の定義と，その推定方法を示す．3.7節にて，実験環境から得られた GPR
受信信号に適用し，その結果を確認する．
3.2 地中レーダの原理
3.2.1 地中レーダによる記録の仕組み
GPRは，送信アンテナ（transmitter）から地中に向かって電磁波パルスを放射し，受
信アンテナ（reciever）で受信する仕組みを持つ．送信アンテナから放射された電磁波は，
地中を伝搬し，金属体などによって反射される．空気の層や水の層についても反射を起こ
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図 3.1 信号の記録方法
表 3.1 本研究で使用する GPRの主な仕様．
項目 仕様
レーダ方式 パルス/短チャープ
周波数〔MHz〕 50-300
サンプリング周期〔ns〕 0.5
す [59]ため，水漏れの調査などへの応用 [60]も報告されている．受信アンテナで受信さ
れた信号は，ディジタル信号として記録される．
本研究で用いる GPRは，図 3.1に示す流れで受信信号をパソコン（PC）に記録する．
まず，送信信号の送出タイミングを制御するコントローラによって，送信アンテナから送
信信号（transmitted signal）を放射し，受信アンテナでその反射を受信する．このとき，
一定時間の遅延を伴って，ローカル信号（local signal）とよばれる送信信号と同一波形の
信号を出力し，受信信号とミキシングを行う．ミキシングされた信号は，LPFを通過さ
せることで積分を実現し，1点をサンプリングする．同じ位置で送信信号を繰り返し放射
すれば，同じ受信信号がそのたびに得られるため，ローカル信号にその都度，時間遅れを
与えてミキシングし，サンプリングを行うと，相関処理を実現できる．送信信号との相関
処理により，地中からの反射が現れた時間と相関波形のピークの時間が一致する．これが
埋設管からの反射であれば，ピークの時間は埋設管の位置に対応する．
本研究で用いる GPR は，レーダを台車に積み，一方向に移動できるようにした非自
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図 3.2 非自走台車型 GPRによる調査の概略図
走台車型とよばれる GPR である．その主な仕様は，表 3.1 のとおりである．以降では，
GPRは非自走台車型 GPRを指すものとする．この GPRは移動が可能であるため，台
車位置ごとに時系列信号が記録される．この時系列信号を A-scan とよぶ [2]．GPR受信
信号は，GPRの位置ごとに A-scanが得られ，A-scan の遅延時間軸と台車移動方向軸の
2軸からなる 2次元信号として与えられる．この 2次元信号を B-scan とよぶ [2]．
実際には，図 3.2のように，GPRの埋設物上の通過により地中を調べる．金属埋設管
のような円形断面の埋設物を横切るとき，受信信号には特徴的な信号が記録される．受信
信号では，GPRと埋設管の直線距離に応じて，その反射の出現時間が異なる．すなわち，
埋設管の直上が最も早く埋設管からの反射が記録される．埋設管から遠ざかるにつれ，そ
の反射信号も遅れて出現する．このとき，B-scanで局所的に記録される信号は，図 3.3の
ような三日月形となる．
本研究では，B-scanで確認されるこの三日月形の信号を単に反射波とよび，本研究に
おける研究対象の信号とする．また，本研究では，ハードウェア面からではなく，得られ
た B-scanに対して信号処理を試みることで，目的の達成を目指す．
3.2.2 反射波の特徴
図 3.4は，GPRが位置 xR にあり，位置 xP の直下に埋設管があるときの位置関係を図
示したものである．埋設管半径を r とし，ピタゴラスの定理から，
(r + d1)
2
+ (xP − xR)2 = (r + d2)2
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図 3.3 埋設管を横切ったときに受信信号に現れる反射の様子．
と表せる．GPRの位置を原点 xR = 0とみて，この関係を整理すると
(r + d1)
2
+ x2P = (r + d2)
2
1 =
1
(r + d1)
2 (r + d2)
2 − 1
(r + d1)
2x
2
P
これは，d2 の軌跡が双曲線を描くモデルとなる．焦点位置は
(
0, ± (r + d1)
√
2
)
であり，
媒介変数 tp を用いて
d2 = −r ± (r + d1) cosh tp (3.1)
xp = (r + d1) sinh tp (3.2)
と表せる．
埋設管の位置 xp について −1 ≤ xp ≤ 1から 1〔m〕までを表す媒介変数 tp の範囲を考
えると，
−1 ≤ (r + d1) sinh tp ≤ 1
− (r + d1)−1 ≤ sinh tp ≤ (r + d1)−1
arcsinh
(
− (r + d1)−1
)
≤ tp ≤ arcsinh
(
(r + d1)
−1
)
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図 3.4 埋設物と GPRとの位置関係．
表 3.2 埋設管位置 xp から 1〔m〕離れたときの軌跡の角度．
d1〔m〕 Degrees〔◦〕
0.5 40.59
1.0 33.89
1.5 27.89
2.0 23.23
2.5 19.71
3.0 17.04
である．また，この軌跡の傾きは
dd2
dtp
= ± (r + d1) sinh tp
dxp
dtp
= (r + d1) cosh tp
であるから，水平に対する角度は arctan
(
± sinh tp
cosh tp
)
である．
r = 0.05〔m〕とおくと，埋設管位置から水平に 1〔m〕離れた位置で観測できる反射波
の裾の角度は表 3.2のようになる．この条件のもとで，d2 の軌跡を図示した結果が図 3.5
である．このシミュレーションから，埋設深さが深くなるほど，反射波は平たくなってい
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図 3.5 図 3.4における埋設深さ d1 ごとの d2 の軌跡．横軸は，双曲線の極大値を原点
としたときの，−1〔m〕から 1〔m〕までの範囲とした．
ることがわかる．この原因は，埋設深さによって，埋設管の反射面が狭められることによ
る．これは，決まったパターンを用いて，すべての深度の反射波を探索することは不可能
であることを示している．本研究では，この事実を踏まえ，この軌跡を基本に，反射波を
表現するモデルを検討する．
3.2.3 地中レーダ受信信号の特徴
誘電率が異なる媒質に突入するたび，波の進行速度は変化する．同じ媒質を進行すると
きは，減衰を伴いつつも一定の進行速度となるので，距離で考えた双曲線の軌跡と，GPR
信号での反射波の形は，理論上一致する．
A-scan が持つ時間軸の変数を t〔ns〕，GPR位置の軸の変数を x〔m〕とおき，B-scan
を B (t, x)と表すこととする．実際に得られる B-scanについて，nt ∈ N，nx ∈ N0 を用
いて
t = 0.5nt〔ns〕 (0 < nt ≤ Nt) (3.3)
x = 0.01nx〔m〕 (0 ≤ nx < Nx) (3.4)
のように t，xを離散化し，B [nt, nx]と表す．
真空中の光の速さを c0 (≃ 3 × 108〔m/s〕) とおき，電磁波が i (∈ N0) 番目の層（厚み
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d(i)，比誘電率 ε(i)r ）の垂直な進行に t(i)〔s〕かかるとき，その速さ v(i)〔m/s〕は
v(i) =
c0√
ε
(i)
r
(3.5)
とできる．その距離は v(i)t(i)〔m〕である．深さ d〔m〕にある埋設物からの反射は，往
復により 2 倍の距離を進んで受信アンテナに記録されるので，この往復にかかる時間を
td〔s〕とおけば
d =
id−1∑
i=0
v(i)t(i) + v(id)
(
td
2
−
id−1∑
i=0
t(i)
)
, id = min
{
n
∣∣∣∣∣ td2 <
n∈N0∑
i=0
t(i)
}
(3.6)
と表せる．式 (3.6)は，A-scan の時間軸を GPRからの距離の軸として読み替えるもので
ある．
なお，本研究で用いる GPRは，地表面からの反射が記録されるよりも早い時点から記
録が始まる仕組みとなっている．B-scanには，様々な媒質からの反射の信号が記録され，
地表面を反射して戻ってくる信号が最も早く記録される．本研究では，その地表面からの
反射のピークから，反射信号の半波長分だけ過去の時点を地下 0〔m〕の地点で読みかえる
こととする．すなわち，A-scanの時間軸を t，地下 0〔m〕の地点の時刻を t0，深さ d〔m〕
にある埋設物からの反射を受信する時間 td〔s〕を用いて，
t = t0 + td (3.7)
と表せる．ただし t0 =
(地表面からの反射のピーク時点)−(地表面からの反射信号の半周期)
である．
3.3 実験環境
本節では，本研究で用いた実験環境について述べる．本研究では，舗装のない “単層”，
車道を模した “車道”，歩道を模した “歩道”を実験環境として用いる．
本研究では，舗装された公道をその対象としている．実際の作業では，掘削し，信号柱
等を設置して埋め戻し，舗装の補修によって工事が行われる．実際の道路環境は人工的に
整備されたものであり，人工的につくった実験環境とほぼ同じと考えられる．よって，本
研究では，この環境に対する提案手法の適用は，実際の道路環境への適用と同等とみなす．
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図 3.6 単層の埋設管の配置の様子．
3.3.1 単層
本研究では，図 3.6の実験環境を単層とよぶ．図 3.6は単層の断面を表している．単層
では，土壌に金属管が 2〔m〕間隔で 0.5〔m〕ずつ深くなるように配置される．地面は平
らに整えられている．
図 3.7は，実験サイト構築中の様子を表した写真である．地上から 3.5〔m〕の高さで盛
り土をし，埋設管の配置が図 3.6となるよう環境を整える．図 3.8は，完成した実験サイ
トを横から見た様子を写した写真である．図 3.9は，完成した実験サイトを GPRの走査
面を写したものである．
実験では，図 3.10のように GPRを用いて走査を行う．図 3.11 は，単層から実際に測
定された受信信号を，256階調で図示したものである．
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図 3.7 実験サイト構築中の様子．
写真提供　日本信号株式会社
図 3.8 実験サイトを横から見た様子．
写真提供　日本信号株式会社
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図 3.9 単層の実験サイトを走査面から見た様子．
写真提供　日本信号株式会社
図 3.10 単層の実験サイトで GPRによる走査を行っている様子．
写真提供　日本信号株式会社
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図 3.11 単層の環境から実際に得られた B-scan．
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図 3.12 比較的交通量の多い車道を模した実験環境の断面図．
図 3.13 車道の実験サイトを走査面から見た様子．図 3.9 で示した単層の実験サイト
の右側に構築したものである．
写真提供　日本信号株式会社
3.3.2 車道
図 3.12は，比較的交通量の多い車道を模した実験環境である．管は単層と同一のもの
である．単層の上が，砂利層とアスファルト層により覆われている．図 3.12の環境を車
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図 3.14 交通量の少ない道（歩道）を模した実験環境の断面図．
道とよぶ．図 3.13に実験サイトを走査面から見た様子を示す．舗装により 0.5〔m〕かさ
上げされており，単層における，埋設深さ 0.5〔m〕の管と 1.0〔m〕の管が，このサイトで
観測できるようになっている．
3.3.3 歩道
図 3.14は，比較的交通量の少ない道（歩道）を模した実験環境である．舗装厚みが車
道よりも薄く，管は単層および車道と同一のものを用いている．以降では，図 3.14の環
境を歩道とよぶ．図 3.15は，歩道の実験サイトを構築中の様子である．図 3.16は，歩道
の実験サイトの全体像を写したものである．
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図 3.15 歩道の実験サイトの構築中の様子．
写真提供　日本信号株式会社
図 3.16 歩道の実験サイトの様子．
写真提供　日本信号株式会社
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3.4 地中レーダ受信信号の問題点
本節では，GPR受信信号の 3つの問題点，地表面反射波，縦縞および減衰について述
べる．
3.4.1 地表面反射波
電磁波は，誘電率の異なる媒質に進入するとき，その一部が反射される．大気中から地
中へ進入する場合も，一部は地表面に反射して受信アンテナに受信される．図 3.11に示
すとおり，図の上部の振幅が大きい．これは地表面からの反射である．本研究では地表面
からの反射をノイズとみなし，これを地表面反射波とよぶ．
実験環境は，GPRの移動方向に向かって走査環境が突然切り替わることを想定してい
ない．すなわち，本研究では，B-scanは，A-scan が同じ条件下で繰り返し観測されたと
みなせるという仮定をおいて，埋設物からの反射を調べる．このもとで，地表面反射波は
B-scanの水平方向にわたって存在し，低周波成分の強い信号と考えられる．また，
• 浅い地中からの反射波と地表面反射波が記録されるタイミングが重なると，反射波
の確認が難しくなる．
• 地表面反射波の振幅が大きいため，B-scanを輝度により図示すると，地表面反射
波の振幅に最大輝度が引きずられ，深度が深いところの反射波の振動が 1つの輝度
の中に収まってしまう．これは，反射波の確認を難しくする．
という特徴を持つ．
3.4.2 減衰
信号の特徴で述べたように，地中を進む電磁波は減衰を続け，受信アンテナで受信され
る．各遅延時間における平均値 B について，
B [nt] =
1
Nx
Nx−1∑
nx=0
B [nt, nx] (3.8)
とすると，
v [nt] =
1
Nx
Nx−1∑
nx=0
{
B [nt, nx]−B [nt]
}2
(3.9)
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図 3.17 図 3.11の各遅延時間における分散．
が求まり，これの対数をとると
V [nt] = 10 log10 v [nt] (3.10)
である．図 3.17 は，図 3.11から式 (3.10)の V を求め，図示したものである．地表面反
射波をピークとして，V は指数関数的に減衰していることがわかる．150〔ns〕以降の平
坦な領域は，量子化幅よりも実際のアナログ信号の振幅が小さくなった領域である．
3.4.3 縦縞
GPRの移動に伴うノイズ感度の微動によって引き起こされるノイズである．A-scanご
とに生じ，B-scanにおいて確認できる様子から，縦縞とよぶ．地中深いところでは，反
射波の振幅が，縦縞に比べて相対的に小さくなり，反射波を確認しづらくするという問題
がある．
GPRから放射された電磁波は，減衰しながら地中を進む．このとき，高周波成分ほど
減衰が早い．しかし，縦縞ノイズは，信号の減衰に影響せず時間軸 t に沿ってほぼ一定の
振幅で帯状に現れる．比較的低い周波数を持つ信号であると考えられる．
図 3.18の縦縞は，つぎのようにして確認できる．GPR受信信号に対し，ある範囲内の
信号値を 256階調化することを考える．ただし，図 3.19に示すように，範囲を超える信
号値は飽和させる．階調化する範囲は，結果画像を確認しながら手動で調節する．これ
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図 3.18 図 3.11を手動で増幅させた結果．
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図 3.19 増幅した信号を飽和させる様子．オリジナルの青線の信号を，ある閾値で区
切り，閾値を超える部分を閾値で上書きする．
は，受信信号のコントラストを上げることに等しい．図 3.18より，4〔m〕や 6〔m〕付近
に見られる，縦に伸びた白い帯が縦縞である．A-scan 単体で確認できるものではなく，
周囲の A-scanとの相対的な強度差から確認できるノイズといえる．
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3.5 縞ノイズの解析
3.5.1 解析の方針
反射波は局在する信号であり，解析の初期段階では，詳細不明の未知信号である．解析
の手続きの方法論を確立するにあたり，対象の特性がはっきりしたものに有効な STFT
ではなく，WTによる解析が適切と考えられる．さらに，フーリエ変換の意味での “周波
数” を議論するため，GWTを用いる．
B-scanの水平方向（GPR移動方向）からみた地表面反射波の周波数は低い．埋設管か
らの反射波は局所的に出現し，水平方向では，地表面反射波に比べて高い周波数を持つ．
縦縞も同様に，反射波よりも低い周波数を持つ．そのため，反射波の周波数特性が明らか
となれば，これよりも低い周波数成分に縞が含まれると考えてよい．
本節では，GWTを用いた解析の方法について示す．
3.5.2 地表面反射波の解析
図 3.18の手動による増幅結果から，反射波のある程度の位置を特定できることを利用
し，GWTを行う信号を選択する．実測データをもとに，地表面反射波ノイズ解析の手続
きの具体例を示す．解析結果から，縞ノイズと反射波が，それぞれどのように検出される
かを示す．
図 3.18の 10〔ns〕，55〔ns〕および 150〔ns〕の信号を選んだ．それぞれ，地表面反射波
を含む，x = 2〔m〕に反射波を含む，反射波も地表面反射波も含まない，という特徴が
ある．図 3.20 はそれらの GWT である．ここでは，長さの逆数〔1/m〕なので，周波数
〔1/s〕ではなく波数（wave number）とよぶ．いずれも，縦軸が対数間隔の波数軸，横軸
が台車位置軸 xであり，強度はいずれも最大値 1に正規化されている．
図 3.18の 6〔m〕から 7〔m〕の地表面反射波に揺れが確認できる．これは，図 3.20 (a)
の 0.9〔1/m〕に強く表れている．地表面反射波そのものは，同図において，10−1〔1/m〕付
近に横軸全体にわたって反応していることがみてとれる．図 3.20 (b) には，反射波が存在
する 2〔m〕の位置に強い反応が見られ，これが反射波と考えられる．この結果から，反射
波の帯域は 2.5〔1/m〕程度であると考えられる．図 3.20 (c) には，図 3.18の 4〔m〕から
8〔m〕付近に広がる縦縞が，0.3〔1/m〕付近に強く表れていることがわかる．2.5〔1/m〕
より低ければよいので，図 3.20から，カットオフ波数 0.5〔1/m〕と決定する．
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図 3.20 図 3.11の特定の水平方向の信号の GWT：(a) 10〔ns〕，(b) 55〔ns〕，(c) 150〔ns〕．
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3.5.3 縦縞の解析
反射波を含む小領域を図 3.21 (a) のように抜き出して帯域を特定し，反射波の帯域よ
りも低い周波数に縦縞ノイズが含まれていると考える．
調べる信号は図 3.21 (a) の破線のとおり，台車位置 x = 1.8〔m〕，2.3〔m〕および
2.8〔m〕とした．それぞれの GWT は図 3.21 (b) である．図より，反射波の周波数は
150〔MHz〕から 200〔MHz〕程度であることがわかる．150〔MHz〕より低ければよいの
で，本研究では，カットオフ周波数を 100〔MHz〕とした．
なお，A-scan上で観測される地表面反射波の GWTは図 3.22のようになる．周波数帯
域が反射波とほぼ同じであり，A-scanにおいて地表面反射波をカットすると，反射波も
カットされてしまう．地表面反射波の除去には，水平方向で処理することが適当と考えら
れる．
3.6 解析限界
3.6.1 解析限界の意義
放射された電磁波は，地中を減衰しながら進行し，金属などの物質に反射して，受信ア
ンテナで受信される．これはアナログ量として取り込まれるが，最終的にはサンプリング
と量子化を経て，ディジタルデータとして記録される．アナログ信号が過剰に減衰される
とき，量子化幅の制限から，滑らかでないばかりか，波そのものを表現することが困難と
なる．性質が時変な信号から所望の信号を自動的に検出するにあたって，ひとつの解析手
法を全体に適用する方針は適切でない．すなわち，雑音特性が信号全体で一定である，と
いう仮定が不適切であるということである．
ここでは，減衰しきってしまった，すなわち，アナログ的には減衰が続いているが，ディ
ジタル的には収束してしまった領域と，減衰が過渡的に生じている領域の，切換わり時点
の自動検出方法を提案する．著者らは，この時点を解析限界（analytical limit）と呼んで
いる．
3.6.2 減衰領域の開始時点の推定
GPR信号では，地表面からの反射が，減衰なしで得られる最も大きなパワーを持つ信
号である．図 3.22のとおり，時間方向での地表面反射波の周波数特性は，埋設管反射波
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図 3.21 図 3.11の特定の A-scanの GWT：(a) 1.8〔m〕，(b) 2.3〔m〕，(c) 2.8〔m〕．
のそれとほぼ同じである．埋設管反射波と同じ帯域を使って，その出現を調べることがで
きる．
本研究では，地表面反射波を標定するにあたり，2章で提案したQSI-CDWTを用いる．
GPR受信信号の解析で用いた GWTでも同じ結果が得られるが，1) 地表面反射波の振幅
が最も大きいため，オクターブ単位の分解でも十分な検出が見込めること，そして 2) 計
算コストが大幅に抑えられること，を理由にQSI-CDWTを選択した．B-scan は 0.5 [ns]
ごとのサンプリングなので，サンプリング周波数は 2 [GHz] であり，ナイキスト周波数は
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図 3.22 地表面反射波の GWTの結果．
1 [GHz] である．解析結果から，その周波数帯域はおおむね 150 [MHz] から 200 [MHz]
程度であり，これが含まれるパケットのみに注目する．レベル ℓのパケットは，2−ℓ〔GHz〕
から 2−(ℓ−1)〔GHz〕の帯域を持つ．ℓ = 3のとき，125〔MHz〕から 250〔MHz〕となるの
で，これを用いる．
以下に，減衰領域の開始時点の推定方法を示す．
減衰領域の開始時点の推定方法
(1) 式 (3.8)の B を QSI-CDWTする．分解レベルは 3とし，レベル 3のパケッ
トのみを再構成した信号を Ψ˜3 [nt]とおく．
(2) istart ← arg max
nt
∣∣∣Ψ˜3∣∣∣
原信号の最大値をそのまま用いない理由は，地表面反射波の信号成分のピークを多項式
トレンドの影響を排除して特定するためである．QSI-CDWTは，戸田らの PTI-CDWT
に比べて並進不変性は低いものの，計算コストは低く，波形の変動を通常の DWTよりも
抑えられる．多項式トレンド除去の性能は，使用するウェーブレットの消滅モーメント特
性に依存するため，利用者の都合に応じて次数を変更することが可能である．
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3.6.3 減衰領域の終端時点の推定
回帰直線をはじめとした線型モデルでは，正規分布する誤差を仮定することが多く，そ
れら統計モデルは広く用いられている．しかし，正実数しかとり得ないデータや，整数
データなど，実数すべてを考慮する正規分布を仮定するには不適切であるケースにも適用
される場合が多い．とくに，級数的に変化するデータに対し，対数をとって正規線型モデ
ルを適用する場合は注意を要する．あてはめ時に仮定した正規分布する加法誤差は，元
データに対し，指数（exp）をとって乗算でかかる誤差となるためである．この誤差は，ど
こから，どういった原因で混入したのか，一般には，説明がたいへん困難となるだろう．
本研究の状況もまた同様である．V は式 (3.10) に示したとおり，式 (3.9) の分散 v の
対数である．V に対する通常の直線回帰は，V に正規分布する加法誤差が含まれること
を仮定する．εv ∼ N
(
µ, σ2
) を用い，回帰直線を c1t+ c0 とおいて V = c1t+ c0+ εv と
いう統計モデルを考えると，v = exp (c1t+ c0) exp (εv) によって v を説明していること
を意味する．これは，前述のとおり，正規分布する雑音が指数で変換され，乗法誤差とし
て影響することを意味する．本研究では，exp (εv)なるノイズが乗法誤差として混入する
システムを想定していないため，暗にそれを主張する統計モデルの利用は適当でない．
また，ある系列 {xi}Ni=1 に対して，科学的な根拠があって対数をとるのではなく，この
例のように，回帰を行うために便宜上対数をとるとする．対数値の平均は，
1
N
N∑
i=1
log xi = log

(
N∏
i=1
xi
) 1
N

となり，{xi}Ni=1 の相乗平均を求めていることになる．相加相乗平均の不等式
1
N
N∑
i=1
xi ≥
(
N∏
i=1
xi
) 1
N
(3.11)
から，本来の系列 {xi}Ni=1 の平均値に対し，低めに評価されるよう偏った扱いをしている
ことになる．
これらの問題を解決する方法が，仮定する分布を一般化した一般化線型モデル（Gener-
alized Linear Models：GLM）[61–63]の使用である．GLMは，ノイズが除かれた期待
値を変換すると，多項式で表せることを想定したモデルである．ノイズが除かれた期待値
を µ，変換を g とし，c0，c1 を係数とする xの 1次式を用いれば，
g (µ) = c0 + c1x (3.12)
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とできる．右辺の多項式を線形予測子，g をリンク関数という．
減衰領域の終端時点の特定にあたっては，式 (3.9)を対象とし，表 3.3のようにモデル
をつくる．式 (3.9)は正実数であるため，負数をとらないガンマ分布を確率分布として選
んだ．減衰領域では，級数的な減衰がおこるため，リンク関数に logを選び，直線状にな
るようにした．定常領域では，減衰が生じないため，リンク関数は設定せず，定数項のみ
とした．減衰領域の終端は，2つのモデルをあてはめたときの対数尤度の和が最大となる
時点とする．
手続きは以下のようになる．あてはめに必要なサンプルサイズは 20とする．
減衰領域の終端（解析限界）を推定する手続き
(1) Li ← −∞ (i ∈ [0, Nt] ∩ N0)
(2) i← istart + 20
(3) R1 = [istart , i) ∩ Nおよび R2 = [i ,Nt) ∩ N とし，R1 の区間の v に対して減
衰領域の GLMあてはめ，R2 の区間の v に対して定常領域の GLMあてはめ
を行う
(4) Li ←
∑
θ∈B
(
Rθにおける対数尤度
)
(5) i← i+ 1
(6) i < (Nt − 20) ならば (3) へ
(7) iend ← arg max
i
Li
iend が推定された解析限界である．
表 3.3 各領域で仮定する統計モデルの一覧．
減衰領域 定常領域
リンク関数 log なし
線形予測子 c0 + c1x c0
確率分布 ガンマ分布 ガンマ分布
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図 3.23 単層の解析限界の検出結果．尤度最大の個所を解析限界とする．
3.7 解析限界の推定結果と考察
3.7.1 推定結果
シミュレーションでは，QSI-CDWTに Daubechies 8の基底を用いた．
図 3.23は，V の図示と，2区間の対数尤度の和を示している．提案手法は，定常領域
の開始点を推定できている．
図 3.24は，車道における結果である．このケースでも，定常領域の推定ができている．
図 3.25は，歩道における結果である．車道のケースと同様に，定常領域の推定ができて
いる．
3.7.2 考察
歩道の環境で，直下に埋設管がない位置で，GPRを移動させず B-scanを得た場合，図
3.26のようになる．解析限界を求める提案手法を適用すると，図 3.27のようになる．提
案手法では，反射の信号がまったくない場合，V の直線的な減少をあてはめることが難し
く，その領域は定常領域と判断される．同じ歩道の環境であっても，V に現れるような，
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図 3.24 車道の解析限界の検出結果．尤度最大の個所を解析限界とする．
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図 3.25 歩道の解析限界の検出結果．尤度最大の個所を解析限界とする．
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図 3.26 GPR静止時の B-scan（歩道）の様子．
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図 3.27 GPR静止時の歩道の解析限界検出結果．尤度最大の個所を解析限界とする．
何らかの反射波がなければ，減衰を評価することは難しいことを意味している．
現状では，反射波があり，その減衰から解析限界を推定するため，減衰しきったのか，
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何も埋まっていないのかの違いを区別できない．すなわち，何も埋まっていない場合，解
析限界を極端に浅く推定するおそれがあると考えられる．また，GPR移動方向で同一環
境と仮定しているため，舗装の変化への対応は今後の研究課題である．
3.8 結言
GPR受信信号が得られる原理を説明し，所望の信号である反射波と，その受信信号の
ノイズの特徴を述べた．さらに，縞ノイズの解析を行い，単層におけるパラメータを得る
手続きを示した．また，GPR受信信号は減衰が続くため，量子化幅よりも小さい振動が
表現できず，その時点で定常状態に収束する領域が現れる．減衰中と定常状態の境界を解
析限界と定義し，その導出方法を示した．解析限界の推定は，GPR受信信号における反
射波の自動検出技術において不可欠である．反射波の検出，すなわち埋設管位置の標定
は，解析限界までの範囲で行うものとする．
解析限界を調べるために，B-scan上での遅延時間軸に対し，3つの領域を設定した．地
表面反射波の位置を捉えるにあたり，振幅が最も大きく，粗い分解でも十分な検出が見込
めること，そして計算コストが大幅に抑えられること，を理由に，QSI-CDWTを選択し
た．また，ウェーブレットは消滅モーメントを持つから，DWTのフィルタ長の範囲で，
逐次その次数までの多項式トレンドが除去される．本研究では，QSI-CDWTの並進不変
性の能力も鑑みて，Daubechies 8を基底として選んだ．提案手法によって，地表面から
の反射のピーク値を正確に捉えることができるようになった．解析限界の推定は，実験環
境から実際に得られた信号を用いた実験から，十分な精度で定常領域の開始点を推定で
きた．
解析限界の導出においては，何らかの反射波が含まれているという前提で提案手法が成
り立っている．そのため，何も埋まっていない場合，減衰の評価を誤るおそれがある．ま
た，GPR移動方向での環境の変化は一定という仮定をおいているため，その変化への対
応は今後の研究課題である．
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第4章 地中レーダ受信信号のノイズ除去
4.1 緒言
本章では，反射波の解析結果を用い，縞ノイズの除去と減衰を改善する手法を述べる．
本研究では，レーダ方式や変調方式などハードウェア部分からの信号特性の改善ではな
く，得られたディジタルデータに対する信号処理によって解決を試みる．埋設管位置の標
定を目指した前処理としてのノイズ除去には，つぎの 2 点の特徴が要求される．1 つ目
は，結果の利用者依存が小さいことである．だれが操作しても同じような結果が得られる
ようにすることは，工事現場での利用者負担を軽減することにつながる．本研究でノイズ
除去における従来手法として f-kフィルタリングを想定しているが，これは調整の利用者
依存がとても大きい．本章で提案する方法は，これを大きく緩和するものである．2つ目
は，ノイズ除去によって信号が歪まないようにすることである．反射波がずれてしまう
と，埋設管位置の標定結果に影響する．
本章の構成は以下のようになる．4.2節で従来のノイズ除去手法とその課題について述
べる．4.3 節で提案するノイズ除去手法について説明する．4.4 節にて，提案手法を実験
環境から得られた信号に適用し，その考察を行う．
4.2 従来のノイズ除去手法
信号をフーリエ変換し，不要な帯域をカットした後，フーリエ逆変換を施すノイズ除去
手法を f-kフィルタリング [2, 27] という．f-kフィルタリングは，地表面反射波や縦縞な
どの縞ノイズを対象とし，減衰は改善しない．また，f-kフィルタリングは GPR信号に
対して，遮断する帯域を利用者の主観に基づいて手動で指定する．熟練者による調整は適
切にはたらくが，経験の浅い利用者では効果や調整する時間が安定しない．本研究では，
f-kフィルタリングを従来手法としてとらえ，その結果が利用者に依存してしまう欠点に
注目した．
本章では，ノイズの特徴を解明し，そのノイズを従来手法よりも適切に抑制する方法を
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述べる．
4.3 提案手法
4.3.1 ノイズ除去の方針
適用対象が 2次元データであること，最終目標が埋設管の位置標定であることから，受
信信号にゆがみを残さないノイズ除去手法が要請される．また，縞ノイズは，縞が伸びる
方向から見れば，低周波成分を多く含むと考えられる．
本研究ではガウシアンフィルタを用いてノイズ除去を行う．ガウシアンフィルタは，イ
ンパルス応答が左右対称であるため，直線位相特性を持つ．また，ガウシアンのフーリエ
変換はガウシアンであるから，一方の領域における幅の調節と，他方の領域における幅を
関係づけやすい．ただし，ガウシアンフィルタは LPF であるため，ノイズを通過させる
フィルタとして用いる．
正規分布密度関数 ρ1 の積分は 1 で正規化されている．原信号を f とおくと，
f (t)− f ∗ ρ1 (t)
= F−1
[
fˆ (ω)− fˆ (ω) ρˆ1 (ω)
]
= F−1
[
fˆ (ω) {1− ρˆ1 (ω)}
]
となるから，max ρˆ1 = ρˆ1 (ω = 0) = 1より，1− ρˆ1 は HPFとなる．ρ1 がノイズを通過
するように，式 (2.9)の議論を用いる．
提案するノイズ除去はつぎのように実現される．まず，カットオフ角周波数 ωc を求め
る．本研究では，GWTによる解析を行って決定する．次に，式 (2.9)よりフィルタのパ
ラメータ σ2 を算出する．最後に，もとの信号と ρによるフィルタリングとの差分（1− ρˆ）
を，ノイズ除去の結果とする．
ディジタルフィルタとして実現するには，サンプリング周期に従い ρ1 からフィルタ係
数としてサンプルし，各係数にサンプリング周期を乗じて和を 1に正規化すればよい．
4.3.2 縞ノイズの除去の手続き
縞ノイズは 3章において解析済みであり，これを用いて 1次元のフィルタリングを適用
する．2次元データに対する 1次元的な処理は，実装が単純で，並列化を容易にする効果
が期待される．本研究で提案している縞ノイズの解析および除去は，1次元的な処理の組
み合わせで実現される．
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表 4.1 3章の解析結果を用いたノイズ除去フィルタのパラメータ
地表面反射波 縦縞
カットオフ（周）波数 0.5〔1/m〕 0.1〔GHz〕
σ 3.13〔m〕 15.7〔ns〕
このフィルタのカットオフ周波数は，ノイズを含み，反射波の帯域の下限までの範囲か
ら選択するものとする．このカットオフ周波数の決め方が，提案手法において利用者依存
となる唯一の部分である．
表 4.1のパラメータが得られたもとで，ノイズ除去の手続きはつぎのようになる．
ノイズ除去手法の手続き
(1) 地表面反射波の σ を用いて，±3σ の範囲で 1次元正規分布密度関数からサン
プリングし，系列の和を 1 に正規化した FIR フィルタをつくる．これを NH
とおく．
(2) B-scanを B0 とおき，B1 ← B0 −B0 ∗NH
(3) 縦縞の σ を用いて，同様に和を 1に正規化した FIRフィルタをつくる．これ
を NV とおく．
(4) B2 ← B1 −B1 ∗NV
B2 がノイズ除去された B-scanである．
本研究では，実験環境の舗装面の違い以外は，同じ GPR，同じ埋設管を用いている．
よって，パラメータを共通して使用することとする．実験環境ごとに，それぞれ 3章の解
析を行い，パラメータを得てもよい．
4.3.3 減衰の修正
水平信号は環境が同一であるという仮定により，減衰の影響も同程度と考えられる．
よって，信号の変動を正規化することで，深度ごとの信号のオーダを揃えることができる
と期待される．本研究では，平均値で減じたのち標準偏差で割る統計的標準化によってこ
れを実現する．
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4.4 提案手法の適用結果と考察
4.4.1 適用結果
従来手法と提案手法による結果を比べる．ノイズ除去の確認には，3章で示した 3つの
実験環境から得られた B-scanを対象に適用する．各環境で従来手法・提案手法の結果を
示す．単相は図 4.1および図 4.2，歩道は図 4.3および図 4.4，車道は図 4.5および図 4.6
である．図中の黄色い線は，解析限界である．
4.4.2 考察
従来手法である f-kフィルタリングでは，縦横の直流成分に近い低周波成分を手動で除
去する．図 4.1，図 4.3および図 4.5 では，地表面反射波，縦縞の影響が改善されている
ことが見てとれる．ただし，減衰を修正する手続きを備えていないため，地中深い信号ほ
ど見えにくい点は改善されていない．また，反射波の裾と同じ傾きの波が B-scanに現れ
ている（Gibbs現象 [48]）．f-kフィルタリングでは，周波数領域でのカットを行うので，
反射波のような，周期性のない孤立した信号のみを残すのは難しい．
提案手法によるノイズの除去結果は図 4.2，図 4.4および図 4.6 である．列挙したノイ
ズの問題（地表面反射波，縦縞，減衰）を解決することで，反射波以外の信号の抑制がで
きている．f-kフィルタリングによる場合と比べ，提案手法では反射波を残しつつ，地表
面反射波を除くことができた．
カットオフ周波数の決定は，3.5節における信号解析の結果に基づいて行われた．この
決定方法は，ユーザ依存として残った部分であり，ノイズ除去結果にも大きく影響する．
本研究の単層以外の実験環境は，減衰の程度や反射波が出現する遅延時間が変化する多層
環境である．反射波の周波数特性に大きな変化はないため，同じパラメータを一貫して用
いることとした．実際には，GPRが変わればパラメータも変わる．使用前に，3.5節の手
続きで信号解析を行いパラメータを求めておき，適用の際に，必要があれば，値を微調整
して対応することが求められる．
丸管を直角ではなく斜めに横切る場合，断面が楕円になり双曲線の頂部が平坦になる．
本研究における埋設管は，断面半径が 0.05〔m〕であり，図 4.7のように管の伸びる方向を
角度 θb = 0〔rad〕としたとき，その長径は 0.10/ sin θb となる．反射波の頂部をノイズ除
去によって消失してしまうのは，この長径がカットオフの逆数（〔1/m〕−1 =〔m/周期〕）
よりも長くなる場合である．本研究では，水平方向のカットオフ波数として 0.5〔1/m〕を
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図 4.1 単層における f-kフィルタリングの結果．
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図 4.2 単層における提案手法の結果．図中の黄色い線は，解析限界である．
選んでいる．このもとで管を斜めに横切る場合，長径が 2〔m〕未満に収まっていれば，反
射波の頂部の消失を回避することができる．埋設管を斜めに横切る場合，B-scan上で平
坦に見える頂部の幅は長径よりも短くなる．この条件は，波形の保存に余裕をもたせたも
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図 4.3 車道における f-kフィルタリングの結果．
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図 4.4 車道における提案手法の結果．図中の黄色い線は，解析限界である．
のとなっている．具体的な値を求めると，
2 >
0.10
sin θb
180
pi
θb >
180
pi
arcsin (0.05) ≃ 2.866 (4.1)
すなわち，管の伸びる方向に対して傾き 2.866度までであれば，反射波の頂部の波形を消
失することはない．
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図 4.5 歩道における f-kフィルタリングの結果．
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図 4.6 歩道における提案手法の結果．図中の黄色い線は，解析限界である．
3章で述べたように，GPR受信信号は，地表面反射波の出現時点から減衰が始まり，解
析限界以降では，もともとのアナログ波形の情報が消失する．すなわち，解析限界以降で
は，信号成分＋ノイズ成分のうち，ノイズ成分のみが残っている．地中の比誘電率などの
変動により，基準となる “正確な B-scan”を求めることは難しい．ノイズ除去の効果を定
量化して評価するため，解析限界以降のノイズ成分の領域を対象に検討する．
ピーク SNR（Peak SNR：PSNR）[64]は，信号値の絶対値がとりうる最大のものと，
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図 4.7 GPRが丸管を斜めに横切る場合の図．
雑音の標準偏差の比を二乗したもので，常用対数に 10 を乗じたデシベルで表現される．
定義は式 (4.2)のようになる．
PSNR = 10 log10
[
MAX2
σ2N
]
(4.2)
ここでは，256階調（輝度 0～255）で図示されたときの結果を評価するため，MAXには
255が代入される．また，解析限界を nAL，B-scanのサイズを Nt ×Nx とし，256階調
表示された B-scanを B256 と表すとき，
σ2N =
1
Nx (Nt − nAL)
Nt∑
nt=nAL
∑
nx
(B256 [nt, nx]− 128)2 (4.3)
を用いた．これは，減衰しきった領域ではほとんど振動しない，という仮定に基づいてい
る．PSNRは，雑音が抑制されているほど値が大きくなる．
PSNRを基準にノイズ除去の効果を定量的に検証するため，従来手法（f-kフィルタリ
ング）による結果＋減衰修正，特異値分解（SVD）による結果＋減衰修正，および提案手
法による結果の 3手法について比較する．なお，SVDによる手法は，第 1ランクのみを
除去して再構成した．PSNRの計算結果は表 4.2であり，図示による結果は図 4.8のとお
りである．いずれの実験環境においても，提案手法のノイズ除去手法の方が PSNRが高
い結果となった．
しかし，PSNRは，パワーの比をデシベル表記しているだけに過ぎない．これは，1ピ
クセルが極端に変化している場合と，複数ピクセルでわずかに変化している場合とを区別
できないことを意味する．人間にとっての B-scanの “見やすさ” と PSNRの評価は一致
しないことがあるため，あくまで参考にとどめるべきと考えられる．
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表 4.2 解析限界以降の PSNRの比較．値が大きいほど雑音が抑制されていることを示す．
単位〔dB〕
手法 単層 車道 歩道
f-k+減衰修正 20.86 20.54 21.16
SVD+減衰修正 22.47 17.48 19.64
提案手法 24.79 20.72 21.33
なお，適当な評価値が開発された場合，これをもとに，ノイズ除去で用いたフィルタの
カットオフ周波数を自動的に決定できるようになる．見やすさの定量化は，ノイズ除去手
法の完全な自動化への重要な要素である．
4.5 結言
埋設管位置の標定を目指し，最初の障害となるノイズの除去を試みた．従来手法である
f-kフィルタリングよりも，適用結果の利用者依存が小さくなる解析手法を提案した．解
析結果に基づいて，歪みが生じないようノイズを除去し，減衰を改善する方法を提案し
た．埋設管位置の標定のため，提案するノイズ除去手法は，反射波の形を崩すことなく，
1次元信号を対象とした処理の組み合わせによって計算量を減らす工夫をした．1次元信
号を対象とした処理は，互いに参照しあうことはないため，並列化による高速化が期待で
きる．
なお，カットオフ周波数の決定は，ノイズ除去を適用する者の目的，知識，経験，およ
び信号解析の結果に基づいて行われ，ノイズ除去性能に大きく影響する．実際の応用を考
慮すると，手続きの完全な自動化への発展が必要である．このとき，自動化で重要となる
仕組みは，結果を数値化して評価し，フィードバックしてパラメータを再調整することで
ある．人間の識別と同じ評価ができることが求められるため，適当な指標を選択すること
が自動化の性能を大きく左右する．たとえば，最も PSNRが大きくなるカットオフ周波
数を探索するのであれば，自動化するだけなら可能である．しかし，指標としての PSNR
が適当とはいえないため，現状では人間の判断でカットオフ周波数を調整しなければなら
ない．B-scanの見やすさの評価手法の確立は，ノイズ除去手法の自動化において，必須
の課題である．
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図 4.8 各実験環境における従来手法（f-k フィルタリング）＋減衰修正の結果および
特異値分解（SVD）＋減衰修正の結果の図示：(a) 単層（f-k），(b) 単層（SVD），(a)
車道（f-k），(b) 車道（SVD），(a) 歩道（f-k），(b) 歩道（SVD）．
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第5章 無限混合正規分布を用いた反射波
位置の明示
5.1 緒言
本章では，反射波の位置を B-scan上で明示する手法について述べる．反射波は埋設管
からの反射によって現れていることから，埋設管位置の標定と反射波の位置の特定は密接
に関係している．本章で示す内容は，GPR 受信信号から反射波を見つけ出すにあたり，
どのような手法が考えられるか，を検討するものとなっている．埋設管位置の標定を目的
として行うのではなく，本章で提案される 3つの手法を踏まえ，次章にて埋設管標定手法
の開発を行う．
本章で示す明示手法は，GWT，マルコフ連鎖モンテカルロ（Markov Chain Monte
Carlo：MCMC）法および無限混合正規分布モデル（Infinite Gaussian Mixture Model：
IGMM）を中心に，いくつかの統計的検定手法との組み合わせによって反射波明示の手法
が成り立っている．ノイズ除去で解析技術として用いた GWT を，本手法ではそのまま
検出に応用するため，DWTは選択しない．MCMC法は，利用者が指定した確率分布に
基づくデータ（乱数）を生成する技術であり，主に期待値の近似的な計算として，シミュ
レーションの分野で用いられることが多い．本研究では，指定した確率分布にもとづく
データ生成ができる，という点に注目し採用した．IGMM は，データの集合が混合正規
分布から生成されたとして，正規分布（それぞれをクラスタとよぶ）の数とそれぞれのパ
ラメータを推定する技術である．クラスタの最大数を指定する従来手法の手間が必要ない
というメリットがある．すなわち，MCMC法は任意の分布から乱数を生成でき，IGMM
はデータ集合に対するクラスタリングを実現できる．本研究では，GPR受信信号を確率
分布とみなし，MCMC法によってエネルギーの高いところに乱数を多く発生させ，発生
された乱数の集合を IGMM によってクラスタリング行う．これにより，反射波の位置に
クラスタがつくられ，この図示によって反射波の位置が明示できる．
本章の構成は以下のようになる．5.2節では，無限混合正規分布モデルの理論背景を簡
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単に概括する．5.3節では，ノイズ除去後の GPR受信信号の統計的性質を調べ，反射波
の存在による統計量の変化について説明する．また，反射波明示で使用するMCMC法に
ついて述べ，反射波の候補を調べる 3 つの手法とその手続きについて示す．5.4 節では，
示した 3つの手法について，実験環境から得られた GPR受信信号に適用し，その効果を
確認する．
5.2 無限混合正規分布
以下，本節では，K (∈ N) 個の要素からなる有限混合モデルについて概括し，その後
K →∞とした場合について整理する．この内容は，先行研究 [65]に詳しい．
混合モデルは
p
(
x|Θ, {pik}Kk=1
)
=
K∑
k=1
pikρ2 (x|θk) (5.1)
と表せる．ここで，Θ = {θk}Kk=1，θk は k番目の要素のパラメータ，pik > 0は和を規格
化するための k 番目の要素の混合パラメータである．それぞれ
θk =
(
µ(k), Σ (k)
)
(5.2)
K∑
k=1
pik = 1 (5.3)
である．ただし，µ = (µx, µt)，Σ = diag
{
σ2x, σ
2
t
}である．所与の観測値X = {xn}Nn=1
のもとで，それぞれに対応する所属変数 c = {cn ∈ N}Nn=1 も用意する．これは，n番目の
観測値 xn が k 番目の要素に含まれているとき，cn = k と表すものである．要素のイン
デックスは k ∈ [1,K]∩N，観測値データのインデックスは n ∈ [1, N ]∩Nで制限される．
pi が分布 D からサンプルされたとき，
pi ∼ D
( α
K
, . . . ,
α
K
)
(5.4)
と表せる．D はディリクレ分布（Dirichlet distribution）[24] であり，α はハイパパラ
メータである．cn の確率は
P (cn = ℓ| c−n, α) =
∑
n ̸=m δcn, ℓ +
α
K
N − 1 + α (5.5)
ここで，サブスクリプトの −nは nを除くすべてのインデックスを表す．K →∞とする
と，式 (5.5)は
P˜ (cn = ℓ| c−n, α) =
∑
n ̸=m δcn, ℓ
N − 1 + α (5.6)
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その残りは
1−
K∑
ℓ=1
P˜ (cn = ℓ| c−n, α) = α
N − 1 + α (5.7)
となり，αが，K + 1番目の新しい要素の生成しやすさの度合いを表すことになる．よっ
て，P˜ (cn = ℓ| c−n, α) は
1
N − 1 + α ×
{ ∑
n ̸=m δcn, ℓ , ℓ ∈ [1, K] ∩ N
α , ℓ = K + 1
(5.8)
となり，式 (5.8) を用いて，αの事後分布および cn の事後分布を導く．cの尤度は
L (c|α) = α
KΓ (α)
Γ (N + α)
K∏
k=1
Γ (nk) (5.9)
となる．αの事前分布を逆ガンマ分布とし，IGで表す．IGの定義は
IG (y | p1, p2) = p
p1
2
Γ (p1)
y−1−p1 exp
[
−p2
y
]
(5.10)
とする．ここで，p1 > 0は形状パラメータ，p2 > 0はスケールパラメータである．αの
事後分布は
p (α| c) ∝ L (c|α) p (α)
=
αKΓ (α)
Γ (N + α)
K∏
k=1
Γ (nk) IG (α| 1/2, 1/2)
∝ Γ (α)
Γ (N + α)
αK−
3
2 exp
[
− 1
2α
]
(5.11)
に比例する．この事後分布のサンプルは Adaptive Rejection Sampling (ARS) [66] に
よって得ることができる．
無限混合正規分布のグラフィカルモデルは図 5.1のようになる．
5.3 反射波位置明示の手法
本節では，反射波の位置を明示する手法について述べる．まず，提案手法で用いる技術
について述べ，最後にそれらを組み合わせた手続きを述べる．
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pa G0
cn
xn
qk
k = 1, ... ,
n = 1, ... , N
8
θk ∼ G0
pi ∼ D
( α
K
, · · · , α
K
)
cn |pi ∼ Multinomial (pi)
xn | cn, {θk}k ∼ N (θcn)
図 5.1 無限混合正規分布のグラフィカルモデル．
5.3.1 水平信号の統計的特徴
ここでは，水平信号の信号値の分布が，反射波の存在によって異なることを確認する．
図 4.2から，反射波が存在しない 1.5〔ns〕の水平信号，反射波が存在する 37〔ns〕の水
平信号，解析限界以降の例として 150〔ns〕の水平信号を調査の対象とする．それぞれの
信号値の分布と水平信号の自己相関関数を図 5.2に示す．また，水平信号は統計的標準化
（平均値 0，分散 1）を行っているので，集団を代表する統計量として標本歪度と標本尖度
を表 5.1に示す．標準正規分布に従う⇒ 歪度 0・尖度 3 であり，逆は言えない．あくま
で参考としての統計量であることに注意する．1.5〔ns〕では，正規分布に近い形となって
いる．相関も強く，ランダム性は小さい．37〔ns〕では，分布が平均値に強く集中してい
る様子がみてとれる．表 5.1でも，尖度が大きくなり，その傾向が表れている．150〔ns〕
では，対称に近い分布の形状になっている．自己相関関数の様子を見れば，150〔ns〕はほ
かに比べ，比較的無相関に近いランダムさを有していることがわかる．
Q-Qプロット [67]は，分布の形を視覚的に比較する手法であり，直線に並ぶほど分布
の形が近いことを表す．上述の 3つの水平信号に対し，正規分布との比較結果を図 5.3に
示す．1.5〔ns〕および 150〔ns〕では，直線からのずれが比較的小さくなった．このこと
から，水平信号の信号値が正規分布するかどうかを，反射波の存在と対応させて簡易的に
調べることとした．
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図 5.2 GPR 受信信号の水平信号の統計的特徴の図．正規性の確認用の図．上段が反
射波が存在しない 1.5〔ns〕の水平信号であり，中段は反射波が存在する 37〔ns〕，下段
は解析限界以降の 150〔ns〕である．左の列は，信号値の分布を黒の縦棒で示し，密度
関数を青線で描いた．右の列は，水平信号の自己相関関数を示している．
表 5.1 水平信号の標本歪度と標本尖度．標準正規分布に従うとき，歪度 0，尖度 3となる．
水平信号〔ns〕 標本歪度 標本尖度
1.5 −4.810× 10−1 3.491
37 −1.159× 100 25.26
150 +3.820× 10−2 3.111
5.3.2 正規性の定量化
水平信号に反射波が含まれているかどうかを，信号値の分布が正規分布に近いかどうか
によって調べたい．正規性の評価には多くの研究があり [67, 68]，本研究では正規性を定
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図 5.3 正規分布密度関数に対する Q-Q プロットの図示．横軸 Q1 が理想値で，縦軸
Q2 が実際の値．37〔ns〕のケースでは，Q1 の±2の範囲での理想的な分布に対し，Q2
では 0付近に集中している．これは，理想的な分布に比べて，実際のデータの平均値回
りの集中度が高いことを示している．
量化することを考える．
本研究では，この指標をカルバック-ライブラ情報量（Kullback-Leibler Divergence:
KLD）[24] によって計算する．
KLDは，基準となる確率密度分布関数 pと，測りたい q を用いて式 (5.12) のように定
義される．
KLD(p ‖ q) =
∫
R
p (x) log
(
p (x)
q (x)
)
dx (5.12)
離散分布 {pn}n，{qn}n の KLDは
KLD(p‖ q) =
∑
n
pn log
(
pn
qn
)
(5.13)
で表される．観測値 {yn}n に基づく経験分布 q は，
q (x | {yn}n) =
1
N
δyn, x (5.14)
である．KLDは，分布の異なり具合を定量化するもので，情報量統計学の分野で有用性
が認められている．
H (p‖q)を分布 p，q の異なり具合の定量化を表すとする．H (p||q) が，ある基準を超え
るとき正規性が崩れたと判定するため，一般化した判定関数 P を導入する．本研究では，
判定関数である P > 0となる水平信号に反射波が含まれているとみなし，それを選ぶと
する．ただし，解析限界までの水平信号を対象とする．
正規性の定量化による判定アルゴリズムは以下である．
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正規性の定量化による判定アルゴリズム
(1) B′ ← ノイズ除去 [B]
(2) nt ← 1
(3) H (x)← 1
Nt
Nt−1∑
i=0
δ (B′ [nt, i]− x)
(4) N (nt)← H (H||N (0, 1))
(5) nt ≤ Nt なら nt ← nt + 1して (3)へ．そうでなければ (6)へ．
(6) N0 ← {n|P [N (n)] > 0}
本研究では，P [N (nt)] = N (nt)− E [N] とした．
5.3.3 補間を用いたマルコフ連鎖モンテカルロ法
メトロポリス-ヘイスティングス（Metropolis-Hastings：M-H）法 [69] はMCMC法の
ひとつである．pM を乱数生成の対象である目標分布とし，M-H法はつぎのようなアルゴ
リズムで知られている．
M-H法の手続き
(1) x(0) をランダムに初期化．
(2) n← 1
(3) 提案分布 qM に従う変数 x˜ ∼ qM
(
x(n−1), x˜
)
を生成．
(4) pζ ← min
{
1,
pM (x˜)
pM
(
x(n−1)
) qM (x˜,x(n−1))
qM
(
x(n−1), x˜
)}
(5) 一様乱数 U ∈ [0, 1]を生成．
(6) x(n) ←
{
x(n−1), if U > pζ
x˜, else
(7) n← n+ 1し，何度か (3)に戻る．
本研究では，酔歩連鎖 [69]を選び，適当な τM ∈ R+を用いて提案分布 qM
(
x(t−1), x˜
)
=
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N
(
x(n−1) − x˜, τ2M
)
とする．これにより，手続き (4) の推移確率 pζ の計算において，
qM の分数が相殺され，目標分布 pM による分数のみが残る．目標分布 pM が多次元なら，
提案分布 qM も多次元正規分布とすることで，容易に多次元M-H法へ拡張できる．
本研究では，離散間隔のデータ，すなわち格子点にデータがある系列に対してもM-H
法を実現させたいので，pM の格子点の隙間を，補間によって近似的に与えることとした．
Cubic法や Spline法など，いくつかの補間方法が知られている [70]が，本研究では線形
補間を用いる．便宜的に，補間を併用する M-H 法を M-HI（Metropolis-Hastings used
Interpolation）法と呼ぶことにする．言い換えると，離散点の酔歩ではなく，補間によっ
て目標分布を連続にした上での酔歩を考えている．
正規分布密度関数 ρを αρ (∈ R+)乗すると，その積分は 1とならない．よって，つぎ
のように積分値を正規化する．
ραρ
(
t|σ2) ≡ ρ (t|αρ−1σ2) (5.15)
式 (5.15) の積分が 99.7〔%〕となる区間は
[
−3αρ− 12σ, +3αρ− 12σ
]
である．裾の広い ρ
を ραρ とし，山の広がりを抑えている．
ここで，ρがピーク ρ (0)から 100γ〔%〕減少する位置 tγ は
ρ
(
tγ |σ2
)
= γρ
(
0|σ2)
− t
2
γ
2σ2
= ln γ
tγ = ±σ
√
−2 ln γ (5.16)
式 (5.16)の tγ がつくる区間 [− |tγ | ,+ |tγ |] と，αρ 乗によって山が狭められた ραρ の考
える区間
[
−3αρ− 12σ, +3αρ− 12σ
]
が一致するとき，αρ は式 (5.17)で与えられる．
tγ = ±3αρ− 12σ
±σ
√
−2 ln γ = ±3αρ− 12σ ∵ 式 (5.16)
σ2 (−2 ln γ) = 9σ
2
αρ
αρ = − 9
2 ln γ
(5.17)
本研究では，目標分布 pM を αρ 乗して M-HI 法を適用することを考える．αρ は式
(5.17) を用いて決定する．目標分布のべき乗は，M-H法の手続きにおいて，pM による分
数を αρ 乗することに等しい．通常の MCMC 法では，分布の裾に点が散らばりやすく，
ピークへの集中が期待しにくいため，このような工夫を取り入れた．αρ は，MCMC法に
おいて遷移しづらくするパラメータとしてはたらく．
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図 5.4 −3 dB法の概略図：(a) 得られた B-scanの GWT，(b) B-scan中の最大値か
ら −3〔dB〕未満をカットし，残った島に相当する領域をラベリングする．
5.3.4 複数ピークの検出
信号の GWT の強度が局所最大となる点をピーク点とよぶことにする．反射波と同じ
周波数成分が強いほどピーク点が集中するので，反射波の候補点ともいえる．ピーク点を
できる限り集め，その集中の程度から反射波の位置の明示に利用する．
以下に，本研究で用いる複数のピーク点を検出するアルゴリズムを 3つ示す [4]．
1 つ目のアルゴリズムはつぎのようになる．水平信号の GWT を W [na, nb] とする．
ただし，na, nb ∈ N0 とする．このアルゴリズムを，別の複数ピーク検出法と区別するた
め，−3 dB法とよぶことにする．
複数ピークの検出法（−3 dB法）
(1) W [na, nb]←水平信号を GWT．
(2) W2 [na, nb]← 10 log10
[ |W [na, nb]|
max |W [na, nb]|
]2
(3) W2 [na, nb] < −3〔dB〕を “海”，W2 [na, nb] ≥ −3〔dB〕を “島”とみて，島ご
とにラベリング．
(4) 島ごとのピーク位置 argmax
nb
W2 [na, nb]を記録．
すなわち，図 5.4のように，|W [na, nb]|2 を −3〔dB〕の高さの海面で浸すことと同じ
である．3つのアルゴリズムの中で，最も簡易で計算時間が短い．ただし，減衰の影響を
強く受けた反射波は山が低くなる．よって，max |W [na, nb]|2 が極端に大きい場合，パ
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ワーの小さい反射波は検出が難しくなる．
2つ目および 3つ目に提案する手法は，MCMC法と IGMMを組み合わせた方法であ
る．まず，そのひとつである 1D-MCMC法について説明する．
本研究で 1D-MCMC法とよぶ手法は，|W [na, nb]|2 を a方向の積分により次元を削減
し，1次元確率分布とみなして，M-HI法によってこの分布に従うデータを生成し，その
結果を IGMMによってまとめ，各クラスタの最大値を検出する．2次元によるデータ生
成，および 2次元の IGMMの処理にかかる時間よりも，速く処理できるメリットがある．
ただし，次元の削減によって，局所的だがあまり大きくないピークを埋もれさせてしまう
デメリットがある．
複数ピークの検出法（1D-MCMC法）
(1) W [na, nb]←水平信号を GWT．
(2) W ′ [nb]←
∑
na
|W [na, nb]|2
(3) Wα [nb]← (W ′ [nb])αρ
(4) Wα [nb]上でM-HI法によって Nα 個のデータを生成する．生成された i番目
のデータのWα 上での座標を pi = n(i)b とおく．
(5) M-HI法によって生成された {pi}i を IGMM でクラスタリング．
(6) クラスタごとのピーク位置を記録．
図 5.5は 1D-MCMC法の概略である．
2D-MCMC法とよぶ手法は，GWTによって得られたW を用いた |W [na, nb]|2 をそ
のまま 2 次元確率分布とみなす方法である．最初に，M-HI 法によってこの分布に従う
データを生成し，その結果を IGMM によってまとめ，各クラスタの最大値を検出する．
複数ピークの検出法（2D-MCMC法）
(1) W [na, nb]←水平信号を GWT．
(2) Wα [na, nb]←
(
|W [na, nb]|2
)αρ
(3) Wα [na, nb] 上で M-HI 法によって Nα 個のデータを生成する．生成された i
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(c)
図 5.5 1D-MCMC 法の概略図：(a) B-scan の GWT を一方向に足しこんで 1 次元
の系列とする，(b) MCMC法により粒子を生成し，系列を粒子の集合で表現する，(c)
IGMMを用いてクラスタリング．
図 5.6 2D-MCMC 法の概略図：(a) B-scan の GWT を確率分布とみなす，(b)
MCMC 法により粒子を生成し，B-scan の GWT を粒子の集合で表現する，(c)
IGMMを用いてクラスタリング．
番目のデータのWα 上での座標を pi =
[
n(i)a , n
(i)
b
]⊤
とおく．
(4) M-HI法によって生成された {pi}i を IGMM でクラスタリング．
(5) クラスタごとのピーク位置を記録．
図 5.6は，2D-MCMC法の概略である．粒子の集合で強度を表現している，とみなせ
る．2D-MCMC法では，変換結果であるWα の値が大きいほどデータが生成されやすく
なる．これを利用して Nα 個のデータを生成し，IGMMによって生成されたクラスタの
ピーク位置をWα のピーク位置として収集する．
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1D-MCMC 法と 2D-MCMC 法の間には，精度と処理時間のトレードオフがある．ま
た，両者は，−3 dB 法と比べて，反射波でないところに過剰に候補点を与える傾向にあ
る．これは，ある程度のパワーがある部分にたまたま集まることにより生じる．ひとつの
クラスタとしてつくられてしまうことで，反射波ではないにもかかわらず，ピーク点とし
て扱われてしまう．そのため，実際にクラスタリングを行う際は，つぎに述べる検定付き
のクラスタリングを行い，棄却されるクラスタを確実性が低いとみなすこととした．いう
までもなく，反射波でないと判断するものではない．
また，−3 dB法にあわせて，ゲインが 3〔dB〕減衰すると考え，式 (5.17)で γ = 10− 310 ≈
0.5を設定して αρ を決定した．本研究では，γ = 0.5より計算される αρ を用いる．
5.3.5 検定を伴うクラスタリング
−3 dB 法，1D-MCMC 法あるいは 2D-MCMC 法による複数ピークの検出によって，
反射波と考えられる候補点を得ることができた．反射波であれば候補点が集中していると
考え，無限混合正規分布（IGMM）[65]によるクラスタリングによっていくつかの集団に
まとめ，その描画によって反射波の明示として実現させる．
ただし，反射波であることの確実性を高めるため，水平信号に対して行った複数ピーク
の検出を，A-scan に対しても同様に行う．対象となる A-scan は，水平信号で得られた
ピーク点をもつ信号とした．台車移動方向でのみ，あるいは遅延時間方向でのみ集中する
など，一方向に偏った “反射波でない候補点” の集中が生じる場合がある．反射波であれ
ば，両方向からの候補点が集中すると考えられる．クラスタ内での各方向の候補点数の比
率を調べ，偏りが大きい場合に “このクラスタは反射波でない” と判定する手法を導入し
た．本研究では，比率の差の検定 [71]によってこれを実現する．
また，IGMMは確率的なクラスタリングであるため，いくつかの反射波にまたがって
過剰に大きなクラスタを形成することもある．B-scan 上での IGMM によるクラスタリ
ングでは，クラスタが 2 次元正規分布であるから，その分散・共分散行列の最大固有値
に注目すればよい．分散・共分散行列の固有値は，クラスタの長径と短径に一致し，最大
固有値が長径である．本研究では，“他のクラスタと比べて大きな長径のクラスタに属す
るデータ” を再クラスタリングすることとして解決を図った．異常に大きい，という判定
は，Thompsonの棄却検定 [72]によって統計的に判定することとした．
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5.3.6 提案手法の手続き
QSI-CDWTを用いて本手法を構成する場合，周波数帯域をオクターブ単位で分解する
ため，周波数の分解能が粗くなる．しかし，反射波の反応と考えられるピーク点は，周波
数帯域の解像度が高くなるほど，検出しやすくなる．そのため，周波数を指定して強く反
応するタイミングを調べることができる GWTが適当と考えられる．また，3章の解析結
果をそのまま用いるため，解析で使用した GWTを引き続き用いる．
以下に，提案手法に用いられる技術を組み合わせた提案手法の手続きを示す．
提案手法の手続き
(1) 解析限界を計算する．
(2) 解析限界までの範囲で，正規性の定量化によって，反射波が含まれると考えら
れる水平信号を求める．
(3) それぞれの水平信号に対して，GWTによる複数ピークの検出を行う．
(4) 反射波であることの確実性を高めるため，ピーク点を持つ A-scan に対し，
GWTによる複数ピークの検出を行う．
(5) 水平信号によるピーク点，A-scanによるピーク点をまとめ，IGMMによって
検定を伴うクラスタリングを適用する．
-3dB法の場合，利用者は，GWTの中心周波数を予め設定するのみで，この手続きを
実行することができる．1D-MCMC法および 2D-MCMC法では，中心周波数に加えて，
ピーク点を検出するための粒子の数も指定する必要がある．
5.4 提案手法の適用結果と考察
本節では，提案した明示処理の適用結果を示す．
提案手法を実際に測定されたデータに対して適用することで，その効果を確認する．ま
た，解析限界と反射波の位置に関する考察を行う．適用結果は図 5.7，5.8および 5.9であ
り，それぞれ単層，車道，歩道の結果である．いずれの図も，(a)および (b)が-3dB法の
結果，(c)および (d)が 1D-MCMC法の結果，(e)および (f)が 2D-MCMC法の結果で
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表 5.2 単層におけるクラスタの重心水平位置と埋設管水平位置．
単位〔m〕
埋設深さ 水平位置 −3dB法 1D-MCMC法 2D-MCMC法（真値）
0.5 0.30 0.47 0.45 0.47
1.0 2.30 2.34 2.40 2.46
1.5 4.30 4.46 4.48 4.26
2.0 6.30 6.59 6.69 6.46
2.5 8.30 - - -
ある．いずれも，GWTの中心周波数は 175〔MHz〕で，ピーク点を探索する際の粒子数
は 100点とした．
ピーク点検出結果である図 5.7，5.8および 5.9の各図の (a)，(c)および (e)は，×点が
台車移動方向（水平信号）におけるピーク点（以下，×点），○点が遅延時間方向（ A-scan）
におけるピーク点（以下，○点）である．図 5.7，5.8および 5.9の各図の (b)，(d)およ
び (f)は，クラスタリングの結果である．クラスタが 2次元正規分布であり，ピークから
60〔%〕の等高線がつくる楕円の描画によって反射波を明示する．
本章の提案手法は，反射波に印をつけることで明示する手法であり，埋設管位置を標
定するものではない．表 5.2から表 5.4は，参考としてクラスタの重心水平位置を示して
いる．
表 5.2では，単層のクラスタリング結果による反射波の重心位置をまとめた．2.5〔m〕
の埋設管は，いずれの手法でも検出されていない．また，地中深くなるほど，本来の埋設
管の位置から大きく外れるようになり，直径 0.1〔m〕に対し 0.2〔m〕から 0.3〔m〕のずれ
がある．しかし，図に示すように，反射波の位置の明示に大きく影響するものではない．
よって，反射波の明示という点では，図 5.7，5.8および 5.9のいずれの環境においても，
−3dB 法と 1D-MCMC 法では大きな差は見られない．−3dB 法は処理の負荷が最も軽
い．MCMC法と IGMMを用いる手法では，過剰に候補点を生成するため，−3dB法に
比べて計算コストが高い．よって，実際の利用においては，1D-MCMC法よりも −3dB
法が適当と考えられる．
表 5.3は，車道のクラスタリング結果による反射波の重心位置をまとめた表である．す
べての埋設管が検出されていることがわかる．1.5〔m〕埋設管は，すべての手法で 5〔cm〕
のずれしかなく，標定の手法でないにもかかわらず，良好な結果といえる．1.0〔m〕埋設
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表 5.3 車道におけるクラスタの重心水平位置と埋設管水平位置．
単位〔m〕
埋設深さ 水平位置 −3dB法 1D-MCMC法 2D-MCMC法（真値）
1.0 1.60 1.83 1.82 1.93
1.5 3.60 3.65 3.65 3.65
表 5.4 歩道におけるクラスタの重心水平位置と埋設管水平位置．
単位〔m〕
埋設深さ 水平位置 −3dB法 1D-MCMC法 2D-MCMC法（真値）
0.50 11.20 - - 10.95
1.00 9.60 9.62 9.74 9.76
1.25 14.20 13.99 13.88 13.99
1.50 8.10 7.98 7.83 7.98
1.75 12.70 12.52 12.44 12.62
2.00 6.60 - - -
2.50 5.10 - - -
3.00 3.60 - - -
3.50 2.10 - - -
管は，図 5.8(a), (c)および (e) より，反射波でないピーク点に影響され重心位置がずれて
いると推測される．図 5.8(b), (d) および (f) より，いずれの図のクラスタも埋設管位置
を含んでいることがわかる．
表 5.4 は，歩道のクラスタリング結果による反射波の重心位置をまとめた表である．
解析限界の制限から，2〔m〕以降の埋設管の反射波は検出されない．いずれの手法も，
0.3〔m〕ほどのずれにおさまっている．浅い反射波が 2D-MCMC法でのみ検出されてお
り，他手法でも検出されるよう改善することは，今後の課題といえる．
いずれの環境でも，−3dB法と 1D-MCMC法では検出できた個所が同じであった．開
発された 3つの手法から，信号の GWTを確率分布とみなしてMCMC法を実行する手
続きの場合，精度よく反射波をとらえられることがわかった．簡易的に反射波明示を行う
場合は，−3dB法などでも十分と考えられる．
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なお，本章の手法は，水平方向・垂直方向から双曲線形の反射波をとらえることを想定
しているため，双曲線以外の形状では対応できない．埋設管位置標定の手法を確立するに
あたっては，反射波の形状が，双曲線形に限定されない手法が求められる．
5.5 結言
ノイズ除去された B-scan 上で反射波の位置を明示し，利用者に反射波の存在を気付き
やすくする手法の開発を行った．GWTのピークの −3〔dB〕未満の領域を一律にカット
する −3dB 法，MCMC 法と IGMM を組み合わせた 1D-MCMC 法および 2D-MCMC
法を開発した．いずれの手法も，IGMMによってクラスタリングを行い，その結果の図
示により反射波の明示を行う．2D-MCMC 法では，−3dB 法や 1D-MCMC 法が取りこ
ぼす個所も検出でき，信号の GWT を確率分布とみなす手続きが精度を向上させること
がわかった．埋設管位置の標定にあたっては，この方針で標定手法を開発することが望ま
しいと考えられる．
なお，各クラスタの重心の水平位置と実際の埋設管位置を比べると，埋設管位置の標定
手法でないにもかかわらず，実際の位置からのずれは小さかった．図示においても，埋設
管反射波の位置の明示により，利用者にとって反射波を見つけやすくすることができた．
なお，水平方向・垂直方向から双曲線形の反射波をとらえることを想定しているため，
反射波の形状が，双曲線形に限定されないよう改善が必要と考えられる．
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(f)
図 5.7 単層におけるピーク点の検出とクラスタリングの結果：(a) −3dB 法による
ピーク点検出結果，(b) −3dB法の結果に対するクラスタリング結果，(c) 1D-MCMC
法によるピーク点検出結果，(d) 1D-MCMC 法の結果に対するクラスタリング結果，
(e) 2D-MCMC法によるピーク点検出結果，(f) 2D-MCMC法の結果に対するクラス
タリング結果．
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(f)
図 5.8 車道におけるピーク点の検出とクラスタリングの結果：(a) −3dB 法による
ピーク点検出結果，(b) −3dB法の結果に対するクラスタリング結果，(c) 1D-MCMC
法によるピーク点検出結果，(d) 1D-MCMC 法の結果に対するクラスタリング結果，
(e) 2D-MCMC法によるピーク点検出結果，(f) 2D-MCMC法の結果に対するクラス
タリング結果．
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図 5.9 歩道におけるピーク点の検出とクラスタリングの結果：(a) −3dB 法による
ピーク点検出結果，(b) −3dB法の結果に対するクラスタリング結果，(c) 1D-MCMC
法によるピーク点検出結果，(d) 1D-MCMC 法の結果に対するクラスタリング結果，
(e) 2D-MCMC法によるピーク点検出結果，(f) 2D-MCMC法の結果に対するクラス
タリング結果．
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第6章 ディリクレ過程三日月形分布混合
モデルを用いた埋設管位置標定
6.1 緒言
5章にて，B-scanの GWTを確率分布とみなし，MCMC法による粒子の集中から反射
波の位置を調べる方針が望ましいことがわかった．本章では，この方針に基づき，さらに
IGMM のクラスタを反射波の形状にフィットするよう改良を加え，DPM モデルを基に
した新しい無限混合分布モデルを開発する．埋設管の反射波は，B-scan上で理論上双曲
線を描く．提案手法では，反射波の形を表す双曲線関数を形状関数として定義し，DPM
モデルとしてクラスタの情報と同時に学習させることで，深度によらない標定手法とす
る．形状関数の使用により，5章や既存研究 [73,74]のように，双曲線形に限定されない．
また，混合モデルの学習に EMアルゴリズムを用いる場合，事前に混合数の最大値を指定
する必要がある．本研究で用いる DPMモデルは，最大数の指定が不要である．これは，
埋設管の最大数を予め指定する必要がないことを意味する．本研究では，提案手法の精度
について，実験を通して確認を行う．
本章の構成は以下のようになる．6.2節にて，二次元正規分布を歪曲させる形状関数を
用い，反射波を表す確率分布を定義する．6.3節にて，6.2節で定義した新しい分布をひと
つのクラスタとする DPMモデルの定義と，その学習方法を示す．6.4節にて，DPMモ
デルの学習で使用される最尤推定のアルゴリズムについて述べる．6.5節にて，埋設管位
置標定の手法の手続きについて述べる．6.6節にて，本研究で提案する埋設管位置標定手
法を実験環境から得られた B-scanに適用した結果を示す．
6.2 三日月形分布
本章で提案する手法は，B-scan上の反射波が三日月形であると仮定して，三日月形の
密度関数を設計し，DPMと組み合わせるものである．ここで示す内容は三日月形を扱う
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が，異なる形状を設計し適用することも可能である．議論のため，以降では，三日月形に
よる密度関数を三日月形分布（crescent-signal distribution）とよぶこととする．三日月
形分布は，2次元ガウス分布 ρ2 に双曲線関数を指定した形状関数 S を組み込んで三日月
の湾曲をつくる．この分布をもとに，DPMを用いてその数とパラメータを推定し，反射
波の位置を調べる．
B-scan上の座標を表すため，ベクトル x = (t, x)を定義する．このとき，三日月形分
布 C は
C (x |ϑ) = ρ2
(
t, x|µt + S (x− µx, d) , µx, σ2t , σ2x
)
(6.1)
式 (3.1)，(3.2) および id = 0とした式 (3.6) を用いて，形状関数 S は
S (y, d) = 2
v(0)
(r + d)

[(
y
r + d
)2
+ 1
] 1
2
− 1
 (6.2)
とする．ϑ = (µx, µt, d) とし，r は埋設管の半径，σ2x と σ2t は三日月形分布の縦横の幅
を表す．式 (6.2)の 2/v(0) は，単層と同じ，地中の媒質が単一である環境を仮定したとき
の時間変数と深度変数の変換を表す．
6.3 ディリクレ過程三日月形分布混合モデル
一般に，図面や台帳等で埋設管の最小限の数が予め確認できる．しかし，実際の埋設
本数は，掘り返さなければ確認できない．よって，埋設管の位置標定にあたり，その数
は未知とするのが適当である．この条件設定は，DPMモデルが備える “最大数を制限し
ない” というノンパラメトリックな特長を活かすことができる．本章で示す三日月形分
布を用いた DPM モデルをディリクレ過程三日月形分布混合モデル（Dirichlet Process
Crescent-signal Mixture model：DPCMモデル）とよぶこととする．
ここからは，本研究で定義した三日月形分布を用いて議論を進める．式 (5.1)の混合モ
デルは，三日月形分布を用いて
p
(
x|Θ, {pik}Kk=1
)
=
K∑
k=1
pikC (x|ϑk) (6.3)
と表せる．また，パラメータは ϑk =
(
µ(k)x , µ
(k)
t , d
(k)
)
である．図 5.1において，θk を
ϑk に，N を C に置き換えると DPCMモデルのグラフィカルモデルになる．
cn の事後分布について述べる．cn を条件とする xn の尤度と式 (5.8)を用いて，
P (cn = ℓ| c−n, xn) ∝ p (xn| cn) P˜ (cn = ℓ| c−n, α) (6.4)
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所属する要素が cn ≤ K であれば，事後分布は
P (cn = ℓ| c−n, xn) ∝ C (xn|ϑcn) P˜ (cn = ℓ| c−n, α) (6.5)
所属する要素が cn = K + 1であれば，尤度のパラメータは未定義であるので，周辺化し
た尤度で cn ≤ K の場合の尤度を置換する．その周辺化尤度は
p (xn| cn) =
∫
p (xn, ϑcn | cn) dϑcn
=
∫
p (xn|ϑcn , cn) p (ϑcn | cn) dϑcn
=
∫
C (xn|ϑcn)G0 (ϑcn) dϑcn
ここで，G0 は ϑの事前分布とする．一般に，上記の積分を解析的に解くことは難しく，
本研究の場合も例外ではない．そのため，ここでは harmonic mean estimator [75,76] を
用いて計算を行う．これは，周辺化尤度の近似を与えるもので，式 (6.6)で計算される．
pˆ (xn| cn) =
 1M
M∑
m=1
1
C
(
xn|ϑ(m)cn
)

−1
(6.6)
ここで，ϑ(m)cn ∼ p (ϑ|xn, cn) およびm ∈ [1, M ] ∩N であり，6.4節のM-H法による最
尤推定における ϑ(m)cn =
(
µ(m)x cn , µ
(m)
y cn , d
(m)
cn
)
を用いて式 (6.6)を計算することとする．
以下では，DPCMモデルの学習アルゴリズムの実装について述べる．
まず，要素数 K > 0 を任意に決定したのち，観測値 {xn}n と同数の所属変数 {cn}n
を 1から K の範囲の整数の乱数で {cn}n を初期化する．ハイパパラメータやパラメータ
を，それぞれの事前分布で生成して，初期化ステップが完了する．つぎに，所属変数の更
新を行う．式 (6.4)，式 (6.5)，および式 (6.6)から作られる確率質量関数 [24]から，新た
な所属をサンプルする操作を所属変数の数（すなわち観測値の数）だけ実施し，所属変数
を更新する．最後に，新しい所属に変わったもとでの各要素のパラメータの更新を，後述
の 6.4節に基づいて行う．式 (5.11)からサンプルされる αの更新も行う．
以上のステップが，学習アルゴリズムの概要である．所与の観測値X のもとで，DPCM
モデルの学習アルゴリズムはつぎのようにまとめられる．
DPCMモデルの学習アルゴリズム
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(1) K(> 0) を決め，c をランダムに初期化する．
(2) 6.4節の議論を用いてΘ の初期値を推定する．
(3) 式 (6.4)の事後分布から cn をサンプルする（∀n）．
(4) 新しい cへの更新とK の更新．
(5) 6.4節の議論を用いてΘ を推定する．
(6) 式 (5.11)の事後分布から αをサンプルする．
(7) 何度か (3) に戻る．
(8) pik ← 1
N
N∑
n=1
δcn, k
6.4 パラメータの最尤推定のアルゴリズム
本研究の目的は，埋設管の位置を標定することである．B-scan上の反射波は，管の位
置に対応して現れるので，反射波の位置を捉えることが重要となる．本節では，M-H法
による ϑの最尤推定の方法について述べる．M-H法は局所最適化を回避し，点推定がで
きることから，位置標定として適当と考え採用した．
尤度関数 Lを
L (D|ϑ) =
N∏
n=1
C (xn|ϑ) , (6.7)
とする．ただし，D = (x1, . . . , xN ) を観測値とする．適当なパラメータ θ が Lから抽
出されたと仮定すると，M-H法による最尤推定の手続きはつぎのようになる．
M-H法による最尤推定の手続き
(1) 任意の値で初期化：µ(0)x , µ(0)t , d(0).
(2) i← 1
(3) s1, s2 ∼ N (0, 1)
(4) µ(i)x ← µ(i−1)x + s1
(5) µ
(i)
t ← µ(i−1)t + s2
(6) u ∼ U [0, 1]
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(7) If
L
(
D|µ(i)x , µ(i)t , d(i−1)
)
L
(
D|µ(i−1)x , µ(i−1)t , d(i−1)
) < u then
µ(i)x ← µ(i−1)x , µ(i)t ← µ(i−1)t .
(8) s3 ∼ N (0, 1)
(9) d(i) ←
∣∣∣d(i−1) + s3∣∣∣
(10) u ∼ U [0, 1]
(11) If
L
(
D|µ(i)x , µ(i)t , d(i)
)
L
(
D|µ(i)x , µ(i)t , d(i−1)
) < u then
d(i) ← d(i−1).
(12) i← i+ 1 したのち，何度か (3) に戻る．
(13)
(
µ(i)x , µ
(i)
t , d
(i)
)
が推定結果 ϑˆである．
ここで，N は平均と分散を指定するガウス分布であり，U は最小値と最大値の間の実
数の出現確率が一様な分布である．
6.5 提案手法の手続き
ノイズ除去 [3]された B-scanに対し，提案手法の手続きはつぎのようになる．
(1) 2D-GWTを適用する．
(2) B-scan の 2D-GWT をひとつの確率分布とみなし，サンプリングを行う．5 章に
倣いMCMC法とするが，棄却サンプリング法 [24]を用いてもよい．
(3) DPCMモデルの学習を行う．
ここでは，信号の通過域の中心周波数とその広がりを指定でき，GPR受信信号の解析結
果を用いることができる 2D-GWTを用いた．なお，2D-GWTのかわりに QSI-CDWT
などの CDWTによっても，本標定手法を構成することは可能である．
本手法では，2D-GWTの中心周波数，サンプリングの標本サイズ，および学習回数の
指定が必要となる．DPCMモデルでない場合，形状関数の指定も必要である．
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表 6.1 本研究で使用する比誘電率の一覧 [2]．屋外の実験環境のため，乾いた土壌で
はなく，湿った土壌の比誘電率を用いた．砕石は砂岩の値を用いた．
媒質 比誘電率 εr
大気 1
アスファルト 3
砕石 5
湿った土壌（ローム質） 30
表 6.2 実験で使用するクラスタのパラメータ．
変数 値 単位
r 0.05 m
σ2x 0.3 m
2
σ2t 18 ns
2
6.6 提案手法の適用結果と考察
前述した単層，車道および歩道の環境に対し，提案手法の有効性を確認する．
本研究で使用する比誘電率は表 6.1のとおりである．
2D-GW の中心周波数は 175 [MHz]，その標準偏差は σt = 1〔ns〕，σx = 0.02〔m〕
とする．地表面反射波もこの周波数の波とし，深度換算における半周期分の時間は
0.5
(
175× 106)−1〔s〕≃ 2.857〔ns〕となる．棄却サンプリング法においては，その標本
の大きさを Nt +Nx とする．DPCMモデルの学習回数は 300回とした．表 6.2に，実験
で用いたパラメータをまとめた．
6.6.1 実験結果
たとえば単層は，雨にさらされた環境であり，実験環境の全体の比誘電率の分布を完全
に把握することは現実的に不可能である．議論をシンプルなものとするため，地中の比誘
電率は一様に 30程度の値であると仮定して検討する．図 6.1に単層に対する提案手法の
適用結果を示す．図 6.1(a) はサンプリングの結果，図 6.1(b) はクラスタリングの結果，
図 6.1(c) は d < 5のクラスタのみを残した結果，図 6.1(d) は d < 5のクラスタを塗りつ
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(a) (b)
(c) (d)
図 6.1 単層における無限混合三日月形分布の学習結果：(a) 生成された粒子の様子，
(b) 学習結果のクラスタの図示，(c) d < 5 のみのクラスタの表示，(d) d < 5 の三日
月形分布の重ね合わせの様子．
ぶし等高線図で示したものである．DPCM モデルによって得られた要素数は 49 であっ
た．図 6.2は，クラスタリング後の各クラスタの dに対し，所属する粒子数を縦軸におい
て図示したものである．dは，地中の比誘電率が一様であると仮定したときの反射波の平
坦具合を表す．d > 5では，かなり平坦な形状となるので，この範囲のクラスタは三日月
形になっていると考えにくい．本研究では，d < 5のクラスタを結果として用いることと
した．表 6.3は，d < 5のクラスタの情報をまとめた一覧である．µx の真値は，各埋設管
で 0.3〔m〕，2.3〔m〕，4.3〔m〕および 6.3〔m〕であり，各推定値は，0.05〔m〕未満の精
度で推定できた．一方で，深度の真値は 0.5〔m〕，1.0〔m〕，1.5〔m〕および 2.0〔m〕であ
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図 6.2 生成された各クラスタの疑似深度 d〔m〕とそのクラスタが持つ粒子数．疑似
深度が d > 5〔m〕となる部分は，三日月形分布がほぼ平坦な形状となり，適切なクラ
スタとは考えにくい．
り，深度が深くなるほど真値からのずれが大きくなっている．単層は，表面を覆うものが
なく，地下の比誘電率の分布が一様にならない．これが，計算値と真値のずれの原因と考
えられる．比誘電率の非一様性は，本研究のみならず，地中レーダ信号処理における将来
の課題である．
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表 6.3 単層における d < 5の結果．depth は，仮定した比誘電率 εr = 30 と µt から
計算される値である．括弧内の数値は，実際の埋設管位置とのずれを表す．
index
∑
n
δcn, ℓ
µx µt depth d
ℓ [m] [ns] [m] [m]
27 171
0.335
34.090
0.665
0.406(+0.035) (+0.165)
3 141
2.294
55.889
1.262
0.635(−0.006) (+0.262)
14 124
4.311
78.981
1.895
0.941(+0.011) (+0.395)
13 78
6.318
99.769
2.464
1.647(+0.018) (+0.464)
22 34 7.057 65.775 1.533 1.196
19 26 2.430 52.517 1.170 0.099
31 23 7.406 24.158 0.393 3.608
33 17 3.846 76.882 1.837 0.089
1 15 2.158 90.180 2.201 1.418
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(a) (b)
(c) (d)
図 6.3 車道における無限混合三日月形分布の学習結果：(a) 生成された粒子の様子，
(b) 学習結果のクラスタの図示，(c) d < 5 のみのクラスタの表示，(d) d < 5 の三日
月形分布の重ね合わせの様子．
図 6.3 に車道に対する提案手法の適用結果を示す．各図は，単層と同様の処理による
結果である．表 6.4 に d < 5 のクラスタの情報をまとめた．水平位置の真値 1.6〔m〕，
3.6〔m〕に対し，誤差は最大で 0.15〔m〕未満となった．深度の真値はそれぞれ 1.0〔m〕，
1.5〔m〕であり，単層と比べて，埋設深さと深度のずれに特定の傾向が生じていない．舗
装により外界からの影響が小さくなり，一様な比誘電率の仮定に近い環境になっていたた
めと考えられる．また，同じ反射波に対しクラスタが 3つできており，利用者にとって反
射波の候補として判断しやすくなっている．
図 6.4に歩道に対する提案手法の適用結果を示す．各図は，単層と同様の処理による結
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表 6.4 車道における d < 5の結果．
index
∑
n
δcn, ℓ
µx µt depth d
ℓ [m] [ns] [m] [m]
4 70
1.683
33.620
0.863
2.560(+0.083) (−0.137)
16 64
1.748
35.748
0.921
2.344(+0.148) (−0.079)
5 61
1.659
33.160
0.850
0.415(+0.059) (−0.150)
11 47
3.666
56.484
1.489
1.450(+0.066) (−0.011)
21 38 6.043 3.008 -0.125 1.583
18 25 5.401 11.332 0.252 0.712
0 24 0.161 19.809 0.485 1.644
22 17 0.428 3.772 -0.074 1.903
20 16 5.439 21.415 0.529 0.497
27 10 3.143 28.079 0.711 0.768
6 8 5.099 38.003 0.983 0.506
2 6 7.044 4.399 -0.032 0.115
30 5 6.567 29.016 0.737 4.899
果である．表 6.5に d < 5のクラスタの情報をまとめた．水平位置 12.6〔m〕の反射波は，
反射波としてのパワーが片側に偏っており，粒子表現も片側に偏っている．そのため，水
平方向のずれがやや大きくなっていると考えられる．深度の結果は車道のケースと同程度
のずれ具合であり，単層ほど極端ではなかった．舗装された環境では，比誘電率を一定と
仮定しても大きくずれることはないことが明らかとなった．
6.6.2 考察
パターンマッチングの場合，深度ごとに多くの教師信号を用意しなければならないが，
提案手法では，そのような事前の準備を必要としない．さらに，提案手法は，形状関数を
変更することで，異なる断面を持つ埋設管からの反射波に対応することができる．たとえ
ば，暗渠になった小規模な水路などは，その断面が四角形となり，反射波は台形のような
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(a) (b)
(c) (d)
図 6.4 歩道における無限混合三日月形分布の学習結果：(a) 生成された粒子の様子，
(b) 学習結果のクラスタの図示，(c) d < 5 のみのクラスタの表示，(d) d < 5 の三日
月形分布の重ね合わせの様子．
形となる．このようなケースでも，図 6.5に示すように，提案手法は有効にはたらく．
深度を適切に推定するためには，正確な比誘電率の把握が必要である．実験で用意した
舗装された環境では，比誘電率を一定と仮定しても大きくずれることはないことがわかっ
た．一般的には，地表面が乾燥している土壌であっても，内部は湿っている場合が多い．
単層など実際の環境では，地中の比誘電率が均一ではなく，ずれを許容して算出結果を受
け入れざるを得ない．形状関数で用いるパラメータ dは，一様な比誘電率を仮定したもと
での疑似深度である．波形のあてはめは dの調節であり，図示された結果から，適切に調
整できていると考えられる．
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表 6.5 歩道における d < 5の結果．
index
∑
n
δcn, ℓ
µx µt depth d
ℓ [m] [ns] [m] [m]
9 191
14.094
50.574
1.243
0.898(−0.106) (−0.007)
33 164
9.603
42.225
1.014
1.186(+0.003) (+0.014)
27 130
12.462
75.229
1.918
1.887(−0.238) (+0.168)
6 93
14.103
53.472
1.322
1.137(−0.097) (+0.072)
30 85
8.069
62.807
1.578
1.651(−0.031) (+0.078)
2 80
9.601
39.420
0.937
1.170(+0.001) (−0.063)
23 67
14.080
48.654
1.190
2.100(−0.120) (−0.060)
15 61
9.601
45.188
1.095
1.196(+0.001) (+0.095)
21 56
13.864
55.843
1.387
1.358(−0.336) (+0.137)
3 56
8.075
65.356
1.648
1.426(−0.025) (+0.148)
11 19
12.161
72.943
1.856
0.463(−0.539) (+0.106)
5 14 2.898 8.675 0.095 2.233
29 12 14.802 2.075 -0.167 0.244
10 12 11.840 9.224 0.110 0.133
7 10 15.265 32.152 0.738 0.064
38 8 11.348 32.821 0.757 2.283
35 8 1.863 2.746 -0.122 1.180
また，本手法のあてはめから，比誘電率を推定することが可能である．単層の環境で比
誘電率 εr が一定と仮定し，双曲線形の頂点，すなわち深度 dr の埋設管に反射した時点を
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図 6.5 断面が四角形で，形状関数を台形状に設定して DPCMモデルの学習を行った
ときのシミュレーションの結果．
表 6.6 表 6.3の結果に基づく比誘電率 εr の推定．
真の埋設管深度〔m〕 推定された µt〔ns〕 推定された εr
0.5 34.090 56.656
1.0 55.889 49.468
1.5 78.981 48.973
2.0 99.769 46.344
tr とおく．このとき，
εr =
(
c0tr
2dr
)2
(6.8)
で比誘電率が求まる．表 6.3の結果から，真の埋設管深度として dr を設定し，それに対
応する推定した µt を tr に代入して比誘電率を求めた結果が表 6.6である．εr = 30で推
定を行ったが，単層の環境は，実際は比誘電率が 50程度であったといえる．比誘電率が
求まれば，マイグレーション（合成開口処理）なども適切に実行することができる．すな
わち，本提案手法は，埋設管からの反射波である，という判断を助け，比誘電率の事前推
定としての役割を果たすことができると考えられる．
2D-GWTの強度画像から粒子を生成するとき，三日月形の片側が欠けるなどすると，粒
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子は一方に偏りがちになる．この偏りは推定された µx を偏らせ，推定値に影響を与える
と考えられる．本研究では，外れ値の影響を受けやすいという理由で，最小二乗法（LMS）
を DPCMモデルの学習アルゴリズムとして採用していない．提案手法では，LMSより
も，外れ値に比較的ロバストなM-H法による最尤法を採用している．
2D-GWTに基づいて生成される粒子の数は，予め決定されていなければならない．も
し反射波の信号のパワーが弱いと，粒子があまり集中せず，提案手法が有効に機能しな
い．また，生成する粒子の数が，存在する反射波に比べて少なすぎると，三日月形に粒子
が分布することができない．以上のケースは，推定を大きく誤ってしまう可能性を秘めて
いる．計算コストの観点から，いたずらに粒子の数を増やせばよいわけではなく，適当な
数の決定が重要といえる．本研究の実験では，B-scanのサイズに応じて粒子の数が変化
するように，縦のサイズ Nt+横のサイズ Nx で得られた数値を用いた．これは，実験的
に確かめられた結果である．ある埋設管の直下の埋設管からの反射波を記録することは，
物理的に困難である．B-scan全体を調べるには，少なくとも Nx（すなわち，A-scanの
数）以上の粒子数が必要であると考えられる．使用する粒子数の決定は，今後，検討すべ
き課題といえる．
また，DPCMモデルの 1回の学習において，生成されたクラスタ数が多いとき，それ
に応じた計算時間を必要とする．これは，形状関数の使用によって事後分布を解析的に求
めることができず，MCMC法によってシミュレーションしており，計算負荷がかかるた
めである．学習では，各粒子のクラスタへの所属を更新したのち，クラスタごとのパラ
メータ更新を行い，これを 1回の学習としている．初期状態で多めにクラスタを生成する
と，学習が進むごとにクラスタ数が減少し，1回の学習時間が短くなっていく．高速化の
検討として，パラメータ更新をクラスタごとに並行処理することや，適用対象範囲をオー
バーラップさせながら切り出して，それぞれで学習を並行して行うことなどが考えられ
る．後者の場合，それぞれの粒子数を小さくでき，それにともなってクラスタ数の生成を
抑制するため，学習全体の負荷を小さくすることが期待できる．
6.7 結言
本章では，B-scanの GWTを確率分布とみなし，そのサンプリングによって，粒子の
集中から反射波の位置を調べる手法を開発した．これは，5章で得られた結果をもとにし
ている．まず，反射波の形状関数を定義した．この形状関数をもとに，円型埋設管の反射
波を表す三日月型分布を定義した．これらを用いて，DPMモデルを基にした新しい無限
混合分布モデルを開発した．本研究では，これを DPCMモデルとよぶ．DPCMモデル
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の学習を行った結果，提案手法は，埋設管の水平位置の標定において，真値から大きくず
れることなく標定できた．深度の標定も，舗装された環境で大きくずれることなく推定で
きた．しかし，つぎの 3つの課題が残っている．1つ目は，双曲線形の反射波の片側が欠
けたりすると，反射波のあてはめにずれが生じ，適切に位置推定を行えないことがある，
という点である．2つ目は，地下の比誘電率の分布の推定である．実環境では，これが非
一様であるため，単層の深度の推定に誤差が生じている．特に，深度が深くなるほど誤差
が累積され大きくなっている．3つ目は，粒子の集中によりウェーブレット変換を近似表
現するための，サンプルの大きさの決定方法である．大きすぎては計算時間に影響があ
り，少なすぎては反射波の取りこぼしが生じるおそれがある．
また，解析限界以降の領域では，反射の信号が量子化雑音のパワーに負けてしまい，本
章で提案した標定手法の適用は難しい．単層や車道など，解析限界付近の，人間の目で辛
うじて認識できる反射波を検出するためには，異なったアプローチが必要だろうと考えら
れる．深い領域での反射波の検出と位置の標定は，残された研究課題である．
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第7章 結論
最初に，2 章において，時間-周波数解析を実現する手法のひとつであるウェーブレッ
ト変換について述べた．離散時間信号に対して定義された DWT が持つ，並進不変性の
欠如について述べた．本研究では，並進不変性を “あるレベルの出力のみを，入力信号と
同じ解像度まで再構成したとき，その波形が，入力に対して時不変（シフト・インバリア
ンス）であること” と位置づけている．並進不変性の欠如は，入力信号のわずか 1サンプ
ルのずれによって再構成波形が変動し，その帯域で反応するピーク信号の検出に悪影響を
与えている．本論文では，並進不変性を達成する原理を示した．これは，膨大な計算時間
を要する理想的条件において，完全な並進不変性が実現できるものである．本研究では，
現実的な計算コストに抑えつつ，従来よりも並進不変性が向上した CDWTの実現方法を
示した．入力信号の条件およびフィルタの条件を満たすことで，並進不変性を向上させ
ることができた．さらに，提案した CDWTは，直交ウェーブレットのみならず，双直交
ウェーブレットでも実現可能であることが確認できた．また，畳み込み演算に比べて並進
不変性が低下するものの，リフティングによる実現も可能であることを示した．提案し
た CDWT を QSI-CDWT とよぶ．QSI-CDWT においては，つぎの 2 つの課題が残さ
れた．まず，MRAツリーでのみ，本研究で議論した並進不変構造が現れるため，WPT
では理論上実現が不可能と結論付けられている．WPTにおける並進不変性を実現は，今
後の研究課題である．また，通常の CDWTよりも計算コストが高いことも挙げられる．
CPU1 コアの処理能力向上を期待するよりも，複数コア，あるいは GPU を活用した並
列・並行処理の実現方法の検討も今後の課題といえる．
3章では，GPR受信信号が得られる原理と，埋設管から反射される信号の特徴につい
て説明した．一般の画像と大きく異なるのは，減衰によって振幅が指数関数的に小さくな
るため，GPR受信信号全体では量子化雑音の影響が一様でない，という点である．埋設
管位置の自動標定の実現にあたり，SNRが一様でない環境のうえ，埋設管の深さによっ
て反射波の形状が変化することを考慮すると，位置標定手法を信号全体に適用することは
適切でない．検出しづらい領域も標定適用すると計算コストがかかり，利用者負担を減ら
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すという目標に対し適当でないと考えられる．本研究では，量子化雑音が無視できなくな
る境界線として，解析限界とその導出方法を提案した．解析限界は，減衰の影響が支配的
となる時点をいい，GPR受信信号における反射波の位置標定において不可欠である．解
析限界は，減衰が始まる時点と減衰しきった時点の推定によって求める．QSI-CDWTの
利用によって，減衰が始まる時点を安定して捉えることができた．減衰しきった時点は，
GLMによる統計モデルを用いて推定した．実験環境で実際に得られた信号に適用し，解
析限界推定の手法の有効性が確認できた．減衰の自動評価においては，何らかの反射波が
含まれているという前提で提案手法が成り立っている．そのため，何も埋まっていない場
合，減衰の評価を誤るおそれがある．また，深度方向の変化は考慮されているが，GPR
移動方向での考慮がなされていない．よって，GPR移動方向における環境変化への対応
について，さらに研究を進める必要があると考えられる．
4章では，GPR受信信号に含まれるノイズの除去手法を提案した．従来手法である f-k
フィルタリングよりも，適用結果の利用者依存が小さくなるようにした．解析結果に基
づいて，歪みが生じないようノイズを除去する手続きを提案し，従来手法で除去しきれ
なかったノイズを除去することに成功した．埋設管位置の標定のため，提案したノイズ
除去手法は，反射波の形を崩さないようノイズを除去できる．また，1次元信号を対象と
した処理の組み合わせによって計算量を減らす工夫をした．1次元信号を対象とした処理
は，互いに参照しあうことはないため，並列化による高速化が期待できる．なお，カット
オフ周波数の決定は，ノイズ除去を適用する者の目的，知識，経験，および信号解析の結
果に基づいて行われ，ノイズ除去性能に大きく影響する．実際の応用を考慮すると，手続
きの完全な自動化への発展が必要である．たとえば，最も PSNRが大きくなるカットオ
フ周波数を探索するのであれば，自動化するだけなら可能である．しかし，指標としての
PSNRが適当とはいえないため，現状では人間の判断でカットオフ周波数を調整しなけれ
ばならない．B-scanの見やすさの評価手法の確立は，ノイズ除去手法の自動化において，
必須の課題である．
5章では，ノイズ除去された B-scan 上で反射波の位置を明示し，利用者に反射波の存在
を気付きやすくする手法の開発を行った．反射波は埋設管からの反射によって現れている
ことから，埋設管位置の標定と反射波の位置の特定は密接に関係している．5章で示した
内容は，GPR受信信号から反射波を見つけ出すにあたり，どのような手法が考えられる
か，を検討するものであった．GWTのピークの −3〔dB〕未満の領域を一律にカットす
る −3dB 法，MCMC 法と IGMM を組み合わせた 1D-MCMC 法および 2D-MCMC 法
を開発し，実験環境から得られた GPR受信信号に適用し，結果を確認した．2D-MCMC
法では，−3dB法や 1D-MCMC法が取りこぼす個所も検出でき，信号の GWTを確率分
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布とみなす手続きが精度を向上させることがわかった．よって，埋設管位置の標定にあ
たっては，この方針で標定手法を開発することが望ましいとわかった．なお，5章で示し
た 3手法は，水平方向・垂直方向から探索を行い，その対象は双曲線形の反射波のみを想
定している．よって，埋設管位置標定の手法を確立するにあたっては，反射波の形状が，
双曲線形に限定されない手法が求められる．
6章では，GPR受信信号のGWTを確率分布とみなし，そのサンプリングによって，粒
子の集中から反射波の位置を調べる手法を開発した．これは，5章で得られた結果をもと
に開発された．まず，反射波の形状関数を定義した．この形状関数をもとに，円型埋設管
の反射波を表す三日月型分布を定義した．これらを用いて，ディリクレ過程混合モデルを
基にした新しい無限混合分布モデルを開発した．本研究では，これを DPCMモデルとよ
ぶ．DPCMモデルの学習を行った結果，提案手法は，埋設管の水平位置の標定において，
真値から大きくずれることなく標定できた．深度の標定も，舗装された環境で大きくずれ
ることなく推定できた．しかし，つぎの 3つの課題が残っている．1つ目は，双曲線形の
反射波の片側が欠けたりすると，反射波のあてはめにずれが生じ，適切に位置推定を行え
ないことがある，という点である．2つ目は，地下の比誘電率の分布である．実環境では，
これが非一様であるため，単層の深度の推定に誤差が生じている．特に，深度が深くなる
ほど誤差が累積され大きくなっている．3つ目は，GPR受信信号のウェーブレット変換
を粒子集中により近似表現するための，サンプルの大きさの決定方法である．大きすぎて
は計算時間に影響があり，少なすぎては反射波の取りこぼしが生じるおそれがある．
本研究では，解析限界までの範囲において，埋設管位置の標定手法の確立に取り組んで
きた．解析限界より深い領域では，信号の振幅が量子化幅よりも小さくなってしまうた
め，本研究で提案した標定手法の適用は難しい．単層や車道など，解析限界付近の，人間
の目で辛うじて認識できる反射波を検出するためには，信号のパワーに基づいた提案手法
では限界がある．より深い領域での埋設管位置の標定は，残された研究課題である．
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付録A ウェーブレット変換の補遺
A.1 スケールパラメータによる補正
フーリエ変換の公式から，
F [ψ (at)] = 1
a
ψˆ
(ω
a
)
(A.1)
となるので，
F
[
ψ
(
t
a
)]
= aψˆ (aω)
∴ ψˆ (aω) = F
[
1
a
ψ
(
t
a
)]
パーセバルの定理から，
1
2pi
∫
R
∣∣∣ψˆ (aω)∣∣∣2 dω = ∫
R
∣∣∣∣1aψ
(
t
a
)∣∣∣∣2 dt∫
R
∣∣∣ψˆ (aω)∣∣∣2 dω = 2pi
a2
∫
R
|ψ (τ)|2 adτ ∵ τ = t
a
=
2pi
a
∫
R
|ψ (τ)|2 dτ
=
1
a
∫
R
∣∣∣ψˆ (ω)∣∣∣2 dω√∫
R
∣∣∣ψˆ (aω)∣∣∣2 dω =√1
a
√∫
R
∣∣∣ψˆ (ω)∣∣∣2 dω
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A.2 ウェーブレット変換のフーリエ変換
W (a, b) =
〈
f, ψ(a,b)
〉
=
∫
R
f (t)ψ∗(a,b) (t) dt
F [W (a, ·)] =
∫
R
exp (−jωb)
∫
R
f (t)
1√
a
ψ∗
(
t− b
a
)
dtdb
=
∫
R
exp (−jω (b− t)) 1√
a
ψ∗
(
−b− t
a
)
d (b− t)
∫
R
exp (−jωt)f (t) dt
=
∫
R
exp (−jωτ) 1√
a
ψ∗
(
−τ
a
)
dτ
∫
R
exp (−jωt)f (t) dt ∴ τ = b− t
=
√
aψˆ∗ (−aω) fˆ (ω)
=
√
aψˆ (aω) fˆ (ω)
A.3 短時間フーリエ変換のフーリエ変換
F [STFT (·, ω0 |w)]
=
∫
R
exp (−jut)
∫
R
f (τ) exp (−jω0τ)w∗ (τ − t) dτdt
=
∫
R
f (τ) exp (−jω0τ)
∫
R
exp (−jut)w∗ (τ − t) dtdτ
=
∫
R
f (τ) exp (−jω0τ)
∫
R
exp (−ju (t− τ)) exp (−juτ)w∗ (− (t− τ)) d (t− τ) dτ
=
∫
R
f (τ) exp (−jω0τ) exp (−juτ)wˆ∗ (−u) dτ
= wˆ∗ (−u)
∫
R
f (τ) exp (−j (ω0 + u) τ)dτ
= wˆ (u) fˆ (ω0 + u)
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A.4 式 (2.45)の導出
式 (2.44)で Z−1[S] = s のとき，
s [n] =
1
2pij
∮
C
S (z) zn−1dz
=
1
2pij
∮
C1
1
2
X
(
z
1
2
){
z
1
2
}−k
H1
(
z
1
2
)
zn−1dz
+
1
2pij
∮
C2
1
2
X
(
−z 12
){
−z 12
}−k
H1
(
−z 12
)
zn−1dz
ただし，C，C1，C2 は適当な ROCとする．w = z
1
2 および v = −z 12 で変数変換すると，
ヤコビアン 2wdw = dz および 2vdv = dz を用いて sは
s [n] =
1
2pij
∮
C′1
1
2
X (w)w−kH1 (w)w2n−22wdw
+
1
2pij
∮
C′2
1
2
X (v) v−kH1 (v) v2n−22vdv
=
1
2pij
∮
C′1
X (w)H1 (w)w
(2n−k)−1dw
+
1
2pij
∮
C′2
X (v)H1 (v) v
(2n−k)−1dv,
= 2Z−1[X (z)H1 (z)] [2n− k]
ただし C ′1 および C ′2 は適当な ROCとする．
A.5 式 (2.47)の導出
図 2.19より，
S
(
z2
)
=
1
2
X (z) {z}−kH1 (z) + 1
2
X (−z) {−z}−kH1 (−z)
=
1
2
{
X (z) z−kH1 (z) +X (−z) {−1}−k z−kH1 (−z)
}
=
1
2
z−k
{
X (z)H1 (z) + {−1}−kX (−z)H1 (−z)
}
Z 変換の公式から，
Z[anx [n]] = X
(z
a
)
(A.2)
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を用いて，S は
S
(
z2
)
=
1
2
z−k
{
Z[ρ [n]] + {−1}−k Z
[
{−1}−n ρ [n]
]}
ただし Z[ρ] = X (z)H1 (z)である．よって，S は
S
(
z2
)
=
1
2
z−kZ
[
ρ [n] + {−1}n+k ρ [n]
]
∵ {−1}−n = {−1}n
と書き換えられる．Z 変換の線型性を用いた．
A.6 Selesnickの議論の拡張
本節では，Selesnick [53] の議論を拡張し，再構成してまとめる．まず，θi : R 7→
(−pi/2, +pi/2) , i ∈ B を用い，zn = exp (jωn)の置き換えによって
GIi (exp (jω)) = G
R
i (exp (jω)) exp (−jθi (ω)) (A.3)
が成り立つと仮定する．実部のスケーリング関数は
φˆR (ω) = F[φR] = φˆR (0)∏
k∈N
{
1√
2
GR0
(
exp
(
j
ω
2k
))}
虚部のスケーリング関数は
φˆI (ω) = F[φI]
= φˆI (0)
∏
k∈N
{
1√
2
GI0
(
exp
(
j
ω
2k
))}
= φˆI (0)
∏
k∈N
{
1√
2
GR0
(
exp
(
j
ω
2k
))
exp
(
−jθ0
( ω
2k
))}
= φˆI (0)
φˆR (ω)
φˆR (0)
∏
k∈N
{
exp
(
−jθ0
( ω
2k
))}
= φˆR (ω) exp
(
−j
∑
k∈N
θ0
( ω
2k
))
実部のウェーブレット関数は
ψˆR (ω) = F[ψR] = 1√
2
GR1
(
exp
(
j
ω
2
))
φˆR
(ω
2
)
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虚部のウェーブレット関数は
ψˆI (ω) = F[ψI]
=
1√
2
GI1
(
exp
(
j
ω
2
))
φˆI
(ω
2
)
=
1√
2
GR1
(
exp
(
j
ω
2
))
exp
(
−jθ1
(ω
2
))
φˆI
(ω
2
)
=
1√
2
GR1
(
exp
(
j
ω
2
))
exp
(
−jθ1
(ω
2
))
· φˆR
(ω
2
)
exp
(
−j
∑
k∈N
θ0
( ω
2k+1
))
= ψˆR (ω) exp
(
−jθ1
(ω
2
))
exp
(
−j
∑
k∈N
θ0
( ω
2k+1
))
λ ∈ {±1}を用いて，
ψˆI (ω) =
{ −λ j ψˆR (ω) , ω > 0
+λ j ψˆR (ω) , ω < 0
(A.4)
となるようにしたい．λ = 1のとき，ウェーブレット関数がヒルベルト変換対となる．こ
のときの位相条件は
θ1
(ω
2
)
+
∑
k∈N
θ0
( ω
2k+1
)
=

+
pi
2
λ , ω > 0
−pi
2
λ , ω < 0
(A.5)
直交ウェーブレットの場合 CQF バンクなので，G•0 を用いて直接 G•1 を表すことがで
きる．
G•1 (z) = −H•0 (−z) ∵ 式 (2.40)
= z−(L−1)H•1
(
z−1
)
∵ 式 (2.38)
= z−(L−1)G•0
(−z−1) ∵ 式 (2.39)
ここで z = exp (jω) を代入し，G•i (z) = Gˆ•i (ω) と表せるとすれば
G•0 (− exp (−jω)) = Gˆ•0 (−ω ∓ pi)
である．すなわち Gˆ•1 は
Gˆ•1 (ω) = Gˆ
•
0 (−ω ∓ pi) exp (−jω (L− 1)) (A.6)
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ここで，2つの式を整理する．1つ目について，
GˆI1 (ω) = Gˆ
I
0 (−ω ∓ pi) exp (−jω (L− 1)) ∵ 式 (A.6)
= GˆR0 (−ω ∓ pi) exp (−jω (L− 1))
· exp (−jθ0 (−ω ∓ pi)) ∵ 式 (A.3)
2つ目について，
GˆI1 (ω) = Gˆ
R
1 (ω) exp (−jθ1 (ω)) ∵ 式 (A.3)
= GˆR0 (−ω ∓ pi) exp (−jω (L− 1))
· exp (−jθ1 (ω)) ∵ 式 (A.6)
以上の 2式から，
θ1 (ω) = θ0 (−ω ∓ pi) (A.7)
が成り立つ．このとき，Selesnick [53]は θ0 が ω/2 である，という仮定をおいた．
ここでは，Selesnick の仮定を λを用いて拡張し，θ0 (ω) = λω/2 とおくことにす
る．この θ0 を式 (A.5)の第二項に代入すると，
∑
k∈N
θ0
( ω
2k+1
)
=
∑
k∈N
λω
2k+2
=
λω
4
∑
k∈N
(
1
2
)k
=
λω
4
(A.8)
となる．また，式 (A.7) から，θ1 は θ0 を用いて議論できる．θ1 のとる範囲は
−pi
2
<θ0 (−ω ∓ pi) < pi
2
−ω + pi の場合，ω のとる範囲は λ ∈ {±1}をどちらに採ろうと 0 < ω < 2pi とな
る．−ω − pi の場合，その範囲は −2pi < ω < 0. となる．すなわち，θ1 は
θ1
(ω
2
)
=

+
pi
2
λ− λω
4
, ω > 0
−pi
2
λ− λω
4
, ω < 0
(A.9)
である必要がある．
双直交ウェーブレットの場合 直交ウェーブレットにおける表現と分けるため，式 (2.65)
および式 (2.66)の表現を用いる．G˜•0 に対応するスケーリング関数を φ˜• とし，G˜•1
に対応するウェーブレット関数を ψ˜• とおく．議論すべき課題は，式 (2.49)の関係
を仮定するとき，式 (2.50) が双直交ウェーブレット変換においても成り立つかど
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うか，である．式 (2.49)の仮定は，θ0 (ω) = λω/2の仮定と同一である．ここで，
r ∈ (−1, +1)を用いて
H˜I0 (z) = z
−rH˜R0 (z) (A.10)
なる関係を仮定する．このとき，再構成側の HPFは
G˜I1 (z) = −H˜I0 (−z) ∵ 式 (2.66)
= − (−z)−r H˜R0 (−z) ∵ 式 (A.10)
= (−z)−r G˜R1 (z) ∵ 式 (2.66)
と整理される．z = exp (jω)を用い，上記の関係と式 (A.3)を比較すると，
exp (−jθ1 (ω)) = {− exp (jω)}−r
= exp (−jr (ω ± pi))
θ1 (ω) = r (ω ± pi)
となる．r = −λ/2の場合，直交ウェーブレットと同じ結果となり，G˜R1 と G˜I1 か
らなるウェーブレット関数 ψ˜R と ψ˜I が式 (A.4)を満たす．式 (A.3)の θi は，単に
G•i と G•1−i の関係を示すだけで，GRi と GIi を記述するものではない．そのため，
式 (A.3) を双直交ウェーブレット変換に導入しても，式 (2.38) を定義するわけで
はないので，双直交ウェーブレット変換の特徴と矛盾しない．
A.7 H I0 の計算
Maximaスクリプトによる HI0 の計算過程を示す．
/* ============================== */
lmd : 1;
/* db2 */
h0:[(1-sqrt(3))/(4*sqrt(2)),
(3-sqrt(3))/(4*sqrt(2)),
(3+sqrt(3))/(4*sqrt(2)),
(1+sqrt(3))/(4*sqrt(2))];
/* reconstruction filter */
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g0:reverse(h0);
/* shift routines */
shift_m1(x):=cons(last(x),
reverse(rest(reverse(x))));
shift_p1(x):=append(rest(x), [first(x)]);
/* for convolution */
exh:reverse(
append(h0,makelist(0,length(h0))));
exg:reverse(
append(g0,makelist(0,length(g0))));
/* fix delay by convolution */
for i in makelist(k,k,1,length(h0)/2) do(
exh:shift_m1(exh)
);
for i in makelist(k,k,1,length(h0)/2-1) do(
exg:shift_m1(exg)
);
/* ============================== */
/* up-sampling */
tmph:append(h0,[]);
h02:[];
for i in makelist(k,k,1,length(h0)) do(
h02:append(h02, [first(tmph),0]),
tmph:rest(tmph)
);
/* convolution (G0) */
h03:[];
tmp_exg:shift_m1(exg);
for i from 1 thru length(exg) do(
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tmp_result:lsum(h02[i]*tmp_exg[i], i,
makelist(k,k,1,length(exg))),
h03:cons(tmp_result, h03),
tmp_exg : shift_m1(tmp_exg)
);
h03:reverse(h03);
/* 1 sample shift */
h03:if lmd=1 then shift_p1(h03)
else shift_m1(h03);
/* convolution (H0) */
h04:[];
tmp_exh:shift_m1(exh);
for i from 1 thru length(exh) do(
tmp_result:lsum(h03[i]*tmp_exh[i], i,
makelist(k,k,1,length(exh))),
h04:cons(tmp_result, h04),
tmp_exh : shift_m1(tmp_exh)
);
h04:reverse(h04);
/* down-sampling */
h0_I:makelist(h04[i*2-1],i,1,length(h0));
/* ============================== */
/* result */
float(h0_I);
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