Abstract
Introduction
The last decade has seen a considerable interest in urban sustainability and a debate has ensued about the impact of urban form. There is a growing literature on the issues, with sustainability seen as depending on three constructs -environmental (including transport), social and economic dimensions. Much of the argument about the sustainability of urban forms has focused simply on increasing the density of development, ensuring a mix of uses, containing urban 'sprawl' and achieving social and economic diversity and vitalitycharacterised as the concept of a 'compact city' (Jenks et al, 1996) . UK Government policy has embraced this view of sustainability and its principles have become the dominant planning ethos (Urban Task Force, 1999) .
The government has sought to achieve the 'compact city' by following a stringent defence of the green belts surrounding the cities and the reuse of 'brownfield' land. More recently government policies have extended planning advice to include exhorting higher residential densities. National Planning Policy Guidance to local planning authorities has been amended to advise the following:
• avoid developments which make inefficient use of land (those of less than 30 dwellings per hectare net; • encourage housing development which makes more efficient use of land (between 30 and 50 dwellings per hectare net); and • seek greater intensity of development at places with good public transport accessibility such as city, town, district and local centres or around major nodes along good quality public transport corridors. (DCLG, 2006}. At the same time the country faces a housing shortage especially in the South East of England where there is particular pressure brought about my immigration into the region especially in recent times from outside of the UK (Thomas, 2006) . Concerned about the impact of the housing market on the economy the Barker Review (2003 Review ( , 2004 was initiated by the government. It identified housing supply constraints as a major influence on the housing market and as a consequence UK real house prices have risen by 2% per year between 1971 and 2001 creating affordability problems (Barker, 2003) . These supply constraints were seen not simply as stemming from the planning system's defence of the green belt as critics such and Evans and Hartwich (2005) argue. Part of the supply problem Barker (2003) suggested was a 'market failure' in the provision of brownfield land for development which also reflected the wider issues of housebuilders' responses to risks. A fundamental problem was the low value of brownfield land resulting from relatively high development costs, coupled with high existing use values which may prevent development.
Following a subsequent Barker (2006) report on the planning system the UK government now seems committed to relaxing land supply constraints although it is yet to emerge how this is to be consistent with its commitment to the compact city. There are therefore a range of uncertainties about the future shape of government policy. Furthermore the literature has tended to be normative so the concept of a sustainable urban form has not been subject to a fundamental review of its theoretical and empirical underpinnings. There are for example arguments that a combination of the compact city and dispersed urban form, known as polycentric urban structure should be preferred (Camagni et al, 2002) . Polycentricity is a concept that has been adopted in European policy, which it is claimed to promote economic growth and equality across Europe (Commission of European Union, 1999 , Davoudi, 2003 . The one point of concensus is that the existing cities need to be adapted to be more sustainable.
This paper begins by briefly reviewing the economic arguments for (different) sustainable urban form(s) and outlining the importance of land use viability. This provides the justification for the subject. The overall objective of the paper is to consider the spatial pattern of residential development viability by examining the relationship between prices and building costs within cities. It applies a fundamental viability equation, house price minus costs, for each location within five cities. To achieve this task it combines house price and construction cost data using a range of data sets to simulate "viability" maps for each city. The five case study cities are Edinburgh, Glasgow, Leicester, Oxford and Sheffield with population's ranging from just over 100,000 to more than 500,000.
The statistical problem has a starting point data on individual house prices and data on construction costs for individual development projects. There are four steps to the analysis:
Estimate statistical model of house prices Estimate statistical model of costs Combine the two models of price and cost to estimate development 'viability' Assess the spatial pattern of development 'viability'
The model of house prices is a hedonic regression model that breaks down house prices into its constituent attribute prices. The attributes can be differentiated into housing, location and neighbourhood characteristics including density and are based on data from the Land Registry and the Census. The construction costs model is also estimated using regression analysis based on data derived from planning applications.
Economic Sustainability
Much of the economic debate on sustainability has focused on the benefits of compact cities to economic performance. The economic arguments in favour of the compact city include the view that it can improve economic performance (Cevero, 2001) ; high density mixed-use areas could contribute towards profitability and economic growth, lower energy consumption, and greater allocative and distributive efficiency (Camagni et al, 1998) . Economically, it is argued that a compact urban form can lead to new business formation and innovation, which also attracts new residents. Barton (2000) further argues that mixed land use with high residential densities increases the viability of services and transport provision, while at the same time increasing access and the greater choice of services. High density urban areas are also argued to aid the efficient operation of local labour markets (Prud'homme and Lee, 1999) .
Some dispute the sustainability of a compact urban form by arguing that its characteristics may lead to unsustainable outcomes. Knight (1996) contends that diseconomies may occur, such as congestion and externalities, when the central structure becomes too big. This harks back to the optimal city size debate of the 1970s (see Alonso, 1971; Evans, 1972; Richardson, 1973) . Breheny (1992) argues that a compact urban form may result in a reduction in environmental quality as development creates the loss of open spaces. The compact city may also be unable to accommodate substantive population growth, where high density development may mean the urban area is already close to capacity and the potential for further expansion is somewhat limited (Anas et al, 2000) . Supporters of the alternative population dispersal model emphasise either the benefits of a decentralised 'rural' or 'semirural' life style with low development costs, or the unstoppable market forces that will create decentralised communities with low energy consumption and congestion (Richardson and Gordon, 1993; Gordon and Richardson, 1997) .
Many of these arguments are principally normative and certainly weak on supporting specific evidence. Many of these conflicting views are unresolved. The role of density is at the heart of this debate about the nature of sustainable urban form but this is determined by the operation of local real estate markets within a framework of transport costs (that determines accessibility relationships) which in turn is dependent on the transport infrastructure (Alonso, 1964) . Planning will also shape the market but not alter these fundamental relationships. The housing market as the largest land use and the determinant of population density in particular has therefore a key role in urban form and its sustainability.
This paper does not start with a prescriptive perspective on sustainable urban form. On the other hand the vision of sustainability is as the maximisation of urban output or productivity subject to a series of sustainability constraints as a form of linear (or more precisely nonlinear) programming problem. These constraints include the adaptation of the existing urban form. Changes to urban form are mediated through the operation of local property markets within a framework set by the transport system, public policy and the level of household incomes (Jones et al, 2005) . The potential for reshaping urban form and reformulation of the spatial economy is therefore subject to property market and public development viability constraints and ultimately the creation of sustainable markets (Jones and Watkins, 1996) . It is also dependent on the supply of housing of the quality, price and type affordable to meet the current needs of households. This paper parks this last issue and focuses on housing market viability.
Research Method and Data
This section sets out the detail of the steps of the research method. As noted above the two primary tasks are the estimation of separate regression models for house prices and development costs for each city. These models explain prices and costs by reference to the characteristics of housing and development projects respectively. The output of these models is used to simulate the development value and costs of standardised new housing projects. These steps are considered in turn.
House Price Model
Individual house prices can be seen as a function of physical attributes and location. The house price model is a hedonic regression model where the dependent variable is derived from transactions data derived from the land registry. There is now an extensive house price literature that has applied this approach, see for example Cheshire and Sheppard (2004) . It enables housing to be viewed as a composite good and prices to be ascribed to the individual attributes (Rosen, 2004) . Parameter estimates (implicit prices or attribute prices) can then be used to predict the price of a standardised property. There are a number of implicit assumptions that the model presumes not least equilibrium in the housing market but also independence between the variables. The research here is based on housing transactions in a single year, 2002.
The independent variables included in the analysis are set out in Table 1 and encompass house type and neighbourhood characteristics and location. The characteristics of the property are simply the house type expressed as a series of dummy variables. House price and house type are derived from land registry data. Land Registry data include all registered property transactions but the data is limited by the fact that the data contain very few details on property characteristics. In fact the Scottish Land Registry provides no data on housing characteristics and it was necessary to undertake an additional statistical exercise to estimate these attributes for Glasgow and Edinburgh. This is described in the Appendix.
Location is defined by distance to the respective city centre and is calculated from the centre of the Census output area in which the property is located. Neighbourhood characteristics are considered at two levels, Census output and super output areas, broadly equivalent to 140 and 600 households respectively. (These areas are applied in England with equivalents applicable in Scotland). These neighbourhood variables are defined in physical terms and incorporate measures of residential density and characteristics of the built environment. They include the percentage of different house types, sizes and tenures, and the number of households per hectare. Other socio-economic characteristics of the neighbourhood are excluded as the focus of the paper is on urban form. 
Development Costs Model
Project-specific costs are influenced by the size of the development project, through potential economies / diseconomies of scale and by altering the length of construction period and hence exposure to economic uncertainties. Regional and local economic factors can also influence costs via the relative cost and supply of labour and materials. Macro economic variables over time may be significant in affecting supply costs through changing interest rates and inflation. A model of development costs is estimated using a regression model. Such a model requires information on development project size, specification, cost and location.
There are two potential alternative data sources appropriate for the estimation of such a cost model. These are the Building Cost Information Service (BCIS), a database maintained by the Royal Institution of Chartered Surveyors and information derived from planning applications and provided electronically by Emap-Glenigan. Each of the data sources is subject to a number of limitations. The BCIS data include details of the number, and broad type, of housing units constructed, location, number of floors and a detailed breakdown of construction costs into major areas including superstructure, services, infrastructure and so on. However, such complete information is only available for a limited number of construction projects biased toward small schemes with housing association as the client. The Emap-Glenigan data comprise a dataset of 11,058 observations, each having been derived from a planning application. Only applications from private developers, primarily house builders, and for developments of between 20 and 1,000 housing units, are considered. This data cover the period 1995 to 2005 inclusive.
The main advantage of the Emap-Glenigan dataset relative to the BCIS data is its size. Other advantages include some detail regarding the characteristics of projects. For example, the dataset includes details on number of units (split between houses, luxury houses, bungalows / low density housing and flats / apartments). Disadvantages include the fact that no information on construction type, quantity of floorspace constructed or other design details are included. In addition, the construction cost included in planning applications is based on the applicant's estimates rather than cost incurred. On balance the Emap-Glenigan data is preferred and the results presented below use this data source (although a parallel analysis was undertaken with the BCIS data).
The independent variables included in the regression analysis are a series of variables that describe the housing that comprise the development -total number of housing units constructed on site (not distinguishing between small / large or flats / houses); number of flats and number of bungalows. These three variables broadly describe a wide range of development types. In addition, the dataset includes a set of dummy variables signifying that the development represents either: luxury housing, flats or bungalows / low density housing. If all three dummy variables are coded zero then this flags a development comprising "standard" (not luxury) housing. In order to test for, and capture, some of the expected nonlinearity between development size and construction costs, we also include a quadratic on total number of units (i.e. units 2 ). Spatial and temporal variation in construction costs are accounted for by a series of government office region and time dummies as well as a small set of property/ density variables drawn from the 2001 Census and measured at local authority level. These latter three variables are the percentage of detached houses, percentage of flats and the population density of the relevant local authority area. These variables are justified on the basis that construction costs are likely to vary spatially, partly in relation to the density and extent of urbanisation of the area in which the constuction site is situated. Given that these hypothesised effects are related to the characteristics of the surrounding area, and not the specification of the development itself, it is appropriate to use aggregate spatial measures such as those available from the Census.
Simulating Development 'Viability'
Development viability/profitability can be considered within a simple 'residual valuation' calculation whereby construction and land costs are subtracted from the revenue from house sales. Alternatively using the same equation development land can be valued by estimating revenue from house sales and subtracting expected costs and an acceptable level of profit. In a competitive market an acceptable level of profit would be 'normal' profits, that just sufficient to undertake the project.
In this research only two of these variables are known or at least can be estimated, revenue and construction costs. Following Henneberry (1999) the analysis estimates the 'residue' after construction costs have been subtracted from the revenue of a series of hypothetical developments. This residue is an indicator of viability because if it falls below the normal profit level then the project will not be built. While normal profits are an unknown a negative residue implies negative land values (requiring public financial support and zero profit otherwise).
Spatial Patterns of Viability
In the final step of the research a spatial analysis of these 'residue' or residual values is presented. A set of five city development viability maps for a standard development in each output area of each city also provides a visual representation of the results.
Results of House Price and Development Cost Models

House Prices
The hedonic house price model is estimated using ordinary least squares regression. A summary of the results for the five cities are provided by Table 2 . The full results of the hedonic estimations are shown separately for each city in tables A -F in the Appendix. The coefficients are broadly in keeping with expectations although some unexpected results are evident. For example, in the three English cities, detached properties have a higher predicted value, all other variables held constant. In the two Scottish cities, detached properties have a lower predicted value than semi-detached properties with identical other characteristics. There is also evidence of some variation in the other property type coefficients. For example, the discount associated with the terraced property type is highest in Sheffield and is relatively modest in Oxford. The coefficients of the property type proxy variables (Census variables measured at output area level) are comparable between the five cities. Exceptions are Leicester, in which many of these variables are not significant and therefore drop out of the model altogether, and Oxford where a number of the coefficients are different to those found in the other cities. In particular, there is evidence from the Oxford model that higher density property types have higher values, unlike in the other cities. The main accessibility measures, distance and squared distance from the city centre, broadly behave as expected. In order for house prices to decrease at a decreasing rate with distance from the city centre our expectation is for negative and positive coefficients on the variables respectively. This is the case in the pooled model and in Glasgow, Edinburgh and Leicester. In Oxford only the distance variable is significant suggesting a more marked reduction in values with distance from the city centre and in Sheffield the coefficients are reversed. The literal interpretation of this is that values increase with distance from the city centre, but at a decreasing rate.
With the exception of Sheffield, household density reduces house prices, all other variables held constant. Sheffield is also notable given the rather different coefficient of the social rented and private rented variables. Incidence of social renting reduces house prices markedly in the other four cities but the effect is much smaller in Sheffield. In addition private renting is associated with higher house prices in all five cities but the size of the effect is larger in Sheffield than the other four cities.
Development Costs
Using ordinary least squares, a predictive model of construction costs accounting for locational factors, project size and project specification is estimated. The model includes squared number of housing units as an explanatory variable. This is designed to test for nonlinearities in the relationship between construction costs and project size. The results of the OLS estimation are shown in table 3.
The results closely mirror those obtained using the BCIS data (but not presented here) and are generally in keeping with expectations. For example, project cost increases with number of units and decreases with squared units, i.e. costs rise with project size but at a decreasing rate. As noted above, there are four dummy variables describing housing development type as "housing", "luxury housing", "flats" and "bungalows / low density housing". The "housing" development type is implicit in the constant. The coefficients for luxury housing, flats and bungalows are in keeping with expectations. Luxury housing costs are higher, flat development costs substantially lower and bungalow costs marginally lower. As information about the planning status and prior use of sites is not available in the data, differential development costs for greenfield and brownfield sites cannot be estimated directly but only inferred from the coefficients on other variables such as density and house types.
Unit construction costs rise as the flat component rises. However, developments comprising entirely flats have a lower per unit construction cost than those comprising entirely housing. This may be suggestive of economies of scale or it may reveal efficiencies of developers that specialise exclusively in flats. Alternatively, the results may suggest a form of omitted variable bias resulting from failure to measure some important determinant of construction costs such as finish quality or some other indicator of market segmentation.
In terms of the Census variables, construction costs are higher where the proportion of detached properties or the proportion of flats in a local authority area are higher. This suggests, for example, that urbanised local authority areas and very low density authorities have higher construction cost levels. The sign and significance of the population density variable also suggests that costs are higher in highly urbanised local authority areas. However, the standardised Betas indicate that all of the census variables have only a marginal influence on total project construction cost levels. 
Simulating Residential Development Viability
The analysis in this section draws together the construction cost and hedonic housing price models. These are used to predict the construction costs of a set of hypothetical development types in the five cities. To decide on the appropriate development types a descriptive analysis of the data is undertaken. Restricting the analysis to projects between 20 and 500 housing units this reveals that the median project size is approximately 40. The flatted component of mixed developments ranges between 0 and 50% but the median is approximately 40%. This is noteworthy because it reveals that there are no residential developments with a dominant share of flats -it appears that almost all developments are exclusively flats, or else have a relatively minor proportion of flats (less than 50%). Overall this analysis suggests there are three stereotype developments: flatted, low-density housing and mixed housing flats.
To reflect these three dominant development types the specification of the hypothetical developments is as follows:
• 40 units of low-density housing.
• 20 units of housing, 20 units of flats.
• 40 units of flats.
The simulation follows a relatively simple static approach (i.e. ignoring time). The calculation takes the form of a gross residual valuation in which residual value is equal to the surplus of development value over development costs. Residual value is therefore a composite of land value, developer's profit and unmeasured development costs.
As noted above, the approach requires the prediction of development costs (proxied by predicted construction costs) and development value. Predicting construction costs using the regression model shown in table 3 requires project-specific variable values (housing type, number of units, flat / housing split), a time period (2002) and locational information including region and three measures of city density (proportion of housing that is detached, proportion terraced and local authority level population density). From these variables, the model predicts total construction cost although, as mentioned above, no account is taken of the length of construction period or of macro economic variables such as interest rates or inflation. The value predicted is constant for a given development type in each city.
Predicting development value is more complicated given the additional complexity of the hedonic housing price models. The coefficients of the hedonic models vary between the five cities requiring separate house price predictions for each city. In addition, the variables measured for the purpose of estimating the hedonic models do not map directly onto those used to estimate the construction cost model. The hedonic variables can be summarised in four main sets:
1. Property specific-variables (property type).
2.
Physical property variable proxies (output area measures of property type and size). 3.
Locational variables (distance to city centre, and its square).
4.
Neighbourhood level measures of density (super output area variables).
To facilitate the predictions, variables belonging to (1) and (2) are given fixed values. The locational variables (distance and squared distance from the city centre) are permitted to vary.
Predictions are undertaken separately for every output area in the five cities. In addition, the neighbourhood level measures of density (4) are assigned their actual values. The predictions should therefore embody a number of assumptions and conditions:
• A predicted total value of 40 units of (housing / flats or housing plus flats) is generated for every output area in the five cities.
• Property type, size and other physical variables should be held fixed (the predictions should be for "constant quality" housing developments).
• The impact of distance from the CBD and neighbourhood density on development value varies both within and between cities, according to actual variable values.
Analysis of Simulated Development Viability
To compare the results of the simulations for the different development types the residual values are 'standardised' by expressing them as a percentage of gross development value. This is a useful device as it provides an easy comparison of revenue and costs (ignoring land costs and development profits). The simulations reveal significant variation in residential development viability both between and within cities. Table 4 summarises the key viability measures distinguishing between the three development types and between the five cities. The figures should be interpreted with some caution and bearing in mind that they summarise a range of variables simulated at Census output area level. The city means are considerably different ranging from only 6.8% in Glasgow (for the housing development type) to 69.1% in Oxford for the same development type. However, there is also considerable variation within cities. For example, the standard deviation for Glasgow (the city with the lowest means) is highest suggesting that in Glasgow, development viability is highly contingent on location. Meanwhile, in Oxford, the simulated means are very high and standard deviations are low suggesting that residential development projects are likely to be viable in most locations within the city. This conclusion is tempered by the fact that proportional land costs will be a function of this residual value less development profits. For example text books typically take normal profits as 20% of gross development value. Applying this standard, which is a simplification (see below), land values would average almost half of gross development value in Oxford, 15% in Leicester and be negative in Glasgow.
Of further interest is the relationship between the different development types. In Edinburgh and Oxford, viability is broadly constant between the three development types while the variation in Leicester and Sheffield is higher and is highest of all in Glasgow. This may be suggestive that the susceptibility of development viability to location within the city is higher in the less compact and less affluent of the study areas.
Spatial Patterns of Viability
An analysis of the viability variables within each city reveals that viability is primarily correlated with tenure and accessibility (distance from the city centre). These analyses are shown in table 5. Correlation with household density is relatively low, except in the case of Oxford (negative correlation). Meanwhile, correlation with super output area (SOA) level proportions of property types are also relatively low although these are notably higher in the three English cities than the two Scottish cities. An analysis of the viability variables within each city reveals that viability is primarily correlated with local tenure patterns and accessibility (distance from the city centre). These analyses are shown in table 5. Correlation with household density is relatively low, except in the case of Oxford (negative correlation). Meanwhile, correlation with SOA level proportions of property types are also relatively low although these are notably higher in the three English cities than the two Scottish cities. Further perspective is provided on the spatial variation of development viability by mapping the simulated values. Figures 1 to 5 summarise simulated viability maps for the mixed housing / flatted development type for each city. Care needs to be taken in the interpretation of these patterns. As noted earlier viability is a residual value that does not account for land values. Negative values certainly imply a lack of viability and a positive value suggests a positive land value but not necessarily viability. These maps implicitly also implicitly assume cities are built on a uniform physical plain with no variable land conditions and differential rates of site preparation. They also ignore exceptional site specific additional costs. These maps should therefore be seen as spatial indicators of relative profitability. Further it should be remembered that different locations will represent different perceived levels of development risk and so required rates of return will also vary spatially (Jones, 1996) . Incorporating this effect exacerbates the gradients in the maps.
In Edinburgh (figure 1) predicted development profitability is high in most output areas. Exceptions are found in and around the peripheral council housing estate of Craigmillar and Wester Hailes. Development viability is noticeably lower in the immediate vicinity of these areas. In Glasgow (figure 2), the position is quite different. Development profitability is at viable levels in the city centre, an extended corridor through the west end and towards Clydeside in the west of the city and a wedge from the city centre through to the suburbs in the southwest quarter of the city. These are the established owner occupied housing market areas within the city. It is worth noting that the analysis, based on 2002, precedes much of the recent strong house price growth witnessed in the city.
Similar patterns emerge in both Leicester (figure 3) and Sheffield (figure 5) with development predicted to be either viable or borderline viable in most locations. In Leicester, non-viability is clustered broadly in a ring midway between the city centre and the outer fringe. In Sheffield, non-viability is predicted to occur broadly on the eastern side of the city with viability peaking in very central locations. The position in Oxford is non-revealing (figure 4) given that development is predicted to be highly profitable in all Census output areas (COAs) without exception.
There are a number of striking points that emerge from this analysis. First, the absolute level of viability in a city is clearly a function of the affluence of the city, an exogenous factor in the original conceptual framework. Second, the intra-urban patterns of viability are primarily determined by the spatial structure of house prices, which is in turn linked to intra-urban accessibility and the tenure distribution within local neighbourhoods. Neighbourhood density is only a minor influence on viability but this is may be partly due to the fact that densities in public sector housing estates are included in the correlation analysis. Densities are also a function of historic development patterns.
Conclusions
Planning in the UK has emphasised the compact urban form but this policy is now under threat as it is now acknowledged that these urban development constraints have created severe affordability problems in the housing market. In a sense the status quo is unsustainable but the alternatives remain clouded. There is much debate about the nature of sustainable urban form although most of the arguments are in normative terms. It is not clear that the framework of the current sustainable urban form debate is fruitful. The paper has focused on the economic dimension of sustainability but clearly there are environmental and social dimensions. It has therefore not promulgated an ideal urban form. However, the essential elements of urban form are shown to be outcomes of real estate markets and the housing market as the largest land use is perhaps the most important key to creating a more sustainable form. The focus of the paper is therefore to examine the constraints to the adaptation of the existing urban form via housing market development viability.
To address the task a series of econometric models are linked together to estimate spatial patterns of viability in five cities. The results demonstrate a substantial difference between cities that can be attributed not to urban form per se but to socio-economic factors. This demonstrates that in practice it is impossible to divorce the physical structure of cities from their economic and social structure. Viability is also influenced strongly by public policy through the location of social housing. The research suggests that a driving force/constraint for development viability is the level of neighbourhood house prices and this questions the simplicity of the Barker hypothesis that brownfield development is constrained by the associated additional costs and risks. Large swathes of negative viability even without accounting for the additional costs of brownfield development suggest that there are major constraints to the reconfiguration of housing markets in some cities in a piecemeal way. Adapting cities will arguably require grand designs to fundamentally reconstruct intra-urban house price structures. 
