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1. INTRODUCTION 
The following integral inequality which establishes a connection between the integral of the prod- 
uct of two functions and the product of the integrals of the two functions is well known in the 
literature as Griiss' inequality [1]. 
THEOREM 1.1. Let f ,g  : [a,b] ,-* R be two integrable functions such that ¢ < f (x)  < • and 
~/ < g(x) < F for a11 x E [a, b], ¢, ¢, % and F are constants. Then we have 
f(x) dx. 1 g(x) dx < ( I , -  ¢ ) ( I ' -  ~). (1.1) f (x)g(z)  dx b - a b - a - 4 
In 1938, Ostrowski (el., for example, [2, p. 468]) has proved the following inequality. 
THEOREM 1.2. Let f : I C_ R ~ R be a differentiable mapping in ], the interior of I, and 
let a,b ~ ]r with a < b. If If'(x)l <_ M t'or ell x e [a,b], then we have the inequality: 
f (x)  l fab dt [~ (x - (a + b/2))2] b - a f(t)  < + ig - -a~ j (b -  a)M, Vx e [a,b]. (1.2) 
This inequality gives an upper error bound for the approximation of f (x)  by its integral average. 
For some applications of (1.2) to some special mean and some numerical quadrature rules we 
refer to our recent paper [3]. 
This research was supported in part by a research grant from Curtin University of Technology. 
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In the present paper we shall first derive a new inequality of Ostrowski's type using Griiss' 
result and then discuss its applications to the estimation of error bounds for some special means 
and for some numerical quadrature rules. 
2. THE OSTROWSKI-GRUSS' INEQUALITY 
The following result holds. 
THEOREM 2.1. Let f : I C_ R ~-* R be a differentiable mapping in ] and let a, b E ] with a < b. 
If f '  E Ll[a,b] and 
"7 < f'(x) < F, Vz • [a, b], 
then we have the following inequality: 
f(x) ~ (a+b)  1 1 b f(b) - f(a) x < (b -  a) (F -  7), (2.1) b -a  f(t) dt b a 2 - 
for all z • [a, b]. 
PROOF. Integrating by parts we have 
.f(t) dt = 1 p(x, t)J"(t) dt, (2.2) f(x) b - a b---a 
for all x • [a, b], where 
t -a ,  i f t• [a ,x ] ,  
p(x,t):= t -b ,  i f t• (x ,b ] .  
It is clear that for all x • [a, b] and t • [a, b] we have 
x-b<p(x , t )<_x-a .  
Applying Theorem 1.1 to the mappings p(x, .) and fl(.), we obtain 
~-a  p(x, t)J"(t) dt - b----~ p(x, t) dr. ~_~ f'(t) dt 
1 (x  _ a - x + b) ( r  - -y) (2 .3 )  
1 (b - a ) ( r  - -y). 
4 
By a simple calculation we get 
l ~bp(x , t )d t  1 [~z( t  a)dt+~b( t -b )dt ]  
b a b -a  
a+b - -X  
2 
and 
1 fb  f(b) - f(a) 
b -  a f'(t) dt = b -  a 
Finally, combining (2.3),(2.2), and the above two equalities, we obtain (2.1). | 
If f~ is bounded on [a, b] then we have the following corollary. 
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COROLLARY 2.2. With the assumptions in Theorem 2.1, i f l f '(x)t <_ M for a11 x E [a, b] and some 
positive constant M, then we have 
I ~ (a+b)  i 1 b f (b ) -  f(a) x < (b -  a ) i ,  (2.4) f (x)  b -a  f(t)  dt b a 2 - 
for all x E [a, b]. 
Furthermore, choosing x = (a + b)/2 and x = b, respectively, in (2.1), we have the following 
corollary. 
COROLLARY 2.3. With the assumptions in Theorem 2.1, we have 
f (a  ~.____bb) b -1 a fab f(t) dt < ~1 (b -  a ) (F -  7) (2.5) 
and 
f(a) + f(b) 1 fb f(t) dt 1 - < (b -  a ) (F -7 ) .  (2.6) 
2 b a Ja -4  
REMARK 2.4. If we assume that f is differentiable and convex on I D [a, b], then from (2.5),(2.6) 
and the classical Hermite-Hadamard's inequalities 
f a b <---b-a f(t) d t< 2 ' 
we have the following inequalities: 
l fab (~-~) l (b -a ) ( f f (b ) - f ' (a ) )  (2.7) 0 < b -------~ f(t)  dt - f < 
and 
< f(a) +f(b)  1 fb  1 
0 f ( t )dt  < (b -  a)(f'(b) - if(a)). (2.8) - 2 b-a  Ja -4  
3. APPL ICAT IONS TO THE SPECIAL  MEANS 
We first discuss the application of (2.1) to the lower and upper bounds estimations of some 
important relationships between the following means. 
(a) The arithmetic mean: 
A = A(a,b) . -  (a + b) a,b > O. 2 ' 
(b) The geometric mean: 
G = a(a, b) := v/~, a, b >_ 0. 
(c) The harmonic mean: 
2 
H = H(a,b) . -  1/a + 1/b' a,b > O. 
(d) The logarithmic mean: 
b-a  
L=L(a ,b ) := l nb - lna '  i fa tb ,  a ,b>0.  
a, if a = b, 
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(e) The identric mean: 
I= I (a ,b ) := e a-g , i fa#b,  a ,b>0.  
a, if a = b, 
(f) The p-logarithmic mean: 
r - ll/  
Lp=Lp(a,b):= [(p~i~g--a)J , i fa#b,  peR\{ -1 ,0} ;  a,b>O. 
a, if a = b, 
The  following simple relationships are well known in the l iterature: 
H<G<L<I<A 
and Lp is monotonical ly increasing in p E R with L0 = I and L_ 1 = L .  
1. Applying (2.1) to the mapping f(x) = xP(p > 1), we get 
p-1 1 [xP-L~ pLp_l(x A) <-~(b a)2(p p-2 . . . .  1)Lp_2, (3.1) 
for all p > 1 and for all x 6 [a, b] c (0, oo). I f  we choose x = A and x = I in (3.1), then we 
get, respectively, 
< ¼ (b a)% lap _ _ _ 1)Lp_2v-2 
and 
p-1  
- 4 (b a)2(p I p - L~ -pLp_ l ( I -  A) < - _ 1)Lp_2 
2. Choosing f(x) = 1/x in (2.1) we obtain 
I i i x-A  I A(b-a)  2 
x L ~-2 -< ~4"  , (3.2) 
for all x E [a, b]. Replacing x in (3.2) by A and L, we get 
O<_A-L  < A2L(b- a)2 
2G 4 (3.3) 
and 
O < A - L < A(b - a) 2 
-- 2G 2 , (3.4) 
respectively. Note that  A2L/G 4 > A/G 2 since AL > G 2. Then the last term in (3.4) is a 
sharper bound for A - L than that  in (3.3). 
3. We now apply (2.1) to the mapping f(x) = - lnx  to get 
Iln[e(b/a)(x-A/b-a)ll--< In (b )  (b-a)/4 , (3.5) 
for all x • [a, b]. 
Putt ing x = A and x = I in (3.5), we obtain, respectively, the following inequalities: 
1<7< 
and 
1 (b - a)  2. O<_A- I  <_.~ 
We comment  hat  we can also choose x = L, x = G, and x = H in the above three inequal- 
ities (3.1), (3.2), and (3.5). The resulting inequalities in L, G, and H will be similar to those 
obtained above. However, for brevity, we omit these discussion and leave them to the reader. 
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4. APPL ICAT IONS TO THE NUMERICAL  QUADRATURE RULES 
We now consider the application of (2.1) to a class of quadrature rules which contain both the 
mid-point quadrature rule and the trapezoid quadrature rule as special cases. We start with the 
following theorem. 
THEOREM 4.1. For any a,b E R with a < b, let f : [a,b] ~-~ IR be a differentiable ~la191)illg. 
If f '  E Loo[a, b] then for every partition Ih : a = xo < xl < "'" < Xn-1 < Xn = b o[' (a, b] arm fbr 
any intermediate point vector ~ = (~0, '1, . . .  ,,,~-1) satisfying ,~ E [x~,x,+l](i = t), 1 . . . . .  , - l). 
we have 
b 1 (F -  ~f) ~ h~, (4.1) f(x) dx - Aa(f, Ih, <- 4 ~=0 
where hi = Xi+l - xi, 7 = infxe[a,b] f'(x), F = supx~[a,b ] f (x) ,  and AG denotes the generalized 
quadrature rules of Riemann type de/ined by 
n-1  n -1  
AG(f'Ih'') :"~ Z f( ' i )hi -  Z ('i 27i ~ xiT1) (f(xi+l)- f(x,)). 
i----0 i=0 
PROOF. Using (2.1) with x = ' i  E [xi, Xiq-X] we have 
h i , ( , , ) -  ix,+, f ( t )d t - [ f (x i+, ) - f (x , ) ]  ( , ,  xi q -x i+ ' ) t  < (F - .~)h~ 
. iX i  2 - -  
for all i = 0, 1 ,2 , . . . ,n  - 1. Summing the above and using the triangle inequality, we ob- 
tain (4.1). | 
REMARK 4.2. Given that IIf'lloo < co, we have from (4.1) that  
fab Ih,~) f(x) dx - AG(f, _ ~ ff-~ h 2 , <  IIf'll~ ~  
i=0 
which is the same as the classical error bound for the rectangular quadrature rule. 
Choosing ,~ = (a + b)/2 we have the following corollary. 
COROLLARY 4.3. With the assumptions in Theorem 4.1, we have 
b Ih) ~ n-1 
f y(x) dx - AM(y, _ (F - "~) ~ h 2, (4.2) 
i=O 
where AM(f, Ih) is the mid-point quadrature rule de/ined by 
r~--I 
AM(f, lh ) : :  ~-~ f (x '2x '+ l )h i .  
i=0 
REMARK 4.4. Using Ostrowski inequality we obtained in [1] 
IL L f(x) dx-- AM(f, Ih,~) < IIf'lloo n--1 - 4 Z h2. (4.3) i=O 
Obviously 171, IF[ < [[f'llc~. Thus, when 3' > 0 or F < 0, (4.2) provides a sharper error bounds 
than (4.3). 
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Similarly, if we set ~ = x~+1 in (4.1) then we have the following corollary for the trapezoid 
quadrature rule. 
COROLLARY 4.5. With the assumptions in Theorem 4.1, we have that 
Iz I b I ~ (4.4) f(x) dx - AT( f ,  Ih) <_ ~ (r - ~) ~ h,, i=O 
where AT(f ,  Ih) is the trapezoid quadrature rule 
1 n- i  
AT(f ,  Ih) := ~ Z [f(xi) + f(xi+l)]hi. 
,=0 
REMARK 4.6. The classical error estimates, based on the Taylor's expansion, for both the mid- 
point and trapezoid quadrature rules involve the second derivative IIf"[l~. In the case that f "  
does not exist or is very large at some points in [a, b], the classical estimates can not be applied, 
and thus (4.2) and (4.4) provide alternative error estimates for the mid-point and trapezoid rules. 
The estimates (4.2) and (4.4) are particularly useful for adaptive numerical integrations by the 
mid-point or trapezoid rule of functions which only have bounded first derivatives. 
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