Abstrac-This paper presene a preliminary study on the advantages of two hiaimpired homeostatic mechanisms in neural controllers of legged robots. We consider a robot made up of one leg of 3 dof pushmg a body that is sliding on a rail with a friction force. The synthesis of the controller is done hy an evolutionary algorithm which choose to attach to each sjnapse a partidar plastic law. Four models of network incorporating or not each homeostatic law am proposed. After evolution, etTecliveness of each kind of adaptive controllers is compared in term of statistics on a task of controlling the speed of the robot. The robustness to B perturbation generated by the viscous friction is analyzed in term of control. Results show that homeostatic mechanisms increase rvohability, stability and adaptivity of those controllers.
I. INTRODUCTION
In the field of legged robots, evolving neural controllers has k e n successfully applied to various problems 171, [12], 1141, [16]. In the majority of the cases, these kind of controllers are able to control the legs of the robot (hexapod or qundripod) to move it following a desired velocity or a target without holding account internal and environmental perturbations like transmission breaking, loss of legs or loss of adherence (see figure 1). Our research project Wz. 1.
system adaptivc lo such a situation ?
An hexapod r i b two lost legs: haw could we make a conuol for named IRON', is intended to increase the autonomy and the robustness of robots hy confronting evolutionary adjusted neural controllers with different kinds of perturbations.
A promising way to do this is to incorporate to neural controllers some plasticity mechanisms which are inspired from biology [6]. Nevertheless, this plasticity might not be sufficient because it tends to destabilize those controllers.
In this paper, we achieve a comparative study of the effects of two bio-inspired homeostatic mechanism on the evolvability of plastic neural conbollers embodied in a single-legged robot. Then, we will analyse the control stability and its adaptivity to an exfenla/ perturbation.
The paper is organized as follows: the following section presents the robotic problem on which we apply our approach, the thud section is devoted to the neuronal models from a biological, mathematical and evolutionary points of view. Then, the next section shows statistical and behavioral results. Thereafter, results and mechanisms modelling are discussed in the next section. Finally, in the last section, we conclude by giving further developments within our project.
ROBOTIC PROBLEM
The aim of our project is to provide to a muid-legged m b d a neuro-controller, synthesized by evolution, that should adapt its behavior to perturbations, These perturbations can be external (environment) or internal (mechanical or electrical faults). However, a main issue of evolutionary robotics, called the scalabiliry problem, is the application of its methods to systems that show a high degree of complexity. Also, to compare the four neural models described in section III-B, we apply our approach to a single-legged robot simulation*, which however takes care of dynamical effects. This simple robotic model should be viewed as a building bloc of a modular multi-legged robot.
The robot (figure 2) is composed by a body and a leg endowed with three degrees of freedom: two for the hip 
B. Neumn and synapse model
In the following, we propose a generic and vemFatile neuronal model allowing the comparative study of the two homeostatic mechanisms presented above. By versatile, we mean a model that allows to tum each mechanism on or off, independently of the other one. It should be noted that these mechanisms, naturally dynamic and activity-dependent, are formalized here in a static way. Since the time constant of these mechanisms is much higher than those of the activation and learning processes, we assume this is an In order to model the mechanism that regulate neuronal excitability, we use the model of center crossing networks proposed by Mathayomchan and al. [13] . This paradigm consists in determining the ideal activation threshold of a neuron according to its synaptic input weights.
(4)
Thus, the operating range of each neuron is centered about the most sensitive region of its activation function. Indeed, due to the sigmoid asymmetry (about the x-axis), the excitation range of a neuron can be shifted according to the weight values of its synaptic inputs.
We adapt this concept to build our versatile model by reformulating it. Thus, after transformation4 and homogenizations, we obtain the modified activity 5; as follows:
Moreover, in order to generalize the model by enabling several types of neurons (ones sensitive to weak excitations, others sensitive to strong excitations), we introduce a new activation threshold, 8: (8), independent of the synaptic input strengths of the related neuron.
On the other hand, the mechanism that regulates total normalization of IlG?;il = Finally, to abstract the model from the value of N;, we define a coefficient, U;. normalizing the sum ~~~i w t j z j , as follows: 
8-

+U"
Alleles SCI Controllers are genetically encoded with numerical and symbolic alleles strings divided in eight neuronal blocks. Table LI shows these allele sets.
From a complexity point of view, each genotype is provided with 8 x (3+ 8 x 4) = 280
genes and the size of the genotype search space is (5 x 5 x 5 x (2 x 2 x 4 x 5)')' = 3.74 x possibilitles.
D. Evidurionar)~ approach
Controllers are evolved by a generational and elitist genetic algorithm. Genetic operators are the allelic mutation (Pmut = 0.001) and the uniform crossover (PcToSs = 0.6). Individuals are selected by the stochastic universal sampling algorithm [I] according linearly to their rank in the population 191 (with the best individual producing an average 1.1 offspring).
During evolution, each controller is evaluated through three successive simulations with different scenarios. As we can see on table IU, a scenario is defined by temporal variations of vd,, and kfr parameters. The scenario A corresponds to a simple control behavior, the scenario B reward the capacity of inhibiting robot gait and the scenario C favours adaptation to the perturbation. The global fitness of 3n individual is the quadratic combination of the three elementary scores obtained from these evaluations (the lower the fitness is, the better the controller behaves).
This kind of combination restricts the compensation effect produced by a classical average and supports behaviors that include the three qualities described by the scenarios.
IV. RESULTS
A. Starisrical analysis
For each neuronal models, we performed 10 evolution runs with different random initializations of populations of 200 individuals. Populations w evolved during 2000 generations. Figure 6 shows statistical results of this experiment in term of best fitness. From these data, we draw the following main results:
. Compared with the classical model (CM), both homeostatic mechanisms (CC and NS) clearly improve evolvability of the controllers, either in final solution or in evolution speed. CC model is, on average, more efficient than NS model, but results variability indicates that evolution even when the perturbation occurs. The perturbation does not significantly alter the rohot speed and the control task error remaining relatively small. Moreover, the adaptation to the perturbation is c o n h e d by time-plots of joint commands. Increasing of the friction force causes the amplification of signals send to servo-motors (particularly obvious on the knee joint). Note that walking frequency is not altered by the perturbation. In addition, we can see on figure 8 that the robot gait is adapted in perturbed environment. Indeed, the robot strides are lengthened and shifted hack from the body, this leg configuration increases the resulting force when contact with the ground occurs.
Finally, we show, on the figure 9, the time-plots of synaptic strengths of the corresponding neural network. This figure indicates that the network adjusts its synaptic strengths according to the desired speed and the perturbation.
V. DISCUSSION As the above results show, when simulation time is prolonged, NS controllers are more efficient than CC controllers. By analysing long-term behavior of the both model, it can be seen that normalized synapses contribute to stabilize neural networks function. Indeed, CC and CM controllers produce less robusl oscillatory patterns. Preliminary obervations indicate that these neural networks cannot reconfigure their synaptic strengths after an inhibition or a perturbation of the robot gait. We suppose that the synaptic normalization constraint favours dynamical stability of neuronal systems. Also, this could explain the low variance of NS and CCNS evolution result! (figure 6).
Either during evolution (figure 6) or at post-evolutionary evaluations (table IV) , statistical results show that CCNS model is clearly more efficient than CC and NS models. Since their association is more powerful than their respective individuality, we can state that there is a synergy between the both mechanism.
In our model, the synaptic normalization is expressed in a static way. This assumption is made due to the fact that, from a biological point of view, this mechanism is relatively slow. However, it should be interesting to study its dynamic modelling as in the Oja's leaning rule [17]. Moreover, by its local nature, this rule is mnre biologically plausible. Likewise, a dynamical regulation of neurons excitability could be more powerful by allowing a more wider range of dynamics.
VI. CONCLUSION AND FURTHER WORK
In this paper, we show that evolvabilty, in term of both speed and final result, of plastic neural controllers is improved by including to them bio-inspired homeostatic mechanisms that regulate neuronal excitability. Evolved controllers show increased stability and Perturbation adaptivity. On tbe other hand, since our neuronal model is not specificid to the task we test it on, our results suggest that these mechanisms could be benefical to others applications or approach (back-propagation, reinforcement learning, etc).
Within the scope of the R O N project, the aim of our current work is to extend our approach to robots of several morphologies undergoing various kind of perturbations.
To this end, the addition of a dynamic system, driving intrinsic neuronal properties and synaptic plasticity, could improves neural controllers adaptivity by allowing them to reconfigurate themself. A potential issue is to integrate to our neural model some bio-inspired paradigms based on chemical messengers 141, 1111.
