We present the virtualization of multi-domain optical networks considered in the STRAUSS project. Novel resource allocation algorithms for virtual network embedding on Elastic Optical Networks (EON) are proposed. The devised algorithms focus on maximizing the link utilization and reducing the Virtual EONs (VEON) blocking rate. The algorithms have been evaluated in terms of three figures of merit, namely, the blocking rate, the link utilization and the processing time.
INTRODUCTION
Currently, the IP/MPLS stack is responsible for the transport of Ethernet services upon which Data Center (DC) interconnections are based on [1] . These DC interconnection traffic stands for 7% of global DC traffic and 284 EBytes per year are expected in 2014 [2] . Therefore, there is a clear need for the development of efficient and dynamic network technologies to cope with the expected amount and required flexibility of Ethernet transport services.
In the STRAUSS project, the Optical Packet Switching (OPS) technology is seen as a viable packet transport solution for offering Ethernet services, used for intra-DC connections, leveraging the benefits of statistical multiplexing, and combined with Elastic Optical Networks (EON), which provide long-reach optical transport for data rates beyond 100Gb/s with the required flexible transport backbone capacity.
Virtualization enables physical infrastructure providers to partition and compose their physical resources into multiple independent slices (i.e., virtual networks) where each virtual resource exactly mimics the functionality of the real physical resource slices without compromising its performance.
Virtual Data Centers (VDC), comprising both virtual networks (interconnecting physically distributed DC) and virtual IT resources (i.e., computation and storage within DCs), have been proposed for supporting multi-tenancy and application-specific requirements of DCs (see Fig. 1a ). While IT resources can be easily virtualized, the provisioning of a virtual network for VDC interconnection remains a research challenge due to the fact that a VDC interconnection usually comprises heterogeneous optical transport and control plane technologies (e.g., GMPLS or OpenFlow), which do not naturally interoperate. In this regard, the authors in [3] have proposed virtual optical network services across multiple domains taking into account the inherent heterogeneity of multiple control domains. Furthermore, resource assignment algorithms need to be introduced focusing on either the optimal planning (i.e., off-line) or the dynamic request allocation (i.e., on-line) of Virtual Optical Network (VON) requests. In this work, an algorithm bundle (Fig. 1b) was proposed, including a set of algorithms designed for different network scenarios (i.e., single/multi-domain EON, OPS). The algorithm bundle takes into account the inputs and optical transport technology constraints (e.g., spectrum continuity constraint -SCC) and composes a VON that can satisfy the user's request and optimize the physical resource utilization.
In this paper, we focus on Virtual Elastic Optical Networks (VEON) which are deployed on top of an EON infrastructure to interconnect DCs. EONs provide a central frequency separation with finer granularity (e.g., 6 .25 GHz), each known as Nominal Central Frequency (NCF). This is referred as flexgrid optical network, where variable-sized Frequency Slots (FS) are accommodated. In short, a FS specifies the frequency range (i.e., optical spectrum) allocated to a connection within the flexi-grid and is characterized by its NCF and its slot width.
Two VEON resource allocation algorithms are proposed. The first algorithm is a simple algorithm derived from the shortest path in order to satisfy the SCC. The latter algorithm takes into account the number of NCF in our physical EON to provide better results in terms of blocking probability. The proposed algorithms can be run in the VEON architecture presented in [4] for a GMPLS-controlled EON.
This paper is structured as follows. Firstly, a review of the previous VEON resource allocation algorithms is provided. Secondly, the new proposed algorithms are introduced. Later, the performance of the proposed algorithms is evaluated. Finally, we conclude the paper. 
VIRTUAL ELASTIC OPTICAL NETWORK RESOURCE ALLOCATION
The virtualization of GMPLS-controlled EON was described and experimentally introduced by [4] , where each dynamically provisioned VEON was controlled with a virtual GMPLS control plane. After this seminal work on experimental VEON resource allocation, several algorithmic contributions to the VEON resource allocation problem have been published. The work in [5] proposes a dynamic transparent virtual network resource allocation algorithm, which jointly considers node and link mapping for network virtualization over optical orthogonal frequency-division multiplexing (O-OFDM) based elastic optical infrastructures. Also, [6] focuses on both static and dynamic VEON resource allocation problem. Firstly, it addresses the ILP formulation for OOFDM-based EON. Secondly, it presents a dynamic VEON resource allocation algorithm (Link List algorithm) which is compared in terms of the blocking probability with a First Fit heuristic.
Finally, [7] compares an on-line heuristic algorithm for VEON resource allocation, which takes into account VEON survivability to single link failures. The proposed algorithm (MC-SVONM) is benchmarked against ILP resolution and a baseline algorithm, achieving results near to the ILP resolution.
DEVISED VEON RESOURCE ALLOCATION ALGORITHMS
In this section, we describe the devised VEON resource allocation algorithms for the dynamic deployment of GMPLS-controlled VEONs considering the SCC restriction. To this end, an available FS with the demanded slot width needs to be allocated for each requested virtual link.
General formulation
The physical optical infrastructure is modelled as a directed graph which is denoted by , , where and represent the set of physical optical nodes and links, respectively. To handle the VEON Resource Allocation problem from an algorithmic perspective, a physical bidirectional link between nodes A and B has been divided into two unidirectional links, one from node A to node B, and vice versa.
Each optical link , ∈ between two physical optical nodes and is associated with a certain number of available NCF, ∀ ∈ . The following functions are defined, which will help to obtain certain parameters of the optical infrastructure:
• is the vector containing the different NCF supported by the physical optical infrastructure.
• , is defined as the function that returns the first available FS and triggers an error in case no possible FS can be allocated. A VON request consists on a directed graph denoted by , and an unsigned integer value specifying the requested slot width . The requested set of virtual nodes is a subset of the available physical nodes, but observe that is not a subgraph of . Finally, for each ∈ is the ordered set of links ∈ that constitutes the underlying physical optical path.
Transparent Shortest Path VEON resource allocation algorithm
The Transparent Shortest Path (TSP) algorithm (see Fig. 2 left) is a simple VEON resource allocation algorithm that satisfies SCC. Each requested virtual link is computed using the shortest path algorithm, and later the SCC is checked on the computed path. If the computed path for a requested virtual link fails to allocate a FS, due to unavailable NCF satisfying the SCC, the requested VEON cannot be allocated. The TSP assigns the First Fit (FF) set of consecutive available NCFs for each computed path for a requested virtual link. Finally, the allocated physical links and its allocated NCF are updated on the physical graph. 
Transparent K-Shortest Path VEON resource allocation algorithm
The Transparent K-Shortest Path (TKSP) VEON resource allocation algorithm (see Fig. 2 right) is based on a greedy search for each requested virtual link taking into account the SCC.
For each requested virtual link, the TKSP obtains an auxiliary graph (G') filters the physical graph taking into account a single NCF and checking if a FS of a certain slot width can be allocated. For each of these G' a shortest path is computed. Then, the path with a minimum number of hops is selected as the best-suited path for the requested virtual link. To reduce the processing time of the TKSP algorithm, the set of inspected NCFs is analysed until a solution close to the optimal is found. We consider that a path solution is close to the optimal if the number of hops is the same as in a solution without the SCC restriction.
Please note that the computation complexity of the proposed algorithm, compared to the previous TSP algorithm (i.e., the complexity of the Dijkstra algorithm for each requested virtual link), is only modified by a constant value, which is the number of possible NCFs on the EON. In section 4 we analyze the experimental results in terms of the algorithm processing time.
PERFORMANCE EVALUATION
We have implemented and evaluated the proposed VEON resource allocation algorithms (i.e., TSP and TKSP) in a 14-node full-meshed network topology. Each optical link supports 128 different NCFs.
The VEON arrival request process is Poisson, and the holding time (HT) follows a negative exponential distribution. The average Inter-Arrival Time (IAT) is set to 1s and the average VEON HT is varied for an offered traffic load ranging from 300 to 900 Er. Each VEON request ranges from 6.25 GHz to 50 GHz being uniformly distributed. 10000 VEON requests have been requested for each data point. The VEON request topology is generated randomly selecting the number of nodes (V ϵ [2] [3] [4] [5] [6] [7] ) and connecting the nodes with optical links with a probability of 0.5. To measure the results deviation two rounds of measurements have been taken into account. Figure 3a depicts the attained blocking rate of VEON requests for the proposed TSP and TKSP algorithms. For a given VEON request load of 500 Er, the obtained blocking rate of VEON requests is 5%, and 0.75% for TSP and TKSP, respectively. These results can be explained because the TKSP algorithm computes a minimal hop solution for the requested VEONs, while TSP only takes into account the shortest paths for the requested virtual optical links. In other words, computing the minimal hop solution leads to obtain a more efficient use of the network resources, reducing the blocking rate of the subsequent VEON requests.
If we take into consideration the mean physical link utilization depending on the VEON request rate (Fig. 3b ) and the instant link utilization under a load of 2000 Er of VEON requests (Fig. 3c) , we can observe how the TSP performs worse than TKSP algorithm by being able to allocate less physical network resources. For instance, under 900 Er VEON request rate, 75% of link utilization is reached with TSP algorithm, while TKSP is able to obtain 82% of link utilization. Furthermore, Fig. 3c shows how the link utilization for TKSP algorithm is around 90% under intense VEON request load (2000 Er).
Finally, we analyse the VEON processing time (Fig. 3d) , which is defined as the average time to allocate the requested resources for a VEON request. The TSP algorithm requires 82 ms of processing time, while the TKSP requires 133 ms of processing time. We can conclude that the TKSP algorithm does not introduce a huge time penalty to obtain a better blocking rate of VEON request as well as a better link utilization. 
CONCLUSIONS
We have presented the adopted virtualization of heterogeneous domains in the STRAUSS project. Specifically, in this paper, we have focused on proposing VEON resource allocation algorithms. The proposed algorithms (i.e., TSP, and TKSP) are compared in terms of blocking rate, link utilization and processing time. We have concluded that the proposed TKSP performs better than TSP in terms of VEON blocking rate and link utilization, and only introduce a small processing time penalty.
