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1. INTRODUCTION 
Among the most important theorems in both function theory and potential 
theory are those which allow us to make estimates on the growth rate, in a 
domain, of an analytic or harmonic function in terms of the values these 
functions take on on the boundary of the domain. The most classical results 
along these lines are the following two theorems: 
THEOREM A (Nevanlinna 2-constant theorem for functions analytic 
[harmonic] on the disk). Iff(z) [h(z)] is analytic [harmonic] and bounded 
in absolute vabe [bounded from above] and If(z) 1 < M[h(z) < log M] 
in some neighborhood of each point of a set a of the unit ckumference and 
If(z) I < NC< W [h(z) < log Nl in some ne@borhood of each point of the 
complement of a on the unit circumference then 1 f(z) 1 < ewtz) [h(z) < o(z)] 
where W(Z) is the harmonic function equal to log M on a and log N on the com- 
plement of a. 
THEOREM B. (Hadamard 3-circle theorem [Nevanlinna 2-constant 
theorem for harmonic functions on the annulus]). Iff(z) [h(z)] is ana- 
lytiz [harmonic] in R, < 1 z 1 < R, and bounded in absolute value [bounded 
from above] and f(z) < M [h(z) < log M] in some neighborhood of each 
point of 1 z 1 = R2 and I f(z) 1 < N (< M) [h(z) < log N] in some neighbor- 
hood of each point of I z ) = R, then If(reie) 1 < el(r) [h(re@) < h(r)] where 
X(Y) = (;z; Rd;) log Y + 
log R, log M - log N log R, 
1% 4 -logR, * 
In this paper we will consider the possibility of how much these classical 
estimates can be improved if, in addition, in the case of harmonic functions 
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on 1 x 1 < 1 we know the value of h(z) at the origin and in the case of analytic 
functions on 1 z 1 < 1 the value of 
W) = &J,,,, If@4 I I dx I- 
For the case of harmonic functions and nonvanishing analytic functions wewill 
also be able, in addition, to make the best possible estimates on the minimum 
values h(z) and If(x) 1 can take on on I z I = Y. The weaker hypotheses of 
the classical theorems give no information on these minimal values. Methods 
will also be developed for making the more difficult analogous estimates in 
the case of harmonic and analytic functions on the annulus. Also a number 
of other estimates which may be of considerable independent interest will 
be given for harmonic functions. 
2. THE SYMMETRIZATION OF A FUNCTION 
First we will make a definition of a rather simple concept, but one which 
it turns out will prove quite useful throughout this paper. 
DEFINITION. Letf(B) be a real-valued integrable function on the interval 
- ST < 0 < rr and let M(x) = (measure{8 If(e) > x1)/2. Then we shall 
call the function S,(e) the symmetrization off(O) where 
S,(e) is also sometimes referred to by other authors as the rearrangement of 
f(e) in symmetric decreasing order. 
3. A SEQUENCE OF LEMMAS AND THEOREMS IN THE SPIRIT OF 
THEOREM A 
THE FUNDAMENTAL LEMMA FOR THE DISK. Let f(O)sU(--r,rr). Let 




241 - 2y cos e + ~2) * 
zZ(f, Y, 4 < main u(.f, r, 0) < “,a” u(.f, y, 0) d W, y, 0). 
282 SCHNEIDER 
PROOF. Sincef(0) is integrable we can find a sequence of step functions 
f,(e) such that 
This in turn implies that ~(f~ , r, 0) converges to u( f, r, 0) uniformly on 
compact subsets. Therefore for any r, < 1 and any E > 0, by taking n large 
enough 





1 s,“(e) - s,(e) 1 de = 0. 
Therefore m;x / zi(fn , r. , 8) - zZ( f, r. , 6) 1 can be made less than E by 
taking 11 large enough. Hence it suffices to show that 
Sincefn(e) is a step function it is not hard to see it can be decomposed as 
Ciz c,&3,) (p(R) being the characteristic function of the set R) where: 
(a) ICI = [- 7r,7r]. 
(b) Each E,(K > 1) is the finite union of half open intervals. 
(c) 0~c,<c,<***<c,. 
At this point we need the following assertion: 
ASSERTION. Of all Ek’s with the same measure, the E, which is the half 
open interval centered about the origin (call it I&‘,> has the property that 
u(ckdEkik), r. ,O) 2 mom u(ck~L(Ek), r. , 4. 
The theorem follows immediately from the assertion since 
k=m 
sf = cl/@l) + c ck/@k)- 
k=2 
PROOF OF THE ASSERTION. Suppose maxs u(ckp(Ek), yo, e) is taken on 
at B. and Ek is not a half open interval centered at 6,. Then we could find a 
subset R of E, such that: 
(i) R is a half open interval (not necessarily the whole of one of the half 
open intervals making up Ek). 
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(ii) R has a translate t(R) which does not intersect (E, - R) and the 
center of t(R) is closer to 6,, then the center of R is. 
Our assertion will now follow if we can show 
h&(R)), yo > 0,) 2 &AR), yo , 0,). (*) 
At this point we recall the following well-known geometric description 
of the level lines of the harmonic measure of an arc A joining the points 
eier and eiee on the unit circle [l, p. 71: The level line on which the harmonic 
measure of the arc A is equal to 1 - (427~) is the circle which intersects A 
in the angle 01 at the points eisl and ei% 
A careful look at the geometry involved now yields: 
(i) If the arc A is symmetric about the x-axis the harmonic measure 
strictly decreases as you move around any circle 1 .a 1 = Y from 0 = 0 to 
e = 7r. 
That the harmonic measure is maximal at 0 = 0 is quite intuitive; that it 
strictly decreases as you move around the circle is considerably less intuitive 
and it is just this more subtle fact from which (*) now follows immediately. 
Note: Another look at the geometry involved also yields: 
(ii) If the arc A is symmetric about the x-axis the harmonic measure 
strictly increases as you move along the real axis from - 1 to + 1. 
Now (i) and (ii) can be used to prove the following three estimates (analogs 
of the first two of which we will prove later for the annulus; the analog of the 
third estimate for the annulus unfortunately turns out to be false): 
E-l. Let f(0) be continuous and nonincreasing from B = 0 to t9 = n. 
If f(- 0) =f(e) and h( ) z so ves 1 the Dirichlet problem for h(eie) =f(e), 
then h(re’o) does not decrease as 6 increases from 0 = 0 to 0 = n. 
E-2. Under the hypothesis of E-l, h(r) does not decrease as Y goes from 1 
to -1. 
E-3. If in addition to the hypothesis of E-l, f(0) = const. (0 < ] 6 ] < 42) 
then h(rei@) is a nonincreasing function of Y (0 < Y < 1) if 0 < / 0 ] < 77/2. 
Unlike E-l and E-2 this involves looking again a little more at the geometry. 
THEOREM A-l. Let h(z) be a positive harmonic function in 1 z 1 < 1. 
Let h(z) be bounded by M and let 
I 
2r h(e@) dfl = 27rK 
0 
(where h(eie) are the radial limits of h(z) which exist a.e.) then 
M - W(Y, ST) < mm h(r, 0) < me= h(r, 0) < M - W(Y, 0), 
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where w(r, 8) is the harmonic measure of the arc on the circle which joins the 
point e-irKJM to the point ei”KiM 
NOTE 1. Theorem A in the above case tells us absolutely nothing. 
NOTE 2. Since K = h(0) we really didn’t even have to know anything 
about the boundary values of h(x). 
PROOF. By the fundamental lemma 
u(& , r, R) 9 mjn h(r, 0) < rn8z h(r, 0) < u(S, , I, 0). 
We will now show: 
4% , r, 4 < M - 4r, 0) (**I 
(that M * W(Y, rr) < u(S h , r, 7~) follows in a completely analogous manner). 
Since for any Y, < 1 we can always find a sequence of step functions h,(ei@) 
such that 
lim ( u(&, , r, 0) - u(S, , Y, 0) 1 = 0 n-co 
uniformly for r < r0 , it is sufficient to prove (**) when h(e@) is a step func- 
tion. Since u(S h , r, 0) (assuming now h(eie) is a step function) can be trans- 
formed in a finite number of steps into M * W(Y, 0) by the addition of a posi- 
tive multiple of the characteristic functions of half open intervals R of measure 
01 and the subtraction of the same positive multiple of the characteristic 
function of a translate of R where the center of the translate of R is closer 
to the origin than the center of R. However, at each step, reasoning as at the 
conclusion of the fundamental lemma we have u (previous transform of 
h(r, 0) < u(present transform of h(r, 0)), h ence (**) holds for step functions. 
THEOREM A-2. Suppose h(z) is a harmonic function bounded above by M 
in 1 z 1 < 1, which can be represented by a Poisson-Lebesgue integral [2, 
pp. 41-431 and further suppose 
s 
277 
h(eie) dfl = 2rK 
0 
(where u(e@) = lim,,, u(reie)), then 
(i) M _ tM - K, ’ (’ - ‘“1 < min h(&) 
(1 - 2Y + Y2) e 
(ii) mOax h(reie) < M - (M - K) * (1 - r2) 
(1 + 2r + r2) * 
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PROOF. Since h(z) can be represented by a Poisson-Lebesgue integral 
with s,“” h(F) d0 = 27K and since its boundary values never exceed M, it 
can be approximated arbitrarily closely on compact subsets by the Poisson- 
Lebesgue integral of a step function 5’(e) with properties: 
(i) mOax s(0) < M 
(ii) Jr S(e) < 27rK. 
Let L = n$n s(e). If instead of requiring h(eis) to be positive in Theorem 
A-l, we required h(eie) > L we would have obtained TX h(reie) < q(r), 
where w,(reis) is the solution of the following Dirichlet problem: 
Co&@) = 
L if 
n(K -L) rr(K -L) 
M-L 
<e<27r- M-L . 
Reasoning as at the end of the proof of Theorem A-l we can conclude 
that q(y) < QY) (0 < Y < 1) if L, <L, . The reader might test his 
intuition at this point by considering the harmonic measure as the solution 
of the corresponding heat flow problem for the disk and asking himself if 
this was the direction he would have thought the inequality would go and 
that it switches when Y goes negative!-many people get this wrong. Letting 
L go to minus infinity we have in the limit the constant M minus the Poisson- 
Lebesgue-Stieltjes integral of the point mass of weight 27~ *(M - K) at 
the point - 1. 
We can not in exactly the same way prove the above theorem for arbitrary 
harmonic functions which are bounded from above since it is well-known 
that in order to represent all of the functions of this class we need a Poisson- 
Lebesgue-Stieltjes integral [2, p. 381. H owever it is clear if we wanted to, 
in roughly the following way, we could get a theorem for an arbitrary harmo- 
nic function h(z) bounded from above. First subtract off the smallest positive 
constant K such that h(z) - K =g( z is negative. Then the total negative ) 
mass of the Stieltjes integrator is less than 257 *g(O) [2, p. 381 which means 
that: 
(i) (g(O)) ’ (l - ‘“) 
1 - 2Y + Y2 
< min g( re@) 
(ii) rn@a g(re@) < (grf $l,-,:“) - 
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Exponentiation of the above result together with the fact that the logarithm 
of the absolute value of an analytic function is subharmonic leads us to: 
COROLLARY A-2. Suppose f(z) is analytic in 1 2; 1 < 1 with If(z) 1 < M 
and 
s 
2a log If(re@) I de = 27r * log K, 
0 
then 
rnsm 1 f (re@) 1 < exp [log M - (log (M/K)) * (1 - ~“1 
1 + 2r + Y2 I * 
By the methods of Theorem A-l and Theorem A-2 we can obtain the 
following extension of Theorem A for harmonic functions: 
THEOREM A-3. Let u(z) be a harmonic function in I z I < 1 such that 
u(z) < M in some neighborhood of each point of a measurable set A (measure a) 
of the unit circumference and u(z) < N in some neighborhood of each point of the 
complement of A on the unit cicumference (call this set CA). If in addition 
then 
s 
u(e@) d0 < 277& and 
1 
u(eis) < 27rK, , 
A CA 
(i) w(-Y)--[~(M--~)+~(N--~)] *[ 1 F,:)y2] 
< m,in u(re@) 
(ii) mom u(re@) 
where w(reie) is the solution of the following Dirichlet problem: 
M if -+<e<+ 
w(e@) = 
N if 5<8<27+ 
By recalling the remark made previous to Corollary A-2 and looking at 
the statement of Corollary A-2 it is clear how one could extend Theorem A 
for analytic functions. 
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4. SHARPNESS OF THE THEOREMS ON THE DISK 
Theorem A-l is sharp since W(Y, 0) is a harmonic function. 
The inequality in Theorem A-2 is sharp since the Poisson-Lebesgue- 
Stieltjes integral in the theorem can be approximated arbitrarily closely on 
compact subsets of the disk by a Poisson-Lebesgue integral. 
Corollary A-2 is sharp. To see this let 
a@ 
, 
0) = log J/J _ (loi% WK) * (1 - 17 
1 + 2r cos e + Y2 
and 
f(re@) = exp[w(r, 0) + iw*(r, O)] 
(where w* is the single-valued conjugate of w). The sharpness follows now 
from the fact that f can be approximated arbitrarily closely on compact 
subsets by a function which satisfies the hypothesis of Corollary A-2. 
NOTE. In Corollary A-2 if we knew f (z) was never zero we could also 
have gotten estimates on min, Z1D7 ] f (z) ] and these estimates would have 
been best possible. Likewise by contradiction we could have gotten a RouchC- 
like theorem predicting the existence of zeros in terms of maxi +i ] f (z) 1 , 
the absolute value off at the origin and one other point and 
J’ 2s log 1 f (re@) 1 de. 0 
5. A SEQUENCE OF LEMMAS AND THEOREMS 
IN THE SPIRIT OF THEOREM B 
Before proceeding with our theorems on the annulus we shall need the 
following crucial lemma (which may be of some independent interest) since 
there is no known geometric (or analytic) description of the harmonic measure 
of an arc of the boundary of an annulus: 
LEMMA B-l. Let 
and let 
2 = (2 = R2eiB 1 - 01 < fl Q CX}. 
Let w(z) be the harmonic measure of .Z relative to the boundary of A, then for 
any r (RI < r < R,) we have 
w(reies) < w(re(e) if 8 d e, < e2 G n. 
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PROOF. By means of the function f(s) = e@ we can map the strip 
S = {z =x + iy / - co <x < $ co, log R, < y < log R,} onto A. Let 
h(z) = w(~(x)). Clearly it is now sufhcient to show for arbitrary y, 
h(x, + iy) < h(x, + iy) where 0 < x1 < xa < rr. Let I&(X + iy) (n = I, 
2,...) be the solution of the following Dirichlet problem for the strip: 
k(x + ir> = 
s 1 if Y =logR,, 
- cY<x--22kn<a for k = 0, 1, - 1, . . . 
= - n(x - 2&r) + na + 1 for Y = log R, , 
a<x-2hr<ar+~ for 
n 
k = 0, 1, - I,... 
= n(x - 2/m) + na + 1 for y=log&, 
1 - a!---<~-22K7r<ct for 
n 
k = 0, 1, - l,... 
(50 if y=logR,, -a3<x<+aL 
As n goes to infinity we have h,(z) going to h(z) uniformly on compact sub- 
sets, hence it will be sufficient to show &(xa + iy) < h,(x, + iy), where 
0 \< x1 G X, < T. Let us now consider the following rectangular subset 
R=(x+zj~jO<x< T, log RI < y < log R,}. 
~Ir,(z)/~x is harmonic in R, equal to zero on the bottom of R, negative or 
zero on the top of R (except at two poinst where undefined-which could 
have been taken care of by defining b(z) smoother there) and zero on the 
sides of the rectangle since h,(z) is symmetric about the line y = 0 and y = T. 
Hence by the maximum principle %,(~)/a x is negative in R which implies the 
inequality which we needed to show for h,(z) to prove the lemma. 
THE FUNDAMENTAL LEMMAFORTHE ANNULUS. Letu(x)bethesolutionof 
the Dirichlet problem for 
A={zlO<R,<Ixl<R,<co) 
with Lebesgue integrable boundary values fr(z) on A, = {Z / I z I = R,} 
and fa(x) on A, = (Z ) 1 z I = R,}. Let U(Z, Sf, , Sfa) be the solution of the 
Dirichlet problem on A for boundary values Sf, and Sf, , respectively, on 
A, and A,, then 
(i) 24(- +, SfI , Sfa) < mjn 24(re@) 
(ii) rnzx u(reis) < U(r, Sf, , SfZ). 
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PROOF. Completely analogous to the proof of the Fundamental Lemma 
for the Disk making use of Lemma B-l instead of the geometric description 
of the level lines of the harmonic measure of an arc of a circle. 
For the sake of completeness now we will state (using the notation of the 
Fundamental Lemma) the following theorems and corollary for the annulus 
(their proofs being almost completely analogous to the corresponding theo- 
rems for the disk): 
THEOREM B-l. Let h(z) be a positive harmonic function in A. Let h(z) be 
bounded by M, on A, and by M, on A, and let 
s h(z) d.z = 2?rR,K, and s h(z) dz = 2~rRsKs ,Al 4 
then 
w(- r) < mm h(re@) < mOax h(re@) < W(Y) 
where w(x) is the solution of the following Dirichlet problem on A: 
/ 
= MI if x = R,e@, 
= 0 if x = RIeie, Kl Kl ~7r<e<2~--a 
1 Ml 
w(2) = 




I = 0 if x = Rse@, - - Tr. \ 
DEFINITION. By the harmonic measure, on an annulus, of a point mass 
with weight M at the point rOei@ (U (roe Coo, M, z)) we shall mean the harmonic 
function which is equal to lim,,,, h, where h, = (M/~E) . (harmonic measure 
of the arc of width 2c centered at r,,e@). 
THEOREM B-2 (analogue of both Theorem A-2 and A-3). Suppose h(z) 
is a harmonic function bounded above by MI in the neighborhood of each point 
of A, and by Mz in the neighborhood of each point of A, . Further suppose that 
the radial boundary limit functions h(R, eie) and h(R,eie) are both Lebesgue 
integrable and that 
s 
h(a) dz = 2rrRIKI and 
I 




(9 W) + 4- R, , K, - M2 , - y) 
+ w(- R, , Kr - MI , - Y) < mm (h(re@) 
(ii) rn8= h(re@) < ii(r) + w(- R, , K, - Mz , Y) 
+ w(- R, , Kl - Ml, 9, 
where B(z) is the solution of the Dirichlet problem on A with boundary values MI 
on A, and M, on A, . 
COROLLARY B-2 (extension of the Hadamard 3-circle theorem). Suppose 
f(z) is analytic in A with If(z) 1 < MI in a neighborhood of each point of A, 
and ] f (z) ] < M, in a neighborhood of each point of A, . Suppose also that 
s 
1 f (Rde) 1 d6 = 2rR2K2 and A, 
I A1lf(WY Ido = 2~RlKl, 
then 
max 1 f (re@) 1 < exp [b(r) + w (- R, , log 2, - Y) 
+w(R,,log$, -r)], 
1 
where G(z) is the solution of the Dirichlet problem on A with boundary values 
log Mi on A, and log M, on A, . 
6. ESTIMATIB FOR SOME FUNCTIONS HARMONIC ON THE ANNULUS 
The following estimates for functions harmonic on the annulus 
A(=-$IR,<l2:I <J&l) are the analogs of E-l and E-2 for the disk: 
AE-1. Let fr(Rre3 [fi(R,eie)] be continuous and non-decreasing from 
e = 0 to e = 77. If 
fi(RIeie) = fI(RIe-ie) [ fz(R,eie) = fi(R,e-@‘)I 
and h(z) solves the Dirichlet problem for h(R,eie) = fi(RIeie) and 
h(R,eie) = fi(R,eie), then h(reie) does not decrease as 0 increases from 8 = 0 
to e = T. 
AE-2. If in addition to the hypothesis of AE-1 we have fi(RIeie) = 0, 
then h(r) does not increase as Y goes from R, to R, . 
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NOTE 1. The hypothesis of AE-2 cannot be weakened to fi(RIeds) con- 
tinuous and nondecreasing from 0 = 0 to 0 = rr with fi(RIeie) = fi(RIe-ie). 
NOTE 2. The conclusion of AE-2 cannot be strengthened to h(r) does 
not decrease as r goes from - R, to - R, (i.e., the complete analog for the 
annulus of E-2 is not true). 
7. SHARPNESS OF THE THEOREMS ON THE ANNULUS 
Theorem B-2 is sharp since the extremal function in the theorem can be 
approximated arbitrarily closely on compact subsets by a harmonic function 
whose boundary values are Lebesgue integrable. 
Corollary B-2 is not sharp in general since Theorem B is not sharp in 
general. The problem of obtaining the best possible bounds in the Hadamard 
3-circle theorem in fact lies quite deep and the reader is referred to the very 
interesting survey of this problem in the invited AMS address of R. M. 
Robinson [3]. 
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