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ABSTRACT
We are living in an age where the evolution of semiconductor devices and
components is contingent upon their miniaturization and seamless integration
with the rest of the circuitry. Unfortunately, it is anticipated that electronic sys-
tems will soon approach the theoretical design limits of size and bandwidth and
it poses to be a serious concern for the development of high-speed information
technologies. Replacement of electronic pulses that act as communication signals
with electromagnetic surface waves offers a very promising solution particularly
in terms of device miniaturization and the heart of this optimism are the plas-
monic waves arising due to collective electron oscillations at the surface of a
conductor.
Surface plasmon polaritons propagating along a metal-dielectric interface at
optical frequencies have lately been a subject of immense research interest mainly
due to their reduced wavelength at least by an order of magnitude. Hence, minia-
turized wave devices can be created at optical frequencies. Terahertz plasma
waves, on the other hand, exist in infinitesimally thin plasma regions formed
inside a transistor substrate, and are observed at much lower frequencies in the
far-infrared regime. Due to essentially a two-dimensional nature of the plasma
region, a much higher wavelength reduction factor that can exceed well beyond
100 is achievable. Furthermore, the boundary conditions due to the transistor
terminals along with electric biasing create unstable resonance conditions that
eventually lead to radiation in the terahertz frequency range. Such phenomena
provide bright prospects for creating highly miniaturized terahertz devices.
A reliable and efficient electromagnetic (EM) analysis for multilayer geome-
ii
tries has gained further significance due to the emergence of plasmonic structures
in the optical as well as terahertz frequency domains. In this regard, integral
equation (IE) techniques are ideally suited due to their efficient handling of mul-
tilayer structures. Although the presence of thin layers poses a challenge to any
EM analysis technique, here the procedure is simplified due to the infinitesimally
thin nature of the plasma region, which can be analyzed as a conducting sheet,
with the same current flowing on either side of the sheet. Essential to any IE
technique is an efficient and systematic formulation of Green functions (GFs) and
their subsequent computation. In this dissertation, a transmission-line network
based approach is adopted to derive spectral domain GFs for an infinitesimally
thin sheet in a layered medium. The associated spatial domain counterparts are
then computed through the Sommerfeld integrals (SIs).
The extraordinary electromagnetic properties of plasmonic devices are demon-
strated by a presentation of the properties of plasmonic antennas and a super-
resolution imaging scheme which is able to resolve objects separated only by a
few nanometers.
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1. INTRODUCTION
In present times, the omni-presence of telecommunication gadgetry in our
lives has necessitated the need for device miniaturization without any compro-
mise on the performance. We are witnessing an age in which microwave fre-
quency based communication systems, that have been at the forefront of the wire-
less revolution for the past three decades, are reaching their saturation in terms
of performance. Currently, millimeter wave devices are emerging that are the
driving force of the so-called 5G movement. Following the trends of telecommu-
nication, it is predicted that terahertz frequency based communication systems
will be ubiquitous in the near future.
Until recently, terahertz (THz) frequency systems had been overlooked com-
pared to optical and microwave counterparts, mainly due to a lack of compact
terahertz sources with sufficient power for wireless applications. Today, with the
technological advancement in the semiconductor fabrication, the terahertz field
has grown exponentially. It is now possible to engineer terahertz sources as well
as detectors from devices that are derived from conventional field-effect transis-
tors [3, 4, 5]. By epitaxially growing a few nanometers thick layers of group III-V
semiconductors, THz quantum-cascade lasers have been realized [6]. Terahertz
emitters that can be tuned are fabricated utilizing the instability in an electrically-
driven plasma [7] that exists in the form of a thin sheet of free charges known as a
two-dimensional electron gas (2DEG). Prediction of spontaneous emission in the
terahertz frequency regime was made [3], in light of a current passing through
the 2DEG.
The plasma wave propagation mechanism due to the current driven instabil-
1
ities in the 2DEG is analogous to surface plasmon polariton (SPP), which is a
type of surface wave existing at a metal-dielectric interface at optical frequencies.
Lately, there has been an immense interest in graphene material and its prospects
in the development of terahertz frequency sources and detectors. While, the elec-
tronic properties of graphene are unparalleled, its integration into electronic sys-
tems has proved to be very difficult thus far. On the other hand, 2DEG based
devices that are fabricated out of a III-V semiconductor heterostructure can be
easily integrated with silicon based electronic devices.
Electromagnetic analysis plays a pivotal role in designing energy efficient and
high performance communication systems to which antennas, backed by partic-
ular types of transmission line (TL) networks, serve as the front-end of transmit-
ting and receiving modules. The design process of microwave systems involves
an extensive use of commercial simulation tools that are mostly based on finite
element method (FEM) or finite difference time domain (FDTD) techniques. Un-
fortunately, such tools turn out to be extremely inefficient when the thickness
of the simulated object is much smaller than the wavelength of interest. Inte-
gral equation (IE) techniques employing method of moments (MoM) are ideally
suited to analyze infinitesimally thin objects. Essential to any IE/MoM based
technique is the formulation and the subsequent computation of Green functions
(GFs) associated with the structure under observation. A 2DEG based terahertz
system involves multiple layers in which an infinitesimally thin sheet described
by surface conductivity is embedded. The GFs for a transistor structure in which
an infinitesimally thin 2DEG layer is embedded, can be formulated following a
TL network approach [8]. The fields are then extracted from the GFs via Som-
merfeld Integral (SI) analysis.
The existence of an infinitesimally thin plasma region can be considered as
2
a realization of 2D materials that display many interesting physical properties,
chief among them is the subwavelength surface wave propagation. As a result,
the physical dimensions at which a structure resonates, becomes much smaller
than the corresponding freespace wavelength. Currently, antennas incorporated
on a semiconductor chip occupy a large amount of space. With the plasma based
technology which is discussed, miniaturized antennas that can be integrated on
to the semiconductor chip can be actualized.
1.1 Outline
In this section, the structure of this dissertation is briefly summarized.
Surface wave propagation was first observed in the optical frequency region
where surface plasmon polaritons (SPPs) propagate along the interface of a metal,
such as gold, and a dielectric. Section 2 reviews in detail the physical conditions
required for exciting SPPs on the interface in light of the material properties of
metals. Applications of the subwavelength properties of SPPs are discussed by
studying various nanostructures as well as the design criteria that form the basis
of optical antennas.
Section 3 presents the derivation procedures of spectral domain GFs using the
TL-GF approach [8, 2] and extends it to incorporate infinitesimally thin sheets.
The spatial domain GFs for vector potentials are obtained through the Sommer-
feld integrals using the mixed potential integral equation (MPIE) method.
A surface integral equation scheme is presented in Section 4 that is exact for
infinitesimally thin layers such as the ones found in a semiconductor heterostruc-
ture. The obtained results are compared with other techniques that are based on
approximate boundary conditions.
The dispersion relation and its visual representation in the form of a disper-
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sion diagram characterize the subwavelength properties of the 2D plasma waves.
In Section 5, the dispersion diagrams of semiconductor heterostructures with
2DEG embedded, are numerically computed using a complex-valued root search
algorithm known as the derivate-free argument principle method (APM).
A super-resolution, nanoscale imaging scheme is presented in Section 6 that
demonstrates the subwavelength imaging capabilities of a 2DEG based system in
the terahertz frequency region.
Section 7 provides concluding remarks and recommends future research on
the subjects of plasmonic structures in the optical and terahertz frequency do-
mains.
4
2. OPTICAL NANOANTENNAS*
An overview of the field of optical plasmonic antennas is presented in this
section. After a brief introduction and historical review, the theory of surface
plasmon polaritons which leads to a set of overall observations as to the require-
ments and restrictions placed on the operation of plasmonic waveguides and
antennas is presented. Both a single metal-dielectric interface and two interfaces
between a metal sheet with dielectrics on either side are considered. In the sec-
ond section, the physical principles of operation and mathematical design criteria
are presented for several common optical antennas including on-surface metallic
structures and free-standing particles. The third section covers the basic theory
of aperture radiators along with a more detailed description of some popular
designs. Current applications of optical nanoantennas are presented along with
a discussion on future directions in the optical nanoantenna research.
2.1 Introduction
Optical nanoantennas (or simply antennas) are nano-sized objects that trans-
mit or receive electromagnetic fields through their intrinsic plasmonic behavior
in the optical or near infrared frequency range. Optical antennas have become the
object of great interest to engineers due to rapid advancements in nano-device
fabrication technologies. In particular, commercial computer aided design (CAD)
programs that allow the characterization of materials with a negative real part
permittivity and the lower cost and advancements in electron beam (e-beam) etch-
ing machines, permitting the creation of nano-circuits with line widths on the or-
*Reprinted with permission from Optical Nanoantennas Handbook of Antenna Technologies,
Nevels, R. D. & Abbas, H. T., 2016, Springer Singapore. Copyright 2016 Springer Sci-
ence+Business Media Singapore.
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der of 10 nm or smaller, have made it possible for universities and research labs to
not only numerically simulate, but also build models and measure the properties
of optical antennas. The fact that practical research and development is now avail-
able to the academic and industrial community has led to several new applica-
tions and technologies including dramatically improved spectroscopy [9, 10, 11],
disease and toxin sensors [12, 13], wireless communication with nano-circuitry
[14], and the creation of nano-circuits using subwavelength lithography [15, 16].
The opportunities for antenna engineers in this vast new landscape are great, but
much work remains to be carried out on analytical and numerical characteriza-
tion as well as in developing an understanding as to how electromagnetic and
quantum processes can be incorporated into a coherent mathematical theory that
will allow rapid and systematic design of such devices.
Dimensions of optical antennas are in the nanometer (nm) range of visible and
near infrared light. Typical antenna element shapes include the dipole, bowtie,
and aperture as shown in Fig. 2.1. Optical antennas are always fabricated out
of noble metals, most commonly gold and silver and less commonly with alu-
minum, chromium, and copper. Unfortunately, there are some negative aspects
of these materials that make them difficult to work with in engineering appli-
cations. In an ambient environment silver can form a silver sulfide layer that
inhibits the propagation of plasmon waves [17] and as such, is not always a good
candidate for an optical antenna. Aluminum has a higher dielectric function
imaginary part than does gold, increasing from a small difference at 550 nm to a
significantly larger value at 830 nm, where it becomes exceptionally lossy. Dur-
ing the fabrication of a nanoantenna, ion-beam bombardment can cause gold to
melt making it hard to form a smooth metallic structure that is true to its in-
tended design [18]. Nevertheless, noble metals are necessary for the applications
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described in this section because their plasma frequency, a crucial element of the
design, lies in the range of visible light. A majority of current research papers
(a) (b) (c)
Figure 2.1: Common nanoantenna elements (a) dipole (b) bowtie and (c) aperture.
The dipole, bowtie, and aperture antennas are typically etched on a low-loss
substrate such as silicon dioxide.
focus on free-space designs, but for most practical applications, nanoantennas
will be etched on a substrate. The type of substrate depends on the particular
application, to some extent determined by the mechanism used to excite the an-
tenna, but for many industrial applications, cost and availability considerations
have driven the move to silicon dioxide SiO2, often described in technical papers
simply as ‘glass’. Typical signal generation is via off-board laser light or by an on-
board transmission line. Unlike classical antenna signals which can be generated
at virtually any microwave carrier frequency, there are a select few frequencies
where low-cost optical sources are available, although specialized lasers can op-
erate at frequencies throughout the optical spectrum. In optical terminology the
signal has traditionally been specified in wavelengths rather than frequency, how-
ever here both terms will be used. Some common wavelengths where research is
being carried out are in the neighborhood of 550 , 630 , and 820 nm. An extensive
list of various laser types along with their operating frequencies can be found
[19].
A counter-intuitive oddity of noble metals at optical frequencies is that they
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are no longer perfect conductors, but rather they have some of the properties of
a dielectric with, as mentioned above, a permittivity whose real part is negative.
This turns out to be a remarkable advantage over dielectrics with a positive real
part, due to the fact that the wavelength of the current in these metals can be
much less than the wavelength of the free-space incident field. A solid nanorod
still resonates around one-half wavelength of its surface current but, given an inci-
dent field frequency, one must use numerical or approximate analytical methods
to determine the shorter than free-space wavelength of the antenna at resonance.
While optical antennas make excellent resonators, due in part to a tightly bound
plasmon current, the wavelength mismatch between air and metal, which does
not exist at microwave frequencies, is a significant factor hampering their radia-
tion and receiving properties. To understand how the radiation efficiency of an
optical antenna can be improved, it is necessary to first study the unusual prop-
erties of waves on metals at optical frequencies. The essentials of optical wave
propagation and radiation are presented in the following section.
2.2 Electromagnetic Theory of Surface Plasmon Polaritons
The physical mechanism for wave propagation at optical frequencies is very
different from that of propagating waves at microwave frequencies although the
mathematics for determining the wave behavior is virtually the same and can
be laid out in a classical Sommerfeld integral analysis. At optical frequencies
surface plasmon polaritons (SPPs), electromagnetic surface waves created by co-
herent charge oscillations in an electron gas in a metal, propagate at a metal-
dielectric interface [20, 21, 22]. Resonant plasmonic oscillations can also occur in
the confined space of nanoparticles [10]. Fortunately, in most cases where optical
antennas are concerned, the quantum mechanisms which create SPPs or local
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confined plasmons can be expressed in terms of the material properties of metals
and nanoparticles, such as shape, size and permittivity [23]. Because the study
of nanoantennas relies on the behavior of plasmonic waves, it resides in the re-
search area described as ‘plasmonics’, a subfield of nanophotonics [24, 25]. In this
section, some of the basic theory of SPPs will be presented to aid the reader in
understanding the underlying principles that determine the behavior of nanoan-
tennas. First, the fundamental problem of electromagnetic propagation on a pla-
nar dielectric-metal interface at optical frequencies is considered, followed by a
discussion on the role played by quantum effects in determining the allowable
frequency range and loss mechanisms in nano-device design. This presentation
does not require an understanding of quantum mechanics, but occasionally the
quantum electronics terminologies are used to describe the effects that determine
the properties of the constitutive parameters at optical frequencies.
2.2.1 Single Boundary Structure
Assuming a metal can have a complex permittivity at optical wavelengths, the
propagation constants kxi and kzi at the planar interface between dielectric and
metal half-spaces, i = 1, 2 respectively, can be found starting with expressions for
transverse magnetic (TM) plane waves in these two regions as shown in Fig. 2.2.
The electromagnetic field expressions in region 1 where z ≥ 0 are,
E1 = (xˆEx1 + zˆEz1) e−j(kxx+ kz1z), (2.1a)
H1 = yˆHy1 e−j(kxx+ kz1z) (2.1b)
and in region 2 where z ≤ 0,
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(2)
Dielectric
ε1
Metal
ε2
Figure 2.2: Dielectric and metal half-spaces with a planar boundary.
E2 = (xˆEx2 + zˆEz2) e−j(kxx− kz2z), (2.2a)
H2 = yˆHy2 e−j(kxx− kz1z). (2.2b)
A positive sign is chosen for kz2 to ensure propagation in the negative z direction.
The Im(kz) must therefore be negative in order to be bounded at infinity.
Ampere’s law,∇×H = −jωε E, applied to (2.1) and (2.2) yields the boundary
conditions:
kz1Hy1 = ωε1Ex1 (2.3a)
kz2Hy2 = −ωε2Ex2 (2.3b)
where ε1,2 are the permittivities of the dielectric and metal regions respectively.
Since metal at optical frequencies has the behavior of a lossy dielectric, continuity
of tangential electric and magnetic fields, Ex1 = Ex2 and Hy1 = Hy2, can be
applied at the boundary along with (2.3). This gives the dispersion relation for
waves on the metal-air boundary:
kz1
ε1
+
kz2
ε2
= 0. (2.4)
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Helmholtz equation, ∇2E + k2i E = 0, where i = 1, 2, and assuming the perme-
abilities of all regions are that of air, lead to the dispersion equations for the two
regions,
k2x + k
2
zi = εi
(
ω
c
)2
= εik20 (2.5)
where c is the speed of light in air. Equations (2.4) and (2.5) are combined to
produce the SPP propagation constant:
kx = k0
√
εr1εr2
εr1 + εr2
(2.6)
where k0 is the free-space wavenumber and the subscript r is used to indicate a
dielectric constant quantity. If the permittivity of the dielectric is real and that
of the metal is complex, ε2 = ε′2 − jε′′2 , and
∣∣ε′2∣∣ ≫ ε′′2 the complex propagation
constant in (2.6) can be expressed as [22]:
kx = k0
(
ε1ε
′
2
ε1 + ε
′
2
)1/2
− jk0 ε
′′
2
2 ε′22
(
ε1ε
′
2
ε1 + ε
′
2
)3/2
= k′x − jk′′x . (2.7)
Similarly, from (2.5) and (2.6), kzi becomes approximately,
kz1 = k0
(
ε21
ε1 + ε
′
2
)1/2
+ jk0
ε1ε
′′
2
2
(
ε1 + ε
′
2
)3/2 = k′z1 + jk′′z1, (2.8a)
kz2 = k0
(
ε′22
ε1 + ε
′
2
)1/2
− jk0
ε′′2
(
2ε1 + ε′2
)
2
(
ε1 + ε
′
2
)3/2 = k′z2 − jk′′z2. (2.8b)
From (2.4)-(2.8), some very important conclusions can be drawn regarding the
nature of the two half-space materials and the properties of nano surface waves
on their intersecting boundary:
1. First, if loss is neglected (ε′′2 ≃ 0), a valid assumption for noble metals over
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significant segments of the optical range so that the permittivities of both
regions are real, the equality in (2.4) will not hold if these permittivities
are both positive or both negative. But, if the permittivity in the dielectric
region 1 is positive, ε1 > 0, and the real part of the permittivity in the metal
region 2 is negative, ε′2 < 0, then it is possible to satisfy (2.4).
2. Nevertheless, a wave still cannot exist if the term under the square root
in (2.6) is negative because this would lead to a totally complex kx, which
would mean the fields in (2.1) and (2.2) will exponentially grow or decay
rather than propagate along the boundary. However, if
ε1 > 0, ε′2 < 0, and
∣∣ε′2∣∣ > ε1, (2.9)
then the term under the square root in (2.6) is positive and propagation of
a wave at the boundary is assured. This condition (2.9) causes the signs of
the terms under the square roots in (2.8) to be negative, but (2.4) will still
hold as long as same sign for
√−1 is chosen for both square roots.
3. If the conditions in (2.9) are met then from (2.6), kx > k0 and therefore
kz in (2.5) must be complex. According to (2.1) and (2.2), this results in
z
x
Metal
Dielectric z
x
Ez
Figure 2.3: Surface plasmon propagation along a dielectric-metal boundary and
exponential decay perpendicular to the boundary.
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exponential decay of the field away from the boundary in both the positive
and negative z-directions as long as
√−1 = −j is chosen for the square
root terms in (2.8). Exponential decay of the plasmon surface wave into the
dielectric and metal is illustrated in Fig. 2.3.
4. According to Snell’s law, the component of the wavenumber kx tangential
to the boundary is the same in both mediums. If medium 1 is air, the x-
component of a plane wave incident upon the boundary at an angle θ from
normal is kx1 = k0 sin θ, which is less than k0. However, according to (2.6)
and (2.9) surface plasmons cannot exist unless kx > k0. Therefore, surface
plasmons cannot be excited by shining light on a flat metal surface.
5. From (2.7), the velocity of a surface plasmon wave on a planar boundary is:
vsp =
ω
k′x
= c
(
ε1 + ε
′
2
ε1ε
′
2
)1/2
(2.10)
and its wavelength is:
λsp =
2pi
k′x
=
(
ε1 + ε
′
2
ε1ε
′
2
)1/2
(2.11)
6. The exponential decay of a plasmon along its propagation direction is deter-
mined by the second term in (2.7). The ‘propagation length’ of a plasmon
wave is the distance x = L at which the wave decays to 1/e of its initial
value. The plasmon propagation length on a planar surface is therefore:
L =
1
k′x
=
2 ε′22
k0 ε′′2
(
ε1 + ε
′
2
ε1ε
′
2
)1/2
(2.12)
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7. If the conditions in (2.9) hold, the second term on the right hand side in
(2.8a) and (2.8b) are small so, neglecting these terms, perpendicular to the
boundary the 1/e decay distance into the dielectric is [22]:
z1 =
∣∣∣∣∣ 1k′z1
∣∣∣∣∣ = 1k0
∣∣∣∣∣∣2 (ε
′
2)
2
k0 ε′′2
(
ε1 + ε
′
2
ε21
)1/2∣∣∣∣∣∣ (2.13)
and,
z2 =
∣∣∣∣∣ 1k′z2
∣∣∣∣∣ = 1k0
∣∣∣∣∣∣2 (ε
′
2)
2
k0 ε′′2
(
ε1 + ε
′
2
ε′22
)1/2∣∣∣∣∣∣ (2.14)
into the metal.
8. Power and energy relationships can be found by assuming a value for the
magnetic field amplitude and by using Ampere’s law to determine the elec-
tric field.
The conditions described in (2.9) are met by noble metals in air for the optical and
near-infrared ranges in the case of a TM polarized wave. A similar analysis will
show that a transverse electric (TE) polarized wave cannot exist at a dielectric-
metal boundary.
In practical applications, one should take care in the selection of the metal to
be used in a nanoantenna design. Some metals, such as silver, tend to develop
an oxidation layer, which can severely decrease propagation length and increase
the antenna impedance. For a more detailed discussion concerning the effect of a
silver sulfide oxidation layer on a silver substrate plasmon wave, the reader is re-
ferred to [17]. Fig. 2.4 shows the propagation length as a function of wavelength
for three metals, gold, silver and aluminum [26]. The practitioner is cautioned
that although the propagation length of a surface plasmon does increase as fre-
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Figure 2.4: Propagation length of a surface plasmon propagating along the in-
terface between a dielectric (refractive index 1.32) and a metal as a function of
wavelength calculated for gold (Au), silver (Ag), and aluminum (Al).
quency decreases, the analysis leading to this figure is based on an idealization
of the physical problem. Here, a pure wave propagation condition was assumed
in the formulation of equations (2.1) and (2.2). In the practical case, a source such
as the feed point of an antenna, must be included in the problem formulation.
If the source is included, one sees that as the frequency decreases, less energy
is transferred into the surface plasmon wave and more into the space wave; the
field that is radiated directly into space from the source point. In the far infrared
frequency range, the surface plasmon essentially ceases to exist. Plasmon wave
behavior is discussed in more detail in the section of this section concerning
aperture antennas.
2.3 Quantum Effects
The above analysis considers only the classical electromagnetic aspects of
propagation on a dielectric metal boundary. However, quantum mechanical ef-
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fects inherent in metals and dielectrics enter the picture through the permittivity,
thereby determining its value as well as the frequency range over which SPPs
can propagate. Essentially, quantum processes reveal the frequency range over
which the metal has a permittivity with a negative real part and where losses
begin to have a serious effect on wave propagation within that frequency range.
In the following, the influence of plasma resonance and atomic collisions on SPP
propagation are briefly explored. Although the properties described below are
best understood using quantum mechanics, the mathematics below is classical,
primarily developed by concatenating harmonic oscillator models. However, the
differences in the results of the two theories is small, allowing classical electro-
magnetic calculations without the necessity of delving into quantum theory. Free
electrons can exist near the top of the energy band distribution in a metal. The
interaction of these electrons with photons and the long-range Coulomb force of
atoms create an electron oscillation known as a plasmon. Taking these effects
into account, the dielectric function of metal can be expressed in terms of the
Drude model [27]:
ε(ω) = 1− ω
2
p
ω(ω− jν) =
(
1− ω
2
p
ω2 + ν2
)
− j ν ω
2
p
ω(ω2 + ν2)
= εr − jεi (2.15)
where ν = 1/τ is the collision frequency, τ is the scattering time between colli-
sions, and ωp is the plasma frequency that is expressed as:
ωp =
√
Ne2
ε0me
(2.16)
in which e and me are the electron charge and mass respectively and N is the con-
centration of free electrons. Plasma frequencies for metals are in the visible and
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ultraviolet ranges. Typical values of plasma and collision frequencies are ωp =
0.2300× 1012Hz and ν = 5.510× 1012Hz for gold and ωp = 0.2100× 1016Hz
and ν = 4.450× 1012Hz for silver, however impurities and other factors can af-
fect these numbers so the literature does not have a unique set of values for these
parameters. A comprehensive list of plasma and collision frequencies published
by a variety of researchers for gold, silver and other noble metals can be found
at [28].
Collisions are primarily between electrons and relatively large lattice vibra-
tions (phonons), so for most metals at room temperature ν ≪ ωp [29], which
reduces (2.15) to approximately:
ε(ω) ≃ 1− ω
2
p
ω2
(2.17)
This important expression shows that when ω < ωp, then ε(ω) < 0 which in part
satisfies the conditions in (2.9). Therefore, surface plasmon polaritons can only
exist below the plasma frequency. Equation (2.17) substituted into (2.6) gives a
simplified Drude model for the plasmon wavenumber:
kx ≃ k1
(
ω2 −ω2p
ω2εr1 + (ω2 −ω2p)
)1/2
(2.18)
The Drude model in the form given in (2.15) is widely used in nanoantenna
analytical and numerical calculations for determining the permittivity, and there-
fore the propagation constant, of the plasmon polariton of noble metals. However,
this free electron model fails at frequencies higher than about 850 THz [30], due
to bound charge effects, and must be modified by incorporating additional terms
[29]. This becomes a tedious process but reasonable accuracy can be achieved.
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Another option, preferred by the authors, is to use measured data [31] with a
partial fraction fit [32]. Fig. 2.5 shows the dielectric function for gold and silver
over the frequency range from 0.5000 eV~120THz to 6.500 eV~1.570 PHz obtained
from measured data via a partial fraction fit. The solid lines are the partial frac-
tion fit for the real part ε′, and the dashed lines are for the imaginary part ε′′, of
the dielectric function.
The significance of the data in Fig. 2.5 becomes clearer in Fig. 2.6 where
the surface plasmon dispersion curve for frequency versus the propagation k′x,
attenuation k′′x , and constants at an air-silver boundary are plotted. The lower
part of the curve is the non-radiative surface plasmon region followed above by
an anomalous dispersion region and above that a Brewster mode radiative region.
The slanted dashed line is the free-space light line k0 = ω/c. The Brewster
mode portion of the dispersion curve is in the fast wave region to the left of the
light line. It is the locus of the values of kx of the plane wave incident on the
boundary at the Brewster angle. These waves do not set up a surface wave, but
rather carry their power directly into the metal without reflection. Below the
Brewster mode section is a region of anomalous dispersion, often described in
the literature as ‘backbending’, which has a group velocity that is virtually zero,
and is accompanied by high loss.
The surface plasmon portion of the dispersion curve is of primary importance
to nanoantenna design. The plasmon region lies to the right of the light line and
therefore, it is a slow wave since the phase velocity here is less than the speed
of light. Because surface plasmons have a shorter wavelength than light they are
prevented from radiating from a flat planar surface. Of particular significance
is the decreasing slope of the dispersion curve, tending toward horizontal near
where it joins the anomalous dispersion segment. In the plasmon region the sur-
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Figure 2.5: Dielectric function for (a) Gold and (b) Silver as a function of photon
energy E = h f where f is frequency and h = 6.626× 1034 kgm2/s is Planck’s
constant. The solid lines are the partial fraction fit for ε′ and the dashed line is
for ε′′. The circles and squares are from measured data originally listed in [1]
face plasmon propagation constant increases dramatically with a small increase
in frequency. The horizontal dashed line at 380 nm intersects the light line at
approximately k0 = 17 rad/µm while at the same wavelength k′x = 21 rad/µm,
which means the surface plasmon wavelength can be much less than the free-
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Figure 2.6: SPP dispersion curve for ω versus Re(kx) and Im(kx) for an glass-
silver interface. The lower part of the curve is the non-radiative surface plasmon
region which is capped by a high-loss backbending region, and a Brewster mode
radiative region above
space wavelength. Therefore, a resonant half-wavelength nano-dipole antenna
can be much smaller than a half-wavelength measured in air at the same fre-
quency. As the plasmon wavelength decreases near the anomalous dispersion
region, the propagation constant approaches a limiting value. The Drude model
provides the estimate for this limiting frequency
ωsp ≃ ωp/
√
1+ εr1, (2.19)
obtained by setting the denominator in (2.18) equal to zero, which is equivalent
to assuming the propagation constant in (2.18) approaches infinity. This is not
what happens to the propagation constant, as can be seen in Fig. 2.6 where real
data is used, but it does provide a reasonable estimate of the limiting frequency.
nanoantennas must be designed to operate below this frequency, thereby avoid-
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ing a group velocity approaching zero and dramatically increased losses.
Although several key aspects of wave propagation on nano-structures have
been presented here, all analysis has been performed assuming propagation is
on a surface between two half spaces. However, most nanoantennas have air
above and are etched in a noble metal, such as gold, on a dielectric substrate,
such as silicon dioxide. The metal antenna, therefore lies between two different
materials. nanoantennas are typically excited at a corner or edge where both
upper and lower surfaces are exposed to the incoming electromagnetic field. Be-
cause the plasmon propagation constant (2.7) is a function of the permittivity
in the regions above and below an interface, it will be helpful to understand
how different phase velocities (2.10) and wavelengths (2.11) on the two sides of
a nanoantenna will affect its performance. This issue is briefly addressed in the
following paragraphs.
2.4 Two Boundary Structures
Surface plasmon polaritons on a metal film have properties that do not exist
on an interface between metal-dielectric half spaces. To analyze the mode config-
uration on a metal strip of thickness t, consider the configuration shown in Fig.
2.7 where the dielectrics are assumed to extend from the surface of the metal to
infinity and possess different permittivities, ε1 and ε2. The permittivity of the
metal is εm and all three regions have the permeability of free-space. The waves
in each region are assumed to be TM polarized with a magnetic field component
in the y-direction in each region given by:
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H1 = yˆHy1 e−Az1z−jkxx, dielectric region 1(z ≥ t) (2.20a)
Hm = yˆ
(
Hya e+Azmz + Hyb e−Azmz
)
e−jkxx, metal region m(0 ≤ z ≤ t)
(2.20b)
H2 = yˆHy2 e−Az3z−jkxx, dielectric region 2(z ≤ 0) (2.20c)
where the dispersion relations for the three regions are,
A2zi = −k2zi = k2x − k20εi, for i = 1, 2,m (2.21)
and the boundary conditions satisfied by Hm at each interface are:
Hym = Hyi (2.22a)
1
εm
∂Hym
∂z
=
1
εi
∂Hyi
∂z
(2.22b)
ε1kz1
εmkzm
ε2kz2
z
x
t
Figure 2.7: Thin metallic film between two dielectric regions with different per-
mittivities.
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where i = 1, 2. Each of these conditions are applied to (2.20) at each boundary
yielding a set of four homogeneous linear equations which can be combined to
produce:
Hyb
Hya
=
(
ε2Azm
εmAz2
− 1
)
(
ε2Azm
εmAz2
+ 1
) (2.23a)
Hyb e−2Azmt
Hya
=
(
ε1Azm
εmAz1
+ 1
)
(
ε1Azm
εmAz1
− 1
) (2.23b)
The equations in (2.23) are equated to produce the three dispersion relation:
(
εmAz1
ε1Azm
+ 1
)(
εmAz2
ε2Azm
+ 1
)
=
(
εmAz1
ε1Azm
− 1
)(
εmAz2
ε2Azm
− 1
)
e−2Azmt (2.24)
for the metal layer sandwiched between two different dielectrics. Equation (2.24)
can be verified by allowing the metal thickness to become large, Azmt → ∞, in
which case the right hand side goes to zero. This yields a pair of equations:
εmAz1
ε1Azm
+ 1 = 0 (2.25a)
εmAz2
ε2Azm
+ 1 = 0, (2.25b)
recognized from (2.4) to be the dispersion relations for surface plasmon polari-
tons at the boundaries between two individual dielectric-metal half-spaces.
If ε1 and ε2 are positive and εm < 0, the right hand side of (2.24) is posi-
tive, which means the left hand side must also be positive. This is possible if,(
εmAz1
ε1Azm
+ 1
)
and
(
εmAz2
ε2Azm
+ 1
)
are both positive or both negative. Under the as-
sumption that both are negative, that ε1 > ε2, and |εm| > ε1 the characteristic
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equation (2.24) becomes [33],
Azmt = coth−1
( |εm|Az1
ε1Azm
)
+ coth−1
( |εm|Az2
ε2Azm
)
. (2.26)
Similarly, assuming that both expressions in brackets on the left hand side of
(2.24) are positive and |εm| < ε1ε2ε1−ε2 the characteristic equation becomes [33],
Azmt = tanh−1
( |εm|Az1
ε1Azm
)
+ tanh−1
( |εm|Az2
ε2Azm
)
. (2.27)
Equations (2.21) together with (2.26) or (2.27) can be used to solve for the wavenum-
bers in the even and odd mode cases, referring respectively to the symmetric or
asymmetric form of the tangential (z-directed) component of the electric field
about the center of the metal layer [34].
When the metal layer is thick, the waves on the two sides of the metal slab
do not interact, as indicated in (2.25). However, as the slab becomes thinner the
electromagnetic fields on the two sides do interact and the frequency splits into
a low frequency even mode (2.26) and a higher frequency odd mode (2.27). Al-
though the tangential electric field is not entirely symmetric in the metal region
when ε1 ̸= ε2, more of the field lies inside the metal in the even mode case (2.26)
than it does in the basically asymmetric odd mode case (2.27). As the metal layer
becomes thinner, the damping of the odd mode decreases, approximately as the
square of the thickness, allowing this mode to travel a greater distance than a
plasmon polariton on the interface between two half spaces. However, the ba-
sically symmetric mode damping increases with decreasing thickness, allowing
propagation distances one or two orders of magnitude greater than those of thick
metal construction [35]. The physical reason attributed to this phenomena is that
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in the asymmetric case, where the null is in the center of the metal, more of the
field resides outside as the thickness of the metal decreases therefore, lessening
the presence of the tangential electric field in the metal thereby reducing Joule
heat which in turn decreases the electron collision rate resulting in less damping
of the wave. This analysis suggests that the efficiency of an optical antenna can
be improved by decreasing the thickness of the metallic material with which it is
constructed and operating in the higher odd mode frequency range.
When the metal width is finite and the environment is symmetric (ε1 = ε2),
there are four fundamental modes and a number of higher order modes. These
modes can be classified according to the cross-sectional width and thickness, sim-
ilar to a rectangular waveguide and will become successively cut off as the thick-
ness decreases leaving one Gaussian like mode. Efficient optical fiber coupling
to this plasmonic mode in a metal guide has been demonstrated [36], raising
the possibility of similar coupling between optical antennas and metal strip plas-
monic waveguides designed with the appropriate width and thickness so as to
operate in this particular mode. Closer to the nanoantenna case, in an asym-
metric environment (ε1 ̸= ε2) there is no purely TM mode. It has been shown
that modes in this case can change their symmetry properties with changes in
both transverse directions, width and thickness, and that all modes show a cutoff
height that increases both with decreasing width and increasing dielectric mis-
match between the sub- and superstrate [36, 37]. Unfortunately, this includes
air-metal-glass configurations commonly used in the design of optical antennas
and waveguides. Thus the complicated spatial profiles shown in modes in an
asymmetric environment prohibit efficient excitation techniques [24, 38].
In this section it has been shown that in the optical frequency range electro-
magnetic wave propagation, which is via a surface plasmon polariton, can take
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place on an air-dielectric boundary if one of the two materials has a dielectric
constant with a negative real part obeying the conditions in (2.9). The dispersion
equation for this wave is given in (2.6) and presented graphically in Fig. 2.6,
which shows that a surface plasmon is a slow wave, i.e. slower than the speed
of light in the dielectric medium. The Drude model, which is relatively accurate
below, and not too close to, the plasma frequency ωp and useful for analytical
calculations, was given in (2.15). This model, or its approximation in (2.17), is
commonly used to obtain approximate velocity (2.10), wavelength (2.11), propa-
gation distance (2.12), and exponential decay distance away from the boundary
(2.13) and (2.14) of the plasmon wave. It also provides an estimate of maximum
frequency (2.19) at which a plasmon wave can propagate. Although Fig. 2.6
shows that the surface plasmon wavelength can be much less than the free-space
wavelength, close to the maximum frequency the plasmon wave will experience
severe attenuation.
Because optical antennas are operated in a frequency range which is at the
overlapping boundary between electromagnetic and quantum theories, in the
paragraphs above, some of the quantum justification for the unusual behavior
of materials in the near infrared and optical domains has been presented. This
discussion was then followed by an asymmetric two boundary case development
of the dispersion equations modeling a typical optical antenna structure in cross-
section, showing that the interaction between the plasmon waves on the two
boundaries breaks into symmetric and asymmetric modes, (2.26) and (2.27). The
symmetric mode is preferred when coupling to another device and the asym-
metric mode is preferred for long distance propagation in a plasmon waveguide.
This section then concluded with a discussion of the finite width metal guide
that has been shown to have a complicated mode structure, hampering efforts
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to obtain a mathematical expression for impedance matching. Current attempts
at obtaining a mathematical model and along with design methods that improve
impedance matching and enhance optical antenna radiation will be covered in
the individual antenna discussions that follow.
2.5 Design of Optical Antennas
The plasmonic nature of nanoantenna operation prevents the designer from
describing antenna performance with formulas that have been developed over
many decades at microwave and lower frequencies. Dielectric properties of met-
als are only one factor preventing a direct correspondence between established
antenna theory and actual optical antenna operation. A traditional antenna con-
cept that the wave vector for the current is the same as the free-space wave vector
must be abandoned, dispersion effects must be accounted for and losses not gen-
erally expected in a microwave frequency ‘perfect conductor’ become dependent
on the size and shape of the antenna. The optical antenna, although not a tradi-
tional perfect conductor, cannot be analyzed as though it is a pure dielectric rod
as would be the case for an optical fiber. But even if an optical antenna could
be modeled as a pure dielectric, the tips of a rod represent the famous unsolved
dielectric wedge problem. As described above, the fast wave current on a perfect
conductor must be replaced by a slow wave plasmon current tightly coupled to
the antenna surface. Radiation on an optical dipole still occurs at the tips of the
rods and can still be viewed as current induced. The primary difficulty that must
be faced when attempting an analytical analysis is that for practical reasons the
design requires placing the antenna on an interface between a dielectric below,
such as a silicon dioxide substrate, and air above. Although numerical techniques
can be used to accurately analyze the characteristics of the structure, similar to
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microstrip patch antennas, no exact analytical methods are available. Analytical
approximations and numerical attempts to obtain the basic characteristics of an
optical antenna, the resonant frequency, input impedance, gain, directivity and
efficiency, are presented in this section.
2.5.1 Dipole and Patch Antennas
Size and shape can affect the design frequency of an optical antenna in ways
not typically expected in microwave frequency antenna engineering. For exam-
ple a rectangular microstrip patch is expected to resonate when the incident field
is polarized in the direction of the λ/2 dimension of the patch, while the trans-
verse dimension is flexibly left to something greater or less than λ/2. However,
as shown in Fig. 2.9 both the width and length of a metal plate must be con-
sidered in designing an optical antenna. A narrow nanodipole resonating at a
particular frequency, as shown in Fig. 2.8, does not maintain resonance when
widened. However, the first resonance can be regained by changing both the
length and width of the dipole as shown in Fig. 2.9c. The mechanism causing
this phenomena has to do with the manner in which surface plasmons are excited.
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Figure 2.8: A gold dipole residing over a glass substrate.
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Figure 2.9: (a) Maximum enhancement of a gold nanodipole excited at 550 nm
(b) narrow and (c) wide profile. A narrow structure does not maintain resonance
when widened without also changing its length.
The incident wave with a free-space wavenumber transfers energy into the plas-
mon wave having a much larger wavenumber at locations where the interaction
between the incident wave and the antenna produce the largest concentration
of higher order modes, which will couple energy into the plasmon mode. This
interaction is primarily seen on the corners of the dipole in Fig. 2.9c. Similar
to plane waves in a waveguide, plasmon waves fan out from the corners taking
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a circuitous route bouncing from the edges of the plate before phase matching
produces a resonance condition. Further complicating the picture is the chemi-
cal potential and the ‘lighting rod’ effect whereby opposite charges form a high
concentration of the field across the antenna center gap. However, plasmons in
the narrower dipole, Fig. 2.9b, follow a shorter, more direct route to resonance
than does the plasmon wave on the wider dipole Fig. 2.9c thereby experiencing
less attenuation and ultimately creating a region of higher field enhancement in
the gap than does the wide dipole. Fig. 2.9a shows that as the dipole widens
the resonant frequency shifts and the enhancement decreases. Enhancement is
defined as the ratio of the total to the incident electric field in the gap region,
although in some publications this ratio is squared and therefore, described as
intensity enhancement.
The behavior of the narrower dipole shown in Fig. 2.9b is more closely aligned
with what one would expect at microwave frequencies whereby increasing the
length of each nanorod in plasmon half-wavelength intervals will produce suc-
cessive resonance and antiresonance in the gap input impedance. Notice that the
total length of the dipole is a full plasmon wavelength λp plus the gap separa-
tion distance, as opposed to the typical λ0/2 dipole first resonance of a perfectly
conducting microwave antenna with a negligible gap width. In terms of plas-
mon wavelengths, a first resonance does occur in an isolated λp/2 nanorod or a
vertical λp/4 nanorod on a metal substrate [39].
Although an exact determination of the plasmonic wavelength in a dielectric
nanorod is not mathematically feasible, an effective wavelength λe f f based on
the assumption that the antenna is a thin dielectric cylinder operating in the TM0
cylindrical waveguide mode has been derived in [40]. The antenna is immersed
in a material with dielectric constant εs, and a Drude dielectric function is used
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to describe the metal rod material. The apparent increase in the antenna length
at the rod ends is accounted for by an additional reactance term. This scaling law
is:
λe f f = n1 + n2
(
λ
λp
)
(2.28)
where λ is the wavelength of the external region, λp is the metal plasma wave-
length, and n1, n2 coefficients with dimensions of length that depend on antenna
geometry and static dielectric properties, are
n1 = 2pi R
[
13.74− 0.12ε∞ + 141.04 εs
εs
− 2pi
]
(2.29a)
n2 = 0.24pi R
√
ε∞ + 141.04 εs
εs
. (2.29b)
Here R is the radius of the cylinder, and ε∞ is the dielectric constant correction
in the Drude formula for ω ≫ ωp. For gold ε∞ ≃ 11, λp = 138 nm and for silver
ε∞ ≃ 3.5, λp = 135 nm [40].
In the case of an optical patch or dipole antenna it is necessary to account for
a phase shift acquired by the surface plasmon polariton upon reflection at rod,
strip, or gap terminations. The resonance wavelength λ of metal strip resonators
of thickness t and width w are determined approximately by [41]:
w
2pi
λ
nslow = mpi − φ (2.30)
where nslow is the real part of the mode index of surface plasmon polaritons
propagating in a metal film with the same thickness t as the strip, m = 1, 2, 3, . . .
is the order of the resonance, and φ is the phase of the reflection coefficient at
strip terminations. For a symmetric structure where εd = ε1 = ε2, once t and εm
31
are selected and the phase shift φ is determined, nslow can be obtained from (2.21)
and (2.25) or for thin strips, one can use the approximation [42]:
nslow ≃
√
n2d +
4 n4d
k20 t2 n4m
(2.31)
where nd and nm are the indices of refraction of the dielectric and metal and
k0 = 2pi/λ. The wavelength of the slow surface plasmon polariton is then given
by λslow = λ/nslow.
Analytical models are preferable because clear trends in antenna performance
can be seen by adjusting mathematical parameters that represent physical quan-
tities such as the antenna width or length and the excitation frequency. On the
other hand, numerical techniques can provide both the accuracy and flexibility
needed to model complex antenna structures. However, purely mathematical
solutions can become clouded with long complex expressions and special func-
tions while a purely numerical analysis provided by the powerful commercial
codes that have become available these last few years, while furnishing useful
visual data in terms of graphs and charts, do not always provide a way to un-
derstand the multifaceted interaction between the variables of an antenna sys-
tem. Recently a compromise approach for optical antennas has been advanced,
advocated primarily by Engheta and Alù [43, 44, 45, 46], whereby the antenna
and field excitation are replaced by an equivalent lumped circuit model based
on numerical analysis data. The basic model, shown in Fig. 2.10, is centered
on a Thévenin equivalent circuit for the antenna with a capacitance accounting
for a non-negligible gap impedance Zg along with the intrinsic impedance Za
of the dipole. The parallel combination of these two impedances forms the in-
put impedance of the circuit. The input impedance is calculated, by driving the
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antenna at the gap with an arbitrary source voltage Vg and calculating, with
full-wave simulations, the displacement current Ig flowing across the arms at the
terminals in the region of the gap Zin = Vg/Ig.
The intrinsic antenna impedance Za is extracted from the input impedance by
first taking the parallel combination of the gap and load impedances according
to:
Zin =
1
1/Za + 1/Zg
, Zg =
1
jω C
, whereC = ε0S/g (2.32)
where S and g are respectively the gap cross-sectional area and gap height. Set-
ting Za = Ra + jXa and Zin = R0 + jX0, (2.32) is rearranged to give:
Ra =
R0
1+ω C
(
2X0 +ω C (R20 + X
2
0)
) (2.33a)
Xa =
X0 +ω C (R20 + X
2
0)
1+ω C
(
2X0 +ω C (R20 + X
2
0)
) . (2.33b)
Since full-wave simulations have provided the Zin components R0 and X0, the
dipole intrinsic impedance is determined mathematically from (2.33). The intrin-
sic impedance Za, which is unaffected by antenna loading either by a transmis-
sion line or by altering the gap capacitance, is now completely determined.
The antenna is resonant when the input reactance X0 = 0 which from (2.33b)
is:
ω0 =
Xa
C(R2a + X2a)
(2.34)
The ‘open circuit’ or first resonance has been shown to have a very low value,
whereas the ‘short circuit’ or antiresonance has a high impedance, on the order
of kilo-ohms. The feed line or other loading conditions will determine which
operating frequency is selected. In the event of loading, the capacitance becomes
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C = εLS/g, the new resistance and reactance terms in the input impedance
Zin = Rin + jXin are again found numerically and the equivalent dielectric con-
stant εL can be calculated from (2.33b). Extra circuit elements can be added to
account for the transmission feed line or a quantum radiator such as is the case in
molecular spectroscopy, or a different circuit can be created for single quantum
radiators without a gap [46]. Efficiency is an important measure used to charac-
terize antenna performance. The overall antenna efficiency can be broken down
into the product of several measures of efficiency, the most important of which
are the radiation efficiency and the reflection efficiency, η = ηradηre f , where the
maximum value of each efficiency is one. The reflection efficiency determines
how well the transmission feed line characteristic impedance is matched to the
antenna input impedance. Its value, given in terms of the transmission line re-
flection coefficient Γ, is ηre f = 1− |Γ|2 where |Γ| ≤ 1. The radiation efficiency
is ratio of the total power radiated Prad to the power received Pin by the antenna.
The input power is assumed to be the sum of the radiated power and the power
losses on the antenna. Provided the antenna is fed at the antenna maximum
current point, which is most often the case with optical antennas operating at
L
g Vg
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Figure 2.10: Optical antenna with equivalent circuit model. The driving voltage
could be an incident electromagnetic field, a transmission line connected to the
antenna, or a quantum emitter.
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or below the lowest resonant frequency. At the first antiresonance, the radiation
efficiency can be expressed in terms the radiation resistance Rrad and the ohmic
loss resistance RL experienced by the current flow in the antenna elements. The
radiation efficiency is therefore:
ηrad =
Rrad
Rrad + Rin sin2(pi Le f f/λe f f )
; Rrad = 2Prad/I2max. (2.35)
The ohmic loss resistance Rin is the real part of the input impedance. The optical
dipole radiation resistance can be determined analytically by first hypothesizing
the current at resonance. Taking into account the effective length and wavelength
of an optical antenna, Le f f and λe f f respectively which can be calculated using
(2.28), the standard microwave expression for a dipole current is modified to
become [44],
I(z) =
I0 sin
[
pi
Le f f − 2|z|
λe f f
]
sin
(
pi Le f f
λe f f
) (2.36)
where I0 is the numerical displacement current at the feed point z = 0. This
current (2.36) is used to find an analytical expression for the power radiated by
the optical dipole Prad which is then substituted into (2.35) to find the efficiency.
Antenna directivity defined as D0 = (time average power density maximized
with angle)/(average total power radiated through a sphere), can again be ana-
lytically calculated with the formulas above as can gain which is the product of
the efficiency times the directivity, G0 = ηradD0 . Keep in mind that this exercise
has been a combination of numerical and analytical calculations, forming a hy-
brid approach that seems best suited for understanding complex interactions as
well as for overall engineering optical antenna design. Although the example of
35
a dipole has been used here, many other structures have been successfully inves-
tigated using this equivalent technique [45, 46]. For design data for the dipole
based on measurements the reader is referred to references [47, 48, 49].
2.5.2 Bowtie Antenna
Compared to a dipole antenna, the bowtie antenna has the advantage of
broadband operation yet it is a simple design. The feed point of a bowtie an-
tenna is a gap at the vertex of two tip to tip apposal triangular electrically con-
ducting arms. If extended to infinity while the angles of the triangle vertices
remain unchanged, this antenna would be frequency independent. When the
incident field polarization is perpendicular to the gap, the antenna can be driven
into resonance. Fig. 2.11 shows the intensity distribution for a 520 nm resonant
bowtie design made out of gold on a SiO2 substrate and excited by a normally
incident plane wave. The numerical simulation in Fig. 2.11a shows that a high
field intensity distribution occurs not only at corners and in the gap region but
also along each of the sides, likely due to the sharp edge design. In Fig. 2.11b a
plot of the electric field vectors immediately above the surface of antenna indicate
the largest field components are just above the gap region but tend to decrease
in amplitude as they spread out and terminate at the wider ends of the antenna
arms where a much lower intensity is seen in Fig. 2.11a. The intensity of the field
in the bowtie gap has been shown to be strongly dependent upon the gap width
[47]. For the design presented in [47], starting on the order of 50 nm the resonant
intensity climbs exponentially as the gap separation narrows, however as the gap
separation widens the intensity tends to level out at around 100 nm. Although
very little work has been carried out concerning mathematical design criteria for
the construction of on-surface optical antennas, optimal design dimensions can
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(a) (b)
Figure 2.11: Bowtie antenna with (a) highest field intensity shown in red around
the edges and corners of the triangular arms and (b) electric field vectors where
the largest amplitude field is displayed in red occurs in the gap between the two
arms.
be obtained through published data gathered in experiments. For optical fre-
quency design data based on measurements for the bowtie antenna the reader is
referred to reference [48]. Studies have also been carried out to determine opti-
mum bow angle, the outside angle formed by the edges of the two apposal arms
of a bowtie antenna. It has been reported that the strongest enhancement can be
obtained with a bow angle of 90° [48]. Unlike microstrip antennas printed on a
thin substrate with a metal backing focusing radiation into the air region above,
optical antennas are a single metal radiator lying on a dielectric-air interface.
There can be no ground plane below because there are no perfect conductors at
optical frequencies. Although radiation is in both directions, most of the energy
radiated from an optical antenna tends to couple into the higher density sub-
strate. In the microwave case a TM0 mode surface wave can be launched into
the substrate because this mode has no cutoff wavelength, but the fundamental
mode in a typical microwave patch antenna is not conducive to launching TM
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modes. As long as the substrate is thin, a microwave patch antenna suffers little
substrate induced loss. As the substrate thickens, energy from the microwave
patch antenna is coupled into surface wave modes, which seriously degrades the
efficiency of an antenna. However, an optical antenna radiates in both directions
regardless of the substrate thickness, making it in any case less efficient than
its microwave counterpart. One measurement study carried out in the infrared
range [48] concluded that the dipole and bowtie efficiencies are respectively 20%
and 30% whereas a typical microstrip patch antenna has an efficiency of 60%.
A similar conclusion was reached in a more recent study [46] that included the
optical dipole, bowtie, and dimer constructions. A dimer, which has two pan-
cake shaped arms, has an efficiency level close to the bowtie design. Numerical
investigations of the optical Yagi-Uda design show a strong emission into the
substrate and a much smaller emission lobe into the air side of the surface [50]
[51]. Although most of the electromagnetic radiation is emitted into the critical
angle below, the above surface emission still shows a strong directivity.
2.5.3 Yagi-Uda Antenna
The dipole and bowtie nanoantennas described above are most often used in
applications where a wide beamwidth or broadband transmission is the primary
objective. However as nanotechnology progresses, achieving highly directional
beams in the optical regime will be necessary in order to, for instance, transmit
signals from nanocircuits to a receiver above the surface with a minimum power
load on the electronic system. Another significant application is the possibility
of enhancing and directing the radiation from a nano-emitter, which will be dis-
cussed in the Applications section below. At the microwave level the Yagi-Uda
antenna shown in Fig. 2.12 has proven to be highly directional for radiation of ra-
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dio waves yet simplistic in construction. One would expect that basically similar
design principles can be used to obtain directionality with an optical Yagi-Uda
design. Over the last few years, this has been shown to be the case primarily
due to the fact that the elements of the Yagi antenna are nanorods, the proper-
ties of which have been the subject of extensive study by the optics community
over the last thirty years. The essential Yagi-Uda design consists of a resonant
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Figure 2.12: Yagi-Uda optical antenna constructed with nanorods.
driven element flanked on one side by a longer passive reflector element and on
the other by a series of shorter director elements, all of which lie in the same
plane. Researchers have studied a variety of element types for the Yagi, includ-
ing spheres and prolate spheroids, but low efficiency and difficulties in achieving
smooth surfaces and precise positioning on the nano level has focused attention
on the classical cylindrical rod design. In addition to surface smoothness and the
precise rod length and positioning needed for optimum array performance, other
difficulties encountered in the optical regime are the loss of energy coupled into
the substrate, the difference in wavelength between free-space and the metallic
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rods, and field interaction with the air-substrate boundary causing a phase differ-
ence between surface plasmons on the two sides of the antenna. Naturally these
effects can be modeled by pure numerical calculations but preventing unwanted
consequences such as the substrate energy loss are still left open for future re-
search. However detailed design rules have been developed [50] for the optical
Yagi. As a rough estimate high directivity can be obtained with separation dis-
tances of about 0.25λ between the feed and the reflector and about 0.3λ between
the feed and the director and between each of the director elements [51]. The
length of the feed element is the effective resonant wavelength λe f f of the an-
tenna rods which is related to the incident free-space wavelength λ by a simple
relation given in (2.28) above with an accompanying discussion.
A scanning near-field optical microscope (SNOM) has been used to simulta-
neously image the amplitude and phase of the normal electric field component
on a working Yagi-Uda nanoantenna [52]. This data was processed to produce
a time evolution animation of the fields of the antenna during reception, provid-
ing an unusual opportunity to check time domain numerical simulations of the
received fields. These measurements showed that illumination of the antenna
from the forward direction resulted in constructive interference of scattered light
by the antenna elements which leads to a strong field enhancement in the feed
element. Measurement data taken when illumination is from the rear of the
antenna reveal that the destructive interference by the feed element suppresses
strong fields.
2.5.4 Log-Periodic Antenna
To date, most theoretical and experimental studies on directional optical an-
tennas have focused on the Yagi-Uda design, shown in Fig. 2.12, which pro-
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vides good directivity for a specific design frequency with a limited bandwidth.
A possibility of improving both bandwidth and directivity may be met with a
log-periodic antenna design. The name is derived from a progressive spacing
between the elements of the antenna based on a logarithmic scale. A number of
log-periodic design schemes have been employed at microwave frequencies. At
optical frequencies several graded size and spacing designs have been proposed
with elements varying in shape from spheres and ellipses to the classical elon-
gated rod. Due to difficulties in creating precise size and shapes at the nano level
most implementations are only approximations of the true log-periodic require-
ment.
In a log-periodic antenna arrangement [53], the arm lengths ln, spacing be-
tween arms Rn and rod diameters dn, increase logarithmically as defined by the
inverse of the geometric ratio τ as given by:
1
τ
=
ln+1
ln
=
Rn+1
Rn
=
dn
dn+1
. (2.37)
Another parameter associated with the array, but independent of the geo-
metric ratio, is the scaling factor. The scaling factor is often expressed normal-
ized by the element length and as such it is given by σ = dn/2ln. The half
angle at the antenna apex is determined by the parameters τ and σ according to
A = tan−1
[
(1− τ)/4σ].
In one study [54], measurements were carried out on an optical log-periodic
antenna with gold elements on a glass substrate strictly following the design cri-
teria above. However unlike other optical array designs, a gap was placed in the
middle of each arm in order to enhance the field produced by plasmonic action.
It was observed that the directionality of the antenna reaches a maximum with
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N = 10 elements but the optimum field enhancement value of |EFB|2 for the
forward beam electric field is obtained between N = 6 and N = 10. A decrease
of the field enhancement values, defined as |Etotal|2/|Einc|2 with increasing num-
bers of elements is associated with increasing plasmonic losses incurred in the
addition of elements. Adding a gap did not affect the antenna patterns, however
a significant increase in beam intensity was observed. As with other on-surface
plasmonic antennas, a significant portion of the radiated power is coupled into
the substrate.
One of the drawbacks of the log-periodic design is that the currents in the
optical version have the same phase in each element. In addition, the elements
are closely spaced producing a phase progression of the current in the direction
of the longer elements. This produces an end-fire beam in the direction of the
longer elements and interference effects in the pattern. The standard design for
a log-periodic antenna calls for crisscrossing the feed between adjacent elements
thereby adding a 180° phase shift to the terminal of each element. Since the
shorter elements are spaced closer together and opposite in phase, very little en-
ergy is radiated from them and interference effects are minimal. The radiation
pattern in this crisscross case tends to be toward the shorter elements [53]. In the
previous paragraph, the design calling for dipoles rather than solid rods appears
to be a step in the right direction. The plasmonics of optical frequency mate-
rials and construction methods on the nano level will determine the efficacy of
adapting the standard microwave design where alternate dipoles are connected.
2.5.5 Purcell Factor
Light emission from an optical quantum emitter such as a quantum dot or
a nano-crystal can be enhanced when it is in close proximity to an intense elec-
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tromagnetic source. This effect was first discovered at radio frequency by E. M.
Purcell, when he observed an increase in the probability of spontaneous emis-
sion of an emitter placed in a resonator [55]. However, controlling the degree
of enhancement of a quantum emitter remains a major challenge. Optical mi-
crocavities or microresonators such as optical nanoantennas, generally used for
emission enhancement can be mathematically quantified by what has become
known as the Purcell factor F [56], defined as:
F =
3
4pi2
λ
n
× Q
V
(2.38)
where λ is the wavelength of the emitted photon, Q and V are the quality factor
and mode volume respectively, and n is the refractive index of the surround-
ing medium. The Q corresponds to the temporal confinement while the mode
volume V represents the spatial confinement. Although cavity based structures
can provide very high Q(∼ 104) [57], they are consequently narrow bandwidth
devices. This spectral limitation is a problem for contemporary solid-state quan-
tum emitters which, despite many efforts in research, still have a broad spectral
emission due to stability issues [58].
Optical nanoantennas, on the other hand have a much lower Q(∼ 100) [59]
and hence are suitable for applications involving broadband sources. However,
due to surface plasmon polaritons, they have the capability to highly confine the
light source volume well beyond the diffraction limit [60, 61]. Coupling optical
nanoantennas with quantum structures like quantum dots can result in highly
directive quantum emitter intensity pattern, but with a mode volume as low as
.002 (λ/n)3 [59] which corresponds to a very high Purcell factor of ∼ 5× 104.
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2.5.6 Aperture Antennas
So far in this section on-surface optical antennas have been emphasized pri-
marily because there is considerable current scientific and industrial interest in
the design of antennas for optical and near infrared communications. However,
there is also significant industrial interest in antennas that are effective in fo-
cusing light to sub-wavelength dimensions. A primary application lies in the
possibility of extending current photolithographic techniques to produce circuit
chips on a sub-wavelength scale using relatively inexpensive optical equipment
as compared to ion-beam etching machines. Nano-aperture antennas have been
the key component in sub-wavelength lithographic research and also been a key
element in the development of several other technologies that will be discussed
in the Applications section. Below a brief treatment of the theory of optical aper-
ture antennas is presented followed by an overview of selected designs that have
received popular attention in the literature.
2.5.7 Optical Aperture Antenna Theory
Although important nano-level aperture optics was carried out in the study
of fluorescence molecules in the 1980’s [62], the report by [63] of dramatically en-
hanced transmission through sub-wavelength holes in metal films, was an event
that spurred widespread interest in optical aperture antennas. Because this phe-
nomena, now known as extraordinary optical transmission (EOT), seemed to fly
in the face of the widely accepted classical electromagnetic analysis by [64] and
[65], there has been considerable scientific interest in the subject reaching to the
core of surface plasmon theory. According to the classical theory, the power
transmitted through an aperture in an infinitely thin metallic screen scales as the
inverse fourth power of the aperture size in terms of wavelengths. If the screen
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is made to be of finite thickness, then an additional reduction in the transmitted
field strength will result, due the below-cutoff dimensions of the slot. However,
it was discovered, first experimentally and then confirmed by numerical analysis,
as shown in Fig. 2.13, that for metals at optical frequencies there are situations
where remarkable
(a)
Figure 2.13: Simulation showing a surface plasmon standing wave intensity (|E|2)
pattern on a thin silver plate with dielectric constant ε = −18.242+ j1.195 be-
tween two slots illuminated by a 660 nm plane wave from below. The center plate
has a length 5/2λspp (1650 nm) and each aperture has a width and thickness of
200 nm.
amounts of energy pass through sub-wavelength slits and holes. Fig. 2.13
illustrates a cross-sectional view of a metallic sheet made of silver with two slots
passing through the sheet. This nanostructure is excited by a plane wave from
below. The magnitude of the field intensity shows a complicated structure with
significant field at the slot corners, an interaction resulting in strong standing
waves in the horizontal direction below, some weak field transmission through
the slots, and a standing wave pattern on top of the center plate. Although [63]
explained EOT in terms of surface plasmon polaritons, others [66, 67] questioned
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the existence of surface plasmons and asserted that the observed phenomena
could be explained by the existence of evanescent waves arising in a classical
electromagnetics analysis not used by Bethe and Bouwkamp. However, a more
detailed study that evolved through a series of technical papers confirmed the
original EOT hypothesis [68, 17]. In the following, a purely mathematical analysis
is presented revealing the nature of transmission through sub-wavelength holes
including the surface plasmon, a space wave in the vicinity of the aperture, and a
lateral wave behavior on the metal surface at distances over 100 surface plasmon
wavelengths removed from the aperture. The importance of this analysis lies in
the fact that surface plasmon radiation plays a more significant role in optical
aperture radiation than does diffraction. Also because many applications require
optical apertures with narrowly focused beams, it is important to know that
significant energy is carried in surface plasmon polaritons on the surface of the
metal on the side opposite the aperture excitation.
A thin slot aperture is modeled by placing a 2-D magnetic line current on the
air-metal interface along the y-axis, into to the page, as shown in Fig. 2.2. This
arrangement gives rise to a transverse magnetic (TM) field, which has three non-
zero electromagnetic field components Hy, Ex and Ez. A straightforward analysis
yields the magnetic field along the air-metal boundary:
Hy(x) = − k02piη0
∞∫
−∞
G˜(kx) e−jkxx dkx (2.39)
G˜(kx) =
1
D˜(kx)
, D˜(kx) =
kz2
ε2
+
kz1
ε1
, kzi =
√
k2i − k2x, for i = 1, 2 (2.40)
where G˜(kx) is the Green function in terms of the spectral variable kx, ε1 is the
dielectric constant of the upper half-space and ε2, containing a negative real part,
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is the dielectric constant of the metal lower half-space. Assuming the permeabil-
ities of the two regions are the same as that of free-space, the location of the
surface wave pole kxp, which can be found analytically by setting D˜(kx) to zero,
is kxp = k0
√
ε1ε2/(ε1 + ε2) as predicted by (2.6). The corresponding residue is:
Rp =
1
D˜′(kxp)
, D˜′(kx) = −kx
(
1
ε2kz2
+
1
ε1kz1
)
. (2.41)
The spectral domain Green function G˜(kx) has branch points at k1 and k2, re-
spectively the wavenumbers of air and the metal at optical frequencies. Air is
lossless, so k1 is real and therefore lies on the real axis, as shown in Fig. 2.14,
whereas metal has significant loss, so k2 is far removed from and below the real
axis. The field can be obtained by integrating in the kx-plane along the real axis,
path C0, from minus to plus infinity by means of the definitions Im(kz1) < 0 and
Im(kz2) < 0 on the top sheet of the complex plane for both branch cuts. Integra-
tion on the real axis can be improved upon by deforming the integration path
vertically so that C0 is replaced by C1 and C2, paths of steepest descent in the
kx-plane. An important consequence of the optical properties of a noble metal
is that the position of the pole kxp is such that it is captured by the vertical path
deformation. Had the real part of the dielectric constant of metal been positive,
the pole would reside to the left of the integration path below k1 and therefore,
it would not be captured by the integration path. It has been shown that poles
captured by the steepest descent path are physical waves, in this case a surface
plasmon wave, whereas poles not captured are not actual waves although they
do influence the behavior of the field through their proximity to the integration
path [69]. The contribution from the integral C2 around the branch point at k2 is
negligible because the branch point lies well below the real axis so exponential
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C0 Re kx
Im kx
kxp
k2
k1
C2
C1
kx − plane
Figure 2.14: Complex plane integration path around branch cuts connecting the
branch points k1 and k2, the wavenumbers for air and metal respectively, and the
SPP pole kxp.
decay due to the imaginary part of kx is significant. The spatial domain Green
function can now be expressed in terms of its pole and branch point components
as,
G(x) =
∫
C1
G˜(kx) e−jkxx dkx︸ ︷︷ ︸
Composite Wave
+
∫
C2
G˜(kx) e−jkxx dkx︸ ︷︷ ︸
Negligible
− 2pi jRp e−jkxpx.︸ ︷︷ ︸
SPP Wave
(2.42)
A careful analytical study of the composite wave shows that subtracting the sur-
face plasmon polariton pole from the C1 integrand yields a negligible result.
However, when the pole is added back the resulting analytical expression yields
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the following limiting case forms [17],
Ip(x) ∼

x−1/2, for small and moderate distance x
x−3/2, for sufficiently large distance x
(2.43)
At small or moderate distances from the aperture (magnetic line source) the mag-
netic field has a x−1/2 behavior, the same as the small argument behavior of a
Hankel function for a line source in free-space, is often referred to as the ‘space
wave’. At large distances, the x−3/2 decay is typical of a lateral wave behavior.
Numerical results displaying the composite wave (solid line) and surface plas-
mon polariton wave (dashed line) where the metal is silver and the line source
is radiating at 633 nm and 2500 nm are shown in Fig. 2.15 below. As predicted
the dominant behavior of the magnetic field near the aperture is the x−1/2 space
wave. However at greater distances the plasmon wave becomes dominant, and in
Fig. 2.15a close to 500 wavelengths where the plasmon wave tends to rapidly de-
cay, the lateral wave behavior x−3/2 dominates. Fig. 2.15b shows that at 2500 nm,
the surface wave amplitude is reduced due to losses that enter the numerical
calculation through the dielectric function given in Fig. 2.5. Eventually, at fre-
quencies below the near infrared range, the metal begins to behave more like
a perfect conductor and the space wave completely dominates the behavior of
the field. This exercise confirms the existence of the plasmon wave and displays
its relationship to other wave phenomena produced in the aperture of a sub-
wavelength slot and on the air-metal interface. More important from an antenna
engineering standpoint is that energy carried by the plasmon wave through the
slot does radiate into the space wave above the slot. The question, “Can a plas-
mon wave pass through a slot?” is answered by the analysis at the beginning of
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Figure 2.15: Logarithmic scale comparison of composite wave and surface plas-
mon polariton wave normalized amplitude for an air-silver interface as a function
of distance from the source at (a) 633 nm (b) 2500 nm
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this section and in an excellent review covering analytical methods used to deter-
mine the properties of subwavelength apertures [70]. Because a surface plasmon
wave is tightly bound to the metal surface, decaying to 1/e at distances far less
than a wavelength above the metal walls, its expression in a waveguide is not
governed by the typical waveguide boundary conditions. Plasmon waves in the
two walls of the slot, although not entirely independent of one another, are not
subjected to cutoff conditions, and can therefore carry much more energy than a
waveguide evanescent mode or even an infinite sum of evanescent modes. The
conclusion that can be drawn from this analysis is that at optical wavelengths, a
significant amount of plasmon energy can be transported through a metallic slot
with a sub-wavelength width. Because the slot is sub-wavelength in width, it is
possible to form an array of plasmonic radiators to focus an intense beam to a
sub-wavelength line or spot.
2.5.8 Bowtie Aperture Antenna
Many aperture antennas are a simple Babinet equivalent of their metal coun-
terpart. The aperture bowtie, also known as the diabolo antenna, is one such
design. The aperture bowtie shown in Fig. 2.1c differs from the well-known
metal bowtie nanoantenna in that the opposing pair of aperture triangles are
connected through an aperture extension of the facing triangular tips. Thus in-
stead of a large charge density accumulating between the triangles across the
air gap, a high optical current density develops within the gap but between the
narrowly spaced metal sides of the gap. A high intensity enhanced field compo-
nent is achieved in the gap connecting the apposal triangular arms by polarizing
the incident light parallel to the narrow gap connecting the arms. Polarizing the
incident field across the narrow dimension of the gap will produce little or no
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field enhancement. One of the interesting properties of the aperture bowtie is
that the magnetic field rather than the electric field is enhanced in the gap. By
analogy, the metal bowtie behaves more like an electric dipole and the aperture
bowtie more like a magnetic dipole. Numerical simulations have shown a 2900-
fold enhancement of the magnetic field at a wavelength of 2540 nm, confined to
a 40× 40nm2 region near the center of the nanoantenna.
Although in general aperture antenna enhancement is not as high as can be
achieved with a similar metallic structure, apertures are easier to make and have
the advantage of providing a visual objective. The aperture bowtie has been
shown to have sufficient enhancement and confinement to be effective in nano-
lithography applications [71]. The effectiveness of the aperture bowtie nanoan-
tenna in nanolithographic applications is attributed to the fact that the magnetic
field created in the aperture gap above the photoresist mask enters the mask in
the perpendicular direction, easily penetrating into the metal, thereby leading to
noticeable dissipation effects [72].
Optical tweezers are instruments that use light to move microscopic particles.
Most often this requires a high powered focused laser beam to provide the nec-
essary force to trap and move the particle. Optical tweezers are often needed
in biological applications and are expected to have important applications in the
construction of nano-machines. A variant on the bowtie design has been shown
to create an optical vortex in the electromagnetic field [73]. The unusual field
pattern is such that a small particle moving away from the center of the vortex
experiences increasingly higher forces pointing back towards the center. The aper-
ture bowtie provides the user the ability to see the particle while manipulations
are carried out.
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2.5.9 Concentric Rings
Perhaps the most useful aperture antenna enhancement design is a concentric
ring structure. In cross-section the ring has the appearance of a shallow trough
etched into the metallic surface. Concentric rings have been incorporated around
a variety of aperture designs with the goal of concentrating the transmitted signal
into a narrow beam or to gain maximized reception. A single radiating aperture
must be large in terms of wavelengths and contain a flat planar phase front in
order to concentrate the signal. A common example at microwave frequencies is
a parabolic dish antenna which in practice will have an aperture size of at least
10 wavelengths. However, a typical single sub-wavelength aperture antenna will
have a large beamwidth. In order to provide directionality, an optical aperture
antenna can be modified by adding the concentric ring structure which in essence
provides a Bragg reflection condition for plasmon current waves traveling out
from center. Another way of looking at the concentric ring design is that it
provides an external impedance match condition for the source driven aperture.
Again, because metal at optical frequencies has a behavior similar to that of a
dielectric, at least in terms of boundary conditions, numerical solutions provide
the only route to design criteria for concentric rings. The number of grooves,
groove width, groove depth, periodicity of the grating, hole diameter, and the
distance between the first groove and the driven aperture all play a role and
are strongly interlinked in the design. However, a basic optimization criteria for
bull’s eye structures has been formulated based on extensive numerical studies.
What follows is repeated from an excellent discussion on the subject, which can
be found in more detail in a paper by [74]: “The first item to define is the desired
resonance wavelength which in turn determines the period of the structure. The
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choice of the hole diameter will then be determined by whether one would like
optimal efficiency as normalized to hole area or highest absolute transmission.
For the former, the diameter should be about half the period, but for the latter the
aperture size can be increased. It should be noted that as the hole size increases
relative to the period, the spectrum will eventually broaden which is a trade-off.
The groove width should also be around half the period with a depth to width
ratio at 0.4. The number of grooves should be just enough to reach saturation,
typically around 6 to 10 grooves depending on the geometrical parameters.”
2.5.10 Arrays
Many other specialized aperture designs have been reported in the literature,
although design information is scarce. Usually the designer can refer to the cur-
rent microwave antenna literature as a starting point for a numerical parameter
investigation to determine that proper dimensions for an optical antenna design.
External to the antenna the array factor and standard microwave array meth-
ods will typically be applicable to optical antenna array design, assuming the
aperture field information is known. That is, a computer code must be used to
determine the near field and a suitable array factor can be applied to the aperture
near field information to find the far field. The array elements can be square or
circular or any one of the antennas discussed above. Rectangular shaped aper-
tures are of particular interest since they are the Babinet equivalent of a dipole
antenna. The half-wavelength resonance condition applies to the slot antenna
of high conductivity and a half-wave slot leads to a resonantly enhanced and
aperture confined electric field [25].
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2.6 Applications of Optical Antenna
2.6.1 SNOM
Scanning near-field optical microscopy (SNOM), an important technique for
visualizing biological systems, involves obtaining high resolution topographic
and optical images with a cone shaped probe that scales down to the nano level
at the tip. The need for high spatial, temporal and resolving power with sub-
wavelength resolution was the driving factor in a move to the fiber aperture
probe, essentially a tapered optical fiber with a nanoscale tip. Evanescent or non-
propagating fields that exist only near the surface of the object carry the high
frequency spatial information about the object and have intensities that drop off
exponentially with distance from the object. Because of this, the detector must
be placed very close to the sample in the near field zone, typically a few nanome-
ters. However, the aperture probe suffers from diffraction of light at the tip,
which reduces its imaging resolution. Present research is centered on finding an
antenna design that reduces the fiber beamwidth, thereby improving resolution.
Although fabrication of tips true to the design criteria and surface smoothness
are significant challenges to be overcome, a number of antenna structures such
as the bowtie, Yagi and several plasmonic nanosphere probes have been tried out
showing successful improvement in many cases.
2.6.2 Photon Emitters and Optical Fluorescence
Single photon emission from a quantum emitter generates a stream of pho-
tons. Single photons can be used in a number of technologies such as Computed
Tomography (CT), which is an imaging technique able to provide 3D informa-
tion. A single quantum emitter positioned inside the subwavelength size feed
gap of an optical antenna couples to the antenna, radiating in such a way as to
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be considered to be an impedance matching device. The density of the emitted
photons thereby increases, improving the tomographic image.
Solid state light-emitting devices are expected to eventually replace fluores-
cent tubes as illumination sources. Quantum dot nanocrystals are very promising
for light-emitting sources. However, their light-emission efficiencies are still sub-
stantially lower than those of fluorescent tubes. It has been observed that quan-
tum emitters in close proximity to a plasmonic producing metal surface causes
plasmonic fluctuations of the free electron gas. The associated currents radiate,
in many cases with a significant increase in intensity. Antenna structures such as
the bowtie have been designed, optimized in size, shape, and material properties
to increase the radiation efficiency of a nanoscopic optical source. However, for
visual appeal, sources with greater optical bandwidth are needed [18, 75].
2.6.3 Raman Spectroscopy
Molecules vibrate, rotate and translate in a number of ways when exposed
to an electromagnetic field. Raman spectroscopy is an optical technique used to
detect the vibrational modes. It relies upon detection of a very low intensity por-
tion of the scattered wave spectrum called inelastic or Raman scattering. Because
molecules of a particular type, such as anthrax or mold aflatoxins, have a certain
Raman spectra they can be identified by this method. However, because the Ra-
man spectra is very small, very intense laser light is required in order to move
the Raman signal above the noise level. Plasmonic nanoantennas create highly
enhanced local fields when pumped resonantly, leading to increased Raman scat-
tering [76].
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2.6.4 Communication with Nanocircuitry
As circuit chips become smaller and processor speeds increase, wire leads
to the circuitry become less practical and less efficient. However, nanoantennas
can overcome these drawbacks, with more efficient and on chip created optical
antennas communicating over wireless links to external circuitry. Cross-talk and
the many problems with computer interconnects can be eliminated. One of the
properties of on-surface optical antennas is that most of the radiated energy trav-
els downward into the chip substrate. This can become an advantage where the
construction of a via through the nano chip is impractical. A proper nanoantenna
design would allow the circuitry to rapidly communicate back and forth directly
through the substrate.
In this section, an overview of the field of optical antennas has been presented
along with some of the basic theory of plasmonics, the underpinning concept
governing electromagnetic wave behavior at optical frequencies. It was shown
that surface plasmon polaritons lead to a set of requirements and restrictions
placed on the design of antennas constructed out of noble metals at optical and
near infrared frequencies. An unusual aspect of plasmonic waves in metals is
their subwavelength behavior, an advantage when detecting small particles but it
can cause added difficulty when impedance matching an optical antenna to free-
space. It was shown that the surface plasmons explain the unusual amount of
radiation coupled through a subwavelength aperture and that as a consequence
aperture optical antennas are remarkably efficient, behaving in a manner similar
to their Babinet equivalent counterpart. Spectroscopy, disease and toxin sensors,
wireless communication with nano circuitry and the creation of nano circuits
using sub wavelength lithography are some of the early beneficiaries of this new
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technology. The field of nano plasmonics offers great opportunities for optical
frequency circuit and antenna engineers with the future easily as bright as it is
for the modern day wireless engineer.
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3. COMPUTATION OF FIELDS IN MULTILAYER STRUCTURES
Layered media are the basis of modern semiconductor integrated circuits that
have been the subject of numerous theoretical studies designed to gain an under-
standing of how the electromagnetic fields behave in an environment in which
the source or receiver is embedded in layers with different thicknesses and mate-
rial properties. Most commonly, the fields are found in terms of the dyadic Green
functions (DGFs) of the environment, which defines the vector field distribution
due to a vector point source [77]. The surface fields are expressed in terms of a
current J distributed in a region defined by a surface, r′, by the inner product,
E =
∫
r′
GEJ(r|r′)J(r′)dr′, (3.1a)
H =
∫
r′
GHJ(r|r′)J(r′)dr′. (3.1b)
where, GEJ and GHJ are the spatial domain DGF’s due to an electric current
source located at r′, that define the electric and magnetic fields at a point r respec-
tively. In the presence of magnetic sources, (3.1a) and (3.1b) can be augmented
using the superposition principle, by adding an inner product containing mag-
netic DGFs, GEM and GHM.
3.1 Theory
Here we follow the well-established approach of field computation for planar,
layered media [2, 8], in which, an equivalent transmission line (TL) network is
first set up for the structure, and then TL based GFs are computed.
59
3.1.1 Transmission Line Representation of Maxwell’s Equations
As shown in Fig. 3.3a, it is assumed that the structure is unbounded in the
lateral direction, and excited only by an electric source. The electric and magnetic
fields are given by the Maxwell’s equations in frequency-domain,
∇× E = − jωµH, (3.2a)
∇×H = jωεE+ J. (3.2b)
For boundary-value problems displaying symmetry along the z direction, it is
desirable to decompose the ∇ operator into two components, one longitudinal
d/dz and the other a transverse (to z) operator, ∇t [78, p. 64]. By taking the
Fourier transform,
F [ f (kρ, z)] ≡ F˜(kρ, z) =
∞∫
−∞
∞∫
−∞
f (ρ, z)e−jkρ·ρ dx dy (3.3)
the field computation is considerably simplified by switching to the spectral fre-
quency domain kρ, which reduces the complexity of the vector differential op-
erator, ∇ to −jkxxˆ − jkyyˆ + d/dz zˆ, which contains a derivative term only in
z-direction. In (3.3), the cylindrical coordinate vectors are expressed as,
ρ = xxˆ+ yyˆ, and kρ = kxxˆ+ kyyˆ, (3.4)
and the notation ∼ above the capital-letter terms indicates the Fourier transform
with respect to the transverse coordinates and from here on, will be used to
denote the spectral domain quantities.
As stated earlier, it is advantageous to separate the fields in transverse and
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longitudinal coordinates because, as we shall see shortly, the longitudinal part
of the field can be completely expressed in terms of the transverse component.
Applying the Fourier transform (3.3) on the Maxwell’s equations (3.2), we obtain:
(
−jkρ + zˆ ddz
)
× (E˜t + E˜z) = − jωµ(H˜t + H˜z), (3.5a)(
−jkρ + zˆ ddz
)
× (H˜t + H˜z) = jωε(E˜t + E˜z)− (J˜t + J˜z). (3.5b)
The transverse and longitudinal components of the magnetic field can be sepa-
rately expressed in (3.5a) as,
−jkρ × E˜z + ddz zˆ× E˜t = − jωµH˜t, (3.6a)
−jkρ × E˜t = − jωµH˜z. (3.6b)
Using the vector product property [79, p. 117],
A× B = A · (B× nˆ) nˆ, (3.7)
where the unit vector nˆ is normal to the plane containing vectors A and B. A
scalar form of the longitudinal component of the electric field is obtained by
applying (3.7) on (3.6b),
− jkρ · (E˜t × zˆ) zˆ = −jωµH˜z (3.8)
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which can be written in the scalar form,
− j H˜z = −j
ωµ
kρ · (E˜t × zˆ). (3.9)
Now taking the vector product with unit vector zˆ on both sides of (3.6a), the
transverse electric field component is expressed as:
dE˜t
dz
= − j(kρ × E˜z)× zˆ− jωµH˜t × zˆ
= − jkρE˜z − jωµH˜t × zˆ
(3.10)
where the BAC-CAB vector triple product identity, (A × B) × C ≡ B(A · C) −
C(A · B) has been applied.
Following a similar procedure starting from (3.5b), we obtain the transverse
component of magnetic field, along with the scalar longitudinal component of
electric field:
dH˜t
dz
= − j(kρ × H˜z)× zˆ+ jωεE˜t × zˆ+ J˜t × zˆ
= − jkρH˜z + jωεE˜t × zˆ+ J˜t × zˆ,
(3.11)
and,
− jωεE˜z = jkρ · (H˜t × zˆ) + J˜z. (3.12)
By substituting (3.12) in (3.10), we get the transverse component of electric field,
dE˜t
dz
=
1
jωε
(
k2 − kρkρ·
)
(H˜t × zˆ) + kρ J˜z
ωε
. (3.13)
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Similarly, from (3.9) and (3.11), the transverse component of magnetic field,
dH˜t
dz
=
1
jωµ
(
k2 − kρkρ·
)
(zˆ× E˜t) + J˜t × zˆ (3.14)
where k = ω
√
µε in (3.13) and (3.14) is the medium wavenumber.
The fields in (3.13) and (3.14) for arbitrarily aligned sources lie in the plane
of a spectral coordinate system as illustrated in Fig. 3.1, where the arrowheads
in color correspond to spectral-domain quantities. A rotational transformation
of the coordinate system such that the axes align with the vectors kρ, zˆ × kρ
[80], simplifies the procedure of finding the transmission line equivalent, which
allows the TE and TM mode analysis to be made separately. The coordinate
transformation can be expressed as:
uˆ
vˆ
 =
 cosψ sinψ
− sinψ cosψ

xˆ
yˆ
 (3.15)
where ψ is the angle between kæ and the positive x-axis. A transmission line ana-
logue for the spectral fields, expressed in terms of modal voltages and currents
can therefore, be written as [81, 8],
 E˜t
H˜t
 =
VTM VTE
−ITE ITM

uˆ
vˆ
 . (3.16)
Using the results of (3.16) in (3.13) and noting that uˆ = kρ/kρ, we get,
d
(
uˆVTM + vˆVTE
)
dz
=
1
jωε
(
k2 − kρ kρ ·
)
(uˆ ITM + vˆ ITE) + uˆ
kρ
ωε
J˜z (3.17)
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Figure 3.1: Coordinate system transformation in the spectral domain
By separating the uˆ and vˆ components, we obtain the TM and TE equivalent
voltage equations respectively,
dVTM
dz
=
1
jωε
(
k2 − k2ρ
)
ITM +
kρ
ωε
J˜z, (3.18a)
dVTE
dz
=
k2
jωε
ITE. (3.18b)
Similarly, from (3.16) and (3.14), the equivalent current equations can be written
as:
dITM
dz
=
k2
jωµ
VTM − J˜u, (3.19a)
dITE
dz
=
−1
jωµ
(
k2 − k2ρ
)
VTE + J˜v. (3.19b)
Equations (3.18)-(3.19) can be conveniently written in a compact form as a set of
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telegrapher’s equations [78, p. 190]:
dVα
dz
= − jkzZα Iα + vα (3.20a)
dIα
dz
= − jkzYαVα + iα (3.20b)
where α is either TE or TM, the propagation constant in the transverse direction
is kz = ±
√
k2 − k2ρ, for which the sign must be chosen so that the fields decay
away from the source. The modal impedances in (3.20) are,
ZTM =
1
YTM
=
kz
ωε
, (3.21a)
ZTE =
1
YTE
=
ωµ
kz
. (3.21b)
Using the expressions that relate the transverse electric and magnetic to the
equivalent transmission line currents and voltages (3.16), and combining with
the longitudinal field expressions (3.6b) and (3.12), we obtain the total fields in
the spectral domain,
 E˜(kρ, z)
H˜(kρ, z)
 =
VTM VTE − kρωε(z) ITM(z)
−ITE ITM kρωµVTE(z)


uˆ
vˆ
zˆ
+ zˆ
 jωε(z) J˜z(kρ, z)
0
 , (3.22)
where ε(z) may vary from one layer to another.
Assuming only electric sources existing in space, the corresponding TL sources,
vα and iα, defined in (3.20), are illustrated in 3.2. A horizontally oriented (x-
directed) electric dipole is represented by a current source in an equivalent TM
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transmission line network. Likewise, the equivalent configuration of a vertical
(y-directed) electric dipole is a TE network with a current source. A z-directed
dipole corresponds to voltage source in a TM transmission line. For an arbitrarily
directed source, the equivalent TL model consists of a superposition of the three
representations.
(a)
(b)
(c)
ky
kxxˆ
zˆ
yˆ
ky
kxxˆ
zˆ
yˆ
ky
kxxˆ
zˆ
J˜x
iTM = − J˜x
iTE = − J˜y
J˜y
vTM = kρωε J˜z
J˜zyˆ
Figure 3.2: Electric source representation in a transmission line network
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3.1.2 Green Functions for the TL Equations
To obtain the transmission line voltages and currents that define the spectral
fields in (3.22), we introduce the one-dimensional transmission line Green func-
tions (TLGFs) that are analogous to the spatial domain DGFs in (3.1). Following
[78, 2], we define Vi(z, z′) and Ii(z, z′) as the voltage and current respectively, at
a point z along the transmission line due to a unit-strength current source lo-
cated at z′. Similarly, Vv(z, z′) and Iv(z, z′) are the respective voltage and current
due to a unit-strength voltage source. Analogous to (3.1) which is augmented by
magnetic sources, we write:
V(z) =
∫
z′
[
Vi(z, z′)i(z′) +Vv(z, z′)v(z′)
]
dz′, (3.23a)
I(z) =
∫
z′
[
Ii(z, z′)i(z′) + Iv(z, z′)v(z′)
]
dz′. (3.23b)
The telegrapher’s equations (3.20), are rewritten for a voltage excited line as:
dVv
dz
= − jkzZv Iv + δ(z− z′) (3.24a)
dIv
dz
= − jkzYvVv, (3.24b)
and for a current excited line, we obtain:
dVi
dz
= − jkzZi Ii (3.25a)
dIi
dz
= − jkzYiVi + δ(z− z′) (3.25b)
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3.1.3 Spectral Domain Dyadic Green Functions
By substituting (3.24) and (3.25) into (3.22) and referring to Fig. 3.2, we obtain
the spectral-domain versions of DGFs [8]:
G˜EJ(kρ, z|z′) = − uˆuˆVTMi − vˆvˆVTEi + zˆuˆ
kρ
ωε(z)
ITMi
+ uˆzˆ
kρ
ωε(z′)
VTMv + zˆzˆ
1
jωε(z′)
[
k2ρ
jωε(z)
ITMv − δ(z− z′)
]
, (3.26a)
G˜HJ(kρ, z|z′) = uˆvˆITEi − vˆuˆITEi − zˆvˆ
kρ
ωµ
VTEi + vˆzˆ
kρ
ωε(z′)
ITMv . (3.26b)
3.1.4 Spatial Domain Dyadic Green Functions
By taking an inverse Fourier transform (3.27),
F−1[F˜(kρ, z)] ≡ f (ρ, z) = 1
(2pi)2
∞∫
−∞
∞∫
−∞
F˜(kρ, z)ejkρ·ρ dkx dky. (3.27)
we find the spatial domain analogues of the spectral domain DGFs, which are de-
fined in (3.26). In case of rotational symmetry which implies that F˜ only depends
on one spectral co-ordinate kρ, the double integral in (3.27) can be simplified to
an integral of only one variable. Using (3.4) and the coordinate transformation
shown in Fig. 3.1 where,
kx = kρ cosψ and ky = kρ sinψ, (3.28)
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we rewrite (3.27) in cylindrical coordinates,
F−1[F˜(kρ, z)] ≡ f (ρ, z) = 1
(2pi)2
∞∫
0
2pi∫
0
F˜(kρ, z)ejkρ·ρkρ dkρ dψ. (3.29)
Applying the Fourier-Bessel transform (FBT) to (3.29) which states that,
1
2pi
2pi∫
0
ejkρ·ρ dψ = J0(kρρ), (3.30)
where J0(·) is the Bessel function of zero order we obtain the Sommerfeld integral
(SI), S0 {·}:
f (ρ) = S0
{
F˜
}
≡ 1
2pi
∞∫
0
J0(kρρ)F˜(kρ)kρ dkρ. (3.31)
In some cases, the Bessel function may be up to an order of 2, therefore, general-
ized expression for SI is,
Sn
{
F˜
}
≡ 1
2pi
∞∫
0
Jn(kρρ)F˜(kρ)kρ dkρ. (3.32)
Following the above procedure, we write the spatial domain DGFs as:
Gκ(ρ, z|z′) = F−1
[
G˜κ(kρ, z|z′)
]
≡ Sn
{
G˜κ(kρ, z|z′)
}
(3.33)
where the superscript κ denotes either ‘EJ’ or ‘HJ’.
Starting with (3.26), we now discuss each step in detail to obtain the spatial
domain versions of the DGFs. First, the spectral domain dyads are converted
to their spatial domain counterparts using the relations listed in Table 3.1 which
are obtained from Fig. 3.1 and (3.15). In general, a spatial domain DGF can be
69
Spectral
domain dyad Spatial domain dyad
uˆuˆ xˆxˆ cos2 ψ+ xˆyˆ cosψ sinψ+ yˆxˆ cosψ sinψ+ yˆyˆ sin2 ψ
vˆvˆ xˆxˆ sin2 ψ− xˆyˆ cosψ sinψ− yˆxˆ cosψ sinψ+ yˆyˆ sin2 ψ
uˆvˆ −xˆxˆ cosψ sinψ+ xˆyˆ cos
2 ψ− yˆxˆ sin2 ψ+
yˆyˆ cosψ sinψ
vˆuˆ −xˆxˆ cosψ sinψ− xˆyˆ sin
2 ψ+ yˆxˆ cos2 ψ+
yˆyˆ cosψ sinψ
zˆuˆ zˆxˆ cosψ+ zˆyˆ sinψ
uˆzˆ xˆzˆ cosψ+ yˆzˆ sinψ
zˆvˆ −zˆxˆ sinψ+ zˆyˆ cosψ
vˆzˆ −xˆzˆ sinψ+ yˆzˆ cosψ
Table 3.1: Conversion of spectral domain dyad to spatial domain
expressed in a matrix form:
Gκ =

Gκxx Gκxy Gκxz
Gκyx Gκyy Gκyz
Gκzx Gκzy Gκzz
 , (3.34)
As an example, we consider the spatial domain component, GEJxx of the DGF,
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which can be expressed as:
GEJxx = F−1
{
− cos2 ψVTMi − sin2 ψVTEi
}
= −F−1
{
1+ cos 2ψ
2
VTMi +
1− cos 2ψ
2
VTEi
}
= − 1
2
S0
{
VTMi +V
TE
i
}
−F−1
{
cos 2ψ
2
VTMi −VTEi
} (3.35)
Using the formula [2],
F−1
{
cos 2ψ F˜
}
= − cos 2φ S2
{
F˜
}
(3.36)
and the recurrence relation for Bessel-type functions [82],
Jn+1(z) =
2n
z
Jn(z)− Jn−1(z) (3.37)
(3.35) is simplified to:
GEJxx = − 12S0
{
VTMi
}
− 1
2
S0
{
VTEi
}
+
cos 2φ
2
S2
{
VTMi −VTEi
}
= − 1
2
S0
{
VTMi
}
− 1
2
S0
{
VTEi
}
+
cos 2φ
2
[
2
ρ
S1
{
VTMi −VTEi
}
− S0
{
VTMi −VTEi
}]
.
(3.38)
After some algebraic manipulation and knowing the fact that Sommerfeld inte-
grals obey the linearity principle, we obtain the final expression:
GEJxx = − cos2 φ S0
{
VTMi
}
− sin2 φ S0
{
VTEi
}
+
cos 2φ
2
S2
{
VTMi −VTEi
}
. (3.39)
Following similar procedure, the remaining components of both electric and
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magnetic fields DGFs in the spatial domain can be obtained, which are listed in
Table 3.2 [2].
GF κ = EJ
Gxx
− cos2 ψ S0
{
VTMi
}
− sin2 ψ S0
{
VTEi
}
+
cos
(
2ψ
)
ρ
S1
{
VTMi −VTEi
kρ
}
Gxy −sin
(
2ψ
)
2
S0
{
VTMi −VTEi
}
+
sin
(
2ψ
)
ρ
S1
{
VTMi −VTEi
kρ
}
Gxz
η0
jk0ε(z′)
cosψ S1
{
kρVTMv
}
Gyx −sin
(
2ψ
)
2
S0
{
VTMi −VTEi
}
+
sin
(
2ψ
)
ρ
S1
{
VTMi −VTEi
kρ
}
Gyy
− sin2 ψ S0
{
VTMi
}
− cos2 ψ S0
{
VTEi
}
−
cos
(
2ψ
)
ρ
S1
{
VTMi −VTEi
kρ
}
Gyz
η0
jk0ε(z′)
sinψ S1
{
kρVTMv
}
Gzx
η0
jk0ε(z)
cosψ S1
{
kρ ITMi
}
Gzy
η0
jk0ε(z)
sinψ S1
{
kρ ITMi
}
Gzz − η
2
0
jk20ε(z)ε(z′)
S0
{
k2ρ I
TM
v
}
− η0
jk0ε(z)
δ(ρ)δ(z− z′)
Table 3.2: Scalar Green functions for computation of electric field due to an elec-
tric current source. Adapted from [2]
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GF κ = HJ
Gxx −sin
(
2ψ
)
2
S0
{
ITEi − ITMi
}
+
sin
(
2ψ
)
ρ
S1
{
ITEi − ITMi
kρ
}
Gxy cos2 ψ S0
{
ITEi
}
+ sin2 ψ S0
{
ITMi
}
− cos
(
2ψ
)
ρ
S1
{
ITEi − ITMi
kρ
}
Gxz −
η0
jk0ε(z)
sinψ S1
{
kρ ITMv
}
Gyx − sin2 ψ S0
{
ITEi
}
− cos2 ψ S0
{
ITMi
}
− cos
(
2ψ
)
ρ
S1
{
ITEi − ITMi
kρ
}
Gyy
sin
(
2ψ
)
2
S0
{
ITEi − ITMi
}
− sin
(
2ψ
)
ρ
S1
{
ITEi − ITMi
kρ
}
Gyz
η0
jk0ε(z′)
sinψ S1
{
kρ ITMv
}
Gzx
1
jk0η0µ
sinψ S1
{
kρVTEi
}
Gzy − 1jk0η0µ cosψ S1
{
kρVTEi
}
Gzz ·
Table 3.3: Scalar Green functions for computation of magnetic field due to an
electric current source. Adapted from [2]
3.1.5 Introducing Potential Functions
As evident in Tables 3.2 and 3.3, the spatial domain DGFs that directly de-
scribe fields are tedious. An alternative formulation using vector potential func-
tions considerably reduces the computation complexity. The approach is com-
monly known as mixed potentials integral equation (MPIE) formulation. From
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the Maxwell’s equations, we know that,
∇ · µH = 0, (3.40)
and using the vector identity, ∇ · (∇× A) ≡ 0, we define the magnetic vector
potential, A such that:
H =
1
µ
∇×A. (3.41)
Through (3.2a) and (3.41), we write:
∇× (E+ jωA) = 0, (3.42)
and knowing the vector identity, ∇× (−∇φ) ≡ 0, the electric field is expressed
as:
E = jωA−∇φ. (3.43)
The scalar potential function φ can be related to A by the Lorenz gauge, which
states that:
∇ ·A = −jωµεφ. (3.44)
The electric field in (3.43) is then expressed only as a function of A,
E =
jω
k2
(
k2 +∇∇·
)
A. (3.45)
For a current distribution J, the vector potential A can also be described by a
DGF in a similar fashion to (3.1):
A =
∫
r′
GA(r|r′)J(r′)dr′, (3.46)
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where GA is the vector potential DGF. Following the formulation of [8], the spec-
tral domain form is,
G˜A = (uˆuˆ+ vˆvˆ) G˜Avv + zˆuˆG˜
A
zu + zˆzˆG˜
A
zz. (3.47)
The vector potential DGF is related to its fields counterpart through the magnetic
field in (3.41) and written as:
G˜HJ =
1
µ
∇× G˜A (3.48)
where isotropic permeability is assumed. To find the components of G˜A, we
first note that the ∇ operator used in the curl operation, which was initially
defined in rectangular coordinates, is re-written in the spectral domain form as
∇˜ = −jkρuˆ+ zˆd/dz. Therefore, (3.48) becomes,
∇× G˜A =
(
−jkρuˆ+ zˆd/dz
)
×
[
(uˆuˆ+ vˆvˆ) G˜Avv + zˆuˆG˜
A
zu + zˆzˆG˜
A
zz
]
= − jkρG˜Avv (uˆ× vˆ)vˆ+
dG˜Avv
dz
(zˆ× uˆ)uˆ− jkρG˜Azu (uˆ× zˆ)uˆ
− jkρG˜Azz (uˆ× zˆ)zˆ
= − jkρG˜Avv zˆvˆ+
dG˜Avv
dz
vˆuˆ+ jkρG˜Azu vˆuˆ+ jkρG˜
A
zz vˆzˆ.
(3.49)
Using (3.48) and comparing the dyads of (3.26b) and (3.49), we obtain the scalar
components of the vector DGF, G˜A:
jωG˜Avv = V
TE
i , (3.50a)
jωµε(z′)G˜Azz = ITMv , (3.50b)
dG˜Avv
dz
+ jkρG˜Azu = − µITMv . (3.50c)
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Substituting (3.50a) into (3.50c) and invoking the telegrapher’s equation, (3.20a),
we obtain:
1
jω
[
−jkTEz ZTE ITEi
]
+ jkρG˜Azu = − µITMv
G˜Azu =
µ
jkρ
(
ITEi − ITMi
)
,
(3.51)
where ZTE = ωµ/kTEz .
3.1.6 Spatial Domain DGFs
The spectral domain vector potentials defined in (3.47) can be conveniently
written in a matrix form containing scalar elements,
G˜A =

G˜Avv
G˜Avv
kx
kρ
G˜Azu
ky
kρ
G˜Azu G˜Azz
 . (3.52)
A Fourier inversion following a similar procedure used to convert fields DGFs
(3.35)-(3.39) yields the spatial domain potential DGFs expressed in terms of TL-
GFs, which are listed in Table 3.4.
The above formulation is applicable to only multilayer structures in which
the layers are stacked along the x-y plane. The formulation allows insertion of
arbitrarily oriented electric current source that can be placed anywhere in the
structure. Once the magnetic vector potential, A, is computed using (3.46), the
corresponding electric and magnetic fields can be found through (3.45) and (3.41)
respectively.
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GAxx = GAyy
1
jω
S0
{
VTEi
}
GAzx jµ cos φ S1
{
ITEi − ITMi
kρ
}
GAzy jµ sin φ S1
{
ITEi − ITMi
kρ
}
GAzz
1
jωµε(z′)
S0
{
ITMv
}
Table 3.4: Scalar potential Green functions expressed in terms of TLGFs
3.2 Computation of Transmission Line Green Functions
The voltage and current at any point in a transmission line can be obtained
[78] using simple network analysis techniques. Each layer in the multilayer struc-
ture is represented by a section in the transmission line which is specified by its
characteristic impedance Z and the propagation constant kz. As an example, an
equivalent TL network for a semiconductor heterostructure that forms the sub-
strate of the modern transistors is shown in Fig. 3.3. The layers numbered 2
and 3 in Fig. 3.3a are commonly made up of group III-V materials such as gal-
lium nitride (GaN) and their subsequent alloys such aluminum gallium nitride
(AlGaN). Based on the device type, the top layer labeled 1, can represent either
freespace or a perfectly conducting material. The thin layer which is sandwiched
between the semiconductor layers is known as a two-dimensional electron gas
(2DEG) which can be visualized as a highly conductive sheet of electrons that
is known to exhibit extraordinary electromagnetic properties such as highly con-
fined surface waves [83, 84]. In this section, we formulate the TLGFs for various
configuration of the 2DEG and compute the respective potential Green functions.
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Y↑(z0)
Y↓(z0)
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Y1
kz2
Y2
kz3
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ε3
iTM
h
d
ε2
Figure 3.3: (a) Multilayer structure typically found in a high electron mobility
transistor, (b) equivalent transmission line network
3.2.1 Lossy Half-space
We start with a case in which the 2DEG occupies the whole lower half-space.
Such a case is an example of the classical Sommerfeld half-space problem that
has been actively researched in the past century [85, 86]. An electric dipole of
arbitrary orientation is placed in air at a height z′ from the interface where the
origin is also centered. The observation point, at first also lies in air. To find the
component GAxx, we require TE-mode voltage of an equivalent, current excited TL
network which is expressed using (3.25a) and (3.25b) [78, Sec. 2.4] [8],
VTEi (z, z
′) =
ZTE1
2
[
e−jkz1|z−z
′| + Γ↓,TE e−jkz1(z+z
′)
]
, (3.53)
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where Γ↓,TE = (ZTE2DEG − ZTE1 )/(ZTE2DEG + ZTE1 ), ZTE2DEG and ZTE1 are the TE mode
impedances of the 2DEG and freespace regions respectively, given by (3.21b). The
scalar potential GF, GAxx is then expressed as:
GAxx = S0
{
e−jkz1|z−z′|
2jkz1
}
+ S0
{
Γ↓,TE e−jkz1(z+z′)
2jkz1
}
. (3.54)
Following similar steps, GAzz is found using the TM-mode current of a voltage
excited network. For the components GAzx and GAzy, both the TM and TE-mode
currents need to be considered for a current excited network. The final expres-
sions are:
GAzz = S0
{
e−jkz1|z−z′|
2jkz1
}
− S0
{
Γ↓,TM e−jkz1(z+z′)
2jkz1
}
(3.55)
and,
GAzx =
jµ
2
cos φ S1
{
Γ↓,TM − Γ↓,TE
kρ
e−jkz1(z+z
′)
}
. (3.56)
The first term in (3.54) and (3.55) is the Sommerfeld identity which can be written
as the freespace Green function of a point source,
4piS0
{
e−jkz1|z−z′|
2jkz1
}
=
e−jk1R
4piR
. (3.57)
The plasma frequency ωp of the 2DEG lies in the terahertz frequency at which
the dielectric function vanishes to zero. At frequencies lower than ωp, the real
part is negative and the imaginary part, which expresses loss is highly dependent
on temperature. Here, we assume a dielectric constant of −8.114− j8.159 for a
GaN/AlGaN heterostructure at 5.600 THz, and observed at room temperature
(295K).
For a horizontally oriented electric dipole, only the spatial domain GFs in GAxx
79
(3.54), GAzx (3.56) exist, and are plotted in Fig. 3.4 by excluding the freespace GF
part. To compute the SIs, real-axis integration using a combination of tanh-sinh
10−3 10−2 10−1 100 101
103
104
105
k1ρ
G
A xx
(a)
10−3 10−2 10−1 100 101
103
104
105
106
107
108
k1ρ
G
A zx
(b)
Figure 3.4: Components of potential DGF for a 2DEG half-space (a) GAxx (3.54),
(b) GAzx (3.56)
quadrature [87, 88, 89] and partition extrapolation [90]. Algorithmic pseudo-
code for both techniques is discussed in [91], following which the integrals are
computed here.
3.2.2 Thin Sheet
Next we consider the case of an infinitesimally thin sheet of 2DEG located on
the x-y plane and surrounded by freespace illustrated along with its TL model
in Fig. 3.5. A horizontal electric dipole is placed at a height h above the sheet.
The surface conductivity of the thin sheet is expressed in terms of a Drude-type
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Z↓(z+0 )
σs
1
2
Z↓(z−0 )
z
x
(a) (b)
Figure 3.5: (a) 2DEG sheet in surrounded by freespace, (b) equivalent transmis-
sion line circuit consisting of a shunt impedance
model:
σs =
Nse2τ
m∗
1
1+ jωτ
, (3.58)
where Ns is the free electron concentration at the interface, e is the electron charge,
m∗ is the effective electron mass in the heterostructure, τ is the scattering time of
electrons. The dielectric function is subsequently expressed as,
ε(ω) = 1− j σs
ω∆εrε0
, (3.59)
in which ∆ is the thickness of the 2DEG region, εr is the dielectric constant of the
GaN layer which acts as a substrate and ε0 is the freespace permittivity. For a
5 nm thick GaN/AlGaN based 2DEG, where Ns = 7.5× 1012 cm−2 and εr = 9.6
[92], the surface conductivity and dielectric function are plotted in Fig. 3.6 at
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room temperature. The equivalent transmission line network used to calculate
0 5 10 15
−1
−0.5
0
0.5
1
1.5
×10−3
f (THz)
σ
s(
S)
Re σs
Im σs
(a)
0 5 10 15
−40
−20
0
20
f (THz)
ε(
ω
)
Re ε(ω)
Im ε(ω)
(b)
Figure 3.6: Electrical properties of a GaN/AlGaN 2DEG at 295 K, (a) surface
conductivity (3.58) (b) dielectric function (3.59)
the reflection coefficients consists of a simple circuit of two parallel impedances
[93, 94, 95]. Assuming the source lies on the top of the 2DEG, the down-looking
impedance of the shunt configuration circuit is,
Z↓(z+0 ) =
Z↓(z−0 )
1+ σs Z↓(z−0 )
(3.60)
where it is noted that σs has the dimensions of admittance, and Z↓(z−0 ) is the
down-looking effective impedance as seen from the bottom of the sheet. In the
case considered, Z↓(z−0 ) = Z0 where Z0 is the freespace intrinsic impedance. The
reflections needed in (3.54)-(3.56) are listed in Table 3.5.
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Γ↓,TE Γ↓,TM
kz1 −ωµ1σs
kz1 +ωµ1σs
ωε1 − σskz1
ωε1 + σskz1
Table 3.5: Reflection coefficients for 2DEG sheet in freespace
3.2.2.1 Location of Poles
The integrands of the SIs in (3.54)-(3.56) contain poles that are associated
with the zeros of the integrand denominator. For a thin sheet in free-space, the
poles can be analytically found by applying using the transverse resonance (TR)
condition [78, Sec. 2.4], which requires that the total impedance at any point
(z = 0 in this case) must be zero. Using the TM parameters given in Table 3.5
and (3.60), we write:
Z↓ + Z↑ = 0, (3.61a)
Z1 + Z1(Z1σs + 1) = 0. (3.61b)
The expression is obtained by substituting (3.21a) into (3.61b) [89],
kTMP = k1
√√√√1−( 2
η0σs
)2
(3.62)
Similarly the TE-mode pole is expressed as,
kTEP = k1
√
1−
(
η0σs
2
)2
(3.63)
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Figure 3.7: Distribution of analytically calculated poles in the complex plane (a)
TM mode (3.62) (b) TE mode (3.63)
A mode is termed as proper only when the pole lies in the fourth quadrant
of the complex plane. As evident from Figs. 3.6 and 3.7a, proper TM modes
only exist when the real part of dielectric function of the 2DEG is negative which
also corresponds to a negative imaginary part of the conductivity. On the other
hand, a proper TE mode exists when the real part of dielectric function is pos-
itive which is shown in Fig. 3.7b. Figures 3.8 and 3.9 show the components of
the potential GF, GA, due to a horizontally oriented electric dipole located on
the top side of the sheet. The observation point also lies on the same side as
the source. The freespace GF is also plotted in each figure as a reference. In
the near-field region that corresponds to normalized lateral distances less than
1× 10−1, the overall field contribution on the sheet mainly comes from the source
since the slope of the curve is the same as in freespace GF. The change in slope
in the intermediate region shows the existence of plasmon like surface waves.
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Figure 3.8: Components of GA computed for a GaN/AlGaN based 2DEG
sheet suspended in freespace. The surface conductivity of the sheet is σs =
7.6× 10−5− j2.98× 10−3 S corresponding to 5.6 THz at room temperature (295K).
(a) GAxx, (b) GAzx
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Figure 3.9: Components of GA computed for a GaN/AlGaN based 2DEG sheet
suspended in freespace. The cryogenic surface conductivity of the sheet is σs =
7.6× 10−8 − j2.98× 10−3 S corresponding to 5.6 THz at a temperature (3K). (a)
GAxx, (b) GAzx
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The propagation length of the surface waves fundamentally depends on the loss
which manifests in the form of real part of the conductivity. In Fig. 3.8 in which
the GFs are computed at room temperature, the plasmonic contribution decays
substantially faster owing to the lossy nature of the 2DEG at room temperature.
On the other hand, when the 2DEG is kept in a cryogenic environment, the real
part is decreased by at least three order of magnitude resulting in an extremely
low-loss setup that permits much larger propagation lengths. In Fig. 3.9, the GFs
are computed at cryogenic temperature and the increase in propagation length is
noticeable in the intermediate to far field region.
In this section, a transmission line network based technique is discussed
through which spectral and subsequently spatial domain potential GFs have been
derived for a multilayer structure, with the aim to explore surface wave propaga-
tion in the terahertz frequency range. Of particular interest is an infinitesimally
thin sheet of free-charges known as a 2DEG, for which components of the po-
tential GFs are computed. Through the location of the analytically poles in the
complex plane, it was shown that when the surface conductivity of the sheet has
a negative imaginary part, proper TM modes exist. The required condition holds
true for III-V heterostructures in the terahertz frequency range. Furthermore, the
GFs exhibit plasmonic behavior in the intermediate to far-field region beyond the
plasmons decay due to the loss present in the sheet.
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4. AN INTEGRAL EQUATION SCHEME FOR THIN PLANAR SHEETS
An integral equation formulation for a thin dielectric sheet is presented that
is derived using the surface equivalence theorem. Unlike other schemes that
involve some sort of approximation to compute fields for thin objects, our method
provides an exact solution when the thickness is infinitesimal. Numerical results
are presented to illustrate the scattering properties of a thin sheet and compared
with other schemes.
4.1 Background
The emergence of high-precision nanoscale fabrication techniques has led to
an increased interest in two-dimensional (2D) materials and electronic systems
of late, especially in the terahertz frequency regime. One particular intriguing ex-
ample is a two-dimensional electron gas (2DEG) found in the multilayer stack of
semiconductor structures like high-electron mobility transistors (HEMTs), that ex-
hibits remarkable electrical properties such as high electron mobility along with
very high with free electron densities. The 2DEG is extremely thin as compared
to other layer thicknesses in the stack and therefore, its scattering properties can
be found by modeling it as a two-dimensional plasma. An interaction between
an external electromagnetic radiation and plasma results in 2D plasmons (sur-
face waves). Historically, wave analysis of thin objects that are not perfectly con-
ductors has involved approximation methods such as the Leontovich boundary
condition [96, 97] that relates the tangential electric and magnetic fields on the
object surface:
Etan = Z nˆ×H, (4.1)
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where Z is the surface impedance and nˆ is the outward unit vector, normal to
the surface. The accuracy of the boundary condition in (4.1) is determined by the
complexity and material of the object.
Here, we formulate the scattering response of an infinitesimally thin flat layer
of plasma surrounded by free-space using the surface equivalence theorem.
4.2 Theory
4.2.1 Surface Equivalence Theorem
The field computation due to sources present in an inhomogeneous environ-
ment can be simplified using the surface equivalence theorem in which the actual
sources are replaced by a set of fictitious, yet equivalent sources illustrated in Fig.
4.1. The solution can be divided into two homogeneous spaces, one internal and
the other exterior. Considering the configuration of Fig. 4.1a, the external equiv-
alent is a homogeneous space composed of the external material. The total fields
in the external region due to equivalent electric and magnetic surface currents, Js
and Ms respectively, for the case when the object is collapsed to a flat sheet can
be expressed as:
E1 = Ei + Escat1
= − ω
4k21
(
k21 +∇∇·
) ∫
C
Js(ρ′)H
(2)
0 (k1|ρ− ρ′|)dl′
− 1
4εj
∇×
∫
l
Ms(ρ′)H
(2)
0 (k1|ρ− ρ′|)dl′ + Ei
(4.2)
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H1 = Hi +Hscat1
=
1
4j
∇×
∫
l
Js(ρ′)H
(2)
0 (k1|ρ− ρ′|)dl′
− ω
4k21
(
k21 +∇∇·
) ∫
l
Ms(ρ′)H
(2)
0 (k1|ρ− ρ′|)dl′ +Hi
(4.3)
where Ei and Hi are the incident electric and magnetic fields that are known, k1
is the free-space propagation constant, ρ and ρ′ are the position vectors of any
point from the origin and source respectively, and H20(·) is the zero order Hankel
function of the second kind. Similarly, fields for the interior region that only
contain the scattered part are,
E2 = Escat2
= − ω
4k22
(
k22 +∇∇·
) ∫
C
(−Js(ρ′))H(2)0 (k2|ρ− ρ′|)dl′
− 1
4j
∇×
∫
l
(−Ms(ρ′))H(2)0 (k2|ρ− ρ′|)dl′
(4.4)
H2 = Hscat1
=
1
4j
∇×
∫
l
(−Js(ρ′))H(2)0 (k2|ρ− ρ′|)dl′
− ω
4k22
(
k22 +∇∇·
) ∫
l
(−Ms(ρ′))H(2)0 (k2|ρ− ρ′|)dl′
(4.5)
where k2 is the propagation constant in the interior region.
4.2.2 Surface Integral Equation
4.2.2.1 TMz Polarization
Next we consider a TMz excited planar dielectric sheet lying along the x-
axis and apply the surface equivalence theorem to find the electric and magnetic
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currents on the sheet. A plane wave propagating along the direction k with
electric field E polarized along the z direction as shown in Fig. 4.2a is incident
on the dielectric surface at an angle φi.
Js = nˆ×H = zˆ J(¸), (4.6a)
Ms = −nˆ× E = xˆM(¸) (4.6b)
where the normal unit vector nˆ is in the y direction and ξ depends on x and y
coordinates. To find the surface currents, we set up an homogeneous equivalent
problem first for the region outside the dielectric sheet due to an incident field,
Ei = zˆ E0e−jk1(x cos φi−y sin φi) (4.7)
(ε2, µ2)
(ε1, µ1) (ε1, µ1)
Ms
Js
E2,H2
E1,H1
Ei Ei
(ε1, µ1)
E′ = H′ = 0
E1,H1
nˆ
(ε2, µ2)
−Ms
−Js
(ε2, µ2)
E2,H2
E′ = H′ = 0
−nˆ
(a) (b) (c)
Figure 4.1: (a) Actual and its equivalent model for the (b) external and, (c) inter-
nal region
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with E0 the amplitude of the incoming plane wave. We now express the scattered
fields in terms of potentials as
Escat1 = −
jω
k21
(
k21 +∇∇·
)
A, (4.8a)
Hscat1 = −
jω
k21
(
k21 +∇∇·
)
F, (4.8b)
x
y
L
t
→
0 φs
φi
ρρ′
k1Hi
Ei
z
(a)
x
y
L
t
→
0 φs
φi
ρρ′
k
Ei
Hi
z
(b)
Figure 4.2: Thin plasma sheet with under (a) TMz and (b) TEz polarizations
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where A and F are the magnetic and electric vector potentials respectively, given
by:
A =
µ
4j
∫
l
Js(ρ′)H
(2)
0 (k1|ρ− ρ′|)dl′, (4.9a)
F =
ε
4j
∫
l
Ms(ρ′)H
(2)
0 (k1|ρ− ρ′|)dl′, (4.9b)
The scattered electric field off a flat plate oriented along the x-axis can be simply
written in a scalar form due to a z-directed incident wave,
Escat1 = −jωAz
= −ωµ
4j
∫
l
Jz(x′)H
(2)
0 (k1|ρ− ρ′|)dl′
(4.10)
Likewise, the magnetic field that is tangential to the plate is,
Hscat1,x = −
jω
k21
(
k20 +
∂2
∂x2
)
Fx
= − jω
k21
(
k21 +
∂2
∂x2
) ∫
l
Mx(x′)H
(2)
0 (k1|x− x′|)dl′.
(4.11)
Using a similar procedure, we set up an interior equivalent with the currents re-
versing the signs. The total fields for the interior region only contain the scattered
fields.
Escat2 = −
ωµ
4j
∫
l
−Jz(x′)H(2)0 (k2|x− x′|)dl′ (4.12a)
Hscat2,x = −
jω
k22
(
k22 +
∂2
∂x2
) ∫
l
−Mx(x′)H(2)0 (k2|x− x′|)dl′ (4.12b)
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In order to find the electric and magnetic currents, we apply the boundary
conditions at the interface ensuring the continuity of tangential component of
the fields. At the interface:
nˆ× (E1 − E2) = 0 (4.13a)
nˆ× (H1 −H2) = 0 (4.13b)
Using (4.13a), (4.10) and (4.12b) we obtain:
Ei =
ωµ
4
∫
c
Jz(x′)
[
H(2)0 (k1|x− x′|) + H(2)0 (k2|x− x′|)
]
dl′. (4.14)
Similarly, the magnetic field can be written as:
Htani = −
jω
k21
(
k21 +
∂2
∂x2
) ∫
l
Mx(x′)H
(2)
0 (k1|x− x′|)dl′
− jω
k22
(
k22 +
∂2
∂x2
) ∫
l
Mx(x′)H
(2)
0 (k2|x− x′|)dl′ (4.15)
where the superscript tan indicates the tangential component of the incident mag-
netic field in the x-direction. Equation (4.15) represents an integro-differential
equation in which the differential and integral operators on the right hand side
may be interchanged, thereby obtaining:
Htani = −
jω
k20
∫
l
Mx(x′)
(
k21 +
∂2
∂x2
)
H(2)0 (k1|x− x′|)dl′
− jω
k22
∫
l
Mx(x′)
(
k22 +
∂2
∂x2
)
H(2)0 (k2|x− x′|)dl′. (4.16)
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Operators with the order as in (4.16) represent Pocklington’s integro-differential
equation [98]. The second order derivative can be removed by expressing in
terms of other Hankel functions through the recurrence relations [82, p. 361].
dH(2)0 (x)
dx
= −H(2)1 (x) +
1
x
H(2)0 (x) (4.17a)
H(2)1 (x) =
x
2
[
H(2)0 (x) + H
(2)
2 (x)
]
(4.17b)
Furthermore, a Hankel function with an argument kir = ki|x− x′|, where i = 1, 2
can be differentiated by the chain-rule:
∂H(2)0 (kir)
∂x
=
dH(2)0 (kir)
d(kir)
∂(kir)
∂x
=
dH(2)0 (kir)
d(kir)
× ki(x− x
′)
r
(4.18)
By differentiating (4.18) again, we obtain:
∂2H(2)0 (kir)
∂x2
=
ki
r
[
H(2)2 (kir)
ki(x− x′)2
r
− H(2)1 (kir)
]
. (4.19)
The differential operator in (4.16) can now removed by applying the recurrence
relations (4.17) and the expression is rewritten as:
(
k2i +
∂2
∂x2
)
H(2)0 (kir) =
k2i
2
H(2)0 (kir) + k
2
i
[
(x− x′)2
r2
− 1
2
]
H(2)2 (kir)
=
k2i
2
H(2)0 (kir) + k
2
i
(
cos2 χ− 1
2
)
H(2)2 (kir)
=
k2i
2
H(2)0 (kir) + k
2
i cos (2χ)H
(2)
2 (kir)
(4.20)
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where cosχ = (x− x′)/r. The magnetic field in (4.16) can be re-expressed as:
Htani =
−jω
2
∫
l
Mx(x′)
[
H(2)0 (k1r) + cos (2χ)H
(2)
2 (k1r)
+ H(2)0 (k2r) + cos (2χ)H
(2)
2 (k2r)
]
dl′ (4.21)
4.2.2.2 TEz Polarization
The field configuration for TEz polarization is shown in Fig. 4.2b. Following
a similar procedure and using duality principle, the field expressions in terms of
currents are:
E0 sin φiejk1x cos φi =
−jω
2
∫
l
Jx(x′)
[
H(2)0 (k1r) + cos (2ψ)H
(2)
2 (k1r)
+ H(2)0 (k2r) + cos (2ψ)H
(2)
2 (k2r)
]
dl′. (4.22)
E0
η1
ejk1x cos φi =
ω
4
∫
l
ε1Mz(x′)H
(2)
0 (k1|x− x′|) + ε2Mz(x′)H(2)0 (k2|x− x′|)dl′
(4.23)
where η1 is the characteristic impedance of external region.
4.3 Numerical Results
A method of moments (MoM) solution to compute the currents is imple-
mented using pulse basis functions with point matching method [99] that con-
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verts the integral equations into a linear system of equations,
Zmn 0
0 Ymn

 Jn
Mn
 =
Eim
Him
 (4.24)
where Zmn and Ymn are the impedance and admittance terms respectively. For a
TMz polarization, they are given by:
Zmn =
ωµ
4
xn+1∫
xn
[
H(2)0 (k1|xm − xn|) + H(2)0 (k2|xm − xn|)
]
dx′ (4.25a)
Ymn =
ω
8
xn+1∫
xn
[
ε1H
(2)
0 (k1|xm − xn|) + ε2H(2)0 (k2|xm − xn|)+
ε1H
(2)
2 (k2|xm − xn|) + ε2H(2)2 (k2|xm − xn|)
]
dx′. (4.25b)
The integrals in (4.25) become singular for (m = n) for which small argument
approximations of the Hankel function are used to estimate the integral,
Znn = −ωµ∆8
2− jpi
[
6+ 2 ln
(
eγk1∆
4e
)
+
16
(k1∆)2
+ 2 ln
(
eγk2∆
4e
)
+
16
(k1∆)2
]
(4.26a)
Ynn = −ωµ∆4
{
2− 2j
pi
ln
(
eγk1∆
4e
)
− 2j
pi
ln
(
eγk2∆
4e
)}
(4.26b)
4.3.1 Current Distribution
Figure. 4.3a shows the absolute value of the tangential surface electric current
on a TMz polarized plate of length 3λ at edge-on (φi = pi). Gallium Arsenide
(GaAs) and Strontium Titanate (SrTiO3) sheets are considered at terahertz fre-
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quencies where material data has been taken from measurements in [100] and
[101] respectively, and the results are compared with a PEC plate of same length
[102].
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|J z
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−20
−10
0
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εSTO = 45.00− j31.68
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(b)
Figure 4.3: (a) Current distributions on a 3λ plate at edge-on incidence, (b)
backscattered fields from different sheets of length 1.25λ
4.3.2 Far-field
The scattered electric field in the far-zone can be expressed by normalizing
the large argument approximation of Hankel functions as:
lim
k1|ρ−ρ′|→∞
Ez(ρ) ≃
L∫
0
Jz(x′)ejk1x
′ cos(φi) dx′ (4.27)
where φi is the angle of incidence. The results are shown in Fig. 4.3b.
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4.3.2.1 Comparison with Other Techniques
Here we compare results our scheme with other techniques that have been
used in the context of thin sheets. First, the far-field patterns of TMz polarized
dielectric sheet of permittivity ε = 4 are compared with results in [103] computed
using a volume integral equation (VIE) technique collapsed to a surface. The
length of the dielectric rod is taken as 2.5λ and the radar cross-sections (RCS) are
shown in Fig. 4.4a. For the same dielectric structure, the RCS for TEz is plotted in
0 20 40 60 80
10−2
10−1
100
101
φ
R
C
S
TM
VIE [103]
(a)
60 70 80 9010
−3
10−2
10−1
100
101
φ
TE
VIE [103]
(b)
Figure 4.4: Computed RCS of a 2.5λ dielectric rod of permittivity ε = 4 (a) TMz,
(b) TEz
Fig. 4.4b. The disparity in the results near edge-on incident angles is attributed
to the fact that we consider an infinitesimally thin sheet whereas in the reference
values, a finite dielectric rod thickness of 0.05λ was assumed.
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Figure 4.5: Comparsion of RCS of a 2λ dielectric sheet having ε = 4 with a
resistive sheet model
Next we consider a TEz polarized dielectric rod of length 2λ and compare
our results with the ones presented in [104] that were computed using a resistive
sheet model which is derived from the impedance boundary conditions (IBC)
through the expression:
Ei = Z Js(x′)
+
ωµ
4
∫
l
Js(x′)H
(2)
0 (k2|x− x′|)dx′.
(4.28)
The results are shown in Fig. 4.5. Again, the diverging results away from nor-
mal incidence are due to the difference in sheet thickness where it was taken as
0.1λ in the reference and zero in our computations. We present a new class of
surface integral equations for infinitesimally thin dielectric sheets based on sur-
face equivalence theorem. The electromagnetic response to external radiation is
investigated. Results are shown for the current induced and far-zone response,
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and compared with other techniques that are used to simulate thin sheets.
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5. SURFACE WAVES EXTRACTION OF A CONDUCTIVE SHEET
EMBEDDED IN A MULTILAYER ENVIRONMENT
In this section, we compute the dispersion diagrams of an infinitesimally thin
conductive that lies embedded in a stack of semiconductors. The existence of
surface wave propagation is investigated by searching for poles of an equivalent
transmission line Green function determined by the multilayer structure. A nu-
merical root-finding routine is presented that permits complex-valued solutions
and avoids singularities in the complex plane.
5.1 Theory
5.1.1 Equivalent TL Network of Semiconductor Heterostructures
Modern field-effect transistors are engineered by epitaxially growing multiple
layers of semiconducting materials with slightly different dielectric properties
and band-gap energies. Of particular interest to the microwave and radiofre-
quency (RF) community are the group III-V materials in which extra-ordinary
electromagnetic interfacial phenomena is observed in the terahertz frequency do-
main, mainly due to formation of a two-dimensional electron gas (2DEG) at the
interface. To develop an understanding of the unusual electromagnetic proper-
ties of what are commonly known as semiconductor heterostructures, we con-
struct an equivalent transmission model of the layered structure using the theory
discussed in the previous section.
An illustration of a multilayer setup with a heterostructure near the top of
the transistor substrate, through which modern devices like the high electron
mobility transistor operate, is shown in Fig. 5.1a. Although a number of other
material layers lie underneath the heterostructure that are essential to the fabri-
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cation process, primarily to strengthen the epitaxial structure, only the top layers
are conducive to an electric field. Moreover, since the widths of the layers in the
heterostructure are much smaller than the rest of the layers in the substrate stack,
we assume that the heterostructure is unbounded from the bottom.
The 2DEG which is only a few atoms wide in thickness, is a highly conductive
region with an abundance of free electrons, which can be expressed in terms of
a surface conductivity [100],
σs =
Nse2τ
m∗
1
1+ jωτ
, (5.1)
where Ns is the free electron concentration at the interface, e is the electron charge,
m∗ is the effective electron mass in the heterostructure, τ is the scattering time
of electrons, and ω is the angular frequency. For a wave propagating along the
interface, the electron scattering time varies greatly with temperature, and it de-
termines the attenuation factor. At room temperature, the thermal vibrations of
electrons result in a very small value of τ which is of the order of femtoseconds
(1× 10−15 s), leading to a high-loss scenario. On the other hand, when the het-
erostructure is cooled to temperatures close to the boiling point of helium (4.2K),
thermal vibrations are effectively removed and the losses are consequently mini-
mized.
In a transmission line analogue, the equivalent representation of a conductive
sheet such as a 2DEG is a shunt admittance as shown in Fig. 5.1b. When a voltage
bias is applied across the source and drain terminals of the transistor, a current
starts to flow laterally, inside the 2DEG. The presence of a gate terminal above or
below the interface allows the electron concentration to be modified by the gate
voltage. Therefore, instead of an independent current source in the equivalent
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Figure 5.1: (a) Multilayer structure typically found in a high electron mobility
transistor, (b) equivalent transmission line network
transmission line network, a voltage-controlled current source is placed as indi-
cated in Fig. 5.1. We determine the dispersion relation in a 2DEG region which
lies embedded in a semiconductor stack. As stated earlier, the active state of the
transistor in which a current flows through the 2DEG corresponds to a TM-mode
transmission line network. It must also be mentioned that a similar TL analogue
can be obtained if the physical structure is excited by a TM-polarized plane wave.
The dispersion relation can be written using the transverse resonance method
that requires the total admittance as seen from the 2DEG (at z = 0) to be zero
[78, 105],
Y↑(z0) +Y↓(z0) +Yσ = 0. (5.2)
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Here, Y↑(z0) and Y↓(z0) are the up- and down-looking TL admittances from the
2DEG located at z = 0 and Yσ = σs from (5.1).
A nontrivial solution of (5.2) in terms of the propagation constant kρ yields
the surface wave modes of the structure in the complex k-plane.
5.2 Surface Waves Extraction Technique
We seek to solve (5.3) in the complex z-plane to obtain the zeros, zk in a given
search region C. For a multilayer problem such as the one shown in Fig. 5.1a,
f represents the dispersion relation (5.2) which, in fact is the denominator of
the transmission line Green function (TLGF). From hereon, kρ is replaced by z
for notational simplicity. Depending on the location of the zeros of the function
f in the complex plane, zk’s can be termed as the surface wave modes of the
multilayer or synonymously, poles of the TLGF.
f (kρ) = 0 (5.3)
Although the problem at first, may appear to be a relatively simple root-search in
which readily available and popular iterative algorithms like the Newton or Hal-
ley’s method can be applied, complication arises due to the presence of complex-
valued roots. Furthermore, the convergence of the aforementioned methods is
highly subject to an initial guess that must lie close to the actual root. As an
example, basins of attraction, which illustrate the convergence rate of an initial
guess, are shown in Fig. 5.2 for Newton’s and Halley’s methods which are two
of the most popular iterative root-finding methods. In Fig. 5.2, the actual roots
of a polynomial, z10 − 1 are depicted by circle marks. The regions are color-
coded for each root where a large area of a particular color indicates that if the
initial guess is located in that region, convergence to the respective root will be
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achieved quickly. On the other hand, if the initial guess lies in the fractal region,
the convergence is very slow. Another observation through which Newton’s and
Halley’s methods can be compared is that the basins of attraction of Newton’s
method, shown in Fig. 5.2a have a denser fractal region due to its quadratic com-
plexity of convergence. On the contrary, the Halley’s method, which is cubic, the
fractals are comparatively sparse as shown in Fig. 5.2b.
For a dispersion relation (5.2), which is defined by a transcendental equation,
presence of singularities, particularly in the vicinity of an actual solution may
leave an iterative method completely divergent or yet churn out a bogus and
unreliable answer.
Argument principle method (APM) is a robust, complex root-finding algo-
rithm in which convergence is guaranteed within a specified region without sup-
plying any initial guess [106, 107, 108, 109, 110, 111, 112]. It requires the function
to be analytic in the specified search region. A pictorial representation of this
technique is shown in Fig. 5.3 where the roots inside a specified region Γ in the
complex plane are computed by approximating the given function with a poly-
nomial. In case, the number of zeros inside Γ exceed a pre-allocated value Nr,
the search region is subdivided into smaller regions. Moreover, the function f
must be non-zero at the boundary of Γ. The following sections briefly describe
each step of the method.
5.2.1 Counting the Zeros
To develop an efficient method of locating the zeros, we assume that the
function f is analytic, which implies that it is differentiable and free from any
singularities. It is also required that f is non-zero at the boundary, Γ of the
region C. The search region is set as rectangular, mainly because of ease in
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Figure 5.2: Complex plane basin of attraction while solving z10− 1 = 0 using: (a)
Newton’s method (c) Halley’s method
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Figure 5.3: Illustration of the root-finding routine in the presence of branch point
singularities. Only proper modes are sought within a rectangular contour Γ
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programming it. The number of zeros, N inside a region with a boundary Γ can
be found using the Cauchy’s integral theorem [113, 106, pg. 71],
N =
1
2pi j
∮
Γ
f ′(z)
f (z)
dz (5.4)
where the integrand is a logarithmic derivative of the function. The analytical
derivative of functions such as found in dispersion relations like (5.2) are seldom
readily-available and it is generally cumbersome to compute. In this section, we
use approximate the derivative by a finite difference formula,
f ′(z) = f (z+ h)− f (z− h)
2h
, (5.5)
where h ∼ √ϵm and ϵm = 2.220× 10−16 is the double-precision machine accuracy
[114, pg. 230].
In addition to (5.4), a derivative-free form of the argument principle [107, 111],
which may be preferred in certain cases is,
N =
1
2pi
∮
Γ
d{arg f (kρ)}, (5.6)
The value of both the integrals, i.e., (5.4) and (5.6) is an integer which means
that whenever a zero is encountered that appears as a pole in the integrand, the
resulting integral is incremented by a factor of 2pi by Cauchy’s residue theorem.
The contour integration in (5.4) and (5.6) is computed in a counter-clockwise
manner, using an adaptive Gauss-Konrod quadrature (MATLAB’s quadgk routine)
[115]. The contour can be conveniently set up using the ‘waypoints’ parameter
of the routine.
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5.2.2 Locating the Zeros
In this section, we use the derivative-free approach (5.6) to compute the num-
ber of zeros and further on. After predicting the number of zeros, the function
f is then approximated by an associated formal orthogonal polynomial (FOP), P
of degree N, equal to the number of zeros. A necessary condition during ap-
proximation is that P must have the same roots, zk where k = 1, 2, ...,N as f .
Furthermore, as stated earlier N must be less than Nr to avoid a too-high order
polynomial for which the root-finding procedure would be very slow.
The polynomial P can be represented in a Lagrange form:
PN(z) =
N
∏
k=1
(z− zk)
= zN + σN−1 zN−1 + · · ·+ σ1 z+ σ0.
(5.7)
To find the coefficients, σk we first define a symmetric bilinear operator similar to
a dot product [116, 111],
〈
φ,ψ
〉
=
1
2pi j
∮
Γ
φ(z)ψ(z)
1
f (z)
dz (5.8)
where φ and ψ are polynomials of z. Next, we consider a set of integrals that are
termed as the Newton moments,
sp =
〈
1, zp
〉 1
2pi j
∮
Γ
zp
1
f (z)
dz. (5.9)
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which are then used as elements to construct Hankel matrices of size N,
H =

s1 s2 · · · sk
s2 s3 · · · sk+1
...
... . . .
...
sk sk+1 · · · s2k

(5.10)
and
H< =

s0 s1 · · · sk−1
s1 s2 · · · sk
...
... . . .
...
sk−1 sk · · · s2k−2

, (5.11)
in which the secondary diagonal terms are the same.
The polynomial P in (5.7) is orthogonalized by enforcing the condition,
〈
zk,PN(z)
〉
, where k = 0, 1, . . . ,N − 1. (5.12)
Because the operator 〈·, ·〉 defined in (5.8) is not a dot product in true sense, that
is why the term formal is included in the definition of the polynomial [116].
The polynomial in (5.7) can also be equivalently represented by a companion
matrix, A as,
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
... . . .
...
0 0 0 · · · 1
−σ0 −σ1 −σ2 · · · σN−1

, (5.13)
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and Pn(z) can be obtained by setting its characteristic equation [117],
det(A− σk I) = P(z), (5.14)
where the eigenvalues are given by σk for the eigenvector z. The eigenvalue
value problem of (5.14) can not be solved since the coefficients σk’s, where k =
0, 1, 2, . . . ,N− 1, are not known yet. However, we can express σk’s in terms of the
Newton moments, sk’s through the Newton identities:
s1 + σ1 = 0
s2 + s1σ1 + 2σ2 = 0
...
sN + sN−1σ1 + ...+ s1σN−1 + s0σN = 0.
(5.15)
where we note that s0 = N. We therefore, construct an equivalent eigenvalue
problem using (5.10), (5.11) and (5.15) [111],
(
H− λkH<
)
z = 0 (5.16)
where the column vector z is an eigenvector and λk’s are the eigenvalues of the
matrix pencil (H−H<), which correspond to the roots of Pn(z). In MATLAB,
the routine eig is used to solve (5.16).
5.2.3 Refining the Roots
The accuracy of the roots obtained from the eigenvalues, λk of (5.16) is not
always high. However, λk’s is an excellent initial guess for any iterative root-
search routine from the class of Householder’s methods. We choose the Newton
111
method [114] having quadratic convergence and the iteration formula:
xn+1 = xn − f (xn)f ′(xn) (5.17)
with f ′(x) is the first order derivative approximated by a finite difference formula
(5.5). In general, the roots zk’s are complex, therefore, the iteration (5.17) needs
to be performed on both the real and imaginary parts simultaneously.
5.2.4 Avoiding Singularities
As mentioned earlier, the argument principle method requires the function to
be analytic without any singularities. In this section, we explicitly deal with the
dispersion relation (5.2) which is the denominator expression of the transmission
line Green function. Therefore, branch point singularities only occur due to the
presence of multivalued square roots that appear in the definition of the propaga-
tion constant, kz,i = (k2i − k2x)1/2 in which i = 1, . . . ,N and, N being the number
of layers, ki is the wavenumber of the i-th layer and kx is the propagation constant
in the lateral direction. The branch points exist only when the top and bottom
layers are unbounded. The dispersion relation shows an even dependence on
kzi due to the layers that are bounded, hence they do not contribute any branch
points [78, Section 5.3a]. In the worst case where the top and bottom layers are
open and different from each other, two branch points exist in the complex plane
that must be either removed or avoided in order to make the function analytic in
the search region. Additionally, branch cuts emerge out of the branch points and
there must not be any intersection with the contour of the search region.
To remove the branch point singularities, the complex z-plane is typically
mapped to another plane ζ, by a transformation that unfolds the Riemann surface.
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For example, a trigonometric transformation such as [118, 119],
z 7→ ζ
ζ = cos(z),
(5.18)
removes the branch point due to the multivalued propagation constant, kzi, where
i = 1,N and makes the dispersion relation (5.2) analytic in the ζ-plane.
In this section, our goal is to find the surface waves from the dispersion re-
lation. We only seek the proper modes, which are the roots of (5.2) that lie to the
right of the branch point corresponding to max(kz1, kzN). In order to satisfy the
Sommerfeld radiation condition which requires all fields to decay to zero at in-
finity, the proper sheet of the Riemann surface of the square-root function needs
to be selected. This is accomplished by enforcing that the imaginary part of kzi
that contributes a branch point, is negative everywhere.
Im(kzi) < 0 (5.19)
5.3 Results
5.3.1 MIM Waveguide
We first compute the modes of a metal-insulator-metal (MIM) waveguide de-
scribed in [120]. An air-filled region of thickness d = λ/4, where λ = 1550 nm is
sandwiched between two metal layers having permittivity εm. We first consider a
lossless case in which εm has a value of −143.4967, because of which the complex
plane is essentially free from any branch-point singularities. For a TM case the
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dispersion relation is written as:
D = 1−
(
Zm − Z2
Zm + Z2
)2
× e(−2jkz2d), (5.20)
where Zm = kzm/(ωεmε0) and Z2 = kz2/ωε0 are the modal impedances of the
metal and air-filled layers respectively. The TM modes of (5.20) normalized to the
free-space propagation constant are shown in Fig. 5.4a. The values of the roots
obtained are then compared with the solutions discussed in [120], in which only
the even modes were computed. However, as listed in Table. 5.1, we compute
first nine even and odd modes.
Mode This method (5.20) Kocabas¸ et. al. [120]
TM0 12.02− j0.004 432 12.03
TM1 11.85− j0.008 866
TM2 11.34− j0.008 868 11.34
TM3 10.42− j0.008 867
TM4 8.977− j0.008 867 8.981
TM5 6.681− j0.008 867
TM6 0.8324− j0.008 867 0.7137
TM7 0.− j7.149
TM8 0.− j10.53 0.008 873− j10.56
Table 5.1: TM modes of a lossless MIM waveguide
Next, we consider the lossy case where the permittivity of metal layers is
εm = −143.5+ j9.517 and the compared results are shown in Fig. 5.4a and listed
in Table. 5.2.
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Mode This method (5.20) Kocabas¸ et. al. [120]
TM0 12.03− j0.4001 12.03− j0.3954
TM1 11.86− j0.4100
TM2 11.35− j0.4283 11.35− j0.4189
TM3 10.43− j0.4651
TM4 8.994− j0.5380 8.996− j0.5289
TM5 6.720− j0.7170
TM6 2.267− j2.108 2.248− j2.125
TM7 0.6612− j7.188
TM8 0.4504− j10.54 0.4591− j10.57
Table 5.2: TM modes of a lossy MIM waveguide
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Figure 5.4: TM modes of a MIM waveguide: (a) lossless case, (εm = −143.5) (b)
lossy case, (εm = −143.5+ j9.517)
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5.3.2 Embedded Conductive Sheets
Here we plot the dispersion curves of a 2DEG which is considered as a thin
sheet embedded in a semiconductor heterostructure. We look at three types of
structures,
1. Gated 2DEG
2. Ungated 2DEG
3. Backgated 2DEG,
that are classified, based on the presence of a perfectly conducting covering layer
either at the top or bottom. The three types are shown in Fig. 5.5.
z
x
1
2
3
ε2
ε3
h
(a)
z
x
1
2
3
ε2
ε3
h
ε1
(b)
z
x
1
2
3
ε1
ε2
ε3
h
d
(c)
Figure 5.5: 2DEG embedded in a semiconductor heterostructure at z = 0. (a)
Gated, (b) backgated, and (c) ungated.
We consider GaN/AlGaN (gallium nitride / aluminum gallium nitride) het-
erostructure with Al mole-fraction of x = 0.2. With respect to Fig. 5.5, Layer 1
is composed of GaN which is the substrate, considered open in the gated and
ungated cases, while it has a thickness of d = 50 nm in the backgated case. Al-
GaN forms the layer marked 2, and in all the three cases, a thickness, h = 20 nm
is assumed. The permittivity of both the layers is εr = 9.5 owing to the small
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aluminum mole fraction [92]. The electron concentration of the 2DEG region is
Ns = 5× 1013 cm−2 and scattering time τ of 114 ps corresponding to a temper-
ature of 3K is assumed. The surface conductivity is then computed using (5.1).
When solving for the dispersion relation (5.2), we use the respective expressions
listed in Table. 5.3 for each case. The dispersion curves for each structure type
Gated Backgated Ungated
Y↑ = −Y2 coth(kz2h) Y↑ = Y2 1−Γ↑1+Γ↑ Y↑ = Y2 1−Γ
↑
1+Γ↑
Γ↑ = Y2−Y1Y2+Y1e
−2jkz2 h Γ↑ = Y2−Y1Y2+Y1e
−2jkz2 h
Y↓ = Y3 Y↓ = −Y3 coth(kz3d) Y↓ = Y3
Table 5.3: Equivalent upward- and down-looking admittances
at varying temperatures and electron concentrations are plotted in Figs. 5.6 and
5.7. To observe the effect of temperature, we now plot the dispersion curves at
room temperature (T = 295K) which corresponds to a scattering time, τ of 114 fs.
The conducting layer in the gated and back-gated cases depicts the gate terminal
which is voltage biased in a normal transistor operation. By varying the voltage,
we can subsequently modify the electron density in the 2DEG channel. In Figs.
5.8 and 5.9, the dispersion curves of gated and backgated structures are plotted
for Ns = 1× 1012 cm−2 at 3 and 295K respectively. In the results shown, the low-
est order TM0 is plotted in all cases. By comparing the plots in Fig. 5.6 with the
corresponding plots in Fig. 5.6, it is apparent that by increasing the temperature
from liquid helium state tot room temperature, loss expressed in terms of the
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Figure 5.8: Dispersion curves plotted for a GaN/AlGaN heterostructure with
Ns = 1× 1012 cm−2 at 3K. (a) Gated and (b) backgated.
0 1,000 2,000 3,000
10
20
30
40
kx(rad/m)
f(
TH
z)
Re kx
Light Line ×5000
Im kx × 10
(a)
0 1,000 2,000 3,000 4,000 5,000
10
20
30
40
kx(rad/m)
f(
TH
z)
Re kx
Light Line ×5000
Im kx × 10
(b)
Figure 5.9: Dispersion curves plotted for a GaN/AlGaN heterostructure with
Ns = 1× 1012 cm−2 at 295K. (a) Gated, and (b) backgated.
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imaginary part of the propagation constant is introduced. The imaginary part
and the light line are enhanced for illustration.
The propagation constant belonging to the gated region exhibits a linear re-
lationship [121, 122] as shown in Figs. 5.6a and 5.7a. Whereas a parabolic type
dispersion curve is observed for the ungated region in Figs. 5.6c and 5.7c. For the
backgated structure, the plot is initially linear for lower frequencies, followed by a
parabolic region. The behavior is shown in Figs. 5.6b and 5.7b. Such a dispersion
is generally attributed to surface plasmon polaritons existing at a dielectric-metal
interface [123].
Figures 5.8 and 5.9 show the plots of gated and backgated dispersion curves
in which the 2DEG region is tuned to a lower electron concentration of Ns =
1× 1012 cm−2. Reduction of Ns by more than an order of magnitude results in a
marked increase of the propagation constant [124].
5.4 Conclusion
The dispersion relations of various configurations of a GaN/AlGaN heterostruc-
ture were numerically solved. The computed dispersion curves clearly show that
the propagation constant in the 2DEG region, which is embedded in the multi-
layer, is much larger than free-space wavenumber. This translates to the ability
to support subwavelength phenomenon. It was also shown the efficiency of such
structures is greatly reduced at high temperatures due to increased amount of
loss.
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6. NANOSCOPY USING A SEMICONDUCTOR HETEROSTRUCTURE AS
THE SAMPLE STAGE
A special structured illumination microscopy scheme using a two dimen-
sional electron gas as the sample stage is proposed. Terahertz plasma waves
generated by a current-driven instability illuminate the sample. Concurrently, a
plane wave is used to shift the plasmonic pattern needed to expand the observ-
able range of spatial frequencies. Full coverage of the spatial frequency regime
is obtained by tuning the plasma waves through gate voltage control. Hence, it
is possible to reconstruct an image with resolution up to two orders of magni-
tude beyond the diffraction limit. Due to the linear nature of the technique, only
a weak illumination signal is required, therefore minimizing the likelihood of
sample damage due to thermal effects.
6.1 Introduction
In conventional wide-field fluorescent microscopy, a sample is uniformly il-
luminated by a beam of light, and the resulting fluorescence is observed in the
far-field through the objective lens. The uniform intensity of the illumination
along the sample fundamentally restricts the resolution of the system to half
the wavelength of light due to the Abbe diffraction limit. With ever growing
need to image miniscule objects especially in life sciences, modern microscopy
techniques such as confocal and linear structured illumination microscopy (SIM)
use spatially non-uniform sources of light to illuminate the sample. This non-
uniformity is directly attributed to obtaining resolution that can be extended
beyond the diffraction limit by a factor of 2 [125, 126]. Use of pinholes in confo-
cal microscopy makes the technique highly inefficient as a significant part of light
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is discarded that may leave weakly fluorescent objects undetectable. Structured
Illumination microscopy is a wide-field technique in which a fine illumination
pattern such as a sinusoidal standing wave is used to generate Moiré fringes in
the observed image [127, 128]. The high frequency content is mathematically
reconstructed from a series of images acquired by shifting the pattern. Using
a non-linear version of SIM, theoretically unlimited resolution can be achieved
[129]. However, high levels of illumination intensity are required, subjecting the
sample to significant damage due to thermal effects.
Resolution beyond the classical diffraction by a factor greater than 2 can be
realized when an object is illuminated by surface waves, that are electromagnetic
waves found at a material interface where one of the media possesses a complex
dielectric function with a negative real part. The wavelength and phase velocity
of the surface waves are much smaller than the homogeneous waves at the same
frequency in a given medium. Using a grating structure to generate the surface
waves with sub-diffraction features, a resolution with magnification factor of 20
was first demonstrated at optical frequencies by Nassenstein [130]. Recently, a
plasmonic structured illumination microscopy (PSIM) technique was proposed in
which a sample was excited by surface plasmons existing at a metal-dielectric in-
terface in the optical frequency range [131]. In another scheme, it was shown that
a hundred-fold resolution enhancement is possible using mid-infrared graphene
plasmons [132, 133].
Current-drive plasma instabilities have mainly been studied in the context of
ionized gases [134]. An analogous activity leads to generation of plasma waves
in solid-state devices [3] that has led to many interesting applications in the far-
infrared frequency region [135, 136]. A two-dimensional electron gas (2DEG) is
formed at the interface of epitaxially grown semiconductors that acts as a tran-
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sistor channel. In addition to the unusually high electron mobility, free-electron
densities comparable to metals are observed without any intentional doping in
the channel. Plasma waves originating in the field-effect transistor electron chan-
nel, which is only a few atoms thick, were discovered more than 40 years ago
[83, 84] when an external TM polarized plane wave was used to excite the chan-
nel. Field-effect transistor plasma waves have lately received great interest be-
cause of their application in engineering terahertz frequency sources and sensors
[4, 137, 138, 139, 140]. Although research has mainly been focused in realiz-
ing far-infrared devices, nitride based heterostructures have been used for the
mid-infrared frequencies [141]. More importantly, the frequency response of the
device can be tuned by varying the gate voltage [142, 143].
In this paper, a nanoscale imaging technique is presented in which subwave-
length plasma waves, generated by a current in a transistor channel that can be
tuned by controlling gate voltage, are used as the illumination pattern required
for SIM. The configuration effectively creates a much larger observable spatial fre-
quency region as compared to a far-infrared (terahertz) plane wave. Due to the
linear nature of the scheme, resolution of up to two orders of magnitude beyond
the diffraction limit can be obtained with a weak field intensity. Although the
wavelength is very small along the channel, it simultaneously brings the disad-
vantage of a fast decay in the vertical direction. The presence of a semiconductor
layer above the channel further reduces the intensity of the wave. The resolution
enhancement is ultimately limited by the layer thickness which should be kept
as small as the fabrication process permits in order to reduce attenuation of the
standing wave in the vertical direction.
124
Barrier
2DEG
Substrate
S D
L
Objective Lens
I
h
z
x
G
d
Figure 6.1: Illustration of the imaging scheme where sample is excited by plas-
monic standing wave pattern generated by a current-driven instability in the
channel
6.2 Theory
6.2.1 Dispersion Relation
A schematic diagram of the proposed system which is similar to a transistor,
is shown in Fig. 6.1 where a 2DEG that acts as a transistor channel is formed
at the interface of two semiconductor materials of slightly different band-gap en-
ergies. Plasma waves are generated in the channel when the source and drain
terminals are driven by a current source. Due to reflections from the conducting
boundaries, the channel region forms a cavity in which the plasma waves form a
standing wave. The structure is backed by a gate terminal that spans the length
L of the channel and spaced a distance d below the 2DEG. The gate capacitively
couples with the 2DEG, and by varying the voltage, the velocity as well as concen-
tration of electrons in the channel can be controlled. A barrier layer of thickness
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h separates the sample from the 2DEG.
The compressed nature of the plasma waves can be described by its disper-
sion relation. Here, we consider the sample stage which is terminated by a gate at
the bottom and free-space at the top, excited by a TM polarized plane wave. The
effects of the drain and source terminals are ignored by assuming the layered
semiconductor structure along with the 2DEG channel to be of infinite lateral
extent. The dispersion relation which shows a frequency dependent resonance
response of plasma waves in the 2D channel, is obtained by imposing the trans-
verse resonance condition realized by an equivalent transmission line (TL) circuit
[81, 2]. The 2DEG is modeled as a shunt admittance related to Drude-type surface
conductivity [100],
Yσ = σs =
Nse2τ
m∗
1
1+ jωτ
, (6.1)
where Ns is the surface electron density in the channel, e is the electron charge,
m∗ is the effective electron mass in the heterostructure, τ is the scattering time of
electrons, and ω is the angular frequency. The dispersion relation is then written
as [105]:
Y↑(z0) +Y↓(z0) +Yσ = 0. (6.2)
Here, Y↑(z0) and Y↓(z0) are the up- and down-looking TL admittances from the
2DEG located at z = 0, and expressed as:
Y↑(z0) = Y2
1− Γ↑(z0)
1+ Γ↑(z0)
, (6.3a)
Y↓(z0) = −jY1 cot(kz1h). (6.3b)
For each layer, Yi and kzi where i = 0, 1, 2 are the respective TM mode admittance
and transverse wavenumber of free-space, barrier and substrate layers respec-
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tively given by:
Yi =
ωε iε0
kzi
, kzi = ±
√
k20εi − k2x (6.4)
where εi is the relative permittivity of ith layer and kx is the longitudinal propa-
gation constant of the structure. The upward-looking reflection coefficient Γ↑ in
(6.3a) is expressed in terms of the TM mode admittances:
Γ↑(z0) =
Y1 −Y0
Y0 +Y1
e−2jkz2d1 (6.5)
A closed-form expression for the longitudinal propagation constant kx deter-
mined by solving (5.2) is tedious, therefore numerical root-finding techniques
such as the Newton method [114] have to be employed. As an example, the dis-
persion diagram of a AlGaN/GaN heterostructure is shown in Fig. 2.6 with no
gate bias applied along with a light line whose slope is multiplied by a factor of
90 for illustration. The real part corresponds to propagation and imaginary part
accounts for decay of the wave. The result is similar to the dispersion curve of
gated 2DEG plasmons in which the gate terminal is located at the top [144, 145].
At 25 THz, the plasmon wavenumber is approximately 80 times greater than the
free-space propagation constant for a plane wave. Furthermore, the loss which
is related to the imaginary part of the plasmon wavenumber is also negligible.
A sample observed through such a highly subwavelength illumination makes
super-resolution possible. In Fig. 6.2b, control of the resonant frequency by vary-
ing the gate voltage is shown, using (6.6) and (6.7). Compared to a dipole in
free-space, reducing the channel length increases the resonant frequency. The
structure parameters used to compute the dispersion relation via (6.1)-(6.5) are
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Figure 6.2: (a) Plasma wave dispersion diagram for a transistor structure support-
ing a 2DEG channel. (b) Effect of gate voltage on resonant frequency
now briefly discussed.
The gate-channel separation is d = 100 nm. The channel length L is 2 µm
whereas the AlGaN barrier layer is h = 20 nm wide. The permittivity of both
semiconductor layers is approximated to the static value, i.e., ε1 ≈ ε2 = 9.5. Here
the mole-fraction of aluminum in AlGaN alloy is 0.2000 [92]. A surface carrier
density of Ns = 5× 1013 cm−2 and scattering time τ of 114 ps corresponding to
a temperature of 3K is assumed. As the temperature is increased, τ gets smaller
which leads to reduced mobility and introduces loss in the channel. Through the
gate voltage Vg, the electron density Ns of the channel can be varied using:
Ns = N0 ×
(
1− Vg
VT
)
, (6.6)
where N0 is the zero-bias density and VT is the gate threshold voltage of the tran-
sistor. For a channel terminated by highly conducting source and drain terminals
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at each side, the resonant frequency as a function of carrier density is expressed
as [146]:
ω =
√
Nse2d
m∗ε
pi
L
(6.7)
where ε is the average permittivity of the surrounding media. The tunability of
plasma waves obtained by using (6.6) and (6.7), and assuming a gate threshold
voltage of −0.7640V is shown in Fig. 6.2b. As expected, increasing the length of
the channel reduces the resonant frequency.
6.2.2 Image Reconstruction
As seen in Fig. 6.5a, the plasma wave illumination pattern I(r) can be as-
sumed sinusoidal and expressed as:
I(r) = 1+ cos
(
kρ · r+ φ
)
(6.8)
where kρ = kxxˆ+ kyyˆ is the spatial frequency wavevector, r = xxˆ+ yyˆ is the two-
dimensional positional vector and φ is the pattern phase. An image M(r) of a
sample atom distribution F(r) observed through a microscope can be expressed
as:
M(r) =
[
F(r) · I(r)]⊗ H(r) (6.9)
where H(r) is the point spread function (PSF) of the microscope, and ·,⊗ denote
multiplication and convolution operations in the spatial domain respectively. A
frequency domain representation of the image obtained by taking the Fourier
transform of (6.9) is expressed as:
M˜(k) =
[
F˜(k)⊗ I˜(k)
]
· H˜(k)
=
1
2
[
2F˜(k) + F˜(k− kρ)e−jφ + F˜(k+ kρ)ejφ
]
· H˜(k)
(6.10)
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where ∼ over the letters indicates a frequency domain term and H˜(k) is the
optical transfer function (OTF) of the microscope. A spatial frequency represen-
tation of the scheme is illustrated in Fig. 6.3. In this scheme, we assume that
the numerical aperture of the objective lens is unity, in which case the OTF is de-
scribed by a circular disc as shown in Fig. 6.3(a) where the passband is bounded
by
√
k2x + k2y = 2k0 = ν. Since the plasmon frequency falls in the mid-infrared
region, a relatively small k0 implies that we need to image the sample a large
number of times, which results in a slow imaging process. The process can be
expedited by using an additional illumination such as a laser with frequency ωυ
in the visible region. As shown in Fig. 6.4, the molecules in the sample are first
excited from the ground state, |g〉 to the energy level |e〉 by using a laser of fre-
quency ωυ. The plasmonic pattern then excites the molecules to an additional
level, |a〉. Utilizing the spontaneous decay of the molecules from |a〉, we image
the sample with photons of frequency ωac = ωa − ωc. Here, ωa and ωc are the
respective frequencies of energy levels |a〉 and |c〉. A frequency-selective pho-
tonic crystal is placed behind the objective lens to filter the photons of different
frequencies. As a consequence of the preceding discussion, the resulting pass-
band in the spatial frequency is now bounded by
√
k2x + k2y = 2kac = 2ωac/c = κ,
which is the larger circle illustrated in Fig. 6.3. Since the frequency κ is much
larger than ων, high resolution can be realized by imaging the sample only a few
number of times. As evident in (6.10), a sinusoidal illumination pattern has three
frequency components, which generate an image that is a linear combination of
the sample along with two shifted versions as shown in Fig. 6.3b. To reconstruct
the sample, three different images need to be captured with each possessing a
different phase term φ. The process can be expressed as a system of linear equa-
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tions,
H˜(k) ·

F˜(k)
F˜(k− kρ)
F˜(k+ kρ)
 =

2 e−jφ1 ejφ1
2 e−jφ2 ejφ2
2 e−jφ3 ejφ3

−1 
M˜1(k)
M˜2(k)
M˜3(k)
 (6.11)
The phase shifts in (6.11) are known beforehand. Frequency content of the sam-
ple up to kρ can therefore be observed due the Moiré effect which transports
the high frequency information in to the observation region. To achieve two-
dimensional enhancement in resolution, either the sample must be rotated about
the optical axis of the microscope or the angular distribution of the illumina-
tion needs to be varied. In order to solve the three components of the spatial
frequency as shown in above equation, we need to shift the plasmonic patterns.
Our simulation results show that an additional incident plane wave can shift the
pattern efficiently and the amount of shift is controlled by varying the angle of
incidence with respect to the optical axis. Figure 6.5a shows a plot of normalized
intensities. The first curve is the standing wave pattern obtained at the top sur-
face which is only due to the surface current in the channel below. The remaining
curves show the shifting of the standing wave, achieved by an additional plane
wave incident from the top of the structure, whose intensity is greater than that
of the plasma wave in the channel. By changing the angle of incidence slightly,
different phase variations are acquired that are needed to solve the spatial fre-
quency in (6.11). Only a small portion of the channel is illustrated in Figs. 6.5a
and 6.5b, because the plasmonic wavelength is much smaller than the channel
length L. A full-wave simulator (COMSOL) was used to plot the results. In this
scheme, an external plane wave is used to shift the plasma wave pattern laterally
in the sample stage. The electric field of a TM polarized plane wave is expressed
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ky
kx
ky
(a) (b)
kρ1−kρ1
υ
(d)
kx
ky
kρ3−kρ3
(c)
kx
ky
kρ2−kρ2
kx
ky
(e)
kρ1 + υ
ν
Figure 6.3: Resolution enhancement through SIM: (a) Diffraction limited observ-
able region in frequency domain. Moiré effect using a sinusoidal illumination
pattern bringing high frequency content under the observable region. (b)-(d)
Sample illuminated at different plasma frequencies. (e) Effective resolution en-
hancement of kρ1+ κ in two dimensions can be obtained after rotating the sample
with respect to the optical axis
as, Eext = xˆ a+ zˆ b. The total field at the surface is the sum of the plasmonic field
and external plane wave. The total intensity is then expressed as:
|E|2 = (a+ cos kρx)2 + (b+ sin kρx)2
= a2 + b2 + 1+ 2χ cos
(
kρx+ ψ
) (6.12)
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where kρ is the spatial frequency of plasma wave, χ =
√
a2 + b2 and ψ =
atan(b/a). The field components a and b are controlled by changing the inci-
dent angle of the plane wave. Using a commercial full-wave electromagnetic
simulation tool (COMSOL Multiphysics), lateral shifting of the pattern is shown
in Fig. 6.5a. Since the wavelength is much smaller than the channel length, only
a small portion is shown. is As discussed earlier, the standing wave pattern can
be tuned to different frequencies through gate voltage control.
Simulated standing wave patterns tuned to different frequencies by varying
the gate voltage are shown in Fig. 6.5b. The resulting change in electron density
modifies the surface conductivity (6.1) of the 2DEG and the dielectric function
ε(ω) = 1− jσs/(ω∆εr) [122] where ∆ is the 2DEG thickness and εr is the permit-
tivity of the surrounding media.
The 2DEG channel essentially behaves as a cavity due to the resonance effects
introduced by the two conducting boundaries, i.e., drain and source terminals.
Therefore, the plasmon wavenumber, kρ can not be varied in a continuous fash-
ion to cover all spatial frequencies. As an example, we set the length of the het-
erostructure and the resulting 2DEG channel to 2 µm in the simulation. Like any
resonating structure, the plasmonic modes of the 2DEG channel are well-defined
|a〉
|e〉
|c〉 ∣∣g〉
ωac = ωκ
ωυ
ων
Figure 6.4: Sample excited to additional energy levels to enhance the spontaneous
decay, ωκ.
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Figure 6.5: Full-wave simulation results: (a) Phase shift achieved by exciting the
structure with an additional illumination at an angle. (b) Tuning of the standing
wave structure by applying gate bias
[147, 146, 92]. In terms of the wavenumber, the mode separation is approximately,
∆k = 2pi/(2× 10−6) rad/m. Thus, full coverage of all the spatial frequencies, just
by tuning the plasma wave, cannot be accomplished. However, as discussed ear-
lier, through the larger circle shown in Fig. 6.3, all the spatial frequencies up
to the plasmon wavenumber can be recovered. For a laser having a wavelength
of 600 nm, the circle radius is κ = 4pi/(6× 10−7) rad/m. We note that ∆k ≪ κ,
meaning that fewer images of the sample are required to realize super-resolution.
6.3 Simulated Results
We consider a sample with atom distribution shown in Fig. 6.6a. Each parti-
cle shown has a diameter of 1 nm. The minimum separation between the atoms
is 38 nm and maximum is 137 nm. The 2D plasma waves are generated by a
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dc current-driven instability that can also be equivalently excited by a TM po-
larized plane wave having a frequency of 25 THz, hω = 0.1000 eV at zero gate
bias. It is assumed that the numerical aperture (NA) is 1. To demonstrate the
super-resolution technique, the atom distribution is first Fourier transformed to
the spatial frequency domain. The critical step to achieve super-resolution recon-
struction involves computation of the inverse Fourier transform using frequency
content up to a circular region of radius 2kρ + κ, where kρ can be varied by gate
voltage. In Figs. 6.6b and 6.6c, a resolution enhancement 39.5 and 80 is shown
corresponding to 152 nm and 74.90 nm resolution respectively.
Figure. 6.6b shows that the particles that are separated by a distance less
than the resolution can not be resolved and appear as a contiguous blurry streak,
whereas they are distinguishable in Fig. 6.6c. The sample is imaged about 20
times, which in terms of imaging speed is very fast and can be compared with
nonlinear SIM [129]. However, unlike non-linear SIM, we use a weak illumina-
tion intensity in our scheme. At cryogenic temperatures, the plasmons exhibit
near loss-less behavior in the 2DEG where the real part of the wavenumber is at
least three orders of magnitude greater than the imaginary part. However, as the
temperature rises, the reduced electron mobility resulting due to electron scat-
tering introduces a plasma wave decay factor such . To account for the loss, the
plasma
In the previous simulations, we didn’t consider the loss in the 2DEG channel,
which can introduce irregularities in the field pattern. These irregularities result
in an erroneous solution for the three frequency components in (6.11), which
are the circular regions shown in Fig. 6.3b, subsequently inducing image distor-
tion. However, with ever improving nanofabrication processing techniques, the
loss along the 2DEG channel can be very small especially at low temperature,
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Figure 6.6: (a) Sample distribution. Simulation of the reconstructed sample image
at: (b) Re kρ = 39.5 (c) Re kρ = 80
which subsequently means a large Re(kρ)/ Im(kρ) ratio. If the sample size is
much smaller than the plasma wave propagation length, 1/ Im(kρ), the irregu-
larities resulting from the loss can be neglected. We propose a super-resolution
nanoscopy scheme based on the subwavelength surface electromagnetic plasma
found in a semiconductor heterostructure. This method is useful in particular
for light-sensitive samples as it requires a weak field intensity for illumination.
In comparison with the metal based SIM where the plasmonic pattern is fixed
by a determined structure, we can control the period of the plasmonic pattern
by varying the gate voltage. Moreover, in contrast to graphene based SIM, our
scheme uses surface current to excite the plasmons, which does not require any
wavenumber matching mechanism like gratings. The image reconstruction al-
gorithm is as efficient as in conventional linear SIM, yet the high wavenumber
along with the tunability of the plasma waves allows it to achieve subdiffraction
resolution of up to 80 times in the mid-infrared range.
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7. CONCLUSION AND FUTURE RECOMMENDATIONS
In this work, plasmonic structures with an emphasis on antenna designs and
imaging systems were studied that support subwavelength wave phenomena in
the optical as well as the terahertz frequency domain. It was shown that the plas-
monic antenna designs discussed herein provide an ideal outlet for realization of
miniaturized communication devices. An in-depth theory dealing with the wave
propagation mechanism in the form of surface plasmons was presented in the op-
tical frequency domain. It was identified that the noble metals exhibit an optical
frequency dielectric function with a negative real part, which is a necessary con-
dition for the existence of surface plasmons. Likewise in the terahertz frequency
region, plasmonic activity was observed in the few atoms wide electron channel
of a high electron mobility transistor which is composed of an epitaxially grown
semiconductor heterostructure.
A full wave analysis of plasmonic structures, and in particular semiconductor
heterostructures, is inefficient using commercial software that are mostly based
on differential equation discretization such as FEM and FDTD due to the pres-
ence of an extremely thin conducting layer. On the other hand, integral equation
techniques in which the fields are computed by first constructing an appropriate
Green function that is representative of the physical structure, and then followed
by a method of moments discretization, are computationally efficient and most
importantly, provide a great deal of insight on the wave mechanism in the struc-
ture. It must be stated that the mathematical formulation of integral equations
is more involved and the integration routine must be cognizant of the singulari-
ties present in the integration kernels. In this work, an equivalent transmission
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line approach was followed to formulate the Green functions of an infinitesi-
mally thin conductive sheet embedded in a semiconductor heterostructure. The
complex plane integration was performed along the positive real line where the
branch point singularities were circumvented by a triangular deformation of the
integration path. Moreover, the mixed potentials formulation was adopted ow-
ing to comparatively weaker singular nature of the integral kernels. The results
obtained by computing the Sommerfeld integrals extracted from a magnetic vec-
tor potential formulation for a free-standing conductive sheet show the existence
of surface plasmons in the terahertz frequency regime.
The subwavelength nature of plasmonic structures was underlined by the dis-
persion relations and the resultant dispersion curves. Surface plasmons existing
at a metal-dielectric interface at optical frequencies yield an analytical solutions
of the dispersion relation. The dispersion relations for more complex semicon-
ductor heterostructures were numerically solved in the terahertz frequency re-
gion using a robust complex-valued root-finding technique called the argument
principle method. The results showed a much higher confinement of plasmons
in the semiconductor heterostructure than the metal-dielectric interface, mainly
due to the two-dimensional wave nature in the former case. In this regard, a
super-resolution imaging scheme using a periodic structured illumination was
proposed. It was shown that the terahertz standing plasma waves generated
along the heterointerface, laterally enclosed by the transistor, can be used to re-
solve a sample with particle separation in the range of a few nanometers.
7.1 Recommendations for Future Work
Terahertz plasmonics is currently being seen as the brightest prospect in terms
of creating efficient terahertz devices that include sources and sensors. The
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thin plasma region inside a semiconductor heterostructure exhibits a resonant
response in the terahertz frequency region that can be tuned using an active
transistor environment. Unfortunately, at present practical efficiencies in terms
of power can only be obtained at very low temperatures. Currently, most of
the heterostructures are made from group III-V materials and their associated
alloys. Extensive research is on-going to explored heterostructures that can op-
erate at higher temperature. In this regard, materials such as perovskites and
dichalcogenides have lately received an increased level of interest. Furthermore,
the two-dimensional nature of the plasmonic structure is slowly evolving into a
new research field termed as metasurfaces [148, 149].
Various aspects of the analysis and design methods described throughout
this dissertation be greatly improved. The surface conductivity of the 2DEG was
assumed to be a scalar quantity. The quantum effects associated with a 2DEG
due to external electric or magnetic fields can be incorporated in to the surface
conductivity by modeling it as a tensor quantity.
The root-finding technique discussed in Section 4 currently involves a con-
siderable amount of guess work in determining whether the poles are proper
or improper. The routine can be improved by mapping the complex plane into
a new coordinate system using a trigonometric transformation that essentially
removes the branch points and its associated branch cuts.
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