Abstract. We define functions of noncommuting self-adjoint operators with the help of double operator integrals. We are studying the problem to find conditions on a function f on R 2 , for which the map (A, B) → f (A, B) is Lipschitz in the operator norm and in Schatten-von Neumann norms Sp. It turns out that for functions f in the Besov class B 1 ∞,1 (R 2 ), the above map is Lipschitz in the Sp norm for p ∈ [1, 2]. However, it is not Lipschitz in the operator norm, nor in the Sp norm for p > 2. The main tool is triple operator integrals. To obtain the results, we introduce new Haagerup-like tensor products of L ∞ spaces and obtain Schatten-von Neumann norm estimates of triple operator integrals. We also obtain similar results for functions of noncommuting unitary operators.
Introduction
In this paper we study the behavior of functions f (A, B) of (not necessarily commuting) self-adjoint operators A and B under perturbations of the pair (A, B).
In the case of commuting self-adjoint operators A and B, one can define functions f (A, B) for all bounded Borel on R 2 (actually, it suffices to have a function f defined on the joint spectrum σ(A, B) of A and B, which is a subset of the cartesian product σ(A) × σ(B) of the spectra of A and B) by the formula
where E A,B is the joint spectral measure of A and B (see [BS4] ). If the self-adjoint operators A and B do not commute, we define the function f (A, B) as the double operator integral
where E A and E B are the spectral measures of A and B. The theory of double operator integrals was developed by Birman and Solomyak in [BS1] , [BS2] , and [BS3] . Unlike in the case of commuting operators, the functions f (A, B) cannot be defined for arbitrary bounded Borel functions f . For the integral in (1.1) to make sense, the function f has to be a Schur multiplier. In § 2 we give a brief introduction in double operator integrals and Schur multipliers. Let us briefly summarize known results on perturbations of functions of one operator and functions of commuting operators. A function f on the real line R is called operator Lipschitz if f (A) − f (B) ≤ const A − B for arbitrary self-adjoint operators A and B (bounded or, possibly, unbounded). It was shown in [F] that a Lipschitz function f (i.e., a function satisfying the inequality |f (x) − f (y)| ≤ const |x − y|, x, y ∈ R) does not have to be operator Lipschitz. It turned out later (see [Mc] and [K] ) that the function x → |x| is not operator Lipschitz. Note also that in [Pe2] and [Pe3] necessary conditions for f to be operator Lipschitz are found that are based on the trace class description of Hankel operators (see [Pe1] and [Pe5] ). Among various sufficient conditions for operator Lipschitzness we mention the one found in [Pe2] (see also [Pe3] ) in terms of Besov spaces: if f belongs to the Besov class B 1 ∞,1 (R) , then f is operator Lipschitz (see § 2 for a brief introduction in Besov spaces).
It is well known that f is operator Lipschitz if and only if it possesses the property
Moreover, if f is operator Lipschitz, then it is also trace norm Lipschitz, i.e.,
Here S 1 is trace class. We are going to use the notation S p for Schatten-von Neumann classes and we refer the reader to [GK] for detailed information about such ideals of operators.
If we consider Lipschitz type estimates in the Schatten-von Neumann norm S p , 1 < p < ∞, the situation is different. A classical result (see [BS3] ) says that if A − B belongs to the Hilbert-Schmidt class S 2 and f is a Lipschitz function, than
Recently it was shown in [PoS] that such a Lipschitz type estimate also holds in the S p norm for p ∈ (1, ∞) with a constant on the right-hand side that depends on p.
It turns out, however, that the situation is entirely different if we proceed from Lipschitz functions to Hölder functions. It was shown in [AP2] that if f belongs to the Hölder class Λ α (R), 0 < α < 1, i.e., |f (x) − f (y)| ≤ const |x − y| α , x, y ∈ R, then f is necessarily operator Hölder of order α, i.e.,
for all self-adjoint operators A and B on Hilbert space with bounded A − B. Note that in [AP2] sharp results were also obtained for functions in the space Λ ω for an arbitrary modulus of continuity ω. Similar (slightly weaker) results were obtained independently in [FN] .
It was proved in [AP3] that for f ∈ Λ α (R), 0 < α < 1, p > 1, and for self-adjoint operators A and B with A − B ∈ S p , the operator f (A) − f (B) must be in S p/α and the following inequality holds:
Let us also mention that in [AP3] more general results for operator ideals were obtained as well.
It turns out that the situation for functions of normal operators or, which is the equivalent, for functions of two commuting self-adjoint operators is more complicated and requires different techniques. Nevertheless, in [APPS] analogs of the above mentioned results were obtained for normal operators and functions on the plane. In particular, it was shown in [APPS] that if f belongs to the Besov class
for arbitrary normal operators N 1 and N 2 .
However, the methods of [APPS] do not work in the case of functions of more than two commuting self-adjoint operators. New methods were found in [NP] to obtain analogs of the above results for functions of n-tuples of commuting self-adjoint operators.
Note also that the Lipschitz type estimate for Lipschitz functions in the norm of S p with 1 < p < ∞ was generalized in [KPSS] to n-tuples of commuting self-adjoint operators.
The subject of this paper is estimates of f (A 1 , B 1 ) − f (A 2 , B 2 ), where (A 1 , B 1 ), and (A 2 , B 2 ) are pairs of (not necessarily commuting) self-adjoint operators. Here we consider the pair (A 2 , B 2 ) as a perturbation of the pair (A 1 , B 1 ).
The main tool is estimates of triple operator integrals (see § 3 and § 5 for a detailed discussion of triple operator integrals). To establish a Lipschitz type inequality in trace norm
for functions in the Besov class B 1 ∞,1 (R 2 ), we would like to apply the following formula
Here the divided differences D [1] f and D [2] f are defined by
Triple operator integrals can be defined when we integrate functions in the projective
. This will be proved in § 9.
To overcome the problem, we introduce in § 5 Haagerup-like tensor products of the first kind and of the second kind, define triple operator products for functions in such Haagerup like tensor products, and prove in § 6 that that for f ∈ B 1 ∞,1 (R 2 ), the divided difference D [1] f belongs to the Haagerup-like tensor product of the first kind, while D [2] f belongs to the Haagerup-like tensor product of the second kind.
We obtain in § 7 the following Lipschitz type inequality
To prove this inequality, we obtain in § 4 certain Schatten-von Neumann estimates for triple operator integrals
In particular, we show in § 4 that if Ψ belongs to the Haagerup tensor product
T is a bounded operator and R ∈ S p with p ≥ 2, then the triple operator integral (1.4) belongs to S p . However, for p < 2 this is not true which will be proved in § 9. We also establish in
, and 1/p + 1/q ≤ 1/2, then the triple operator integral (1.4) belongs to S r , where 1/r = 1/p + 1/q. In § 8 we show that a Lipschitz type inequality in the norm of S p with p > 2 does not hold. The same is true in the operator norm.
It turns out, however, that in the operator norm (as well as in the S p norm for any p > 0) there are points of Lipschitzness of the map (A, B) → f (A, B) for f ∈ B 1 ∞,1 (R 2 ). We prove in § 10 that the pairs (αI, βI) with α, β ∈ R are points of Lipschitzness.
We find in § 11 a sufficient condition on a function f under which the Lipschitz type inequality in the operator norm (as well as in the norms of S p with p ≥ 1) holds.
Finally, in § 12 we obtain similar results for functions of noncommuting unitary operators.
In § 2 we collect necessary information on Besov classes, integration of vector functions with respect to spectral measures, double operator integrals, and functions of noncommuting operators.
Preliminaries
In this section we collect necessary information on function spaces, operator ideals, and double operator integrals. Let w be an infinitely differentiable function on R such that
We define the functions W n , n ∈ Z, on R d by
Clearly,
With each tempered distribution f ∈ S ′ R d , we associate the sequence {f n } n∈Z ,
The formal series n∈Z f n is a Littlewood-Paley type expansion of f . This series does not necessarily converge to f . Note that in this paper we mostly deal with Besov spaces
and the series on the right converges uniformly. Initially we define the (homogeneous) Besov classḂ
and put
According to this definition, the spaceḂ s p,q (R n ) contains all polynomials and all polynomials f satisfy the equality f B s p,q = 0. Moreover, the distribution f is determined by the sequence {f n } n∈Z uniquely up to a polynomial. It is easy to see that the series n≥0 f n converges in S ′ (R d ). However, the series n<0 f n can diverge in general. It can easily be proved that the series
where 
in the space S ′ R d , where r is the minimal nonnegative integer such that r > s − d/p (r ≥ s−d/p if q = 1). Now the function f is determined uniquely by the sequence {f n } n∈Z up to a polynomial of degree less than r, and a polynomial g belongs to B s p,q R d if and only if deg g < r.
As we have already mentioned, in this paper we deal with Besov classes B 1 ∞,1 (R d ). They can also be defined in the following way:
Let X be the set of all continuous functions
Note that the functions
Such functions can be characterized by the following Paley-Wiener-Schwartz type theorem (see [R] , Theorem 7.23 and exercise 15 of Chapter 7):
Let f be a continuous function on R d and let M, σ > 0. The following statements are equivalent:
Besov classes admit many other descriptions. We give here the definition in terms of finite differences. For h ∈ R d , we define the difference operator ∆ h ,
It is easy to see that
Let s > 0 and let m be the integer such that m − 1 ≤ s < m. The Besov space B s p,q R d can be defined as the set of functions f ∈ L 1 loc R d such that
However, with this definition the Besov space can contain polynomials of higher degree than in the case of the first definition given above. We refer the reader to [Pee] and [Tr] for more detailed information on Besov spaces.
2.1.2. Besov classes of periodic functions. Studying periodic functions on R d is equivalent to studying functions on the d-dimensional torus T d . To define Besov spaces on T d , we consider a function w satisfying (2.1) and define the trigonometric polynomials W n , n ≥ 0, by
For a distribution f on T d we put
and we say that f belongs the Besov class
Note that locally the Besov space B s p,q (R d ) coincides with the Besov space B s p,q of periodic functions on R d .
2.2.
Integration of vector functions with respect to spectral measures. Let E be a spectral measure on a σ-algebra of subsets of Ω that takes values in the set of orthogonal projections on a Hilbert space H . It is well known that for a scalar function f in L ∞ (E) the integral f dE admits the estimate
We would like to be able to integrate H -valued functions to get vectors in H . However, it is easy to see that unlike the case of scalar functions it is impossible to define an integral of an arbitrary bounded measurable H -valued function. We consider the projective tensor product L ∞ (E)⊗H , which consists of H -valued functions f that admit a representation of the form
The norm of f in L ∞ (E)⊗H is defined as the infimum of the left-hand side of (2.7) over all representations of the form (2.6). For an H -valued function f of the form (2.6), we put
It follows from (2.7) that the series on the right-hand side of (2.8) converges absolutely in the norm of H . Let us show that the integral is well defined.
Theorem 2.1. The right-hand side of (2.8) does not depend on the choice of a representation of f of the form (2.6).
Proof. Clearly, it suffices to prove that if 9) and (2.7) holds, then
Without loss of generality we can assume that the functions ϕ n are defined everywhere, ϕ n L ∞ (E) = sup |ϕ n | for all n and equality (2.9) holds for all ω in Ω. Consider first the special case when the range of the vector function ϕ = {ϕ n } is finite. Let λ(k) = {λ n (k)} : k = 1, 2, . . . , N be the set of values of ϕ. Then
We proceed now to the general case. Clearly, we can construct a sequence {ϕ (j) } of vector functions such that the range of ϕ (j) is a finite subset of the range of ϕ for all j and ϕ n − ϕ
which follows from the special case considered above. Hence,
2.3. Double operator integrals. In this subsection we give a brief introduction to double operator integrals. Double operator integrals appeared in the paper [DK] by Daletskii and S.G. Krein. Later the beautiful theory of double operator integrals was developed by Birman and Solomyak in [BS1] , [BS2] , and [BS3] , see also their survey [BS6] .
Let (X , E 1 ) and (Y , E 2 ) be spaces with spectral measures E 1 and E 2 on a Hilbert space H . The idea of Birman and Solomyak is to define first double operator integrals
for bounded measurable functions Φ and operators T of Hilbert Schmidt class S 2 . Consider the spectral measure E whose values are orthogonal projections on the Hilbert space S 2 , which is defined by
Λ and ∆ being measurable subsets of X and Y . It was shown in [BS5] that E extends to a spectral measure on X × Y . If Φ is a bounded measurable function on X × Y , we define the double operator integral (2.10) by
for every T ∈ S 1 , we say that Φ is a Schur multiplier of S 1 associated with the spectral measures E 1 and E 2 .
In this case the transformer
extends by duality to a bounded linear transformer on the space of bounded linear operators on H and we say that the function Ψ on Y × X defined by
is a Schur multiplier (with respect to E 2 and E 1 ) of the space of bounded linear operators. We denote the space of such Schur multipliers by M(E 2 , E 1 ). The norm of Ψ in M(E 2 , E 1 ) is, by definition, the norm of the transformer (2.11) on the space of bounded linear operators. In [BS3] it was shown that if A and B are self-adjoint operators (not necessarily bounded) such that A − B is bounded and if f is a continuously differentiable function on R such that the divided difference Df ,
is a Schur multiplier with respect to the spectral measures of A and B, then
and
i.e., f is an operator Lipschitz function.
It was established in [Pe2] (see also [Pe3] ) that if f belongs to the Besov class B 1 ∞,1 (R), then the divided difference Df ∈ M(E 1 , E 2 ) for arbitrary Borel spectral E 1 and E 2 , and so
for arbitrary self-adjoint operators A and B.
There are different characterizations of the space M(E 1 , E 2 ) of Schur multipliers, see [Pe2] and [Pi] . In particular, Φ ∈ M(E 1 , E 2 ) if and only if Φ belongs to the Haagerup tensor product
For such functions Φ it is easy to verify that
and the series on the right converges in the weak operator topology. In this paper we need the following easily verifiable sufficient condition:
If a function Φ on X ×Y belongs to the projective tensor product
For such functions Φ, formula (2.14) holds and the series on the right-hand side of (2.14) converges absolutely in the norm.
2.4. Functions of noncommuting self-adjoint operators. Let A and B be self-adjoint operators on Hilbert space and let E A and E B be their spectral measures. Suppose that f is a function of two variables that is defined at least on σ(A) × σ(B). As we have already mentioned in the introduction, if f is a Schur multiplier with respect to the pair (E A , E B ), we define the function f (A, B) of A and B by
Note that this functional calculus f → f (A, B) is linear, but not multiplicative.
If we consider functions of bounded operators, without loss of generality we may deal with periodic functions with a sufficiently large period. Clearly, we can rescale the problem and assume that our functions are 2π-periodic in each variable.
If f is a trigonometric polynomial of degree N , we can represent f in the form
Thus f belongs to the projective tensor product
It follows easily from (2.5) that every periodic function f of Besov class B 1 ∞1 of periodic functions belongs to L ∞⊗ L ∞ , and so the operator f (A, B) is well defined by (2.16).
Triple operator integrals
Multiple operator integrals were considered by several mathematicians, see [Pa] , [St] . However, those definitions required very strong restrictions on the classes of functions that can be integrated. In [Pe4] multiple operator integrals were defined for functions that belong to the (integral) projective tensor product of L ∞ spaces. Later in [JTT] multiple operator integrals were defined for Haagerup tensor products of L ∞ spaces.
In this paper we deal with triple operator integrals. We consider here both approaches given in [Pe4] and [JTT] .
Let E 1 , E 2 , and E 3 be spectral measures on Hilbert space and let T and R be bounded linear operators on Hilbert space. Triple operator integrals are expressions of the following form:
Such integrals make sense under certain assumptions on Ψ, T , and R. The function Ψ will be called the integrand of the triple operator integral.
Recall that the projective tensor product
can be defined as the class of function Ψ of the form
, by definition, the infimum of the left-hand side of (3.3) over all representations of the form (3.2).
2) the triple operator integral (3.1) was defined in [Pe4] by
Clearly, (3.3) implies that the series on the right converges absolutely in the norm. The right-hand side of (3.4) does not depend on the choice of a representation of the form (3.2). Clearly,
, triple operator integrals have the following properties:
Let us also mention that multiple operator integrals were defined in [Pe4] for functions Ψ that belong to the so-called integral projective tensor product of the corresponding L ∞ spaces. We refer the reader to [Pe4] for more detail.
We proceed now to the approach to multiple operator integrals based on the Haagerup tensor product of L ∞ spaces. We refer the reader to the book [Pi] for detailed information about Haagerup tensor products. We define the Haagerup tensor product
where α j , β jk , and γ k are measurable functions such that
where B is the space of matrices that induce bounded linear operators on ℓ 2 and this space is equipped with the operator norm. In other words,
By the sum on the right-hand of (3.7) we mean
Clearly, the limit exists. Throughout the paper by j,k≥0 , we mean
over all representations of Ψ of the form (3.7).
It is well known that
Indeed, suppose that Ψ is given by (3.2) and (3.3) holds. Without loss of generality we may assume
We define α j , β j,k and γ k by
Clearly, (3.7) holds,
In [JTT] multiple operator integrals were defined for functions in the Haagerup tensor product of
and suppose that (3.7) and (3.8) hold.
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The triple operator integral (3.1) is defined by
For completeness, we give a proof of the following facts:
The series in (3.9) converges in the weak operator topology; (ii) the sum of the series does not depend on the choice of a representation (3.7); (iii) the following inequality holds:
Proof. Consider the spectral measure E 2 . It is defined on a σ-algebra Σ of subsets of X 2 . We can represent our Hilbert space H as the direct integral
associated with E 2 . Here µ is a finite measure on X 2 , x → G (x), is a measurable Hilbert family. The Hilbert space H consists of measurable functions f such that f (x) ∈ G (x), x ∈ X 2 , and
Finally, for ∆ ∈ Σ, E(∆) is multiplication by the characteristic function of ∆. We refer the reader to [BS4] , Ch. 7 for an introduction to direct integrals of Hilbert spaces. Let us show that the series on the right of (3.9) converges in the weak operator topology. Let f and g be vectors in H . Put
We consider the vectors v j and u k as elements of the direct integral (3.11), i.e., vector functions on X 2 .
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We have   j,k≥0
Keeping (3.12) in mind, we see that the last expression is equal to
By properties of integrals with respect to spectral measures,
Similarly,
This implies that   j,k≥0
It follows that the series (3.9) converges in the weak operator topology and inequality (3.10) holds. Let us show for completeness that sum (3.9) does not depend on the choice of a representation (3.7). Suppose that (3.8) holds and j,k≥0 α j (x 1 )β jk (x 2 )γ k (x 3 ) = 0 for almost all x 1 , x 2 , and x 3 .
We have to show that j,k≥0
Without loss of generality, we may assume that
and sup
Clearly, the series on the right of (3.14) converges absolutely and uniformly in x 2 and x 3 and sup x 2 , x 3 {κ j (x 2 , x 3 )} j≥0 ℓ 2 < ∞.
We integrate now the identity
with respect to the spectral measure E 3 and get
Let u be a unit vector in our Hilbert space H . We have
we find that
It is easy to see that sup
Clearly, for each x 1 , the function x 2 → ω k (x 2 ) belongs to the projective tensor product L ∞ (E 2 )⊗H , we can integrate the vector-valued function ω k with respect to the spectral measure E 2 (see subsection 2.4) and obtain
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Consider the vectors w j defined by
It is easy to see that j≥0 w j 2 < ∞.
Integrating the equality j≥0 α j (x 1 )w j = 0 with respect to the spectral measure E 1 , we obtain
which proves (3.13).
Note that if Ψ belongs to the projective tensor product
, then the two definitions given above lead to the same result.
It turns out, however, that unlike in the case when the integrand belongs to the projective tensor product L ∞⊗ L ∞⊗ L ∞ , triple operator integrals with integrands in the Haagerup tensor product L ∞ ⊗ h L ∞ ⊗ h L ∞ do not possess property (3.5) with p < 2; this will be established in § 9. As for property (3.6), we will show in § 4 that for integrands in L ∞ ⊗ h L ∞ ⊗ h L ∞ , property (3.6) holds under the assumption 1/p + 1/q ≤ 1/2. We do not know whether (3.6) can hold if 1/p + 1/q > 1/2.
Schatten-von Neumann properties of triple operator integrals
In this section we study Schatten-von Nemann properties of triple operator integrals with integrands in the Haagerup tensor product
First, we consider the case when one of the operators is bounded and the other one belongs to the HilbertSchmidt class. Then we use an interpolation theorem for bilinear operators to a considerably more general situation.
Theorem 4.1. Let E 1 , E 2 , and E 3 be spectral measures on Hilbert space and let Φ be a function in the Haagerup tensor product
Suppose that T is a bounded linear operator and R is an operator that belongs to the Hilbert-Schmidt class S 2 . Then
It is easy to see that Theorem 4.1 implies the following fact:
Corollary 4.2. Let E 1 , E 2 , E 3 , and Ψ satisfy the hypotheses of Theorem 4.1. If T is a Hilbert Schmidt operator and R is a bounded linear operator, then the operator W defined by (4.1) belongs to S 2 and
Clearly, to deduce Corollary 4.2 from Theorem 4.1, it suffices to consider the adjoint operator W * .
Proof of Theorem 4.1. Consider first the case when E 3 is a discrete spectral measure. In other words, there exists an orthonormal basis {e m } m≥0 , the spectral measure E 3 is defined on the σ-algebra of all subsets of Z + , and E 3 ({m}) is the orthogonal projection onto the one-dimensional space spanned by e m . In this case the function Ψ has the form
, and sup m≥1 k≥0
We have
where
Here E m is the spectral measure defined on the one point set {m} and the function Ψ m is defined on X 1 × X 2 × {m} by
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It follows now from (3.10) that
and by (4.3), we obtain
S 2 . It follows that W ∈ S 2 and inequality (4.2) holds.
Consider now the general case. For N ≥ 1, we define the function Ψ [N ] by
Since the series on the right-hand side of (3.9) converges weakly, it suffices to prove that the operators
In other words, in the representation of Ψ in the form (3.7) we may assume that the sum is finite. We have
We can approximate the functions γ k by sequences γ
k such that each function γ
[n] k takes at most countably many values,
Clearly, in the above representation of W [n] we can replace the spectral measure E 3 with a discrete spectral measure whose atoms are the sets on which the functions γ [n] k are constant.
Since we have already proved the desired result in the case when E 3 is a discrete spectral measure, we can conclude that W [n] ∈ S 2 and
To complete the proof, it suffices to observe that
in the operator norm. We are going to use Theorem 4.4.1 from [BL] on complex interpolation of bilinear operators. Recall that the Schatten-von Neumann classes S p , p ≥ 1, and the space of bounded linear operators B(H ) form a complex interpolation scale:
This fact is well known. For example, it follows from Theorem 13.1 of Chapter III of [GK] .
. Then the following holds: (i) if p ≥ 2, T ∈ B(H ), and R ∈ S p , then the triple operator integral in (4.1) belongs to S p and
(4.5)
(ii) if p ≥ 2, T ∈ S p , and R ∈ B(H ), then the triple operator integral in (4.1) belongs to S p and
(iii) if 1/p + 1/q ≤ 1/2, T ∈ S p , and R ∈ S q , then the triple operator integral in (4.1) belongs to S r with 1/r = 1/p + 1/q and
We will prove in § 9 that neither (i) nor (ii) holds for p < 2.
Proof of Theorem 4.3. Let us first prove (i). Clearly, to deduce (ii) from (i), it suffices to consider W * .
Consider the bilinear operator W defined by
By (3.10), W maps B(H ) × B(H ) into B(H ) and
W (T, R) ≤ T · R .
22
On the other hand, by Theorem 4.1, W maps B(H ) × S 2 into S 2 and
It follows from the complex interpolation theorem for linear operators (see [BL] , Theorem 4.1.2 that) W maps B(H ) × S p , p ≥ 2, into S p and
Suppose now that 1/p + 1/q ≤ 1/2 and 1/r = 1/p + 1/q. It follows from statements (i) and (ii) (which we have already proved) that W maps B(H )×S r into S r and S r ×B(H ) into S r , and
It follows from Theorem 4.4.1 of [BL] on interpolation of bilinear operators, W maps (B(H ), S r ) [θ] × (S r , B(H )) [θ] into S r and
It remains to observe that for θ = r/p,
which is a consequence of (4.4).
Haagerup-like tensor products and triple operator integrals
We are going to obtain Lipschitz type estimates in the norm of S p , 1 ≤ p ≤ 2, for functions of noncommuting self-adjoint operators in § 7. As we have mentioned in the introduction, we are going to use a representation of f (A 1 , B 1 ) − f (A 2 , B 2 ) in terms of triple operator integrals that involve the divided differences D [1] f and D [2] f . However, we will see in § 9 that the divided differences
∞,1 (R 2 ). In addition to this, representation (1.2) involve operators of class S p with p ≤ 2. However, we will see in § 9 that statements (i) and (ii) of Theorem 4.3 do not hold for p < 2.
To overcome these problems, we offer a new approach to triple operator integrals. In this section we introduce Haagerup-like tensor products and define triple operator integrals whose integrands belong to such Haagerup-like tensor products. Definition 1. A function Ψ is said to belong to the Haagerup-like tensor product
the infimum being taken over all representations of the form (5.1).
Let us now define triple operator integrals whose integrand belong to the tensor prod-
, for a bounded linear operator R, and for ans operator T of class S p , we define the triple operator integral
as the following continuous linear functional on S p ′ , 1/p + 1/p ′ = 1 (on the class of compact operators in the case p = 1):
Clearly, the triple operator integral in (5.3) is well defined because the function
belongs to the Haagerup tensor product
. It follows easily from statement (i) of Theorem 4.3 that
(see Theorem 5.1).
It is easy to see that in the case when Ψ belongs to the projective tensor product
, the definition of the triple operator integral given above is consistent with the definition of the triple operator integral given in (3.4). Indeed, it suffices to verify this for functions Ψ of the form
in which case the verification is obvious. We also need trace class triple operator integrals in the case when T is a bounded linear operator and R ∈ S p , 1 ≤ p ≤ 2.
Definition 2. A function is said to belong to the Haagerup-like tensor product
the infimum being taken over all representations of the form (5.4).
T is a bounded linear operator, and R ∈ S p , 1 ≤ p ≤ 2. The continuous linear functional
on the class S p ′ (on the of compact operators in the case p = 1) determines an operator W of class S p , which we call the triple operator integral
As above, in the case when Ψ ∈ L ∞ (E 1 )⊗L ∞ (E 2 )⊗L ∞ (E 3 ), the definition of the triple operator integral given above is consistent with the definition of the triple operator integral given in (3.4).
We deduce from Theorem 4.3 the following Schatten-von Nemann properties of the triple operator integrals introduced above.
Suppose that T ∈ S p and R ∈ S q , where 1 ≤ p ≤ 2 and 1/p + 1/q ≤ 1. Then the operator W in (5.2) belongs to S r , 1/r = 1/p + 1/q, and
If T ∈ S p , 1 ≤ p ≤ 2, and R is a bounded linear operator, then W ∈ S p and
Proof. Let Φ be the function defined by
Consider the case when R ∈ S q , q ≥ 1. Clearly, the norm of W if S r is the norm of the linear functional (5.3) on S r ′ (on the class of compact operators if r = 1). We have
(in the case when p = 1 we have to replace the norm in S p ′ on the right-hand side of the inequality with the operator norm). By Theorem 4.3,
which implies (5.6). Again, if p = 1 the norm in S p ′ has to be replaced with the operator norm. The proof of (5.7) is the same.
In the same way we can prove the following theorem:
Suppose that p ≥ 1, 1 ≤ q ≤ 2, and 1/p + 1/q ≤ 1. If T ∈ S p , R ∈ S q , then the operator W in (5.5) belongs to S r , 1/r = 1/p + 1/q, and
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If T is a bounded linear operator and R ∈ S p , 1 ≤ p ≤ 2, then W ∈ S p and
6. When do the divided differences D [1] f and D [2] f belong to Haagerup-like tensor products?
As we have already mentioned before, for functions f in B 1 ∞,1 (R 2 ), the divided differences
do not have to belong to the Haagerup tensor product
This will be prove in § 9.
In this section we show that for f ∈ B 1 ∞,1 (R 2 ), the divided difference
for arbitrary Borel spectral measures E 1 , E 2 , and E 3 on R.
This will allow us to prove in the next section that if (A 1 , B 1 ) and (A 2 , B 2 ) are pairs of self-adjoint operators on Hilbert space, (A 2 , B 2 ) is an S p perturbation of (A 1 , B 1 ), 1 ≤ p ≤ 2, and f ∈ B 1 ∞,1 (R 2 ), then the following integral formula holds:
The following theorem contains a formula that is crucial for our estimates.
Theorem 6.1. Let f be a bounded function on R 2 whose Fourier transform is supported in the ball {ξ ∈ R 2 : ξ ≤ 1}. Then
where for j = k, we assume that
To prove the theorem, we are going to use the construction in the proof of Theorem 6.1 of [APPS] .
Proof. Given y ∈ R, we consider the function f y on R defined by f y (x) = f (x, y). Clearly, f y is a bounded function whose Fourier transform is supported in [−1.1]. We apply Theorem 6.1 of [APPS] for f y . By formula (6.4) of [APPS], we have
Moreover, by inequality (6.6) of [APPS],
It is well known (see, e.g., [Ti] , 3.3.2, Example IV) that
and so (6.2) holds. It follows that the series on the right-hand side of (6.4) converges pointwise. Note that on the right-hand side of (6.4) in the case x 1 = kπ, we assume that
Applying formula (6.4) of [APPS] for the second time, we obtain
Again, in the case j = k we assume that
.
Clearly, (6.1) is a consequence of (6.4) and (6.5). Let us estimate the operator norm of the matrix
We represent this matrix as the sum of the matrices C y = {c jk (y)} j,k∈Z and D y = {d jk (y)} j,k∈Z , where
, j = k.
To estimate the operator norm of C y , we observe that C y is the commutator of the discrete Hilbert transform H d and a multiplication operator on ℓ 2 . Recall that the discrete Hilbert transform H d on the two-sided sequence space ℓ 2 Z is the operator with matrix {h jk } j,k∈Z defined by
It is well known that H d is a bounded linear operator on ℓ 2 (Z). Indeed, h jk =ψ(j − k), where φ is the bounded function on the unit circle T defined by
(see, e.g., [Pe5] , Ch. I, § 1). It follows that H d is bounded because if we identify the two-sided sequence space ℓ 2 Z with the space L 2 (T) via the unitary map
the operator H d becomes the operator of multiplication on L 2 (T), and so it is bounded and
It is easy to see that the matrix of πC y coincides with the matrix of the commutator M fy H d − H d M fy of the discrete Hilbert transform and the multiplication operator M fy whose matrix is diagonal with diagonal entries {f (jπ, y)} j∈Z . Clearly,
On the other hand,
by Bernstein's inequality. This completes the proof of (6.3).
Remark. It is easy to see from the proof of Theorem 6.1 that one can replace the condition supp F f ⊂ {ξ ∈ R 2 : ξ ≤ 1} with the condition supp
Corollary 6.2. Let f be a bounded function on R 2 such that its Fourier transform is supported in {ξ ∈ R 2 : ξ ≤ σ}, σ > 0. Then the divided differences D [1] f and D [2] f have the following properties:
for arbitrary Borel spectral measures E 1 , E 2 and E 3 . Moreover,
Proof. Inequality (6.6) in the case σ = 1 is an immediate consequence of Theorem 6.1. It is easy to see that by rescaling the function f , we obtain inequality (6.6) for an arbitrary positive number σ. Inequality (6.7) can be deduced from inequality (6.6) by applying (6.7) to the function g defined by
Proof. Let f n = f * W n , n ∈ Z (see Subsection 2.1.1). Then f n satisfies the hypotheses of Corollary 6.2 with σ = 2 n+1 . By Corollary 6.2, we have
The proof of the result for Df [2] is the same.
7. Lipschitz type estimates in the case 1 ≤ p ≤ 2
In this section we prove that for functions f in the Besov class B 1 ∞,1 (R 2 ), we have a Lipschitz type estimate for functions of noncommuting self-adjoint operators in the norm of S p with p ∈ [1, 2]. To this end, we first prove the integral formula given in the introduction.
Theorem 7.1. Let f ∈ B 1 ∞,1 (R 2 ) and 1 ≤ p ≤ 2. Suppose that (A 1 , B 1 ) and (A 2 , B 2 ) are pairs of self-adjoint operators such that A 2 − A 1 ∈ S p and B 2 − B 1 ∈ S p . Then the 29 following identity holds:
Note that by Theorem 6.3, the divided differences D [1] f and D [2] f belong to the corresponding Haagerup like tensor products, and so the triple operator integrals on the right make sense.
Proof. It suffices to prove that
Let us establish (7.2). Formula (7.3) can be proved in exactly the same way. Suppose first that the function D [1] f belongs to the projective tensor product
). In this case we can write
Note that the above equality does not make sense if 
As in the proof of Theorem 6.3, we consider the functions f n defined by f n = f * W n , n ∈ Z. It is easy to see from the definition and properties of the Besov class B 1 ∞,1 (R 2 ) that to prove (7.2), it suffices to show that
As we have mentioned in Subsection 2.1.1, f n is a restriction of an entire function of two variables to R×R. Thus it suffices to establish formula (7.2) in the case when f is an entire function. To complete the proof, we show that for entire functions f the divided differences D [1] f must belong to the projective tensor product
a mn x m y n ) be an entire function and let R be a positive number such that the spectra σ(A 1 ), σ(A 2 ), and σ(B) are contained in [−R/2, R/2]. Clearly, R] . This completes the proof.
Then there is a positive number C such that
whenever f ∈ B 1 ∞,1 (R 2 ), and A 1 , A 2 , B 1 , and B 2 are self-adjoint operators such that
Proof. This is an immediate consequence of Theorem 7.1 and Theorems 5.1 and 5.2.
Remark 1. We have defined functions f (A, B) for f in B 1 ∞,1 (R 2 ) only for bounded self-adjoint operators A and B. However, formula (7.1) allows us to define the difference f (A 1 , B 1 ) − f (A 2 , B 2 ) in the case when f ∈ B 1 ∞,1 (R 2 ) and the self-adjoint operators A 1 , A 2 , B 1 , B 2 are possibly unbounded once we know that the pair (A 2 , B 2 ) is an S p perturbation of the pair (A 1 , B 1 ), 1 ≤ p ≤ 2. Moreover, inequality (7.4) also holds for such operators.
Remark 2. Let I be an operator ideal that is an interpolation ideal between S 1 and S 2 . Then it follows easily from Theorems 5.1 and 5.2 that for f ∈ B 1 ∞,1 (R d ) and for self-adjoint operators A 1 , A 2 , B 1 , B 2 with A 1 − A 2 ∈ I, B 1 − B 2 ∈ I, the following inequality holds:
To complete the section, we state a problem.
Problem. It is well known that if f is an arbitrary Lipschitz function on R 2 , then the following inequality holds:
for arbitrary pairs (A 1 , B 1 ) and (A 2 , B 2 ) of commuting self-adjoint operators such that A 1 − A 2 ∈ S 2 and B 1 − B 2 ∈ S 2 . As we have mentioned in the introduction, the same is true in the Schatten-von Neumann norm S p with 1 < p < ∞ which was proved recently in [KPSS] . We do not know whether inequality (7.5) holds for pairs of noncommuting self-adjoint operators. Certainly, we have not defined functions f (A, B) for all Lipschitz functions f and all pairs of self-adjoint operators (A, B). However, we can consider pairs of finite rank self-adjoint operators (A 1 , B 1 ) and (A 2 , B 2 ) and ask the question of whether inequality (7.5) holds for such pairs.
8. No Lipschitz type estimates in the operator norm and in the S p norm for p > 2 !
The purpose of this section is to show that there is no Lipschitz type inequality of the form (7.2) in the norm of S p with p > 2 and in the operator norm for an arbitrary function f in B 1 ∞,1 (R 2 ). Theorem 8.1. (i) There is no positive number M such that
for all bounded functions f on R 2 with Fourier transform supported in [−2π, 2π] 2 and for all finite rank self-adjoint operators A 1 , A 2 , B.
(ii) Let p > 2. Then there is no positive number M such that
Proof. Let us first prove (ii). Let {g j } 1≤j≤N and {h j } 1≤j≤N be orthonormal systems in Hilbert space. Consider the rank one projections P j and Q j defined by
We define the self-adjoint operators A 1 , A 2 , and B by
Clearly, for every unitary matrix {u jk } 1≤j,k≤N , there exist orthonormal systems {g j } 1≤j≤N and {h j } 1≤j≤N such that (h k , g j ) = u jk . Put
Obviously, {u jk } 1≤j,k≤N is a unitary matrix. Hence, we may find vectors {g j } N j=1 and
because rank{|u jk |} 1≤j,k≤N = 1. So for each positive integer N we have constructed a function f and operators
Exactly the same construction works to prove (i). It suffices to replace in the above construction the S p norm with the operator norm and observe that A 1 − A 2 = 1 and f (A 1 , B) − f (A 2 , B) = √ N . Theorem 8.1 implies that there is no Lipschitz type estimate in the operator norm and in the S p norm with p > 2. Note that in the construction given in the proof the norms of A 1 − A 2 cannot get small. The following result shows that we can easily overcome this problem.
Two counterexamples
We apply the results of the previous section to show that statements (i) and (ii) of Theorem 4.3 do not hold for p ∈ [1, 2). We also deduce from the results of § 8 that the divided differences
∞,1 (R 2 ). Theorem 9.1. Let 1 ≤ p < 2. There are spectral measures E 1 , E 2 and E 3 on Borel subsets of R, a function Φ in the Haagerup tensor product
and an operator Q in S p such that
Proof. Assume the contrary. Then the linear operator
is bounded on S p for arbitrary Borel spectral measures E 1 , E 2 , and E 3 and for an arbitrary function Φ in
. Suppose now that Ψ belongs to the Haagerup-like tensor product
of the first kind. For a finite rank operator T consider the triple operator integral
We define the function Φ defined by
(see the definition of triple operator integrals with integrands in the Haagerup-like tensor product of the first kind in § 5). Thus
(throughout the proof of this theorem in the case p = 1, the norm in S p ′ has to be replaced with the operator norm). It follows that
for arbitrary finite rank self-adjoint operators A 1 , A 2 , and B. It remains to observe that by inequality (9.1),
If we pass to the adjoint operator, we can see that for p ∈ [1, 2), there exist a function
The following application of Theorem 8.2 shows that for functions f in B 1 ∞,1 (R 2 ), the divided differences
Theorem 9.2. There exists a function f in the Besov class
Proof. Assume the contrary. Then the map
for arbitrary finite rank self-adjoint operators A 1 , A 2 , and B. It follows now from inequality (3.10) that
which contradicts Theorem 8.2.
Remark. It is easy to observe that the construction given in the proof of Theorem 8.1 allows us to construct a function f in B 1 ∞,1 (R 2 ), for which both divided differences
Points of Lipschitzness
We have shown in § 8 that for functions f in B 1 ∞,1 (R 2 ) there is no Lipschitz type estimate in the operator norm. It turns out however that for certain pairs (A * , B * ) of self-adjoint operators the function (A, B) → f (A, B) is Lipschitz at (A * , B * ) for all functions f in B 1 ∞,1 (R 2 ). We establish in this section the fact that the pairs (αI, βI) are points of Lipschitzness for all α and β in R. The same is true in the Schatten-von Neumann norm of S p (quasi-norm for p < 1) for all p > 0.
Theorem 10.1. There exists a positive number C such that
∞,1 (R 2 ), for arbitrary self-adjoint operators A and B, and for arbitrary real numbers α and β.
∞,1 (R 2 ), for arbitrary self-adjoint operators A and B, and for arbitrary p > 0, and α, β ∈ R.
First we obtain several auxiliary results.
for an arbitrary bounded function f with supp F f ⊂ {ξ ∈ R 2 : ξ ≤ 1}. By Theorem 6.1, we have 
A sufficient condition for Lipschitz type estimates
We have seen in § 8 that for functions f in the Besov class B 1 ∞,1 (R 2 ), there is no Lipschitz type estimate in the operator norm as well as in the norm of S p for p > 2. In this section we obtain a simple sufficient condition for Lipschitz type estimates of the form (7.2) to hold in S p for every p ≥ 1 and in the operator norm.
We define a function class C . Note that a similar class was defined in [Pe0] .
Definition. The class C of function on R 2 is defined by
In other words a function f belongs to C if there are sequences of functions ϕ n , ψ n , ϕ 
2)
The norm f C of f in the space C is, by definition the infimum of (11.2) over all functions ϕ n , ψ n , ϕ Proof. Suppose that f ∈ C and (11.2) holds. Clearly,
Making use of inequality (2.12), we obtain
∞,1 (R) .
This implies (11.3). The proof of (11.4) is exactly the same.
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Functions of noncommuting unitary operators
In this section we briefly explain that analogs of the above results hold for functions of noncommuting unitary operators hold.
Suppose that f is a function on T 2 that belongs to the Besov space B 1 ∞,1 (T 2 ) (see Subsection 2.1.2). As we have observed in Subsection 2.4, f is a Schur multiplier with respect to arbitrary spectral Borel measures on T. This allows us to define functions f (U, V ) for (not necessarily commuting) unitary operators U and V on Hilbert space by the formula
where E U and E V are the spectral measures of U and V .
As in the case of functions of self-adjoint operators, we are would like to use the formula:
where the divided differences D [1] f and D [2] f are the functions on T 2 defined by
To establish formula (12.1), we should prove that D [1] f belongs to the Haagerup-like tensor product L ∞ ⊗ h L ∞ ⊗ h L ∞ of the first kind and D [2] f belongs to the Haagerup-like tensor product L ∞ ⊗ h L ∞ ⊗ h L ∞ of the second kind with respect to arbitrary Borel spectral measures.
To this end, we introduce the functions Ξ n on T defined by Ξ n (z) def = z n+1 − z −n (2n + 1)(z − 1) = 1 2n + 1 n k=−n z k , z ∈ T.
For a positive integer k, we denote by Π k the group of kth roots of 1:
Theorem 12.1. Let n be a positive integer and let f be a bounded function on T 2 whose Fourier transform is supported in {(j, k) ∈ Z 2 : |j| ≤ n}. Then By · B we mean the operator norm in the space of (2n + 1) × (2n + 1) matrices. Theorem 12.1 can be proved straightforwardly. We leave it as an exercise.
Corollary 12.2. Let f be a trigonometric polynomial of degree at most n in each variable. Then
Similarly, it can be shown that under the hypotheses of Corollary (12.2)
Inequalities (12.2) and (12.3) imply the following result:
Theorem 12.3. Let f be a function in B 1 ∞,1 (T 2 ). Then
Theorem 12.3 implies the following result:
Theorem 12.4. Let 1 ≤ p ≤ 2 and let f ∈ B 1 ∞,1 (T 2 ). Suppose that U 1 , V 1 , U 2 , V 2 are unitary operators such that U 1 − U 2 ∈ S p and V 1 − V 2 ∈ S p . Then formula (12.1) holds and
As in the case of self-adjoint operators there is no Lipschitz type inequality in the operator norm and in the norm of S p with p > 2 for arbitrary functions f in B 1 ∞,1 (T 2 ). To prove this, we can easily adjust the proof of Theorem 8.2 to the case of unitary operators.
