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Abstract Some minimal representations of SL(n,R) can be realized on
a Hilbert space of holomorphic functions. This is the analogue of the
Brylinski-Kostant model. They can also be realized on a Hilbert space
of homogeneous functions on Rn. This is the analogue of the Kobayashi-
Orsted model. We will describe the two realizations and a transformation
which maps one model to the other. It can be seen as an analogue of the
classical Bargmann transform.
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Introduction
1. The analogue of Brylinski-Kostant model, general case
2. Some harmonic analysis related to a quadratic form
3. The Lie algebra construction, and isomorphism with sl(p+ 2,C).
4. The analogue of the Kobayashi-Orsted model for the minimal represen-
tations of the group SL(p+ 2,R).
5. The analogue of the Brylinski-Kostant model for the minimal represen-
tations of the group SL(p+ 2,R).
6. The intertwining operator
References
Introduction. The construction of an analogue of the Bargmann-
transform between Fock-type space and Schro¨dinger-type space of minimal
representations is given in a uniform manner, in the case of simple real
Lie groups of Hermitian type in [HKMO12]. We consider here a Lie group
of non Hermitian type, SL(n,R), and two minimal representations whose
Fock-type spaces and Schro¨dinger-type spaces are described explicitely.
We first recall the theory in [A11], [A12] and [AF12] to describe the
analogue of the Brylinski-Kostant model ([BK94], [B97], [B98]), in terms of
holomorphic functions on a covering of theK-minimal nilpotent orbit. The
analogue of the Kobayashi-Orsted model ([KO03a], [KO03b], [KO03c]), in
terms of homogeneous functions on Rn, will be given in this paper.
1
In [A11] a general construction for a simple complex Lie algebra g has
been given, starting from a pair (V,Q) where V is a semi-simple Jordan
algebra of rank ≤ 4 and Q a polynomial on V , homogeneous of degree 4.
The Lie algebra g is of non Hermitian type.
In [AF12], the manifold Ξ is the orbit of Q under the conformal group
Conf(V,Q) acting on a space of polynomials W by an irreducible rep-
resentation κ. The Fock space F(Ξ) is a Hilbert space of holomorphic
functions on the complex manifold Ξ. A spherical minimal representation
of g is realized (when it exists) in F(Ξ).
In [A12], using the decomposition V = ⊕si=1Vi of V into simple summands,
which means that Q =
∏s
i=1∆i(zi)
ki gets factored as a product of
powers of Jordan determinants ∆i of Vi, and considering irreducible
representations κ
(ki)
i of the conformal groups Conf(Vi,∆i), which act on
spaces W
(ki)
i of the polynomials generated by the ∆
ki
i (zi− ai) for ai ∈ Vi,
the manifold Ξ is the orbit of Q, under the tensor product representation
κ(k1,...,ks) := ⊗si=1κ
(ki)
i of the group
∏s
i=1 Conf(Vi,∆i) in p = ⊗
s
i=1W
(ki)
i .
Then one gets a quotient map Ξ˜ → Ξ, (ξ1, . . . , ξs) 7→ ξ
k1
1 . . . ξ
ks
s of Ξ,
where Ξ˜ =
∏s
i=1 Ξi is the product of the orbits Ξi of the ∆i under
Conf(Vi,∆i), acting on spaces Wi of the polynomials generated by the
∆i(zi−ai) by irreducible representations κi. The Fq(Ξ˜) are Hilbert spaces
of holomorphic functions on the complex manifold Ξ˜, and Fq(Ξ˜) = F(Ξ)
iff q = 0.
Two minimal representations of g are realized in the Fock-type spaces
Fq(Ξ˜), for some suitable multi-indices q ∈ N
s. This is the analogue of the
Brylinski-Kostant model.
In this paper we consider the special case where V = Cp, Q is the square of
a quadratic form and the construction leads to the Lie algebra sl(p+2,R)
with p ≥ 3. The two minimal representations ρ0 and ρ1 are respectively
realized in F0(Ξ˜) and F1(Ξ˜).
On another hand, we realize two minimal representations ω0 and ω1 of
SL(p+2,R) on spaces V0(R
p+2) and V1(R
p+2)1 of homogeneous functions
on Rp+2. This is the analogue of one of the Kobayashi-Orsted models.
We also give explicit integral operators B0 from the space V0(R
p+2) onto
the space F0(Ξ˜) which intertwines the representations ρ0 and dω0 of
SL(p + 2,R), and B1 from the space V1(R
p+2) onto the space F1(Ξ˜)
which intertwines the representations ρ1 and dω1 of SL(p + 2,R). These
unitary operators are bijective and can be seen as analogues of the classical
Bargmann transform.
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1. The analogue of the Brylinski-Kostant model. General case
Let V be a semi-simple Jordan algebra and Q a homogeneous polyno-
mial on V . Let L = Str(V,Q) be the structure group
Str(V,Q) = {g ∈ GL(V ) | ∃γ(g), Q(g · z) = γ(g)Q(z)}.
The conformal group Conf(V,Q) is the group of rational transformations
g of V generated by: the translations z 7→ z + a (a ∈ V ), the dilations
z 7→ ℓ · z (ℓ ∈ L), and the inversion σ : z 7→ −z−1.
Let W be the space of polynomials on V generated by the translated
Q(z − a) of Q, with a ∈ V . Let κ be the cocycle representation of
Conf(V,Q) or of a covering of order two of it on W, defined in [A11]
as follows:
Case 1. In case there exists a character χ of Str(V,Q) such that χ2 = γ,
then let K = Conf(V,Q). Define the cocycle
µ(g, z) = χ((Dg(z)−1) (g ∈ K, z ∈ V ),
and the representation κ of K on W,
(κ(g)p)(z) = µ(g−1, z)p(g−1 · z).
The cocycle µ(g, z) is a polynomial in z of degree ≤ degQ and
(κ(τa)p)(z) = p(z − a) (a ∈ V ),
(κ(ℓ)p)(z) = χ(ℓ)p(ℓ−1 · z) (ℓ ∈ Str(V,Q)),
(κ(σ)p)(z) = Q(z)p(−z−1).
Case 2. Otherwise the group K is a covering of Conf(V,Q), defined as the
set of pairs g˜ = (g, µ), with g ∈ Conf(V,Q), and µ(g˜, ·) = µ is a function
on V such that µ(z)2 = γ(Dg(z))−1, and
(
κ(g˜)p
)
(z) = µ(g˜−1, z)p(g˜−1 ·z).
We recall the construction of the Lie algebra g in [A.11]. The Jordan
algebra is assumed to be of rank ≤ 4 and the polynomial Q is assumed to
be homogeneous of degree 4. We use the same notation k = Lie(K), p =W.
There is H ∈ l = Lie(L) which defines gradings of k and p:
k = k−1 + k0 + k1,
p = p−2 + p−1 + p0 + p1 + p2,
with
kj = {X ∈ k | ad(H)X = jX}, pj = {p ∈ p | dκ(H)p = jp},
k−1 ≃ V, k0 =Lie(L), Ad(σ) : kj → k−j ,
p−2 = C, p2 = CQ, p−1 ≃ V, p1 ≃ V, κ(σ) : pj → p−j .
Define g = k ⊕ p, E := Q, F := 1. Then [H,E] = 2E, [H,F ] = −2F
and (see Theorem 3.1 in [A11] and [AF12]) :
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Theorem 1.1. There is a unique Lie algebra structure on g satisfying
(i) [X,X ′] = [X,X ′]k (X,X
′ ∈ k),
(ii) [X, p] = dκ(X)p (X ∈ k, p ∈ p),
(iii) [E, F ] = H.
We recall also the real form gR of g which we consider. We fix a
Euclidean real form VR of the complex Jordan algebra V , denote by
z 7→ z¯ the conjugation of V with respect to VR, and then consider the
involution g 7→ g¯ of Conf(V,Q) given by: g¯ · z = g · z¯. For (g, µ) ∈ K
define (g, µ) = (g¯, µ¯), where µ¯(z) = µ(z¯). The involution α defined by
α(g) = σ ◦ g¯ ◦σ−1 is a Cartan involution of K (see [P.02] Proposition 1.1),
and KR = {g ∈ K | α(g) = g} is a compact real form of K. For u the
compact real form of g such that k ∩ u = kR and pR := p ∩ (iu), one has
pR = {p ∈ p | κ(σ)p¯ = p}, where p¯(z) = p(z¯), and gR := kR + pR is a real
form of g and the decomposition kR + pR is its Cartan decomposition.
Using the decomposition of the Jordan algebra V is a direct sum of
simple ideals: V =
∑s
i=1 Vi, and Q(z) =
∏s
i=1∆i(zi)
ki , where ∆i is the
determinant polynomial of the simple Jordan algebra Vi and the ki are
positive integers such that the degree of Q is equal to
∑s
i=1 kiri, where ri
is the rank of Vi., one can consider the structure groups Li = Str(Vi,∆i),
the conformal groups Conf(Vi,∆i), the corresponding groupsKi analogous
of K, the spaces Wi of the polynomials on Vi generated by the ∆i(zi−ai)
with ai ∈ Vi and the cocycle representations κi of Ki, analogous of κ, on
the spaces Wi given by
(
κi(gi)p
)
(zi) = µi(g
−1
i , zi)p(g
−1
i · zi), given, If χi
exists, by (κi(gi)p)(zi) = µi(g
−1
i , zi)p(g
−1
i · zi)and, when χi doesn’t exist,
by
(
κi(g˜i)p
)
(zi) = µi(g˜
−1
i , zi)p(g˜
−1
i · zi).
Moreover, if W
(ki)
i is the vector space generated by the polynomials
∆kii (zi − ai) for ai ∈ Vi. Then, the group Ki acts on W
(ki)
i by the
representation κ
(ki)
i given by (κ
(ki)
i (gi)p)(zi) = µi(gi, zi)
kip(g−1i · zi).
The product L˜ :=
∏s
i=1 Li acting on V by g · z = (gi · zi) for g = (gi), z =
(zi), is a subgroup of L, Lie(L˜) = Lie(L) = l =
s∑
i=1
li, γ(g) =
∏s
i=1 γ
ki
i (gi).
The product K˜ :=
∏s
i=1Ki and K have the same Lie algebra k =
∑s
i=1 ki,
where ki =Lie(Ki) ≃ Vi ⊕ li ⊕ Vi.
Furthermore, the vector space p is the tensor product of theW
(ki)
i and the
tensor product representation κ(k1,...,ks) := ⊗si=1κ
(ki)
i of K˜ in p and the
representation κ of K in p have the same differential. Then, the structure
of simple Lie algebra on g = k + p can be obtained by considering K˜
(instead of K) and κ(k1,...,ks) (instead of κ).
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The orbit Ξ of Q under the group K˜ =
∏s
i=1Ki acting on p by
κ(k1,...,ks), is conical. It is the K˜-minimal nilpotent orbit in p.
Let Ξi = {κi(gi)∆i | gi ∈ Ki} be the Ki-orbit of ∆i in pi. A polynomial
ξi ∈ Wi can be written ξi(v) = wi∆i(v)+ terms of degree < ri (wi ∈ C),
and wi = wi(νi) is a linear form on Wi which is semi-invariant under the
preimage in Ki of the maximal parabolic subgroup P
(i)
max = Li⋉Ni, where
Ni is the group of translations zi ∈ Vi 7→ zi + ai, for ai ∈ Vi. The set
Ξi,0 = {ξi ∈ Ξi | wi(ξi) 6= 0} is open and dense in Ξi. A polynomial
ξi ∈ Ξi,0 can be written ξi(vi) = wi∆i(vi − zi) (wi ∈ C
∗, zi ∈ Vi). Hence
we get a coordinate system (wi, zi) ∈ C
∗ × Vi for Ξi,0.
In this coordinate system, the cocycle action of Ki is given by
κi(gi) : (wi, zi) 7→
(
µi(gi, zi)wi, gi · zi
)
.
Consider Ξ˜ =
∏s
i=1 Ξi and the equivalence relation
(ξ1, . . . , ξs) ∼ (λ1ξ1, . . . , λsξs), for (λ1, . . . , λs) ∈ C
s, λk11 . . . λ
ks
s = 1.
The map Ξ˜/ ∼ → Ξ, [(ξ1, . . . , ξs)] 7→ ξ
k1
1 . . . ξ
ks
s is a diffeomorphism.
The group Ki acts on the space O(Ξi) of holomorphic functions by:(
πi(gi)fi
)
(ξi) = fi
(
κi(g
−1
i )ξi
)
.
If ξi(vi) = wi∆i(vi − zi), and fi ∈ O(Ξi), we denote by fi(ξi) = φi(wi, zi)
the restriction of fi to Ξi,0. Then φi ∈ O(C
∗ × Vi). In the coordinates
(wi, zi), the representation πi is given by
(πi(gi)φi)(wi, zi) = φi(µi(g
−1
i , zi)wi, g
−1
i · zi)
The group K˜ acts on the tensor product space ⊗si=1O(Ξi) by the tensor
product representation π = ⊗si=1πi, which is given by, for g = (gi):(
π(g)(f1 ⊗ . . .⊗ fs)
)
(ξ1, . . . , ξs) = f1(κ1(g
−1
1 )ξ1) . . . fs(κs(g
−1
s )ξs)
and in coordinates, by
(π(g)(φ1 ⊗ . . .⊗ φs))((w1, z1), . . . , (ws, zs)) =
∏s
i=1 φi(µi(g
−1
i , zi)wi, g
−1
i · zi).
For mi ∈ Z, the space Omi(Ξi) of holomorphic functions fi on Ξi,
homogeneous of degree mi, is invariant under the representation πi. If
fi ∈ Omi(Ξi), then its restriction φi to (Ξi)0 can be written φi(wi, zi) =
wmii ψi(zi) where ψi is a holomorphic function on Vi. We write O˜mi(Vi) for
the space of the functions ψi corresponding to the functions fi ∈ Omi(Ξi),
and denote by π˜i,mi the representation of Ki on O˜mi(Vi) corresponding
to the restriction πi,mi of π to Omi(Ξi). It is given by
(π˜i,mi(gi)ψi)(zi) = µi(g
−1
i , zi)
miψi(g
−1
i · zi).
In particular
(π˜i,mi(σi)ψi)(zi) = ∆
mi
i (zi)ψi(−z
−1
i ).
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The spaces Omi(Ξi) (= {0} if mi < 0), are finite dimensional, and the
representations πi,mi are irreducible.
The tensor product O(m1,...,ms)(Ξ˜) = ⊗
s
i=1Omi(Ξi) is invariant under the
representation π = ⊗si=1πi. For f = f1 ⊗ . . . ⊗ fs ∈ O(m1,...,ms)(Ξ˜), let
φi(wi, zi) be the restriction of fi to Ξi,0, then φi(wi, zi) = w
mi
i ψi(zi) with
ψi ∈ O˜mi(Vi), and f is in coordinates given by
(φ1 ⊗ . . .⊗ φs)((w1, z1), . . . , (ws, zs)) = w
m1
1 . . . w
ms
s ψ1(z1) . . . ψs(zs).
For O˜(m1,...,ms)(V ) = ⊗
s
i=1O˜mi(Vi) and π˜(m1,...,ms) = ⊗
s
i=1π˜mi ,(
π˜(m1,...,ms)(g)(ψ1 ⊗ . . .⊗ ψs)
)
(z1, . . . , zs) =
s∏
i=1
µi(g
−1
i , zi)
mi
ψi(g
−1
i · zi).
We consider a Euclidean real form of each Vi, and the compact real
form (Ki)R of Ki analogous of KR. Then K˜R :=
∏s
i=1(Ki)R is a compact
real form of K˜. There is a (Ki)R-invariant norm on O˜mi(Vi), which is
unique up to a positive factor. It is given by
‖ψi‖
2
i,mi
=
1
ai,mi
∫
Vi
|ψi(zi)|
2Hi(zi)
−mimi,0(dzi),
ai,mi =
∫
Vi
Hi(zi)
−mimi,0(dzi),
and there is a K˜R-invariant norm on O(m1,...,ms)(Ξ˜), which is unique up
to a positive factor, it is given by ‖f‖2(m1,...,ms) =
∏s
i=1 ‖ψi‖
2
i,mi
, where
Hi(zi) = Hi(zi, zi), with Hi(zi, z
′
i) holomorphic in zi, anti-holomorphic
in z′i such that for xi ∈ (Vi)R, Hi(xi, xi) = ∆i(ei + x
2
i ), mi,0(dzi) =
1
Ci,0
Hi(zi)
−2
ni
ri m(dzi), with
Ci,0 =
∫
Vi
Hi(zi)
−2
ni
ri m(dzi),
where ni = dim(Vi)and the Lebesgue measure m(dzi) is chosen such that
Ci,0 = 1 (see [A12] Proposition 2.3 ).
First, the multi-index q = (q1, . . . , qs) ∈ N
s is determined in such a
way that the space of finite sums Oq(Ξ˜)fin, which is K˜-invariant, carries
a representation ρq of the Lie algebra g (see [A.12a], Theorem 3.4). For
the existence of this representation one has to suppose that there is i such
that qi < ki, and to add a condition (T):
∃ηq such that ηq =
qi
ki
+ ni
kiri
(∀i) (T )
For X ∈ k, ρq(X) = dπ(X). In particular
ρq(H) = dπ(H) =
d
dt
|t=0 π(exptH).
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For X ∈ p, ρq(X) is a differential operator of degree ≤ 4. The
representation ρq is determined by the operators ρq(E) which involves
the differential operator Q( ∂
∂z
), and ρq(F ) = −ρq(E)
∗. More precisely,
ρq(E) =M− δ ◦ D and ρq(F ) =M
σ − δ ◦ Dσ
where M and Mσ are multiplication operators which map the space
Om(Ξ˜) := O(k1m+q1,...,ksm+qs)(Ξ˜) into Om+1(Ξ˜), and D and D
σ are
differential operators which map the space Om(Ξ˜) into Om−1(Ξ˜). Their
restrictions to Om(Ξ˜) are : for φ ∈ Om(Ξ˜), given by
φ((w1, z1), . . . , (ws, zs)) =
∏s
i=1w
kim+qi
i ψi(zi),
(Mφ)((w1, z1), . . . , (ws, zs)) =
∏s
i=1w
ki(m+1)+qi
i ψi(zi)
(Dφ)((w1, z1), . . . , (ws, zs)) =
∏s
i=1w
ki(m−1)+qi
i
(
∆kii
(
∂
∂zi
)
ψi
)
(zi),
(Mσφ)((w1, z1), . . . , (ws, zs)) =
∏s
i=1 w
ki(m+1)+qi
i ∆
ki
i (zi)ψi(zi)
(Dσφ)((w1, z1), . . . , (ws, zs))
∏s
i=1 w
ki(m−1)+qi
i ((D
(i)
−kim+qi
)∗ψi)(zi),
where D
(i)
α is the Maass differential operator
D
(i)
α = ∆i(zi)
ki+α∆kii
(
∂
∂zi
)
∆i(zi)
−α,
and (D
(i)
α )∗ is the adjoint of (D
(i)
α ) given by (D
(i)
α )∗ = J ◦D
(i)
α ◦ J , with
Jf(zi) = f ◦ σi(zi) = f(−z
−1
i ), and δφ = δ(k1m+q1,...,ksm+qs)φ, with the
sequence of numbers (δm) = (δ(k1m+q1,...,ksm+qs)) given, for m 6= 0, by
δ(k1m+q1,...,ksm+qs) =
1
A(m+ηq)(m+ηq+1)
and for m = 0, by a case by case calculation (See [A12], Theorem 3.4).
Furthermore, we consider for a sequence (cm) := (c(k1m+q1,...,ksm+qs)) of
positive numbers, an inner product on Oq(Ξ˜)fin such that, if f =
∑
m fm,
with fm ∈ Om(Ξ˜), ‖f‖
2 =
∑∞
m=0
1
cm
‖fm‖
2
m. This inner product is
invariant under KR. The completion of Oq(Ξ˜)fin for this inner product
is a Hilbert subspace Fq(Ξ˜) of Oq(Ξ˜).
The sequence (cm) = (c(k1m+q1,...,ksm+qs)) is determined in such a way
that the representation ρq is unitary (see [A.12], Theorem 4.1). It is given,
if 1− ηq is a root of the Bernstein polynomial, by
cm = c(k1m+q1,...,ksm+qs) =
(ηq+1)m
(ηq+a0)m(ηq+b0)m
1
m!
and if not, by
cm = c(k1m+q1,...,ksm+qs) =
(ηq+1)m(1)m
(ηq+a′0)m(ηq+b
′
0
)m(ηq+c′0)m
1
m! ,
where the constants a0, b0 are given in Table 3, and a
′
0, b
′
0 are given in
Table 4 of that paper.
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2. Some harmonic analysis related to a quadratic form
We consider on V = Cp the quadratic form
∆(x) = x21 + . . .+ x
2
p.
Then the structure group is
Str(V,∆) = C∗ ×O(p,C)
(quotiented by {(1, Ip), (−1,−Ip)}). The conformal group Conf(V,∆),
generated by the translations, the structure group, and the inversion
σ(z) = − z∆(z) ,
is a complex Lie group isomorphic to O(p+ 2,C).
The vector space W generated by the translated ∆(x− z) (z ∈ V )
∆(x− z) = ∆(x)− 2
∑p
j=1 ajxj +∆(z),
has dimension p+ 2.
A transformation l ∈ Str(V,∆) is of the form l · z = λu · z with λ ∈ C∗,
u ∈ SO(p,C) and ∆(l · z) = λ2∆(z). Hence the characters γ and χ of
Str(V,∆) are given by γ(l) = λ2, χ(l) = λ and the cocycle µ by, for
g ∈ Conf(V,∆) and z ∈ V , µ(g, z) = χ(Dg(z)−1).
The representation κ of K = Conf(V,∆) on W is defined by
(κ(g)ξ)(z) = µ(g−1, z)ξ(g−1 · z).
In particular
(κ(σ)ξ)(z) = ∆(z)ξ(− z
∆(z)
),
(κ(σ)1)(z) = ∆(z), (κ(σ)∆)(z) = 1.
We consider the following basis B of W:
ej(x) = xj(1 ≤ j ≤ p), ep+1(x) =
1
2(∆(x)− 1), ep+2(x) =
i
2(∆(x) + 1).
We write an element ξ ∈ W as
ξ(v) =
∑p+2
j=1 ξjej(v).
In particular
∆ = ep+1 − iep+2, 1 = −ep+1 − iep+2.
Associated to this basis we consider the bilinear form on W given by
〈ξ, η〉 =
p+2∑
j=1
ξjηj .
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For g ∈ Conf(V,∆) the matrix of κ(g) with respect to this basis belongs
to O(p + 2,C), and this defines an isomorphism from Conf(V,∆) onto
O(p+ 2,C).
The orbit Ξ˜ of ∆ under Conf(V,∆) is isomorphic to the isotropic cone
Ξ˜ = {ξ ∈ Cp+2 |
∑p+2
j=1 ξ
2
j = 0, ξ 6= 0}.
It is of dimension p+ 1, isomorphic to the homogeneous space
O(p+ 2,C)/O(p,C)⋉ Cp.
An element ξ in W is a polynomial of degree ≤ 2 which can be written
ξ(v) = w∆(v)+ lower order terms.
Hence, ξ 7→ w(ξ) is a linear form on W. The set
Ξ˜0 = {ξ ∈ Ξ˜ | w(ξ) 6= 0}
is open and dense in Ξ˜, and
w(ξ) = 12 (ξp+1 + iξp+2).
An element ξ ∈ Ξ˜0 can be written ξ(v) = w∆(v − z), with w ∈ C
∗,
z ∈ V , and the map C∗ × V → Ξ˜0, (w, z) 7→ ξ(v) = w∆(v − z) is a
diffeomorphism. Explicitely
ξ(v) = w∆(v − z) = w(∆(v)− 2
∑p
j=1 zjvj +∆(z)) =
∑p+2
j=1 ξjej(v),
with
ξj = −2wzj (1 ≤ j ≤ p),
ξp+1 = w
1
2 (1−∆(z)),
ξp+2 = w
1
2i
(1 + ∆(z)).
One checks that ∑p+2
j=1 ξ
2
j = 0,
and also ∑p+2
j=1 ‖ξj‖
2 = 12 |w|
2H(z),
with
H(z) := 1 + 2
∑p
j=1 |zj |
2 + |∆(z)|2.
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Recall that, for m ≥ 0, Om(Ξ˜) denotes the space of holomorphic
functions on Ξ˜ which are homogeneous of degree m. It is isomorphic
to the quotient Pm(C
p+2)/∆Pm−2(C
p+2), where Pm(C
p+2) denotes the
space of polynomials in p+ 2 variables, homogeneous of degree m.
The restriction to Ξ˜0 of a polynomial f ∈ Om(Ξ˜) can be written
um(ξ) = φm(w, z) = w
mψ(z) =
(
ξp+1+iξp+2
2
)m
ψm(−
ξ1
2w , . . . ,−
ξp
2w ),
where ξ is identified to ξ = (ξ1, . . . , ξp, ξp+1, ξp+2) ∈ C
p+2, and ψm is a
holomorphic polynomial on V of degree ≤ m.
Observe that the restriction of such polynomial um to R
p+2 is an
homogeneous harmonic polynomial of degree m and the holomorphic
polynomial ψm on C
p is then given by
ψm(z1, . . . , zp) =
1
wm
um(−2wz1, . . . ,−2wzp,
w
2 (1−∆(z)),
w
2i (1 + ∆(z)))
= um(−2z1, . . . ,−2zp,
1−∆(z)
2 ,
1+∆(z)
2 ).
We get an isomorphism of Om(Ξ˜) to the space O˜m(V ) of holomorphic
polynomials ψm on V = C
p such that there exists an homogeneous
harmonic polynomial um of degree m on R
p+2 such that
ψm(z1, . . . , zp) = um(−2z1, . . . ,−2zp,
1−∆(z)
2 ,
1+∆(z)
2 ).
The O(p + 2)-invariant Hilbert norm on Om(Ξ˜) is given, for fm(ξ) =
φm(w, z) = w
mψm(z), by
‖fm‖
2
m =
1
am
∫
V
|ψm(z)|
2H(z)−m−pm(dz),
with
am =
∫
V
H(z)−m−pm(dz).
Let Ym(R
p+2) be the space of spherical harmonics of degree m on Rp+2:
harmonic polynomials which are homogeneous of degree m on Rp+2.
Observe that, for ξ ∈ Ξ˜, the function x 7→ 〈ξ, x〉m belongs to Ym. The
operator
Am : Ym(R
p+2)→ Om(Ξ˜),
(Amu)(ξ) =
∫
S
〈ξ, x〉mu(x)s(dx),
intertwines the representations of O(p+ 2) on both spaces. (S is the unit
sphere in Rp+2, and s(dx) is the uniform measure on S with total measure
equal to one). In fact, it follows from next Proposition and its corollary
(see [F.15], Section 2).
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Proposition 2.1— For u ∈ Ym,∫
S
〈ξ, x〉mu(x)s(dx) = m!
Γ( p+22 )
Γ( p+2
2
+m)
u(ξ).
Corollary 2.2— For u ∈ Ym, ‖Amu‖
2
m = m!
Γ( p+2
2
)
Γ( p+2
2
+m)
‖u‖2L2(S).
We consider now the case of the square of a quadratic form: V = Cp,
and Q(z) = ∆2(z), where
∆(z) = z21 + . . .+ z
2
p.
Then the vector space W(2) generated by the translated ∆2(x − z) with
(z ∈ V ) of the polynomial Q = ∆2,
∆2(x− z) = (∆(x)− 2
∑p
j=1 xjzj +∆(z))
2
= ∆2(x) + ∆2(z) + 4〈x, z〉2 + 2∆(x)∆(z)− 4〈x, z〉∆(z)− 4〈x, z〉∆(x),
has dimension (p+4)(p+1)
2
. We consider the following basis B(2) of W(2):
e0 =
1
2 (∆
2(x)− 1), e˜0 =
i
2(∆
2(x) + 1),
ej(x) = x
2
j (1 ≤ j ≤ p), ejk(x) = xjxk (1 ≤ j < k ≤ p),
ej(x) = xj−p (p+ 1 ≤ j ≤ 2p), ej(x) = x
3
j−2p (2p+ 1 ≤ j ≤ 3p).
We write ξ ∈ W(2) as
ξ(x) =
3p∑
j=1
ξjej(x) +
∑
1≤j<k≤p
ξjkejk(x) + ξ0e0(x) + ξ˜0e˜0(x).
For ξ(x) = wQ(x− z), one has
ξ0 = w(1−Q(z)), ξ˜0 = w(−i− iQ(z)),
ξj = 2w∆(z) + 4wz
2
j (1 ≤ j ≤ p), ξjk = 8wzjzk (1 ≤ j < k ≤ p),
ξj = −4w∆(z)zj−p (p+ 1 ≤ j ≤ 2p), ξj = −4wzj−2p (2p+ 1 ≤ j ≤ 3p).
In particular,
Q = e0 − ie˜0, 1 = −e0 − ie˜0.
Denote by Ξ the orbit of Q = ∆2 under the action of the representation
κ(2). Then Ξ˜/{±1} ≃ Ξ. In coordinates, the open and dense subset
Ξ˜0 (resp. Ξ0) of Ξ˜ (resp. Ξ) is diffeomorphic to C
∗ × Cp (resp.
(C∗/{±1})× Cp). An element ξ ∈ Ξ0 can be written
ξ(v) = w∆2(v − z)
with
w = w(ξ) =
1
2
(ξ0 + iξ˜0).
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One has Om(Ξ) ≃ O2m(Ξ˜), and, formally, Om+ 1
2
(Ξ) ≃ O2m+1(Ξ˜), then
F0(Ξ˜) = F(Ξ) consists in functions on the orbit Ξ, but the space F1(Ξ˜)
does not.
The integral operators given by
A2m : Y2m(R
p+2)→ O2m(Ξ˜),
(A2mu)(ξ) =
∫
S
〈ξ, x〉2mu(x)s(dx),
and
A2m+1 : Y2m+1(R
p+2)→ O2m+1(Ξ˜),
(A2m+1u)(ξ) =
∫
S
〈ξ, x〉2m+1u(x)s(dx),
are isomorphisms. In particular, for the functions U2m ∈ Y2m(R
p+2) and
U2m+1 ∈ Y2m+1(R
p+2)
U2m(x) = (xp+1 + ixp+2)
2m,
and
U2m+1(x) = (xp+1 + ixp+2)
2m+1,
we get A2mU2m = γ(2m)F2m, and A2m+1U2m+1 = γ(2m+1)F2m+1 where
F2m(ξ) = (ξp+1 + iξp+2)
2m,
and
F2m+1(ξ) = (ξp+1 + iξp+2)
2m+1,
with
γ(2m) = 2−2m(2m)!
Γ( p2 + 1)
Γ( p
2
+ 2 + 2m)
and
γ(2m+ 1) = 2−2m−1(2m+ 1)!
Γ( p2 + 1)
Γ( p2 + 2 + 2m+ 1)
.
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3. The Lie algebra g and its isomorphism with sl(p+ 2,C)
We describe the Lie algebra construction in the case for Q to be the square
of a quadratic form, Q = ∆2. Let H ∈ k be the generator of one parameter
group of dilations ht of V : ht · z = e
−tz, H = d
dt
|t=0 ht.
We get the matrix 
 Ip 0 00 cosh t i sinh t
0 −i sinh t cosh t

 ,
and
dκ(H) =

 0p 0 00 0 i
0 −i 0

 .
We consider the elements E, F ∈ p :=W given by E := Q,F := 1.
By Theorem 1.1. there exists on g a unique Lie algebra structure such
that for X,X ′ ∈ k), p ∈ p),
[X,X ′] = [X,X ′]k [X, p] = dκ(X)p, [E, F ] = H.
Theorem 3.1— If Q = ∆2 is the square of a quadratic form,
∆(z) = (z1)
2 + . . .+ (zp)
2,
then (g, k) is isomorphic to (sl(p + 2,C), o(p + 2,C)) and (gR, kR) is
isomorphic to (sl(p+ 2),R), o(p+ 2)).
Proof. From the isomorphism Conf(V,∆) → O(p + 2,C), we get an
isomorphism from the Lie algebra k of Conf(V,Q) onto the Lie algebra
o(p+ 2,C). Using the basis B(2) of W(2), we define an isomorphism from
p =W(2) onto {X ∈ Sym(p+ 2,C), tr(X) = 0}, given by
ξ 7→ µ(ξ) =
(
α(ξ) β(ξ)
β(ξ)t δ(ξ)
)
with
α(ξ) = 14


ξ11 ξ12 . . . ξ1p
ξ12 ξ22 . . . ξ2p
...
...
...
ξ1p ξ2p . . . ξpp

 (ξjj = 2ξj, 1 ≤ j ≤ p),
β(ξ) = −14


ξp+1 ξ2p+1
...
...
ξ2p ξ3p

 ,
δ(ξ) =
(
ξ0 ξ˜0
ξ˜0 −ξ0 − tr(α(ξ))
)
.
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In the isomorphism described above, the images of the elements of the
sl(2)-triple {H,E, F} are the following matrices
H 7→ H˜ =

 0pp 0 i
−i 0

 ,
E 7→ E˜ =

 0pp 1 −i
−i −1

 ,
F 7→ F˜ =

 0pp 1 i
i −1

 .
One checks that {H˜, E˜, F˜} is an sl(2)-triple:
[H˜, E˜] = 2E˜, [H˜, F˜ ] = −2F˜ , [E˜, F˜ ] = H˜.
By using Theorem 1.1, this proves that we have obtained an explicit Lie
algebra isomorphism from g onto sl(p+ 2,C).
One can notice that
k = {X ∈ sl(p+ 2,C), Xt = −X}
and
p = {X ∈ sl(p+ 2,C), Xt = X}.
In particular, for ξ(x) = Q(x− z), one has
α(ξ) = 2zzt +∆(z)Ip =: a(z) (ξjj = 2ξj, 1 ≤ j ≤ p),
β(ξ) =


∆(z)z1 z1
...
...
∆(z)zp zp

 =: b(z),
and δ(ξ) =(
1−Q(z) −i− iQ(z)
−i− iQ(z) −1 +Q(z) + (p− 2)∆(z)
)
=:
(
d0(z) d˜0(z)
d˜0(z) −d0(z) + (p− 2)∆(z)
)
.
Then the orbit Ξ which we recall has dimension p + 1, consists in the
matrices
m(z) =
(
a(z) b(z)
b(z)t d(z)
)
where
d(z) =
(
d0 −2i+ id0
−2i+ id0 −d0 + (p− 2)∆(z)
)
, z ∈ Cp, d0 ∈ C.
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4. The analogue of the Kobayashi-Orsted model for the minimal
representations of the group SL(p+ 2,R)
Let Γ be the open cone in Rp+2:
Γ = {x ∈ Rp+2 | |x| 6= 0},
and S be the unit sphere
S = {x ∈ Rp+2 : |x| = 1}.
The group GR = SL(p+2,R) acts on R
p+2 by the natural representation,
denoted by Lg : x 7→ gx (g ∈ GR, x ∈ R
p+2). This action stabilizes the
cone Γ. The multiplicative group R∗+ acts on Γ as a dilation and the
quotient space M = Γ/R∗+ is identified with S. This defines an action of
GR on S, which leads to a GR-equivariant principal R
∗
+-bundle:
Φ : Γ→ S, x 7→ x
|x|
.
For λ ∈ C, let Eλ(Γ) be the space of C
∞-functions on Γ homogeneous of
degree λ:
Eλ(Γ) = {u ∈ C
∞(Γ) | u(tx) = tλu(x), x ∈ Γ, t > 0}.
The group SL(p+ 2,R) acts naturally on Eλ(Γ), and, under the action of
the subgroup O(p+ 2), the space Eλ(Γ) decomposes as:
Eλ(Γ) |S≃
⊕∞
m=0 Ym(R
p+2).
Furthermore, for ǫ = ±1, we put
Eλ,ǫ(Γ) := {u ∈ Eλ(Γ) : u(−x) = ǫ · u(x), x ∈ Γ}.
Then we have a direct sum decomposition into twoGR-invariant subspaces:
Eλ(Γ) = Eλ,1(Γ) + Eλ,−1(Γ)
and, under the action of the subgroup O(p+2), each of them decomposes
Eλ,+1(Γ) |S≃
⊕∞
m=0 Y2m(R
p+2)
and
Eλ,−1(Γ) |S≃
⊕∞
m=0 Y2m+1(R
p+2).
For λ = λ0 = −(p+ 2), we denote by:
V0(Γ) = Eλ0,+1, V1(Γ) = Eλ0,−1
and by ω0 and ω1 the restrictions to V0(Γ) and V1(Γ) of the natural action
(ω(g)u)(x) := u(g−1x).
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Lemma 4.1— For u ∈ Eλ0(Γ),
−(dω)(E˜)u)(x) = (xp+1 − ixp+2)
( ∂u
∂yp+1
− i
∂u
∂yp+2
)
,
−(dω)(F˜ )u)(x) = (xp+1 + ixp+2)
( ∂u
∂yp+1
+ i
∂u
∂yp+2
)
.
Proof. For M ∈ sl(p+ 2,C) and, for u ∈ Eλ0(Γ),
(dω(M)u)(x) =
d
dt |t=0
u(exp(tM) · (x) = −Du(x)(Mx),
where D denotes the differential of the function u. For the matrixM = F0
introduced in section 3 we get the formula of the lemma.
Proposition 4.2— Consider the functions U2m ∈ V0(Γ), U2m+1 ∈ V1(Γ)
defined by
U2m(x) =
1
|x|2m+p+2
(xp+1 + ixp+2)
2m,
U2m+1(x) =
1
|x|2m+1+p+2
(xp+1 + ixp+2)
2m+1.
Then
dω0(E˜)U2m = (2m− p− 2)U2(m−1),
dω1(E˜)U2m+1 = (2m+ 1− p− 2)U2(m−1)+1
and
dω0(F˜ )U2m = (2m+ p+ 2)U2(m+1),
dω1(F˜ )U2m+1 = (2m+ 1 + p+ 2)U2(m+1)+1.
Proof. One writes
Uλ(x) =
1
|x|λ
(xp+1 + ixp+2)
λ.
and uses the formula( ∂
∂xp+1
+ i
∂
∂xp+2
)
(xp+1 + ixp+2)
λ = 0,
and ( ∂
∂xp+1
+ i
∂
∂xp+2
)
|x|λ = λ|x|λ−2(xp+1 + ixp+2).
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Theorem 4.3—
1) (Irreducibility) The representations (ω0,V0(Γ)) and (ω1,V1(Γ)) of
SL(p+ 2,R) are irreducible.
2) (K-type decomposition) The underlying (g, K)-modules, (ω0)K and
(ω1)K , for K = O(p+ 2,C), have the following K-type formulas
(ω0)K =
∞⊕
m=0
Y2m(R
p+2), (ω1)K =
∞⊕
m=0
Y2m+1(R
p+2).
3) (Unitarity) The representations ω0 and ω1 of SL(p+2,R) on V0(Γ) and
respectively V1(Γ) are unitary for the Hilbert norms on V0(Γ) and V1(Γ)
defined as follows: if
u(0)(x) =
∑∞
m=0
1
|x|2m+p+2 u2m(x), u
(1)(x) =
∑∞
m=0
1
|x|2m+1+p+2 u2m+1(x),
with u2m ∈ Y2m(R
p+2), u2m+1 ∈ Y2m+1(R
p+2), then
‖u(0)‖2V0 =
∞∑
m=0
1
22m
∫
S
|u2m(x)|
2s(dx),
‖u(1)‖2V1 =
∞∑
m=0
1
22m
∫
S
|u2m+1(x)|
2s(dx)
This Theorem is less or more known : the representations (ω0,V0(Γ))
and (ω1,V1(Γ)) correspond respectively to the degenerate principal series
π
GL(p+2,R)
µ,0 and π
GL(p+2,R)
µ,1 , for µ = 0, as they are given in [KOP11] Section
4, in the case of GL(2n,R). We give a proof in our context.
Proof. 1) In fact, let U0 be an invariant subspace of V0 for ω0 and
U1 an invariant subspace of V1 for ω1 and assume that U0 6= {0} and
U1 6= {0}. Since U0 and U1-invariant, and since the subspaces Y2m(R
p+2)
and Y2m+1(R
p+2) are irreducible for the restriction representations (ω0)K
and (ω1)K respectively, then there exist I0,⊂ N and I1 ⊂ N such that U0 =∑
m∈I0
Y2m and U1 =
∑
m∈I1
Y2m+1. Furthermore, since dω0(F˜ )(U2m) =
(2m+ p+ 2)U2(m+1) and dω1(F˜ )(U2m+1) = (2m+ p+ 3)U2(m+1)+1, then
dω0(F˜ )(Y2m) = Y2(m+1) and dω1(F˜ )(Y2m+1) = Y2(m+1)+1, which means
that if m belongs to I0 then so does m + 1 and if m
′ belongs to I1 then
so does m′ + 1. Moreover, since dω0(E˜)U2m = (2m − p − 2)U2(m−1) and
dω1(E˜)U2m+1 = (2m+1− p− 2)U2(m−1)+1 then dω0(E˜)(Y2m) = Y2(m−1)
and dω1(E˜)(Y2m+1) = Y2(m−1)+1, which means that if m belongs to I0
then so does m− 1 and if m′ belongs to I1 then so does m
′− 1. It follows
that I0 = I1 = N, i.e. U0 = V0 and U1 = V1.
2) This follows from the decomposition to KR-irreducible spaces:
L2(Sp+1) ≃
∑∞
k=0 Yk(R
p+2).
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3) Since the inner products on V0 and V1 are KR-invariant, then they are
sl(p+ 2,R)-invariant if and only if, for every X ∈ p, dω(X)∗ = −dω(X¯).
This is equivalent to the single condition
dω(E˜)∗ = −dω(F˜ ).
In fact, assume these conditions are satisfied. Then, for X = gE˜g−1
(g ∈ KR),
dω(X) = ω(g)dω(E˜)ω(g)−1,
dω(X)∗ = −ω(g−1)∗dω(F˜ )ω(g)∗ = −ω(g)dω(F˜ )ω(g)−1 = −dω(X¯).
It remains to check that for every u, u′ ∈ V, one has
〈dω(E˜)u, u′〉V = −〈u, dω(F˜ )u
′〉V
which is equivalent to checking that for every uk ∈ Yk, vk′ ∈ Yk′ , one has
〈dω(E˜)uk, vk′〉V = −〈uk, dω(F˜ )vk′〉V .
For every uk ∈ Yk, vk′ ∈ Yk′ , using integration by parts, one gets
〈dω(E˜)uk, vk′〉V = ck,k′
∫
S
(xp+1 − ixp+2)(
∂uk
∂xp+1
− i
∂uk
∂xp+2
)vk′(x)s(dx)
= ck,k′
∫
S
(
∂uk
∂xp+1
− i
∂uk
∂xp+2
)(xp+1 + ixp+2)vk′(x)s(dx)
= −ck,k′
∫
S
uk(x)(xp+1 + ixp+2)
( ∂vk′
∂xp+1
+ i
∂vk′
∂xp+2
)
s(dx)
= −〈uk, dω(F˜ )vk′〉V
where ck,k′ is a constant.
Observe that the scalar products on V0(Γ) and V1(Γ) are given by
〈u(0), v(0)〉V0 =
∫
S
D(0)p u
(0)(x)D
(0)
p v(0)(x)s(dx)
and
〈u(1), v(1)〉V1 =
∫
S
D(1)p u
(1)(x)Dpv(1)(x)s(dx)
where D
(0)
p and D
(1)
p are the diagonal operators given by
(D(0)p u
(0))(x) =
∞∑
m=0
1
2m|x|2m+p+2
u2m(x).
and
(D(1)p u
(1))(x) =
∞∑
m=0
1
2m|x|2m+1+p+2
u2m+1(x).
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5. The analogue of the Brylinski-Kostant model for the minimal
representations of the group SL(p+ 2,R).
We assume p ≥ 3. Following the method in [A12], recalled in Section 1, we
will construct the representations ρ0 and ρ1 on the spaces of finite sums
F0(Ξ˜)fin =
∞∑
m=0
O2m(Ξ˜) and F1(Ξ˜)fin =
∞∑
m=0
O2m+1(Ξ˜),
More precisely, we consider the case where V = Cp with p ≥ 3, Q is the
square of a quadratic form ∆ :
∆(v) = v21 + . . .+ v
2
p.
In this case, g = sl(p+ 2;C), K = O(p+ 2,C), s = 1, k = 2, r = 2. The
representations exist iff q = 0 or q = 1 (see [A12], Theorem 3.4 and Table
2). In fact, condition (T) is fulfilled with ηq =
q
2 +
p+1
4 and, since one of
the qi must be < k = 2, then q = 0 or q = 1.
The Hilbert spaces F0(Ξ˜) and F1(Ξ˜) decompose
F0(Ξ˜) =
⊕∞
m=0O2m(Ξ˜), F1(Ξ˜) =
⊕∞
m=0O2m+1(Ξ˜),
where the functions f2m in O2m(Ξ˜) and f2m+1 in O2m+1(Ξ˜) are, in
coordinates, given by:
φ2m(w, z) = w
2mψ2m(z) (ψ2m ∈ O˜2m(C
p), w ∈ C∗)
φ2m+1(w, z) = w
2m+1ψ2m+1(z) (ψ2m+1 ∈ O˜2m+1(C
p), w ∈ C∗).
where O˜2m(C
p) and O˜2m+1(C
p) are respectively the spaces of holomorphic
polynomials ψ2m and ψ2m+1 on C
p, such that there exist harmonic
homogeneous polynomials u2m of degree 2m and u2m+1 of degree 2m+ 1
on Rp+2 such that
ψ2m(z1, . . . , zp) = u2m(−2z1, . . . ,−2zp,
1−∆(z)
2 ,
1+∆(z)
2 ),
ψ2m+1(z1, . . . , zp) = u2m+1(−2z1, . . . ,−2zp,
1−∆(z)
2 ,
1+∆(z)
2 ).
The Euler operator E is defined as
(Eφ)(w, z) = d
dt
|t=0 φ(w, e
tz).
One gets
ρ0(H)φ2m = Eφ2m − 2mφ2m,
ρ1(H)φ2m+1 = Eφ2m+1 − (2m+ 1)φ2m+1.
As in Section 1 we define the operators M and D by
(Mφ)(w, z) = w2φ(w, z), and (Dφ)(w, z) = 1
w2
(
Q( ∂
∂z
)φ
)
((w, z)).
Hence M maps O2m(Ξ˜) into O2(m+1)(Ξ˜) and D into O2(m−1)(Ξ˜).
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Introduce the diagonal operator δ: if f =
∑
n fn with fn ∈ On(Ξ˜), then
δf =
∑
n
δnfn, where (δn) is a sequence of real numbers.
The operators ρ0(F ) and ρ0(E) are given by
ρ0(F )φ2m(w, z) = w
2(m+1)ψ(z)− δ2(m−1)w
2(m−1)∆2( ∂
∂z
)ψ(z),
ρ0(E)φ2m(w, z) = w
2(m+1)∆2(z)ψ(z)− δ2(m−1)w
2(m−1)D∗−2mψ(z)
and the operators ρ1(F ) and ρ1(E) are given by
ρ1(F )φ2m+1(w, z) = w
2(m+1)+1ψ(z)− δ2(m−1)+1w
2(m−1)+1∆2( ∂
∂z
)ψ(z),
ρ1(E)φ2m+1(w, z) = w
2(m+1)∆2(z)ψ(z)− δ2(m−1)+1w
2(m−1)+1D∗−2m−1ψ(z).
where Dα is the Maass operator
Dα = ∆(z)
1+α∆( ∂
∂z
)∆(z)−α,
D∗ = J ◦D ◦ J with Jf(z) = f(−z−1).
and the sequences (δ2m) and (δ2m+1), are here given for m 6= 0 by
δ2m =
1
16(m+η0)(m+η0+1)
and δ2m+1 =
1
16(m+η1)(m+η1+1)
,
δ0 = 1, δ1 =
1
4 .
Theorem 5.1— Assume p ≥ 3. Then ρ0 and ρ1 are representations of
the sl2-triple {E, F,H} and extend as irreducible representations of g on
F0(Ξ˜)fin and F1(Ξ˜)fin .
This is a special case of Theorem 3.4 and Theorem 3.8 in [A12].
We consider for a sequence (cn) of positive numbers, an inner product
on F0(Ξ˜)fin and an inner product on F1(Ξ˜)fin such that, if f =
∑
m f2m,
with f2m ∈ O2m(Ξ˜), and if h =
∑
m h2m+1, with h2m+1 ∈ O2m+1(Ξ˜),
‖f‖2F0 =
∞∑
m=0
1
c2m
‖f2m‖
2
2m and ‖h‖
2
F1
=
∞∑
m=0
1
c2m+1
‖h2m+1‖
2
2m+1.
These inner products are invariant underKR = SO(p+2). The completion
of F0(Ξ˜)fin for the first inner product and of F1(Ξ˜)fin for the second one
are Hilbert subspaces F0(Ξ˜) and F1(Ξ˜) of O(Ξ˜) whose reproducing kernels
are given by
K0(ξ, η) =
∞∑
m=0
c2m〈ξ, η¯〉
2m and K1(ξ, η) =
∞∑
m=0
c2m+1〈ξ, η¯〉
2m+1
Theorem 5.2— We fix
c2m =
(η0+1)m
(η0+
1
2
)m(
1
2
)m
1
m! and c2m+1 =
(η1+1)m
(η1+
1
2
)m(
3
2
)m
1
m! .
Then, restricted to the real Lie algebra gR, ρ0 is a unitary representation
on the space F0(Ξ˜)fin and ρ1 is a unitary representation on F1(Ξ˜)fin.
This is a special case of Theorem 4.1 in [A12].
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6. The intertwining operator
Define the functions b(0) and b(1) in one complex variable by
b(0)(t) =
∞∑
m=1
b2mt
2m
and
b(1)(t) =
∞∑
m=0
b2m+1t
2m+1
and the operators B0 : V0(Γ)fin → F0(Ξ˜)fin and B1 : V1(Γ)fin → F1(Ξ˜)fin:
for x ∈ S, ξ ∈ Ξ˜,
(B0u)(ξ) =
∫
S
b(0)(〈ξ, x〉)u(x)s(dx)
and
(B1u)(ξ) =
∫
S
b(1)(〈ξ, x〉)u(x)s(dx).
By Proposition 2.1, if the constants b2m 6= 0 and b2m+1 6= 0, then the
restriction (B0)2m = b2mA2m of B0 to Y2m(R
p+2) and the restriction
(B1)2m+1 = b2m+1A2m+1 of B1 to Y2m+1(R
p+2), are isomorphisms
(B0)2m : Y2m(R
p+2)→ O2m(Ξ),
(B1)2m+1 : Y2m+1(R
p+2)→ O2m+1(Ξ).
which intertwine the action of O(p+ 2) by ω0 and ρ0 and respectively ω1
and ρ1 : for X ∈ k with image X˜ ∈ o(p+ 2,C),
B0dω0(X˜) = ρ0(X)B0 and B1dω1(X˜) = ρ1(X)B1.
Theorem 6.1— For
b2m =
( p
2
+1)2m
2m( p
4
+ 1
2
)m(2m)!
and b2m+1 =
( p
2
+1)2m+1
2m( p
4
+1)m(2m+1)!
the operator B0 intertwines the representations dω0 and ρ0, and the
operator B1 intertwines the representations dω1 and ρ1, and they are
unitary and bijective.
Proof. a) Consider the functions
F2m(ξ) =
(
ξ0+iξ˜0
2
)2m
and F2m+1(ξ) =
(
ξ0+iξ˜0
2
)2m+1
which correspond, in coordinates, to the functions
Φ2m(w, z) = w
2m and Φ2m+1(w, z) = w
2m+1.
Then
ρ0(F )F2m = F2(m+1) and ρ1(F )F2m+1 = F2(m+1)+1.
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Furthermore,
(B0U2m)(ξ) = b2m
∫
S
〈ξ, x〉2m(xp+1 + ixp+2)
2ms(dx)
= b2m(2m)!
Γ
(
p
2 + 1
)
Γ
(
p
2 + 1 + 2m
)f2m(ξ)
= β2mF2m(ξ).
and
(B1U2m+1)(ξ) = b2m+1
∫
S
〈ξ, x〉2m+1(xp+1 + ixp+2)
2m+1s(dx)
= b2m+1(2m+ 1)!
Γ
(
p
2
+ 1
)
Γ
(
p
2 + 2 + 2m
)f2m+1(ξ)
= β2m+1F2m+1(ξ)
with
β2m = b2m(2m)!
Γ
(
p
2
+1
)
Γ
(
p
2
+1+2m
) and β2m+1 = b2m+1(2m+ 1)! Γ
(
p
2
+1
)
Γ
(
p
2
+2+2m
) .
The intertwining relations
B0dω0(F˜ )U2m = ρ0(F )B0U2m and B1dω1(F˜ )U2m+1 = ρ1(F )B1U2m+1
give respectively the conditions
(2m+ p+ 2)β2(m+1) = β2m and (2m+ 1 + p+ 2)β2(m+1)+1 = β2m+1
and if we fix β0 = 1 and β1 = 1, then
β2m =
1
2m( p
4
+ 1
2
)m
, β2m+1 =
1
2m( p
4
+1)m
.
It follows that
b2m =
Γ
(
p
2
+1+2m
)
Γ
(
p
2
+1
) 1
2m( p
4
+ 1
2
)m(2m)!
=
( p
2
+1)2m
2m( p
4
+ 1
2
)m(2m)!
and
b2m+1 =
Γ
(
p
2
+2+2m
)
Γ
(
p
2
+1
) 1
2m( p
4
+1)m(2m+1)!
=
( p
2
+1)2m+1
2m( p
4
+1)m(2m+1)!
.
One can also check the intertwining relations
B0dω0(E˜)U2m = ρ0(E)B0U2m and B1dω1(E˜)U2m+1 = ρ1(E)B1U2m+1.
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Now, recall that g = k⊕p and p is a simple k-module. Then p = U(k)F .
It follows that, since B0 intertwins the operators dω0(F˜ ) and ρ0(F ) and
also the operators dω0(X˜) and ρ0(X) for every X ∈ k, then B0 intertwins
the operators dω0(Y˜ ) and ρ0(Y ) for every Y ∈ g. Similarly, since B1
intertwins the operators dω1(F˜ ) and ρ1(F ) and also the operators dω1(X˜)
and ρ1(X) for every X ∈ k, then B1 intertwins the operators dω1(Y˜ ) and
ρ1(Y ) for every Y ∈ g.
b) We will check that, for m ≥ 0,
‖B0U2m‖F = ‖U2m‖V0 and ‖B1U2m+1‖F = ‖U2m+1‖V1 .
In fact, the norm of uλ(x) = (xp+1+ ixp+2)
λ in L2(S) is given (see [F.15],
Section 4) by the integral
Iλ :=
∫
S
(x2p+1 + x
2
p+2)
λs(dx) = λ!
Γ( p2 + 1)
Γ( p2 + 1 + λ)
.
Therefore, the norm of U2m in V0(Γ) and the norm of U2m+1 in V1(Γ) are
given by
‖U2m‖
2
V0
=
1
22m
(2m)!
Γ( p2 + 1)
Γ( p2 + 1 + 2m)
=
(2m)!
22m( p
2
+ 1)2m
=
(2m)!
24m( p4 +
1
2)m(
p
4 + 1)m
and
‖U2m+1‖
2
V1
=
1
22m
(2m+ 1)!
Γ( p2 + 1)
Γ( p2 + 2 + 2m)
=
(2m+ 1)!
22m( p
2
+ 1)2m+1
=
(2m+ 1)!
24m( p4 + 1)m(
p
4 +
3
2 )m
.
The norm of F2m in the Hilbert space F0(Ξ˜) and the norm of F2m+1 in
the Hilbert space F1(Ξ˜) are given by
‖F2m‖
2
F0
= 1
c2m
and ‖F2m+1‖
2
F1
= 1
c2m+1
with
c2m =
( p
4
+1)m
( p
4
+ 1
2
)m(
1
2
)m
1
m! and c2m+1 =
( p
4
+ 3
2
)m
( p
4
+1)m(
3
2
)m
1
m! .
In fact, the sequence (cm) is given in Theorem 4.1, table 3 and table 4 in
[A12]
c2m =
(η0+1)m
(η0+
1
2
)m(
1
2
)m
1
m!
and c2m+1 =
(η1+1)m
(η1+
1
2
)m(
3
2
)m
1
m!
.
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In our case,
η0 =
p
4 , a0 =
1
2 , b0 =
1
2 −
p
4
and
η1 =
p
4 +
1
2 , a0 = a
′
0 =
1
2 , b0 = b
′
0 =
1
2 −
p
4
then
c2m =
( p
4
+1)m
( p
4
+ 1
2
)m(
1
2
)m
1
m! and c2m+1 =
( p
4
+ 3
2
)m
( p
4
+1)m(
3
2
)m
1
m! .
(one has to check that 1 − η0 is a root of the Bernstein polynomial but
1− η1 isn’t). Therefore
‖B0U2m‖
2
F0
= (β2m)
2‖f2m‖
2
F0
=
β22m
c2m
=
β2( p4 +
1
2)m(
1
2 )mm!
22m( p4 +
1
2 )
2
m(
p
4 + 1)m
=
β2( p
4
+ 1
2
)m(2m)!
24m( p4 +
1
2 )
2
m(
p
4 + 1)m
=
β2(2m)!
24m( p4 +
1
2 )m(
p
4 + 1)m
and
‖B1U2m+1‖
2
F1
= (β2m+1)
2‖f2m+1‖
2
F1
=
β22m+1
c2m+1
=
β′
2
( p4 + 1)m(
3
2)mm!
22m( p
4
+ 1)2m(
p
4
+ 3
2
)m
=
β′
2
( p4 + 1)m(2m)!
24m( p
4
+ 1)2m(
p
4
+ 3
2
)m
=
β′
2
(2m)!
24m( p
4
+ 1)m(
p
4
+ 3
2
)m
For β = β′ = 1, one gets the unitarity of the operators B0 and B1.
c) Since the representations dω0 and dω1 are irreducible then the inter-
twining operators B0 and B1 are injective and since the representations ρ0
and ρ1 are irreducible then B0 and B1 are surjective.
Theorem 6.2— For
b2m =
( p
2
+1)2m
2m( p
2
+1)m(2m)!
and b2m+1 =
( p
2
)2m+1
2m( p
2
+ 3
2
)m(2m+1)!
the operators B0 and B1 are unitary isomorphisms of (g, k) modules.
The irreducible unitary representation ω0 is equivalent to ρ0 and the
irreducible unitary representation ω1 is equivalent to ρ1.
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