Abstract. In this paper, we construct a semigroup associated to an action of countable discrete group on a compact Hausdorff space, that can be regarded as a higher dimensional generalization of the type semigroup. Using this generalized type semigroup we obtain a new characterization of dynamical comparison. This answers a question of Kerr and Schafhauser. In addition, this paper suggests a definition of comparison for dynamical systems in which neither necessarily the acting group is amenable nor the action is minimal.
Introduction
Reduced crossed products of the form C(X) ⋊ r G arising from topological dynamical systems, say from (X, G, α) for a countable discrete group G, an infinite compact Hausdorff space X and a continuous action α, have long been an important source of examples and motivation for the study of C * -algebras. Recently, comparison phenomena in dynamics have been observed to be essential for establishing certain structure theorems for reduced crossed product C * -algebras. For example, for a minimal free action of an amenable group, it has been demonstrated in [9] , [10] and [12] that dynamical comparison implies the Z-stability of the reduced crossed product under some assumptions by using the notion called almost finiteness defined by Kerr in [9] . When the group is not amenable it is possible for action not to have an invariant probability measure, in which case dynamical comparison is verified in [13] to imply pure infiniteness of the reduced crossed products of minimal topologically free actions.
A well-known dynamical analogue of strict comparison in C * -setting, the idea of dynamical comparison on a general compact Hausdorff space dates back to Winter in 2012 and was discussed in [4] and [9] . We record here the version that appeared in [9] . Here M G (X) denotes the convex set of G-invariant regular Borel probability measures on X. A natural question is to determine when an action has comparison. Before the formal definition of comparison, it was well-known that all minimal Z-actions on the Cantor set have this property as a consequence of the Kakutani-Rokhlin clopen tower partition (see [8] ). More recently, Downarowicz and Zhang [6] showed that all continuous actions on the Cantor set of groups whose every finitely generated subgroup has subexponential growth have comparison. On the other hand, it is still open whether all continuous actions on the Cantor set of amenable countable infinite groups have comparison. However, by combining Theorem A in [10] and Theorem 4.2 in [5] , the property of comparison is generic for minimal free actions of a fixed amenable countable infinite group on the Cantor set. In the setting of non-amenable groups, when there is no invariant measure for the action, the strong boundary actions introduced in [11] and n-filling actions introduced in [14] are natural examples of dynamical comparison. For more details see [13] .
However, observe that Definition 1.2 behaves well only when G is amenable or α is minimal. One motivation of this paper is to find a generalized version of dynamical comparison regardless of the amenability of the groups or the minimality of the actions. We write the definition below. Theorem A and Corollary B in this paper will validate this generalization.
Recall that a premeasure µ on an algebra A of sets is a function µ : A → [0, ∞] satisfying the following (see [7, p. 30 
Note that the classical theorem of Carathéodory states that each premeasure µ on an algebra A extends to a measure on the σ-algebra generated by A (see [7, Theorem 1.14] ). In addition, if µ is σ-finite then the extension is unique.
Throughout the paper A 0 denotes the algebra generated by the open sets in X. We denote by Pr G (X) the set of all G-invariant premeasures on A 0 which are regular, i.e., having inner regularity µ(B) = sup{µ(F ) : F ⊂ B, F compact} and outer regularity µ(B) = inf{µ(O) : B ⊂ O, O open} for all B ∈ A 0 . We say a premeasure µ ∈ Pr G (X) a probability premeasure if µ(X) = 1. We remark that the extension of a premeasure µ ∈ Pr G (X) in the sense of Carathéodory is still G-invariant. If µ ∈ Pr G (X) is σ-finite then the unique extension is regular as well.
(ii) µ(B) > 0 for all probability premeasure µ ∈ Pr G (X); (iii) µ(A) < µ(B) for every µ ∈ Pr G (X) with µ(B) = 1.
We remark that Theorem A and Corollary B below show that if the acting group G is amenable or the action α is minimal, our generalized version of dynamical comparison (Definition 1.3) and the original one (Definition 1.2) coincide. This generalization comes from the answer of the following question of David Kerr and Christopher Schafhauser.
In the C * -setting, it has been proved by Rørdam in [17] that a simple unital C * -algebra A has strict comparison if and only if its Cuntz semigroup Cu(A) is almost unperforated, i.e., (n + 1) · a ≤ n · b for some n ∈ N implies a ≤ b . Therefore, as a dynamical analogue of strict comparison, dynamical comparison is expected to have a characterization of the same type, without using invariant probability measures. The author was communicated by David Kerr this question, which was raised by David Kerr and Christopher Schafhauser. In this paper, we address this question and obtain the following main result (Corollary B) as a new characterization of dynamical comparison, which has the flavour of almost unperforation by Remark 1.5 below. To accomplish this goal, we consider the following order motivated by the type semigroup on zero-dimensional spaces. Using this order we will construct a partially ordered semigroup W (X, G) in the next section, which is the main tool to establish Theorem A in this paper. 
In particular, we write (n + 1)O ≺ nV for simplification if one has
The chromatic number of a family C of subsets of a given set is defined to be the least d ∈ N such that there is a partition of C into d subcollections each of which is disjoint. 
. . , n + 1} has chromatic number at most n. The following theorem can be regarded as a dynamical analogue of the prominent result, i.e., Proposition 2.1, in [15] . See Proposition 3.1 below.
Theorem A. (Theorem 3.8) Suppose that α : G X is a continuous action of a countable infinite discrete group G on a compact metrizable space X. Let A, B be open sets in X. The following are equivalent.
(i) There is an n ∈ N + such that (n + 1)A ≺ nB.
In light of the theorem above, when G is amenable or α is minimal, we obtain a new characterization of dynamical comparison (Definition 1.2) as our main result in this paper.
Corollary B. (Corollary 3.9) Suppose that α : G X is a continuous action of a countable infinite discrete group G on a compact metrizable space X. Suppose in addition that G is amenable or α is minimal. The following are equivalent.
(
X has dynamical comparison in the sense of Definition 1.2.
We remark that in the case that α is minimal, we can drop the assumption that "µ(B) > 0 for all µ ∈ M G (X)" in (i) in the corollary above since it holds automatically for any non-empty open set B. In this case our Corollary B can be regarded as a full dynamical analogue of Rørdam's result [17] on the equivalence of strict comparison with almost unperforation of the Cuntz semigroup in the setting of unital simple C * -algebras.
A generalized type semigroup W (X, G)
The study of the type semigroup dates back to Tarski, who used this algebraic tool to study paradoxical decompositions. In the context of topological dynamics, so far many authors have studied this topic, for example, [3] , [9] , [13] , [16] , [18] and [20] . However, the type semigroup behaves well only on zero-dimensional spaces. In this section, motivated by the classical type semigroup, we construct a generalized type semigroup on a compact Hausdorff space (not necessarily metrizable) without any restriction on the dimension of the space. Unlike the original one, the order on the new semigroup is not algebraic any more and in fact it is a partial order. Throughout the paper G denotes a countable infinite group, X denotes an infinite compact Hausdorff space and α : G X denotes a continuous action of G on X. Throughout the paper the notation supp(f ) for a function f ∈ C(X) + denotes the open support of f , i.e., supp(f ) = {x ∈ X : f (x) = 0}. Definition 2.1. Let α : G X be a continuous action of a countable infinite discrete group G on a compact Hausdorff space X.
holds in the sense of Definition 1.4.
We write K(X, G) = ∞ n=1 C(X) ⊕n and observe that the relation described above is in fact defined on K(X, G). We remark that Definition 1.4 allows us to describe the subequivalence relation by simply using open sets like the classical type semigroup in the context of zero-dimensional spaces. However, we insist on considering functions because the relation between two sequences of functions a, b ∈ K(X, G) is naturally related to the Cuntz subequivalence for a and b in the C * -algebra C(X) ⋊ r G (see Proposition 2.3 below). To investigate properties of the relation , we first show that this relation is transitive. 
Proof. First we write
Since a b, one has that for every n ∈ {1, . . . , N} and closed set F n ⊂ supp(f n ) there are a collection of open sets
Then compactness and normality of the space X shows that there is a family of open sets {V (n) j : j = 1, . . . , J n , n = 1, . . . , N} such that for each n the collection
. . , J n , n = 1, . . . , N} and write K l = D l , which is closed and a subset of supp(g l ). Now because b c, for all
Then we observe that the family
forms an open cover of F n . Indeed, first fix an x ∈ F n . Then there is an V
p for some p ≤ P l . Thus, we have x ∈ R n,j,p,l . In addition, we define r n,j,p,l = t
To simplify the notation, we write T n,j,p,l = r n,j,p,l R n,j,p,l × {d
Otherwise we have n 1 = n 2 or j 1 = j 2 while there are l and p such that
In this case, first by the construction one has (s
So far we have verified that the family T above is disjoint.
On the other hand, considering the fact that
which verifies that a c as desired.
Now we can define an equivalence relation on K(X, G) by setting a ≈ b if a b for a, b ∈ K(X, G) and b a by Lemma 2.2. To see that this relation is indeed an equivalence relation, first it is not hard to verify directly that a ≈ a for all a ∈ K(X, G) . The following proposition shows that our relation naturally relates to the Cuntz subsequivalence relation in the context of C * -algebras. For Cuntz subequivalence relation, we refer to [1] as a reference. Let A be a C * -algebra. We write
We denote by Diag(f 1 , . . . , f n ) the diagonal matrix with entries f 1 , . . . , f n . For every f ∈ C(X) + and ǫ > 0, the function (f − ǫ) + is defined via the functional calculus as
Proof. In light of Proposition 2.17 in [1] , it suffices to prove that Diag((
. . , g m ) for all ǫ > 0. Now, let ǫ > 0 and define
Let {h i j : j = 1, . . . , J i } be a partition of unity subordinate to the cover
, where all u s (i) j are canonical unitaries in the crossed product. Then we have
To simplify the notation, we define the index set I l = {(i, j) : j = 1, . . . , J i , i = 1, . . . , n, k
Finally, note that supp( (g 1 , . . . , g m ).
We have verified that
for every ǫ > 0 and thus we have Diag(f 1 , . . . , f n ) Diag(g 1 , . . . , g m ).
We end this section by remarking that our generalized type semigroup W (X, G) can also be used to study paradoxical decomposition in the context of topological dynamics. The paradoxical decomposition can be formulated by 2[a] ≤ [a] in W (X, G) for all a ∈ K(X, G). Note that this condition is equivalent to a notion for an action called paradoxical comparison introduced in [13] where paradoxical comparison is also proved implying the pure infiniteness of the reduced crossed product C(X) ⋊ r G in the case that there are finitely many G-invariant closed sets.
States on W (X, G) and the proof of Theorem A
We first recall some general background information about states on preordered abelian semigroups.
A state on a preordered monoid (W, +, ≤) is an order-preserving morphism D : W → [0, ∞]. We denote by S(W ) the set consisting of all states of W . We write S(W, x) = {D ∈ S(W ) : D(x) = 1}. The following proposition due to Ortega, Perera, and Rørdam is very useful. In this section, we always assume that the space X is metrizable. In addition, for a = (f 1 , . . . , f n ) ∈ K(X, G), we denote by (a−ǫ) + the element ((f 1 −ǫ) + , . . . , (f n − ǫ) + ) in K(X, G). It is not hard to verify ((a − ǫ) + − δ) + = (a − ǫ − δ) + for a ∈ K(X, G), ǫ > 0 and δ > 0.
In parallel with the Cuntz semigroup, we have the following fact. To show (ii)⇒(i), first for every 1 ≤ i ≤ n and closed set 
which is closed and a subset of supp(g l ). Then there is a δ l such that
, which is always a lower semi-continuous state on W (X, G). 
) holds trivially since D is monotone. We then assume that both of them are finite. Then in this case one has
This verifies that D is a state.
For lower semi-continuity, note that
Thus we have
For every premeasure µ in Pr 
We will show in Lemma 3.6 that the converse of Proposition 3.5 is also true, that is, every lower semi-continuous state D is of the form D µ for a premeasure µ ∈ Pr G (X). The proof of this fact has a classical flavour. It is routine but quite long. In the Cuntz semigroup setting, Blackadar and Handelman provided a version concerning bounded dimension functions, which are bounded states of the Cuntz semigroup (see [2, Proposition I.2.1]). However, they omitted the proof. In addition, Rørdam and Sierakowski proved the result for the type semigroup (see [18, Lemma 5 .1]) in the zero-dimensional setting. Their proof relies on the zero-dimensionality of the space and cannot be generalized to higher dimensional cases. Therefore, for the convenience of the readers, we present the proof here. We denote by Lsc(W (X, G) ) the set of all lower semi-continuous states on W (X, G). 
Moreover, if the O 1 , . . . O n are pairwise disjoint then we have additivity:
Since the space X is normal, µ D is additive with respect to disjoint closed sets {F 1 , . . . , F n }, i.e.,
Claim 1. Let F be a closed set and {F n } an increasing sequence such that
Proof. If one of µ D (F n ) is infinite, then this equality holds trivially. Thus, we may assume each of
which establishes the claim. 
Note that K \ F N is also a F σ set. Then we have
This establishes Claim 2. Now, consider the semialgebra S = {O ∩ F : O open, F closed} in the sense of [19, p. 297] . Since our X is metrizable, every set O ∩ F ∈ S is a F σ set. Observe that the algebra A 0 equals { n i=1 C i : C i ∈ S, n ∈ N}. Then every member of A 0 is an F σ set. We restrict the definition of µ D to A 0 . 
In addition, we can make the sequence {N m } strictly increasing. Now Define
. Now if µ D (A) = ∞ then equality holds trivially. So we consider the case that µ D (A) < ∞. In this case, for every M > 0, one has
This implies that
and thus we have
since ǫ was arbitrary.
Claim 3 shows that µ D on A 0 is indeed a premeasure. In addition, it also shows that µ D has subadditivity for countably many sets in A 0 , i.e., for
the definition of µ D implies that it is G-invariant and satisfies inner regularity for all sets in A 0 and outer regularity for closed sets. We verify the outer regularity for all sets in A 0 . Let B ∈ A 0 , which is a F σ set, say, B = ∞ n=1 F n for a increasing sequence of closed sets {F n }. If µ D (B) = ∞ then it satisfies the outer regularity trivially since µ D is monotone on F σ sets. Now suppose that µ D (B) < ∞. Then Claim 2 shows that µ D (B) = sup n∈N µ D (F n ) < ∞. Then since we have outer regularity for all closed sets, for ǫ > 0 and each n ∈ N, there is an open set O n such that F n ⊂ O n and
This shows that µ D (B) = inf{µ D (O) : B ⊂ O, O open} and thus µ D satisfies the outer regularity and thus belongs to Pr G (X).
Recall that the measure µ D can be extended to a Borel measure on X. The extension is unique if µ D is σ-finite on A 0 . This happens, in particular, in the case that D is bounded. i.e., D([1 X ]) < ∞. , G) ) to Pr G (X). In particular, there is an affine bijection between Lsc 1 (W (X, G) ) and
Proof. By Lemma 3.6, S : D → µ D is well defined. It is not hard to see that S is affine. We first show that S is injective. If
To see that S is surjective, it suffices to observe that S(D µ ) = µ for every µ ∈ Pr G (X).
Now if D([1 X ]) = 1 then µ D is a probability premeasure on A 0 and extends uniquely to a probability Borel measure on X by the remark above. This establishes the last conclusion. Now we are able to prove the following theorem. (i)⇒(iii). Suppose (n + 1)A ≺ nB holds for some n ∈ N. Then first by remark 1.5, one has A ⊂ G · B trivially. Now fix a µ ∈ Pr G (X) with µ(B) = 1. The definition of (n + 1)A ≺ nB implies (n + 1)µ(F ) ≤ nµ(B) = n for all closed sets F ⊂ A. Since µ is inner regular, we have (n + 1)µ(A) ≤ nµ(B) and thus µ(A) ≤ n/(n + 1) < 1 = µ(B).
(iii)⇒(i). Suppose that A, B satisfy the assumption in (iii). Choose functions f, g ∈ C(X) + such that supp(f ) = A and supp(g) = B. First we claim that for all µ ∈ Pr G (X) with 0 < µ(B) ≤ 1 one still has µ(A) < µ(B). Indeed, define µ ′ (·) = µ(·)/µ(B), which is a premeasure in Pr G (X) with µ ′ (B) = 1. Then one has µ ′ (A) < µ ′ (B) by the assumption of (iii), which shows that µ(A) < µ(B). We then have the following corollary. Proof. (i)⇒(ii). Let A, B be open sets in X. Suppose that ν(A) < ν(B) for every ν ∈ M G (X). First this implies ν(B) > 0 for all ν ∈ M G (X) and, in particular, B is not empty. When α is minimal or G is amenable, we claim that X = G · B. In the case that α is minimal, one has X = G · B trivially. Suppose that G is amenable and X = G · B, there is a G-invariant probability measure λ for the closed subsystem C = X \ G · B = ∅ since G is amenable. However λ induces a probability measure λ ′ on X with λ ′ (E) = λ(E ∩ C)/λ(C) for every Borel set E. Observe that λ ′ (B) = 0 and this is a contradiction. Therefore one has A ⊂ X = G · B. In addition, since X is actually covered by finitely many translates of B, for every µ ∈ Pr G (X) with µ(B) = 1, one has µ(X) is finite. Define ν(·) = µ(·)/µ(X), which is a probability premeasure in Pr G (X). Now extend ν to obtain a probability measure in M G (X), which we still denote by ν. Then since ν(A) < ν(B) holds by assumption, one has µ(A) < µ(B) = 1. Then Theorem 3.8 shows that there is an n ∈ N such that (n + 1)A ≺ nB. This shows that A ≺ B by (i) and thus we have dynamical comparison in the sense of Definition 1.2.
