Abstract
Introduction
The advances in computer graphics have successfully produced a huge collection of techniques for synthesising photorealistic images. In particular. thcse techniqucs have become cssential tools in areas such as computer-aided design, computer gamcs. virtual environments, scientific visualisation and medical imaging. In recent years, the surge of applications in the entertainrncnt and art world directed a substantial amount of research efforts towards expressive modelling and non-photorealistic (NPR) rendering. The most reprcsentative work includes: Strassman's painstaking model of a real life brush [ 11, Hacberli's and Mier's oil paintings [2, 31 , Curtis' watercolour imitations [41, Sousa and Buchanan's work on pencil drawings 15, 61 and a variety of methods for generating pen-and-ink style images 17, 8, 9, 101. Almost all these techniques were designed for surface-based graphics objects, and were integrated with traditional surface-based graphics pipelines.
The past decade has witnessed significant advances in volume visualisation [ 11, 12, 131 , driven mainly by applications such as medical imaging and scientific computation. The work in this field has produced a number of volume rendering methods that enable 3D information in a volume dataset to be selectively rendered into 2D images. A volume dataset facilitates a true 3D representation of the interior, as well as the exterior, of an object. Volume datasets are commonly found in a multi-valued and multivariate form (e.g. the visible human dataset [ 14] ), where the geometrical and physical properties (such as colour, opacity, density, etc.) of an object are defined upon a point set in a consistent manner. Hence a voliimc representation often contains more information than a surface representation, and can be used to generate potentially more interesting artistic effects. With modem computer hardware, volume-based modelling and rendering can easily be performed on an ordinary workstation, and is beginning to evolve into a general purpose graphics technique 115, 161 . Figure 1 typifies such an evolution with two images: (a) an image generated as a visualisation of an MRI (magnetic resonance imaging) dataset, (b) an artistic image synthesised from a graphics scene composed of multiple volume objects, some of which were built from a CT (computed tomography) dataset. Both synthesised using volume datascts but represent entirely different objectives. Some efforts have been made to introduce NPR techniques in aid of volume visualisation [ 17, 18, 19, 201 . However, more serious efforts are necessary for integrating various artistic effects systematically into a software framework for volume-based techniques. It is such a need that motivated our investigation into artistic modelling and rendering of volume representations.
This paper presents a study on a volume-based graph-ics pipeline with special reference to the place of expressive and NPR effects within its structure. Each component of the pipeline will be examined in turn, and discussions made of how artistic effects can be introduced at that stage. In particular, we focus on several modelling and rendering techniques that are important in the context of volume datasets. We use the termjfilter as an abstract notion to discuss various algorithms involved in the artistic modelling and rendering of volume datasets. Throughout the paper, we consciously confine the use of the adjective non-photorealistic ( N P R ) to the simulation of various hand painting effects, such as penand-ink drawing, and employ the adjective expressive to imply surreal features, such as object and viewing deformation, which may be rendered using either photorealistic or non-photorealistic methods. These effects are collectively referred to as artisric effects.
A Volume-Based Pipeline for Synthesising Artistic Images
In this section we will discuss the general structure of a volume-based graphics pipeline, as shown in Figure 2 , where dark boxes highlight operational components that incorporate artistic modelling and rendering features. At the higher level. it is similar in form to its surface based analogue. In essence it is broken down into three main stages, namely modelling space. rendering space, and image space. Each of these stages facilitates the generation of different claqses of effects. This is determined by the amount and type of information available at each stage as well as the operations performed therein. The characteristics of each stagc of the pipeline are described in the rest of this section, while the methods and algorithms operated at each stage will be discussed in Sections 3,4 and 5 respectively. Any artistic effect which is introduced at the modelling stage will .normally remain whatever other effects are introduced later, and will maintain its viewing consistency and coherency regardless of the viewing system.
Rendering Space
The concept of rendering space used in this paper encompasses two aspects of direct volume rendering, namely the viewing subspace and the ray subspace. Operations in these two subspaces are intrinsically related in terms of the interaction between them and the information which they share. We use %'Watt to denote the specification of view plane and camera attributes. In addition, the viewing subspace also contains one or more image buffers.
IB1, I&, ..., IBk. Later we will see these buffers may be used for some unconventional 'images'. The generation of these 'images' thus becomes the primary goal of the operations in the viewing subspace. These operations are collectively defined as a filter Fv, From the camera, rays are cast into the scene (or the world subspace). As we treat each ray as an independent entity, we define a single ray casting as a filter FR. FV and FR are not operated in a sequential manner, but much in a master-slave fashion.
Note that with NPR rendering, rays may not correspond to the pixels in image buffers in either number or order. It is also common that each ray, FR may update more than one pixel in each image buffer. Unlike the techniques associated with the modelling space, artistic effects applied here do not change the scene permanently. They are repeatable by using the same rendering techniques again but their only legacy is the output images that they produce. The vast amount of information available at this stage means that a great number of effects can be produced. For this reason, the rendering space in a surface-based graphics pipeline has been a focus in NPR (e.g. [3, 213). One factor worth noting is that, as the techniques are mostly implemented in FR, the generated artistic effects are often view-dependent. This means that great care must be taken in generating coherent frames for an animation, and indeed, a substantial number of previous NPR implementation in the rendering space do generate undesirable artefacts when animated [22] .
Parameter Control
The homogenous nature of data flowing in the above pipeline can be exploited in many ways. Firstly images can be treated as a special case of volume datasets. Secondly, many effects can be defined and implemented a s a volume damet or a scalar field. Our pipeline is completed with a large number of expressive and NPR filters, many of which are stored in the form of conirol volumes. All control volumes have a similar access interface, though each may be stored as a volume dataset, a mathematical expression, or a procedure. As illustrated in Figure 3 , when various data flows through the pipeline, parameters for expressive and NPR effects trigger the interaction between the data and appropriate control volumes. 
Image Space
image space, as defined in this paper, encompasses all techniques which manipulate 2D images, including those for image processing [23] . This was the first and, to date, most extensively exploited domain for generating NPR effects despite its lack of spatial information 12, 8, 241. This is partially due to the availability of real-life images, and partially due to the difficulties in tempering any graphics pipeline provided in a commercial package. Certain techniques successfully extracted from a graphics pipeline additional 3D information associated with a synthesised image.
With such information, they demonstrated an extra degree of accuracy and capability in producing NPR effects.
Our pipeline is designed to forward necessary 3D information, such as depth and normals, to the image space through multiple image buffers, {I&, I&, ..., IBk}. In most cases, the generation of such 3D information is a necessity in the rendering space, and takes little extra computing time. As only 2D buffers are used to store the information, the extra storage requirement is relatively insignificant in comparison with storage space for volume datasets.
Given a set of image buffers, the operations in the image space are collectively defined by filter FI as a mapping from these buffers to an final resultant image I M .
The possible ways of using such a control voliitnc are numerous. It may simply contain a scaling value for every voxel in a volume object to change the shape of isosurfaces or, in a differenl situation, may provide a complicated mathematical mapping that defines 3D NPR strokes. 
Artistic Modelling
In volume graphics there are two general approaches for the introduction of expressive effects into the model, namely, by manipulating existing features and by introducing NPR features directly.
Artistic Manipulation
Consider a volume object 0 as defined in Section 2.1. It is possible to introduce expressive effects by altering the attributes of 0. Perhaps the most powerful branch of these effects can be produced by simply manipulating X g e o , which determines the iso-surfaces in 0 and normal estimation during the rendering. In addition, any alteration prior to the The filter samples voxels in X randomly or according to the specified density, and it replaces each sampled z with 'stroke' in a subdomain in X' corresponding to manner.
One major strength of a volume representation is the inherent prt:!;ence of 3D opacity and colour information in the model. Thus artistic effects that may only be introduced as textures in a surface-based pipeline can now be actually modelled. These alterations will therefore not show any of the commonly seen anomalies, such as the shower door effect, in animation.
Artistic Additions
With artistic additions, expressive features are created and introduced directly into a volume object. Here we focus on physical objects such as strokes and masks which are incorporated into an existing volume object to form a composite object. Those effects, which are only defined as additional attributes in Oatt at this stage, but are realised in later stagt:s of the pipeline, will be considered in later sections.
One tool which has been found highly useful for the introduction of these effects is constructive volume geometry (CVG) [26J, which is a major generalisation of constructive surface geometry (CSG). CVG is designed to work with volume datasets and mathematically defined scalar fields, and it opexates in the real domain E Some, interesting effects, such as those shown in Figure 5 can be generated by combining two or more volumes together using CVG. In Figure 5 (a) three volumes are used: a (3T data3et and two 3D stroke volumes coloured differently. The distribution of the 3D strokes can be controlled in a number of ways. In this case, derractors and attructors, which are specified as invisible light sources, are used to control the position and density of the strokes. A further example showing the introduction of paint splats is given in Figure 5(b) . Once again the splats are directly added to the model thus creating an effect which will generate totally coherent animation sequences. One medium of traditional art which can be replicated easily designed to simulate a conventional camera in a reason- 
Artistic Rendering
There are two fundamental approaches to the direct rendering of volume objects, namely ray casting and.forward projection. The former is further classified into direct volitme rendering [ 121 which treats a volume as an amorphous object, and direct srrrface rendering [27] which is interested in one or more iso-surfaces in the volume. The latter is represented by work on projecting voxels as solid 2D or 3D objects in the early days, lately as amorphous objects as in splatting [ 131. The rendering stage in our pipeline is bascd on the ray casting mechanism, and it supports both direct volume rendering and direct surface rendcring. In addition, rays can also be fired from randomly selected pixels in the image plane, and this is particularly useful in producing some NPR effects.
It is at the rendering stage that we have the richest concentration of information that can be used for generation of various expressive and NPR effects. From the definition of the viewing system, through to the final rendering ably accurate manner. In such a viewing system, a flat image plane represents the film in a camera, while rays fired from a focal point into the scene follow the reverse paths of real light rays. Any manipulation of this system will lead to anomalies in the synthesised image. By careful control of these manipulations these anomalies can be directed so that they produce pleasing expressive effects. Work has been previously published on using fields to bend the ray paths [28] and produce interesting effects in images. We have incorporated a similar fcature in our pipeline as a filter for manipulating primary rays. f r a y ( R , VWatt) 3 RI, where R and R' are data structures of rays, and V W a t t contains all attributes of a viewing system. Figure 6 give the impression of two skiills merging where there is in fact only one. The image on the right uses a tighter curve than that on the left.
Normals
During ray casting (i.e. in the ray subspace), each ray is sampled at regular intervals in searching for an intersection with a specific iso-surface (in direct surface rendering) or non-transparent matter (in direct volume rendering). When a ray hits the specific iso-surface or a non-transparent sampling point, a normal is estimated, usually using the central difference method. Manipulation of this data has been used to generate a variety of effects in surface based graphics pipelines. Bump mapping is perhaps the most well known example of such effects. In our pipeline, a normal N can be manipulated in a number of ways, including the use of filters defined in the previous sections. For instance, f d i s t o r t can be applied to each dimensional element of a normal at the sampling point in relation to its position in the local volume subspace. In addition. a special filter fnpr.shade(R, t , N , Cat,) is used to shade a sampling point with NPR effects, where R is a ray, t is a sampling point, N is the sampled normal at t , and CGtt is a set of control parameters. We can easily observe the difference between fnp,.-shade and a traditional shading filter where the normal would be used to translate the sampled colour into a shaded colour. The fnpr.shade filter determines a shaded colour without the knowledge of the sampled colour. Moreover, it normally applies colour to a number of pixels in the image plane, facilitating the painting of a stroke.
In Figure 7 (a) the normals themselves are drawn as strokes onto the image, after being rotated according to the corresponding ray direction. This gives the impression of a coarsely drawn pencil sketch. Similar to a photorealistic illumination model, the size and density of NPR strokes can also be influenced by light sources. Figure 7 (b) shows an image generated using a prioritised hashing texture 171, where the priority is determined by an illumination model.
Colour and Opacity
We have already discussed the introduction of artistic effects through the modification of opacity and colour fields in the modelling stage. Many such modifications can also be implemented in the rendering stage using filters, though it is usually more expensive in terms of computation. The major difference is that these filters are normally implemented in the general form of f(R, t , x, C ) + x' or f ( R , t , z, C,tt) =+ x' instead of f ( X , C) =+ X'. where z and x ' are scalar values, while X and X' are fields. The main advantage of manipulating colour and opacity at this stage is the possibility of producing effects independent from the resolution of volume datasets, and those dependent on rendering parameters such as z-depth, ray direction and light sources.
Geometry
The position. size and shape of objects can be used evocatjvely to add "expressions" in a graphics scene. Often the hunian artist may present things out of context or proportion for some kind of emphasis. Traditional volume rendering requires that we make the majority of these types of claMications at modelling time, however in our volume graphics pipeline, a number of these decisions can be deferred to rendering space.
For exarnple we can extract from a 3D scene the distance of objects from the viewpoint. This can be used to overcome the complex problem encountered in 2D image analysis of which pixels are part of which object. Particularly when overlapping objects are of . , I
.. information.
Texture Mapping
A powerful technique often made use of in both photorcalistic and NPR graphics is texture mapping. which applies dcsirable surface details to an object by utilising a 2D or 3D texture during the rendering process. As a volume is modelled by either a volume dataset or a scalar field, solid textures [30] work extremely well with a volume object. The concept of control volrme in our pipeline means that such a texture can be integrated into the rendering stage in a manner consistent with other artistic effects. Figure 9 (a) shows an image rendered with a mathematically defined texhire which determines the colour under the control of an illumination model [19] . When a specific iso-surface is detected at t , we apply a composite operation to the sampling point as fol-
applies a simple shading algorithm to determine the light intensity at the sampling point. This intensity value is then used to alter the density of the NPR texture to be applied to 
Hypertextures
Traditional textures exist only on the object in question. Using hypertextures [31, 321 an effect can be built that fills some of the space around the object. Such textures are controlled by the density of a surface boundary, which can be obtained by calculating the distance to that surface.
In the case of a volume object, we normally consider a specific iso-surface. The density values are usually stored in a distance volume where each voxel value holds the minimum distance from the voxel to the iso-surface. A filter f d i s t v o l ( X , a ) takes a volume X and an iso-value a, and computes a distance volume. Because the iso-surface is usually not mathematically definable, f d i s t v o l computes D through a series of distance transforms [32] . In general, hypertexture can be viewed as the application of a filter to a distance volume. Such an operation often involves four types of functions, noise, turbulence, bias (which controls the density variation), and gain (which controls the rate at which density changes). The general form of the Hypertexture is f h y p e r t e z t u r e ( R 1 t, d , C , t t ) =+-(opacity, colour).
Many hypertextures can be generated in this way. The image shown in Figure 9 (c) shows a melting hypertexture applied the skull dataset. The epitomal 'jaw dropping' experience. Figure 9(d) illustrates the use of low frequency noise applied across the whole skull surface.
Artistic Image Composition
There is a rich collection of NPR algorithms for processing photographs and synthesised images in an artistic manner. Many of these algorithms rely almost entirely on the RGB information in an image itself, the resultant images often lack a hint of spatial cue, especially when dealing with images synthesised from 3D scenes. There are a number of such algorithms available at this stage of the pipeline as filters 1241. in the form of f i m a g e ( I M , Cat,) + IM', however, here we focus on algorithms that are designed to utilise 3D information and produce spatial cue in the final result.
As mentioned briefly in Section 2, not only can the rendering stage of our pipeline produce a synthesised image for the image space, it can also forward spatial information in the form of images. For example, the value o f t at which each ray hits an iso-surface can be collectively stored in an I B with real values. Similarly, normals and curvatures can also be forwarded [ 191. With this spatial information, the synthesised image can be repainted with some artistic effects using a filter f r e p a i n t ( I B 1 , I&, ..., IBk, Cat,) 3 I M . Figure 10 shows a pen and ink image rendered in image space (large image) based on a combination of information in several image buffers (small images) that represent distance, normals, shade, vertical curvature and horizontal curvature. This approach is called 2+D NPR rendering. 
Conclusions
In this paper it has been demonstrated that expressive and NPR effects can be introduced at almost every stage of a volume-based graphics pipeline. The effects introduced in the modelling space have the desirable coherency for animation; those realised in the rendering space have access to a variety of information; and those implemented in the image space have shown their capability in producing the profound realism of human drawings.
Significantly, in addition to those effects previously implemented in surface-based pipelines, we have introduced some new effects that utilise information intrinsic to volume representations. Some of these new effects (e.g. opacity manipulation) would present a significant challenge in a surface-based graphics pipeline. Volume representations also make the implementation of these effects easier as most of them are specified by a volume dataset or a scalar field.
The concepts of filters and control volumes have shown a degree of consistency in the design and implementation of the pipeline, though they are not always the most efficient in terms of computation and storage.
We believe strongly that there is enormous potential for artistic modelling and rendering with volume representations, especially if the techniques are placed in the hands of an artist. Our future work will focus on a sophisticated mechanism for hierarchical specification of filters, which would facilitate less storage requirement, and potentially faster computation. This will enable us to transfer our research pipeline into a practical software tool.
