A classical mechanism for negative magnetoresistance in two-dimensional
  systems in the ballistic regime by Alekseev, P. S. & Semina, M. A.
ar
X
iv
:1
80
1.
02
87
9v
3 
 [c
on
d-
ma
t.m
es
-h
all
]  
16
 A
pr
 20
18
A classical mechanism for negative magnetoresistance
in two-dimensional systems in the ballistic regime
P. S. Alekseev and M. A. Semina
Ioffe Institute, 194021 St. Petersburg, Russia
In ultra-high quality two-dimensional (2D) materials the mean free paths of phonons and elec-
trons relative to all mechanisms of scattering can be much greater than a size of a sample. In
this case the most intensive type of scattering of particles is their collisions with sample edges and
the ballistic regime of heat and charge transport is realized. We study the ballistic transport of
classical interacting 2D particles in a long narrow sample. We show that the inter-particle scatter-
ing conserving momentum leads to a positive hydrodynamic correction to the ballistic conductance,
which is a precursor of the viscous Poiseuille flow. We examine the effect of weak magnetic field
on the electron ballistic conductance and predict a novel classical ballistic mechanism for neg-
ative magnetoresistance. Our analysis demonstrates that, apparently, such mechanism explains
the temperature-independent part of the giant negative magnetoresistance recently observed in the
ultra-high mobility GaAs quantum wells.
PACS numbers: 72.20.-i, 73.63.Hs, 72.80.Vp, 73.43.Qt
1. Introduction. In solids with enough weak disorder
the electron and phonon mean free paths at low temper-
atures can be very large. In such case, charge and heat
transport are realized by the ballistic mechanism in the
narrowest samples or by the hydrodynamic mechanism
in the samples of medium widths [1, 2]. In recent years,
the profound evidences of the hydrodynamic regime of
charge transport were discovered in novel ultra-pure ma-
terials: high-mobility GaAs quantum wells, single-layer
suspended graphene, 3D Weyl semimetals [3–11]. The
experimental studies of hydrodynamic transport was ac-
companied by an extensive development of theory [12–
31].
One of the most bright evidences of hydrodynamic
regime of transport is the giant negative magnetore-
sistence effect observed in the high-mobility GaAs quan-
tum wells and the 3D Weyl semimetal WP2 [3–9]. In
Ref. [6] the term “colossal negative magnetoresistance”
was even coined. This effect seemed outstanding and
mysterious as the usual bulk theories of magnetotrans-
port led to a positive magnetoresistance or to a moderate
negative magnetoresistance in very weak magnetic fields
(the weak localization effect). Recently the temperature-
dependent part of the giant negative magnetoresistance
was explained as the result of forming the viscous electron
fluid and the magnetic field dependence of the electron
viscosity [20]. However, the temperature-independent
part of the giant negative magnetoresistance, which oc-
curs in some (but not in all) samples, has so far remained
strange and unexplained.
Heat transport in single-layer suspended graphene had
been extensively studied in recent several years [32–35].
The measured values of the thermal conductivity coeffi-
cient are extremely high and dependent on the sample
size. This indicates that heat transport in suspended
graphene is realized not by some bulk mechanism, re-
lated to the scattering of the flexural phonons on disorder
or the phonon-phonon Umklapp scattering [37–41], but
by the ballistic or the hydrodynamic mechanisms. The
anomalously large thermal conductivity of the suspended
graphene is of huge interest in connection with the hope
of using such samples in electronics.
The ballistic mechanism of thermal conductivity in
graphene was studied in Refs. [42, 43]. The case of a short
sample without any scattering of particles inside the sam-
ple was studied within the Landauer approach [42]. The
effect of the type of the scattering of the flexural phonon
on sample edges, diffusive on rough edges or specular on
smooth edges, on the thermal conductance was exam-
ined [43]. Hydrodynamic phonon transport in suspended
graphene was recently investigated in Refs. [44–46]. In
Refs. [44, 45] a numerical approach was used to demon-
strate the Pouseuelle flow of a phonon fluid. A rigor-
ous analytical theory of hydrodynamics of the flexural
phonons was developed in Ref. [46].
In this Letter we develop an analytical theory of bal-
listic transport of interacting 2D particles in long sam-
ples with rough boundaries. Our theory is applicable to
phonon and electron heat transport as well as to charge
transport in graphene and quantum wells. The main part
of the free particle ballistic conductance of a long sam-
ple diverges as a logarithm of the sample width [47]. We
show that this divergence is limited by the inter-particle
collisions or by the finite sample length. The last case
is, apparently, realized in the experiment [35], manifest-
ing itself by the length dependence of thermal conduc-
tivity of graphene samples. We demonstrate that the
inter-particle collisions conserving momentum induces a
precursor of the inhomogeneous viscous Poiseuille flow.
For the electronic mechanism of heat and charge trans-
port we study the effect of weak magnetic field on the
ballistic conductance. The calculated magnetic field cor-
rection to the conductance is positive and quadratic by
magnetic field. It is related to the effect of magnetic
2v
p
(a) (b)
(c)
x
y0 W/2-W/2
E B
r (t)
+
0
r (t)0_
r (t)B_
r (t)
+
B
ϕ
0
L
p=e, ph
0
0
0.5
0.17
0.001γW=
γW=
γW=
y/W
j(
y)
  
/ 
 j 0
I  
/ 
 E
W
lN
lU
W    /lU
W 
lU
~W ln(l  /W)U
~W ln(l  /W)N
~W  /l  N
2
2
W 
FIG. 1: (a) A ballistic sample with particles p and rough
edges in external electric and magnetic fields E and B. Tra-
jectories of charged particles (p = e), symmetrical relative to
the y axis, are drawn for zero (red) and nonzero (blue) mag-
netic fields. (b) The current density j(y) at different values
of the parameter γW . (c) The current I as a function of the
normal collision scattering length lN at a fixed value of the
Umklapp collision scattering length lU ≫W .
field on free electron trajectories. Hereby, we propose a
novel classical kinematic mechanism for negative mag-
netoresistance. Apparently, such magnetoresistance was
observed in Ref. [3–5] as a temperature-independent peak
on the negative magnetoresistance curves against the
background of the large temperature-dependent peak.
The last was explained in Ref. [20] as a manifestation of
viscous magnetotransport. Thereby this work together
with Ref. [20] provides a complete explanation of the
giant negative magnetoresistance effect observed in the
best-quality GaAs quantum-wells.
2. Model. We consider a flow of 2D particles (phonons
or electrons) in the sample shaped as a long rectangular
with the width W and the length L≫ W [see Fig. 1(a)].
We study a linear response on a generalized stationary ex-
ternal field E which is proportional to a gradient of tem-
perature for the problem of heat transport and coincide
with an external electric field for the problem of charge
transport. If the mean free paths relative to the inter-
particle collisions conserving and not conserving momen-
tum, lN and lU , are much larger than the sample width
W , the collisions with the longitudinal sample edges are
the most frequent type of scattering.
Further consideration is independent of the particular
type of particles, their dispersion laws and the type of an
external field. It is applicable to both heat and charge
transport in high-quality samples of graphene and other
2D materials. In this connection, for all quantities we use
the units in which the characteristic microscopic quasi-
particle velocity is equal to unity and coordinates, time,
and reciprocal field, 1/E, have the same units.
We assume the external field E being small enough
to retain particles in a state close to the thermal equi-
librium. We describe the particle response on E by the
inequilibrium part of the distribution function, f(y, ϕ) ∼
E, in which the dependence on x is absent due to the re-
lation L≫W and the energy dependence is omitted for
simplicity. This approximation corresponds to neglecting
the effect of the energy transfer during scattering events.
The kinetic equation for the distribution function
f(y, ϕ) has the form [see Fig. 1(a)]:
cosϕ
∂f
∂y
− sinϕE = StN [f ] + StU [f ] , (1)
where the collision integrals StN and StU describe the
scattering mechanisms conserving and not conserving
momentum. We follow Ref. [48] and Refs. [21–25] in
choice of the simplified forms of StN and StU :
StN [f ] = −γN (f−P [f ]), StU [f ] = −γU (f−P0[f ]), (2)
where γN and γU are the corresponding scattering rates
[49], while P and P0 are the projectors of f(ϕ) on the
subspaces consisting of the basis functions {1, e±iϕ} and
{1}. The operator StN conserves the perturbations of the
distribution function corresponding to a nonzero current
density and non-equilibrium concentration, while the op-
erator StU conserves only the perturbations of concen-
tration. For phonon transport StN and StU are related
to the normal and the Umklapp phonon-phonon colli-
sions. For electron transport StN and StU describe the
electron-electron scattering and the electron scattering
on disorder or the electron-phonon scattering.
We assume the longitudinal sample edges being rough
and the scattering of particles on them being fully dif-
fusive. Thus the boundary conditions on the distribu-
tion function are: f(−W/2, ϕ) = const1 on the interval
−π/2 < ϕ < π/2 at the left edge and f(W/2, ϕ) = const2
on the interval π/2 < ϕ < 3π/2 at the left edge [see
Fig. 1(a)].
The kinetic equation can be rewritten as:[
cosϕ
∂
∂y
+ γ
]
f − sinϕE = (γNP + γUP0)[f ] , (3)
where γ = γN+γU is the total scattering rate. In Ref. [54]
we show that in the hydrodynamic regime, γW ≫ 1, the
left and the right parts of Eq. (3) are of the same order
of magnitude and Eq. (3) transforms into the Navier-
Stocks equation for the density of the flow of heat or
charge j(y). In the ballistic regime, γW ≪ 1, the terms
in the left part of Eq. (3) are much greater than the right
part, therefore solving of Eq. (3) should be performed by
the perturbation theory by the right part.
We also demonstrate in Ref. [54] that a perturbation
of the particle density is absent in the considered prob-
lem: δn(y) =
∫ 2pi
0
dϕ f(ϕ, y) = 0. Correspondingly, the
3boundary conditions take the form:
f(−W/2, ϕ) = 0 , −π/2 < ϕ < π/2 ;
f(W/2, ϕ) = 0 , π/2 < ϕ < 3π/2 .
(4)
3. The Ohmic and the hydrodynamic corrections to the
ballistic conductance. The kinetic equation (3) with the
zero right part and the boundary conditions (4) is easily
solved. The result is f(y, ϕ) = f+(y, ϕ) at −π/2 < ϕ <
π/2 and f(y, ϕ) = f−(y, ϕ) at π/2 < ϕ < 3π/2, where
f±(y, ϕ) = E
sinϕ
γ
{
1− exp
[
−γ (y ±W/2)
cosϕ
]}
. (5)
In the ballistic regime, γW ≪ 1, for the angles ϕ be-
ing not very close to ±π/2 the equation (5) is simplified
to f±(y, ϕ) = E (y ±W/2) tanϕ. This distribution de-
scribes the particles accelerating due to external field and
colliding with the edges without any other scattering in-
side the bulk of the sample.
We will use the truncated formula for the generalized
current density j(y) =
∫ 2pi
0
dϕ sinϕf(y, ϕ). For a long
sample, L ≫ 1/γ the current density corresponding to
Eq. (5) at γW ≪ 1 is
j(y) = 2E
∑
±
(W/2± y) ln
[
1
γ (W/2 ± y)
]
. (6)
In the main order by ln [1/(γW )] this current density is
homogeneous and equal to j0 = 2EW ln [1/(γW )] [see
Fig. 1(b)]. For the total current I =
∫W/2
−W/2
dy j(y) we
obtain from Eq. (6):
I = 2EW 2
[
ln
( 1
γW
)
+
1
2
]
. (7)
The logarithmic term in Eq. (7) is related to the particles
moving along the trajectories with the angles ϕ ≈ ±π/2.
A particle on such “special” trajectories spends a longer
time between scattering events on the opposite edges as
compared with the particles moving along the “regular”
trajectories with ϕ ∼ 1 and, thus, acquires a larger ve-
locity correction due to acceleration by the field E.
If the sample length is smaller than the total scattering
length, L ≪ 1/γ, than Eq. (5) leads in the main order
by ln(L/W ) to the result:
I = 2EW 2 ln
( L
W
)
. (8)
Possibly, the dependence (8) was observed in the work
[35] in which the thermal conductance of suspended
graphene as a function of the sample length was mea-
sured.
The result (8) can be applied also to the limiting case
of short samples, L ∼ W , or the samples having curved
edges with a characteristic radius R ∼W . In these cases
the scattering length is constrained just by the value W
and Eq. (8) yields: I ∼ EW 2 [55].
In Fig. 1(c) we schematically show the dependence of
the total current I on the scattering length lN = 1/γN
at a fixed value of the scattering length lU = 1/γU ≫
W in the ballistic, lN ≫ W , as well as in the Ohmic,
lN ≪ W 2/lU , and the hydrodynamic, W 2/lU ≪ lN ≪
W , regimes. It is noteworthy that this dependence is
non-monotonic and saturates at very high as well as at
very low values of lN .
A more precise solution of Eq. (3) provides a hydro-
dynamic correction δIh to I0. Such correction is related
to the inter-particle normal collisions conserving momen-
tum, which protect particles from a loss of their momen-
tum in scattering on edges.
In order to calculate the hydrodynamic correction in
the ballistic limit γW ≪ 1, the distribution function
should be presented in the form f = f0 + f1, where f0 is
the function (5) and f1 is a correction to f0 due to the
right part of Eq. (3). The equation for f1 at γU = 0 takes
the form: [
cosϕ
∂
∂y
+ γN
]
f1 = γNPsin[f0] , (9)
where Psin is the projector on the function sinϕ. For its
action on f0 we have Psin[f0] = j(y) sinϕ/π, where j(y)
is given by Eq. (6). In the main order by the logarithm
ln[1/(γNW )] the current density is homogeneous, j(y) ≈
j0, therefore the right part of Eq. (9) becomes equal just
to qE sinϕ, where q = (2γNW/π) ln[1/(γNW )] ≪ 1. By
this way, Eq. (9) turns into Eq. (3) with zero right part
and the value E replaced by qE. Thus for all the values
related to the first hydrodynamic correction f1 we just
have: f1(y, ϕ) = qf0(y, ϕ) and I1 ≡ δIh = qI0, namely:
δIh =
4EγNW
3
π
ln
( 1
γNW
)2
. (10)
This positive correction is a precursor of forming the
Poiseuille flow of a viscous fluid related to the interpar-
ticle collisions conserving momentum.
4. The kinematic magnetoresistance. Now we study
the effect of weak magnetic field perpendicular to the 2D
layer on heat and charge ballistic transport of charged
particles (electrons). For better transparency, we do the
consideration by the two ways: (i) calculation of the mag-
netic field corrections to the trajectories of individual
electrons; (ii) solution of the kinetic equation with the
magnetic field term treated as a perturbation.
(i) The correction to the velocity of an electron due to
infinitely small electric field, E → 0, during a fixed time
interval, 0 < t < t∗, is just δvEx (t) = Et at enough weak
magnetic field. In order to calculate the total current,
I ∼ E, one needs to average δvEx (t) over the electron
motion between the opposite sample edges and then to
sum up the averaged by time corrections 〈δvEx 〉t by all
electrons.
For this purpose, we present the total current I as a
sum of the infinitely small contributions dI(ϕ) coming
4from the electrons with the angles ϕ of the initial veloci-
ties in the intervals (ϕ, ϕ+ dϕ): I =
∫ 2pi
0
dI(ϕ). In order
to calculate dI(ϕ), one needs to know the electric field
correction δvEx (t) at the times 0 ≤ t ≤ t∗, where t = 0
corresponds to scattering of an electron on one of the
sample edges and t = t∗(ϕ) is the time when the elec-
tron reaches the opposite edge. As a result, we obtain
dI(ϕ) = WE t∗(ϕ) dϕ/2. For the electrons moving from
the left to the right the equation for t∗ is [see Fig. 1(a)]:
y±(t
∗) = W/2 . (11)
Solution of Eq. (11) in the limit of a narrow ballistic
sample, γW ≪ 1, and weak magnetic fields, B → 0, and
integration of dI(ϕ) over ϕ leads to the result [54]:
I = 2EW 2
[
ln
( 1
δm
)
+ C
ω2cW
2
δ4m
]
, (12)
where ωc is the cyclotron frequency; δm is the character-
istic minimum value of the ratio |vy |/|vx| for the electrons
which scatter only on the edges [see Fig.1(a)]; C is a nu-
meric constant depending on the exact value of δm, which
cannot be determined within the approach (i).
For the long samples, L ≫ 1/γ, and in the absence
of the Umklapp scattering, γU = 0, the parameter δm is
equal to W/lN = γW and Eq. (13) leads to the magne-
toresistance
R(B)−R(0)
R(0)
∼ − ω
2
c
γ4W 2 ln[1/(γW )]
, ωc ≪ γ2W . (13)
For not very long samples, W ≪ L ≪ 1/γ, we have
δm = W/L and thus
R(B)−R(0)
R(0)
∼ − ω
2
cL
4
W 2 ln(L/W )
, ωc ≪W/L2 . (14)
In the limiting case when the sample is short, L ∼W , or
the sample edges are curved with a characteristic radius
R ∼ W , the trajectories with all angles ϕ are equally
important. Thus one should put in Eq. (12) the parame-
ter δm equal to 1. In this way, the total current at weak
magnetic fields, ωcW ≪ 1, is estimated as I = I0 + δI,
where I0 ∼ EW 2, δI ∼ EW 4ω2c . The corresponding
magnetoresistance is:
R(B)−R(0)
R(0)
∼ −ω2cW 2 , ωc ≪ 1/W . (15)
It is noteworthy that the obtained ballistic magnetore-
sistance (13), (14), and (15) is negative. This is related
to an increase of the mean length of the electron trajec-
tories between the edges [see Fig. 1(a)] For not very long
samples, L≪ 1/γ, the magnetoresistance is independent
of γ and, thus, of temperature.
(ii) Magnetoresistance of long straight samples, L ≫
1/γ, can be also derived within a rigorous solution of
the kinetic equation. In the presence of enough weak
magnetic field and at γU = 0 it is:
cos(ϕ)
∂f
∂y
− ωc ∂f
∂ϕ
− sin(ϕ)E = StN [f ] . (16)
We will seek the solution of Eq. (16) as a series f =
f0+f1+f2, where f0 is given by Eq. (5), while f1 and f2
are proportional to the powers of magnetic field: f1 ∼ ωc,
f2 ∼ ω2c . The first order correction to the current, I1 ∼
f1, vanishes due to the symmetry between the “+” and “-
” trajectories [see Fig.1(a)]. The second order correction
I2 ∼ f2 is nonzero and predominantly comes, as I0, from
the particles with the velocity angles ϕ ≈ ±π/2. The
calculations of f2 leads to the equation (12) for the total
current I with δm = γW and C = 3/4 (see Ref. [54] for
details of calculations).
5. Discussion and conclusion. In the high-mobility
GaAs quantum wells the strong negative magnetoresis-
tance was observed at low temperatures [3–7]. Often,
but not always the experimental magnetoresistance curve
consists of the two peaks: the narrow sharp temperature-
independent peak in vicinity of zero magnetic field and
the wider temperature-dependent peak with a large am-
plitude. The analysis of the dependence of the wide peak
on temperature allowed to explain it as a manifestation
of forming a viscous flow of 2D electrons [20].
The small peak is independent of temperature and has
the halfwidth of the order of 50 Oe [3–5, 7]. Such mag-
netic field corresponds to the cyclotron diameter 2Rc
equal to 30-40 µm for the experimental values of the elec-
tron densities 2·1011-3·1011cm−2. These values of 2Rc
are comparable within the order of magnitude with the
typical sample widths or with the distance between the
macroscopic oval defects which are often present in the
high-mobility GaAs structures [7]. The ballistic resistiv-
ity ̺ = EW/I in the limiting case L ∼ W at W =40
µm is about 5 Ω. This gives an estimation of the ampli-
tude of kinematic magnetoresistivity, ̺|ωc=1/W −̺|ωc=0,
which corresponds by the order of magnitude to the ex-
perimental values of amplitude of the small peak [7].
In this way, we have the evidences that the magnetore-
sistance (14) and (15), predicted in this work for not very
long samples, L ≪ 1/γ, could be observed in Refs. [3–
5, 7] as a small peak independent of temperature. Si-
multaneous manifestation of the negative temperature-
dependent viscous magnetoresistance and the negative
temperature-independent ballistic magnetoresistance can
be related to the presence in a given sample of the both
narrow and wide conductive regions in which the viscous
and the ballistic regimes can be mutually realized.
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Supplemental material
Analysis of the structure of the kinetic equation
and details of its solution
1. Exact solution of the kinetic equation for a given
space harmonic
In this section, we will study the structure of the ki-
netic equation (M3) and of its solutions in different lim-
iting regimes: the Ohmic, the hydrodynamic, and the
ballistic regimes. Here and further we use the notations
(M1), (M2), ... for the references on the formulas in the
main text. In order to understand general properties of
the kinetic equation and of its solutions, it is instructive
to obtain an exact solution of Eq. (M3) for a given space
harmonic, f(y, ϕ) ∼ eiky, without construction of the so-
lution of Eq. (M3) in real space for an exact boundary
conditions.
In the main text we assumed the field E to be ho-
mogenous. However, in this section it is convenient to
assume that the field E has a nontrivial dependence on
the transverse space coordinate y: E = E(y).
Following to Refs. [21, 23], we introduce the Fourier de-
composition of E(y) and f(ϕ, y) by the space coordinate
y:
E(y) =
∑
k
Eke
iky, f(ϕ, y) =
∑
k
fk(ϕ)e
iky . (17)
For the general analysis of Eq. (M3), performing in this
Section, we do not need to specify the exact values of the
wavevectors k in the expansions (17).
For each harmonic f(y, ϕ) = fk(ϕ)e
iky the kinetic
equation (M3) becomes algebraic by the variable k and
integral by ϕ:
[ik cos(ϕ) + γ] fk − sin(ϕ)Ek = γNP [fk] + γUP0[fk].
(18)
where the projector operators P and P0 has the form:
P = P−1 + P0 + P1,
Pm[f ](ϕ) = e
imϕ
2pi∫
0
dϕ′
2π
e−im
′ϕf(ϕ′) , m = ±1, 0 . (19)
The projector operators satisfy to the relations:
sinϕ = P sinϕ, P0 = PP0, P = P
2. Using them, we
can rewrite the kinetic equation in the form:
Pfk = Ekg sinϕ+ g (γNP [fk] + γUP0[fk]) , (20)
where g = PK−1P , K = ik cosϕ + γ. The operator g
actually acts in the space of the harmonics eimϕ with
m = 1, 0,−1. That is, g = g(k) is a 3 × 3 matrix with
the elements:
gmm′ =
2pi∫
0
dϕ′
eiϕ(−m+m
′)
2π
1
ik cosϕ+ γ
. (21)
In the exact form we have:
g =

 g0 g1 g2g1 g0 g1
g2 g1 g0

 , (22)
where
g0 =
1
γ
1√
1 + (k/γ)2
, (23)
g1 = − i
k
[
1− 1√
1 + (k/γ)2
]
, (24)
and
g2 = − γ
k2
[√
1 + (k/γ)2 +
1√
1 + (k/γ)2
− 2
]
. (25)
The function F (ϕ) = P [fk](ϕ), can be represented by
the vector F = (F1, F0, F−1) consisting of the coordi-
nates of F (ϕ) in the basis eimϕ,m = 1, 0,−1. The kinetic
equation (20) yields for F the finite-dimensional equation
containing the 3× 3 matrixes g and r = diag(γN , γ, γN ):
F =
Ek
2i
g

 10
−1

+ grF . (26)
The solution of the kinetic equation (20) can be easily
performed. For F we have from Eq. (26):
F =
Ek
2i
(I − gr)−1g

 10
−1

 , (27)
where I is the 3× 3 unit matrix. Now one can easily find
from Eq. (18) all angular harmonics of the distribution
function fk(ϕ):
fk(ϕ) =
{γNP [fk] + γUP0[fk]} (ϕ) + Ek sinϕ
ik cosϕ+ γ
. (28)
Using Eq. (27) for P [fk] and P0[fk], we obtain from
Eq. (28) the final form of the relation between fk(ϕ) and
Ek:
fk(ϕ) = C(k, ϕ)Ek , (29)
6where C = C(k, ϕ) is expressed via the matrixes r and
g = g(k) as:
C =

 eiϕ1
e−iϕ


T
[r(I − gr)−1g + I]

 10
−1


2i ( ik cosϕ+ γ )
. (30)
First, the obtained general result (30) shows that the
zero (m = 0) harmonic in the distribution function
f(y, ϕ) is equal to zero: fmk = 0 at any k. This means
that no perturbation of the particle density arises in the
linear response on the external field E.
Second, let us consider the different limiting regimes
of transport on base of Eq. (30).
In order to consider the simplest Ohmic regime, let
us again suppose that the external field is homogeneous,
E(y) = const, and it is possible not to impose any
boundary conditions on f(y, ϕ) on the longitudinal sam-
ple boundaries y = ±W/2. For the zero space harmonic,
k = 0, the matrix I−gr is degenerated. The kernel of the
matrix I − gr contains the functions f(ϕ) = const cor-
responding to perturbation of the particle density, which
is conserved in our model. According to this fact, for
the distribution function which is homogeneous and does
not contain a perturbation of the particle density we have
from Eq. (26):
f(y, ϕ) =
E
γU
sinϕ . (31)
Herewith, the inter-particle scattering conserving mo-
mentum does not play any role. Equation (31) describes
the Ohmic regime of transport. For the total current
in this simplest regime we just obtain from Eq. (31) the
usual Drude formula:
I =
πEW
γU
. (32)
If the actual wavevectors k are small as compared with
the total scattering length, k ≪ 1/γ, one should ex-
pect that Eq. (30) describes the hydrodynamic regime
of transport. Herewith let us consider that the normal
scattering conserving momentum is much more intensive
than scattering not conserving momentum: γN ≫ γU .
Indeed, in the case k ≪ 1/γ the elements of the matrix
g have the asymptotes:
g0(k) =
1
γ
− 1
2
k2
γ3
,
g1(k) = −i k
2γ2
, g2(k) = −1
4
k2
γ3
.
(33)
The matrix in Eq. (30) becomes small as compared with
unity:
||r(I − gr)−1g + I|| ≪ 1 , (34)
where ||.|| is some matrix norm. Equation (30) for the
coefficients C gives:
C(k, ϕ) =
sinϕ
γU + γN (k/2γ)2
. (35)
Equations (29) and (35) after the Fourier transform by k
and integration over the variable ϕ with the factor sinϕ
lead to the Navier-Stocks equation for the current density
j(y):
1
4γN
j′′ − γUj + E(y) = 0 . (36)
Here 1/(4γN) is the viscosity coefficient. As it is well-
known [48], in this case only the first and the second
angular harmonics of the distribution function are im-
portant for describing the flow and deriving the Navier-
Stocks equation (36). For the total current I at γU = 0
we have
I = chEγNW
3 , (37)
where ch is a numeric constant.
One can see from Eqs. (30) and (34) that in the hydro-
dynamic regime, γW ≫ 1, the left and the right parts of
Eq. (M3) are of the same order of magnitude and both are
important for deriving the corresponding Navier-Stocks
equation (36).
Note that the above consideration of the hydrodynamic
regime does not describe the near-edge regions of the
widths of the order of 1/γ, where the profile of the cur-
rent density is determined by both inter-particle scatter-
ing and scattering on the sample edges and the hydro-
dynamic boundary conditions, j(y = ±W/2) = 0, are
formed.
For the narrow samples, γW ≪ 1, or for the near-edge
regions of wide samples, the flow is ballistic. The pro-
file of the distribution function and the current density
is formed by the space harmonics with the large wavevec-
tors k ∼ 1/W , k ≫ 1/γ. Correspondingly, one needs to
take into account many harmonics by the variable ϕ in
the distribution function fk(ϕ) in order to describe the
flow [48].
In the case k ≫ 1/γ the elements of the matrix g have
the asymptotes:
g0(k) =
1
k
, g1(k) = − i
k
, g2(k) = − 1
k
. (38)
For the matrix in Eq. (30) we obtain the estimations:
r(I − gr)−1g + I ≈ I (39)
and
||r(I − gr)−1g|| ∼ γ
k
. (40)
As a result, the main part of the coefficient C is
C(k, ϕ) =
sinϕ
ik cosϕ+ γ
, (41)
7and the corrections to this expression, which are propor-
tional to the right part of Eq. (M3), have the relative
magnitude of the order of γ/k.
In this way, in the ballistic regime, γW ≪ 1, the right
part of Eq. (M3) is far smaller than the left part and the
flow profile in the main order by γ/k should be calculated
from the terms in the left part of Eq. (M3).
2. Details of calculations of magnetoresistance
In this section, we will present some details of the cal-
culation of magnetoresistance in the ballistic regime by
the two methods described in the main text: by anal-
ysis of the corrections to the trajectories of individual
electrons [method (i)] and by solving the kinetic equa-
tion with the magnetic field term being a perturbation
[method (ii)].
(i) If the sample is long, L ≫ W , and its edges are
straight, but rough, the main contribution to the total
current comes from the electrons with the initial velocity
angles ϕ ≈ ±π/2 (see Section 3 of the main text). For
such electrons the initial conditions on their trajectories
r±(t) at t = 0 are:
x = 0 , y = −W/2 ,
vx = ±1 , vy = δ > 0 , (42)
or
x = 0 , y =W/2 ,
vx = ±1 , vy = δ < 0 , (43)
where the parameter δ is small: |δ| ≪ 1 [see Fig. 1(a)
of the main text]. The angles of the initial velocities are
ϕ ≈ ±(π/2− δ), where |δ| ≪ 1. Correspondingly, for the
total current we have:
I ≈ 4
∫ 1
δm
dI(δ) . (44)
There exists the characteristic minimal possible value
of the absolute value of the parameter δ of the electrons
which scatter only on the sample edges: δm ≪ 1 . If the
sample is longer than the particle mean free path, L ≫
1/γ, the angles of the trajectories with the directions
close to the x axis are constrained by scattering and δm =
γW . Otherwise, for not very long samples, W ≪ L ≪
1/γ, the maximum value of the parameter δ is determined
by the sample length: δm = W/L.
The solution of the Newton equation for an electron in
magnetic field with the initial conditions (42) is:{
x(t) = ±A [cos(ωct+ φ0)− cos(φ0)]
y(t) = −W/2 +A [sin(ωct+ φ0)− sin(φ0)] , (45)
where A =
√
1 + δ2/ωc, φ0 = ∓atan(1/δ).
The equation (M11) on the value t∗ in an explicit form
is:
Wωc = δ sin(ωct)± [1− cos(ωct)] . (46)
Solution of this equation at ωc ≪ δ2/W should be per-
formed by the perturbation theory by the small param-
eter ωcW/δ
2 ≪ 1. After some calculations we arrive to
the result
t∗(δ) =
W
δ
∓ ωcW
2
2δ3
+
ω2cW
3
2δ5
, (47)
Thus the time t∗ is written as the series: t∗ = t∗0+ t
∗
1+ t
∗
2,
where t∗0 = W/δ is the time t
∗ in zero magnetic field,
while t∗1 and t
∗
2 are the fist and the second order magnetic
field corrections: t∗1 = ∓ωcW 2/(2δ3), t∗2 = ω2cW 3/(2δ5).
These expressions were used in the main text in order to
calculate the total current I by integrating over the angle
ϕ (i. e., by the variable δ).
(ii) In the kinetic equation (M16) the part γNP [f ] of
the collision integral StN [f ] in the main order by the log-
arithm ln[1/(γW )] should be neglected (see the previous
Section). Therefore the equation (M17) takes the form:[
cos(ϕ)
∂
∂y
+ γ
]
f − sin(ϕ)E = ωc ∂f
∂ϕ
, (48)
where the right part is a small perturbation to the left
part.
We seek the solution of Eq. (48) as the series f =
f0 + f1 + f2, where fn ∼ ωnc , n = 0, 1, 2. The function
f0 is given by Eq. (M5), while f1 and f2 satisfy to the
equations: [
cos(ϕ)
∂
∂y
+ γ
]
f1 = ωc
∂f0
∂ϕ
(49)
and [
cos(ϕ)
∂
∂y
+ γ
]
f2 = ωc
∂f1
∂ϕ
. (50)
Below we perform a calculation of the distribution
function corrections f1 and f2 from Eqs. (49) and (50)
in the interval of angles 0 < ϕ < π/2 [see the trajectory
r+(t) on the Fig. 1(a) in the main text]. We will also
find the contribution to the current from the electrons
with these angles. The expressions for the distribution
function and the contributions to the current from the
electrons with the rest angles ϕ, π/2 < ϕ < 2π, are sim-
ilar. Therefore we will present only the final result for
them without details of calculations.
As it had been discussed above, the main contribution
to the current from the electrons with the angles in the
interval 0 < ϕ < π/2 comes from the angles ϕ = π/2− δ,
where 0 < δ ≪ 1. For these angles we have:
cosϕ ≈ δ . (51)
8The expressions for the main part of the distribution
function (M5) and its derivative by ϕ for these angles
0 < ϕ < π/2, ϕ ≈ π/2 take the forms:
f+0 (y, δ) =
E
γ

1− e−
γ
δ
(
y +
W
2
)
 (52)
and
∂f+0 (y, δ)
∂ϕ
=
E
δ2
(
y +
W
2
)
e
−γ
δ
(
y +
W
2
)
. (53)
The solution of Eq. (49) with the right part (53) is:
f+1 (y, δ) =
ωcE
2δ2
(
y +
W
2
)2
e
−γ
δ
(
y +
W
2
)
. (54)
Substitution of this formula to the right part of Eq. (50)
and solving the resulting equation yields:
f+2 (y, δ) =
ω2cE
2δ5
(
y +
W
2
)3
×
×
[
1− 1
4
(
y +
W
2
)
γ
δ
]
e
−γ
δ
(
y +
W
2
)
.
(55)
For the magnetic field correction II2 to the total current
I from the particles with the angles 0 < ϕ < π/2 we have:
II2 ≈
1∫
0
dδ
W/2∫
−W/2
dy f+2 (y, δ) . (56)
The second order contributions III2 ; I
III
2 (y); and I
IV
2
from the other diapasons of angles, π/2 < ϕ < π;
π < ϕ < 2π/2; and 3π/2 < ϕ < 2π, are the same as
due to symmetry of the trajectories with vx = ±|vx| and
vy = ±|vy|. Thus the total magnetic field dependent part
of the current is I2 = 4I
I
2.
A calculation by Eqs. (52), (55), and (56) yields the
final result for the total current in the zero and the second
orders by the magnetic field B ∼ ωc → 0:
I = 2EW 2
[
ln
(
1
γW
)
+
3ω2c
4W 2γ4
]
. (57)
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