Abstract. We show how appropriately chosen functions which we call distinguishing can be used to make deterministic finite automata backward deterministic. These ideas can be exploited to design regular language classes identifiable in the limit from positive samples. Special cases of this approach are the k -reversible and terminal distinguishable languages as discussed in [1,8,10,17,18].
Introduction
The learning model we use is identification in the limit from positive samples as proposed by Gold [13] . In this well-established model, a language class L (defined via a class of language describing devices D as, e.g., grammars or automata) is said to be identifiable if there is a so-called inference machine I to which as input an arbitrary language L ∈ L may be enumerated (possibly with repetitions) in an arbitrary order, i.e., I receives an infinite input stream of words E(1), E(2), . . . , where E : N → L is an enumeration of L, i.e., a surjection, and I reacts with an output device stream D i ∈ D such that there is an N (E) so that, for all n ≥ N (E), we have D n = D N (E) and, moreover, the language defined by
Recently, Rossmanith [19] defined a probabilistic variant of Gold's model which he called learning from random text. In fact, the only languages that are learnable in this variant are those that are also learnable in Gold's model. In that way, our results can also transferred into a stochastic setting.
This model is rather weak (when considering the descriptive capacity of the device classes which can be learned in this way), since Gold already has shown [13] that any language class which contains all finite languages and one infinite language is not identifiable in the limit from positive samples. On the other hand, the model is very natural, since in most applications, negative samples are not available. There are several ways to deal with this sort of weakness:
1. One could allow certain imprecision in the inference process; this has been done in a model proposed by Wiehagen [25] or within the PAC model proposed by Valiant [24] and variants thereof as the one suggested by Angluin [2] where membership queries are admissible, or, in another sense, by several heuristic approaches to the learning problem (including genetic algorithms or neural networks). 2. One could provide help to the learner by a teacher, see [2] . 3. One could investigate how far one could get when maintaining the original deterministic model of learning in the limit.
The present paper makes some steps in the third direction.
The main point of this paper is to give a unified view on several identifiable language families through what we call f -distinguishing functions. In particular, this provides, to our knowledge, the first complete correctness proof of the identifiability of some language classes proposed to be learnable, as, e.g., in the case of terminal distinguishable languages. Among the language families which turn out to be special cases of our approach are the k-reversible languages [1] and the terminal-distinguishable languages [17, 18] , which belong, according to Gregor [14] , to the most popular identifiable regular language classes. Moreover, we show how to the ideas underlying the well-known identifiable language classes of k-testable languages, k-piecewise testable languages and threshold testable languages transfer to our setting.
The paper is organized as follows: In Section 2, we provide both the necessary background from formal language theory and introduce the central concepts of the paper, namely the so-called distinguishing functions and the function distinguishable grammars, automata and languages. Furthermore, we introduce function canonical automata which will become the backbone of several proofs later on. In Section 3, several characteristic properties for function distinguishable languages are established. Section 4 shows the inferrability of the class of f -distinguishable languages (for each distinguishing function f ), while Section 5 presents a concrete inference algorithm which is quite similar to the one given by Angluin [1] in the case of 0-reversible languages. Section 6 exhibits several interesting special cases of the general setting, relating to k-testable languages, k-piecewise testable languages and threshold testable languages. Section 7 concludes the paper, indicating practical applications of our method and extensions to non-regular language families.
Definitions

Formal language prerequisites
Σ
* is the set of words over the alphabet Σ. Σ k (Σ <k ) collects the words whose lengths are equal to (less than) k. λ denotes the empty word. Pref(L) is the set of prefixes of L and u −1 L = { v ∈ Σ * |uv ∈ L } is the quotient of L ⊆ Σ * by u. We assume that the reader knows that regular languages can be characterized either (1) by left-linear grammars G = (N, T, P, S), where N is the set of nonterminal symbols, T is the set of terminal symbols, P ⊂ N × (N ∪ {λ})T
