Few studies have examined the relation between usual physical activity level and rate of hip fracture in older men or applied semiparametric methods from the causal inference literature that estimate associations without assuming a particular parametric model. Using the Physical Activity Scale for the Elderly, the authors measured usual physical activity level at baseline (2000)(2001)(2002) in 5,682 US men !65 years of age who were enrolled in the Osteoporotic Fractures in Men Study. Physical activity levels were classified as low (bottom quartile of Physical Activity Scale for the Elderly score), moderate (middle quartiles), or high (top quartile). Hip fractures were confirmed by central review. Marginal associations between physical activity and hip fracture were estimated with 3 estimation methods: inverse probability-of-treatment weighting, G-computation, and doubly robust targeted maximum likelihood estimation. During 6.5 years of follow-up, 95 men (1.7%) experienced a hip fracture. The unadjusted risk of hip fracture was lower in men with a high physical activity level versus those with a low physical activity level (relative risk ¼ 0.51, 95% confidence interval: 0.28, 0.92). In semiparametric analyses that controlled confounding, hip fracture risk was not lower with moderate (e.g., targeted maximum likelihood estimation relative risk ¼ 0.92, 95% confidence interval: 0.62, 1.44) or high (e.g., targeted maximum likelihood estimation relative risk ¼ 0.88, 95% confidence interval: 0.53, 2.03) physical activity relative to low. This study does not support a protective effect of usual physical activity on hip fracture in older men.
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Hip fracture is the most serious consequence of osteoporosis. It substantially reduces physical function and increases the likelihood of nursing home admission (1) . Approximately 30% of hip fractures occur in men (2) , and risk of death in the year after hip fracture is greater in men (%33%) than in women (%20%) (1) (2) (3) . As the population ages, effective hip fracture prevention strategies are needed.
Physical activity is a potentially attractive intervention for hip fracture prevention; it is inexpensive, is generally suitable for all members of the population, and can be advocated on the basis of prevention and management of several chronic diseases. Structured physical activity interventions in older adults have improved bone mineral density at some skeletal locations (4, 5) ; improved fall-related risk factors, such as balance, walking speed, and muscle strength (6-9); and reduced fall risk (10) (11) (12) (13) . Thus, it has been postulated that physical activity may reduce the risk of hip fracture by maintaining or improving bone strength and reducing fall frequency or severity. On the other hand, physical activity may increase the risk of hip fracture by increasing the incidence of injury, or physical activity may have no effect on hip fracture if the activity is not sufficiently intense or targeted to modify bone strength or fall risk.
To the best of our knowledge, no one has yet conducted a randomized controlled trial to test the effects of physical activity on rates of hip fracture, likely because of the large sample-size requirements for such a trial (14) . Results from prospective observational studies of older women have generally suggested that greater amounts of physical activity were associated with lower hip fracture risk (15) (16) (17) . The extent to which physical activity influences hip fracture risk in older men remains uncertain. In the present study, we examined the association between usual physical activity level and risk of hip fracture in a prospective study of older men.
MATERIALS AND METHODS

Study population
The men studied were participants in the Osteoporotic Fractures in Men Study. During the baseline examination from 2000 to 2002, a total of 5,995 community-dwelling men !65 years of age were enrolled at 6 clinical centers in the United States: Birmingham, Alabama; Minneapolis, Minnesota; Palo Alto, California; Monongahela Valley near Pittsburgh, Pennsylvania; Portland, Oregon; and San Diego, California. Men were not eligible to participate if they reported bilateral hip replacement or required assistance with ambulation. Details of the cohort study design and recruitment have been published elsewhere (18, 19) . The protocol and consent forms for the study were approved by the institutional review boards of all of the participating institutions. All participants provided written informed consent.
To be included in the analysis data set for this report, participants had to have had nonmissing values for the Physical Activity Scale for the Elderly (PASE) score and all potential confounding variables; 5,851 men had adequate data for inclusion. Data were missing because of a participant's refusal to complete a question or examination, equipment failure, or incorrect protocol administration.
Physical activity
Usual physical activity level was assessed by using PASE (20) , a 12-item questionnaire used to assess participation in leisure-time, household, and occupational physical activities during the prior 7 days. Each item was scored by multiplying the activity frequency (hours per day for leisure-time and occupational activities; 0/1 for household activities) by the corresponding activity intensity weight. Item scores were summed to compute the overall PASE score, a unitless relative score that represented the total overall amount of physical activity. Quartiles of the PASE score were used to define low (bottom quartile), moderate (middle quartiles), and high (top quartile) levels of physical activity.
Hip fracture
We contacted participants every 4 months by mailed questionnaire to determine whether they had sustained a hip fracture in the prior 4-month period. Responses to the questionnaires were 99% complete during follow-up. All fractures were validated by centralized physician review of radiology reports.
Potential confounders
We identified an extensive list of risk factors for hip fracture on the basis of published literature and considered these as potential confounders. Risk factor data were obtained at baseline by self-administered questionnaire or through interview or clinical examination by trained, certified staff.
Recorded demographic characteristics included age, self-reported race (white/nonwhite), and clinical site. Height was measured with a wall-mounted Harpenden stadiometer (Holtain Ltd, DyFed, United Kingdom), and body weight was measured with a balance beam scale (except in Portland, where investigators used a digital scale). Body mass index was calculated as weight in kilograms divided by height in meters squared. Average weight at age 25 years was obtained using the questionnaire, and weight change since age 25 years was calculated. Proximal femur and lumbar spine bone mineral density were measured with dual-energy x-ray absorptiometry using Hologic QDR 4500W densitometers (Waltham, Massachusetts) (19) . Dietary calcium was calculated from data obtained by using a modified Block food frequency questionnaire (21) , and cigarette smoking history was obtained from questionnaire. Overall self-rated health (excellent or good versus fair, poor, or very poor), history of fractures after 50 years of age, and history of falling in the past year were ascertained through questionnaire. Cognitive function was assessed with the Teng Modified Mini-Mental State Examination. Participants reported whether a clinician had ever told them they had certain medical conditions. Osteoporosis was defined as a baseline bone mineral density T score (versus a young male reference group) <À2.5 at the femoral neck or total hip (22) .
Four tests of physical performance were administered during the clinic examination (23): a 6-m usual-pace walk; a 6-m narrow-balance walk; 5 repeated chair stands; and grip strength tests of the left and right hands using Jamar dynamometers (Sammons Preston Rolyan, Bolingbrook, Illinois). Participants reported degree of difficulty (none ¼ 0, some ¼ 1, much ¼ 2, unable ¼ 3) in accomplishing 5 daily activities: walking 2-3 blocks, climbing up 10 steps without resting, preparing meals, doing heavy housework, and doing their own shopping. Total difficulty was summed across the 5 daily activities.
Statistical analysis
Overview. Our goal was to estimate marginal adjusted associations between baseline physical activity and hip fracture risk. We begin with notation necessary to define the various approaches and parameters of interest. The observed data for each participant consisted of a 3-level treatment (exposure) variable, A (low, moderate, or high baseline physical activity level), a binary outcome, Y (hip fracture during follow-up), and a set of baseline covariates, W, that we assumed preceded treatment and were potential confounders.
First, we will define the optimal data one could collect to infer causation from measured associations by introducing the counterfactual framework (24, 25) ; later, we will restrict the analyses to include only our parameters of interest as parameters of the actual data-generating distribution. A counterfactual outcome, Y a , is defined as the outcome (1 ¼ yes, 0 ¼ no) an individual would experience if the treatment variable A took on a particular value a. The 3 counterfactual outcomes for each participant in this study, denoted as Y low , Y mod , and Y high , were the hip fracture outcomes that would have been observed if the participant's level of physical activity was low, moderate, or high, respectively. Therefore, a theoretical ''full'' data set would be X ¼ À Y a ; a 2 À low; med; high Á ; W Á~P X;0 , where P X,0 is the true distribution of these full data. Only 1 of these outcomes, corresponding to the observed level of physical activity, was actually observed, and the other 2 remained unobserved, thus the term counterfactual. The marginal or population-level relative risk for moderate physical activity was defined as the ratio of population means,
, that is, as the ratio of the mean hip fracture risk if all men in the study population were moderately physically active to the mean hip fracture risk if their levels of physical activity were uniformly low. The marginal relative risk for high physical activity was defined analogously as
To estimate these parameters from the observed data, we had to make identifiability assumptions. We defined the observed data as O ¼ (Y, A, W)~P 0 and noted that under identifiability assumptions (26) ,
The identifiability assumptions are as follows: 1) The randomization assumption, A ? Y a jW, requires that treatment be randomized with respect to the set of all counterfactual outcomes, given the covariates; 2) the experimental treatment assignment (ETA) or positivity assumption (27) (28) (29) (30) requires that each participant has a nonzero probability of all possible levels of treatment, given his observed covariates; and 3) the consistency assumption (26) , which is related to the interdependence of the counterfactual outcomes in a population, sometimes called Rubin's Stable Unit Treatment Value Assumption (25) , requires that each individual's observed outcome, under his observed treatment history, be his potential counterfactual outcome under that same treatment history. We concentrated on estimating the parameters as a function of the data-generating distribution (P 0 ) and noted that the interpretation of these would depend on the validity of these assumptions.
To estimate the associations of interest, we estimated marginal (adjusted) hip fracture probabilities for each of the 3 levels of physical activity and compared these to derive relative risk estimates by implementing 3 estimation techniques: inverse probability of treatment weighting (IPTW), G-computation, and doubly robust targeted maximum likelihood estimation (T-MLE). Each estimation technique relied on different assumptions about estimation of components of P 0 , so the 3 methods allowed us to assess the robustness of association estimates.
All analyses were conducted using R, version 2.5.1 (R Foundation for Statistical Computing, Vienna, Austria), and SAS, version 9.1 (SAS Institute, Inc., Cary, North Carolina).
IPTW. For all of our techniques, to define our measures of association, we needed to estimate the marginally adjusted mean. IPTW can be used to derive the marginal mean by reweighting the data set so that treatment assignment appears to be randomized (i.e., the relation between W and A is broken), and thus the joint distribution of measured covariates is equal across physical activity groups. Larger weights were assigned to participants whose observed physical activity treatment was less probable given their covariates, and smaller weights were assigned to participants whose observed physical activity treatment was more probable given their covariates. Stabilized weights, defined asPðA ¼ aÞ=PðA ¼ ajWÞ, were calculated after fitting a multinomial logistic regression model of the physical activity treatment mechanism given potential confounders, g 0 ðajWÞ[P 0 ðA ¼ ajWÞ. The parameters of this treatment model were not of direct interest, but consistent estimation of the association between physical activity and hip fracture relies on correct specification of the treatment model. The importance of this and the other techniques is they can allow the derivation of these simple measures of association without the assumption of a specific parametric model and thus can ''learn'' from the data while still providing trustworthy inference. Therefore, we fitted the treatment model with the data-adaptive Deletion/Substitution/Addition algorithm, which combines a flexible and aggressive data-adaptive search and cross-validation to avoid overfitting (31) . We allowed for up to 2-way interactions, cubic terms, and 10 total terms in addition to the intercept. Percentile-based 95% confidence intervals for the associations of interest were derived from 10,000 bootstrap iterations created by resampling participants from the study population with replacement. Equivalent Deletion/Substitution/Addition and bootstrap approaches were used to fit all models and derive 95% confidence intervals for G-computation and T-MLE.
We evaluated potential practical violations of the ETA assumption after fitting the treatment model by plotting the distribution of predicted physical activity probabilities for each level of observed physical activity (Figure 1) . Empirically, the ETA assumption appeared to be met for low and moderate physical activity levels, as all participants, regardless of their observed physical activity level, had a positive predicted probability (5%-95%) of low and moderate physical activity, given their covariates. However, 169 participants had a predicted probability <5% for high physical activity level given their covariates. To avoid any violation of the ETA assumption, we wanted to include only participants who could reasonably have a high physical activity level, so we excluded these 169 individuals (hip fracture was observed in 15 (8.9%)). The final data set for all analyses consisted of 5,682 participants.
After the treatment weights were assigned, we fitted a standard unadjusted weighted logistic regression model of hip fracture on physical activity (participants were weighted by their IPTW weights), and we estimated hip fracture risks for each level of physical activity from the fitted probabilities. Indicator variables were used for moderate and high physical activity levels; low physical activity level was the reference.
G-computation. In contrast to IPTW, the G-computation technique in essence imputed the hip fracture outcomes for each participant on the basis of a multivariable logistic regression model of physical activity on hip fracture, Q 0 ðA;WÞ[E 0 ðYj A;WÞ. This was achieved by using the logistic model fitted with the Deletion/Substitution/Addition algorithm to predict the probability of hip fracture for each participant at each of the 3 levels of physical activity while holding his covariates, W, constant at their observed level, and then averaging these outcomes across all participants to estimate the adjusted marginal means,
ðYj A ¼ a;W i Þ, for a ¼ (low, moderate, and high). We then calculated corresponding relative risks of interest. In contrast to IPTW, which required that the model for the treatment weights be specified correctly, G-computation is a maximum likelihood method and thus required that the logistic model used for estimating Q 0 (A,W) be specified correctly. T-MLE. T-MLE uses an augmentation of the model for Q 0 (A,W), such that applying plug-in estimation based on G-computation and maximum likelihood estimation of Q 0 results in a doubly robust (consistent if the model for either Q 0 or g 0 is correctly specified) estimator of E(Y(a)) (32, 33) . One can also use an estimation equation approach to derive an estimator with the same asymptotic properties, but the virtue of T-MLE estimation is that it guarantees a proper model for the parameter of interest in finite samples and can be often implemented with standard software. It also provides a mechanism (loss-function) for choosing models for g 0 for estimation of the parameter of interest, E(Y(a)) (32).
RESULTS
Participant characteristics
Men who reported higher levels of physical activity were younger, were more highly educated, were more likely to be married, had gained less weight since 25 years of age, had greater total hip and femoral neck bone mineral density, had greater dietary calcium intake, were less likely to be current smokers, were more likely to report excellent or good health, had slightly better cognitive function, and were less likely to have a history of a variety of medical conditions (Table 1) . They also had a faster usual walking speed, were more likely to complete the narrow balance walk and 5 repeated chair stands, had greater grip strength, and reported less total difficulty with 5 daily activities.
Physical activity
Among men with a low level of physical activity, the overall PASE score ranged from 0 to 100, with a mean of 67.2 (standard deviation ¼ 24.8); among men with a moderate level of physical activity, it ranged from 101 to 186, with a mean of 143.3 (standard deviation ¼ 23.8); and among men with a high level of physical activity, it ranged from 187 to 486, with a mean of 236.7 (standard deviation ¼ 45.8) ( Table 2 ). Household activities accounted for the largest proportion of the overall PASE score, followed by leisure-time and occupational activities. Light and heavy housework and lawn work/yard care were the most common household activities; walking was the most common leisuretime activity.
Hip fracture
During a mean 6.5 years (standard deviation ¼ 1.4) of follow-up, 95 men (1.7%) experienced a hip fracture, corresponding to an incidence of 2.6 per 1,000 person-years (95% confidence interval (CI): 2.1, 3.1). Most hip fractures (n ¼ 66, 69.5%) involved a fall from standing height.
Hip fracture was observed in 31 men (2.3%) with a low level of physical activity (3.7 per 1,000 person-years; 95% CI: 2.4, 5.0), in 47 men (1.6%) with a moderate level of physical activity (2.5 per 1,000 person-years; 95% CI: 1.8, 3.2), and 17 men (1.2%) with a high level of physical activity (1.2 per 1,000 person-years; 95% CI: 0.9, 2.6). Unadjusted relative risk estimates were 0.71 (95% CI: 0.45, 1.12) for moderate and 0.51 (95% CI: 0.28, 0.92) for high physical activity.
The logistic and multinomial regression models selected by the Deletion/Substitution/Addition algorithm are presented in Web Table 1 (available at: http://aje.oxfordjournals.org/). The resulting stabilized IPTW weights ranged from 0.38 to 5.04, with a mean of 1.00.
Estimated absolute hip fracture risks if all participants had a given level of physical activity (low, moderate, and high) were generally consistent across the 3 estimation methods (Table 3 ). There was a slightly graded association between amount of physical activity and hip fracture risk, suggesting that greater amounts of physical activity reduced risk of hip fracture. However, confidence intervals were wide and overlapping. Indeed, relative risk estimates using IPTW showed that risk of hip fracture was not significantly reduced by moderate or high levels of physical activity relative to low levels of physical activity. Relative risk estimates from G-computation were very similar to IPTW estimates. Use of T-MLE resulted in somewhat attenuated relative risk estimates compared with the other estimators.
DISCUSSION
In the present large study of older men, unadjusted analyses showed that men with high physical activity levels had a 49% lower risk of hip fracture than did men with low physical activity levels. However, physical activity levels were strongly associated with other risk factors for hip fracture, and semiparametric analyses that controlled for confounding did not support an association between physical activity level and hip fracture. Although all of the relative risk point estimates for moderate and high physical activity (vs. low) were <1 and each estimator suggested a similar trend of decreasing hip fracture risk with increasing physical activity, the confidence intervals were wide and spanned the null. T-MLE analyses, which we regarded to be the least biased because the estimation procedure was doubly robust, indicated little difference in hip fracture risk for men with moderate or high physical activity levels relative to those with low physical activity level. Previous studies of physical activity and rates of hip fracture in older men have had inconsistent results. As in the current study, researchers in some previous studies found no significant reduction in hip fracture risk across physical activity levels (17, (34) (35) (36) . Others found lower hip fracture risk among more physically active men (34, 35, (37) (38) (39) , but some did not account for important sources of confounding other than age (35, 39) .
The current results do not preclude the possibility that an exercise program targeted to maintenance of bone health and fall risk reduction could decrease the risk of hip fracture in older men, but they suggest that typical forms of physical activity in older men have a limited ability to prevent hip fracture. A possible explanation is that the physical activity usually undertaken by older men does not provide sufficient magnitudes or rates of loading to enhance bone strength. Although the ideal physical activity prescription to optimize bone health in older adults remains unclear, animal studies indicate that short, novel, vigorous loading bouts separated by rest periods enhance the osteogenic response (40, 41) . Exercise interventions in older adults that reduce bone fragility involve progressive and high-intensity resistance and agility training, dynamic movements, multidirectional acceleration/deceleration, and moderate-to-high impact loads (4, 5) . It is unlikely that household activities or walking, the most common activities in the present study, provided sufficient stimuli to maintain or increase bone strength. Indeed, most men experienced some amount of bone loss at the hip during follow-up (42) .
We chose to analyze the relation between baseline physical activity and hip fracture by using semiparametric methods to control for confounding without assuming an arbitrary parametric model. A conventional analysis approach might use a multivariable logistic regression model with only main terms. The results of conventional analyses (Web Table 2 ) were qualitatively consistent with the main results presented in this article. Despite this similarity, there are many advantages to the use of semiparametric methods. First, one never knows whether a traditional analysis will yield similar results unless one estimates adjusted associations without making the arbitrary assumptions that are typical of standard analyses. In addition, even if one did such an analysis, it is erroneous to report inference under that model, because in truth one does not know the form of Q. Therefore, the apparent advantages of traditional parametric regression approaches are misleading because these approaches include bias but do not account for either the bias or the variance in the correct model for the data-generating distribution (and that is one where almost nothing is known). Regardless, all methods should have diagnostics that inform the amount of information a data set contains about the parameter of interest, and the ETA assumption is particularly relevant in this regard. By testing this assumption, we ensured there was experimentation in our data set, that is, that all men in the study population could have achieved each possible level of physical activity, conditional on his covariate distribution. Without sufficient experimentation, causal interpretations and deductive inference are not valid.
This study has certain limitations. There was an unquantifiable amount of measurement error in the PASE scores. We do not know the error structure, but we expect any bias to be toward the null. Our results are susceptible to bias from unmeasured confounding. For example, low serum 25-hydroxyvitamin D levels are associated with increased hip fracture risk (43, 44 ), but we did not include serum 25-hydroxyvitamin D in the set of potential confounders because these measures were available only in a subset of the cohort (n ¼ 1,608). Relative risks were estimated rather imprecisely because of the relatively small number of hip fractures. In all analyses, we modeled risk over the entire duration of follow-up. We could have modeled the hazard over discrete periods of time, such as 1 year. Because hip fracture was rare, it is unlikely that modeling the hazard would substantially change the results. Despite these limitations, the Osteoporotic Fractures in Men Study cohort is one of the largest cohorts of well-characterized older men with adjudicated hip fractures. Moreover, for reasons of prohibitive size and cost, it is unlikely that a randomized controlled trial will be conducted to test the effects of physical activity on hip fracture. Thus, associations from observational studies, such as this one, represent the best available evidence about the potential impacts of physical activity on hip fracture.
In conclusion, the results of this study, based on an approach that was completely agnostic to the data-generating distribution but that used optimal estimation techniques within that model, do not support a protective effect of overall amount of usual physical activity on hip fracture risk in older men. Results contained within this article were presented at the Society for Epidemiologic Research Annual Meeting, June [23] [24] [25] [26] 2009 , Anaheim, California, and published in abstract form (45) .
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