Based on finitely additive white n o k theory, we may derive the likelihood ratio for random vari- This include8 stochastic proceeses, defined on an one-or multi-dimensional continuous-parameter bounded domain. In certain circumstances, the likelihood ratio for continuous proceases may be computed directly. In general however, we will have to approximate the likelihood ratio. In this paper approximations for the likelihood ratios for continuous-parameter processes will be studied. Starting from a sequence of finite dimensional projection operators in the Hilbert space, strongly converging to identity, we show that the likelihood ratios for the projected processes converge to the likelihood ratio for the original procees.
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dom variables' m clasaical sense since the measure induced by the process in the image space is not ensured to be countably additive over the Bore1 a-algebra in the image space.
The main advantage of finitely additive white noise theory over the claseical theory of stochae tic processes, is that it enables ua to define white noise in such a way that it can redly be seen as the natural extension of the notion of discreteparameter white noire. The results obtained in this theory are precise limits of corresponding results for band-limited processes and no correction terms (like Wong-Zakai correction) have to be introduced. One drawback of white noise theory is that we have to work with measure6 that are only finitely additive. Thia lack of countable additivity however can be compenerted by using the topological structure of the Hilbert space. For more about finitely additive white noise, we refer to [e] 
, [SI,
Baaed on finitely additive measures, it is quite eaey to determine the likelihood ratio for stochaetic processes, as is pointed out in section 3. One requirement for the process is that it is 'signal plus noise', where the signal is a physical random variable. The derivation of the likelihood ratio is independent of the fact whether the process has a discrete or continuous parameter, or whether the parameter is one-(mostly time) or multi-dimensional [6], [lo] . This expression for the likelihood ratio however contains terms, which in general cannot be directly expressed in computable form. Situations for which this problem is solvable are the c u e where the process is cyclic, and the cade where we are able to derive the 'one-directional filter' (filtering in one direction, smoothing in the other directions of the parameter domain of the process) [lo] problem. Therefore, we may look for 'good' approximations. In this paper we determine a class of approximations which are unbiased in a way we define later in this paper. Moreover, discretiation of the continuous-parameter process turns out to be one of the possibilities to approximate the likelihood ratio. Especially for distributed parameter problems defined by means of elliptic PDE, discretization gives a very simple way to approximate the likelihood ratio. Discretization of elliptic PDE results in a Nearest Neighbor model (NNM)
[l], 121, 191, for which the likelihood ratio has been obtained in [12] .
Preliminaries
Let Y denote the observation process, which is the sum of signal and Gaussian noise, Y = S + N.
Suppose that the process is defined on a bounded continuous-parameter domain D. The signal S and the white noise N are supposed to be independent processes (or operators), mapping the finitely additive probability space (or cylinder probability
and C the algebra of cylinder sets on U. p~ is the finitely additive canonical Gaussian measure on (U, C). The white noise process is equivalent to the identity operator, and is a weak random variable, which means that the measure induced by N is again only finitely additive. The signal operator S however is supposed to be a physical random variable which means that the measure ps, induced by the signal can be extended to a 
S.
A finitely additive measure pl is absolutely continuous with respect to another finitely additive measure p2 if for any E > 0, there exists a 6 > 0 such that for any C E C, p z ( C ) < E implies that pl(C) < 6. A finitely additive measure p is absolutely continuous with respect to the canonical Gaussian measure p~ if and only if the covariance operator of p can be written as I + Rs where Rs is a Hilbert Schmidt operator. This implies that the measure induced by the observation process Y, p y is absolutely continuous with respect to p c since it has covariance operator I + Rs where Rs is the covariance operator of p s which is nuclear and hence Hilbert Schmidt.
S The Iikelfiood ratio for continuous-parameter processes
Let Y be the observation process defined on a bounded continuous (multi-parameter) domain D, and Y mapping into U = Ls (D). For observations inducing a countable additive measure on the image space, the likelihood ratio can be defined M the Radon-Nikodym derivative of the measure induced by the observation process, p y , with respect to some reference measure. The Radon Nikodym derivative exists if the measure py is absolutely continuous with respect to this reference measure.
In finitely additive white noise theory, however, the observation process does not induce a countable additive measure on the image space, and therefore we need a modification of the definition of Radon-Nikodym derivative. Let p~ be the canonical Gaussian (finitely additive!) measure on (U,C), and C denote the cylinder algebra in U.
The likelihood ratio is defined to be the RadonNikodym derivative between the measures py and PG, formally More precisely, the Radon-Nikodym derivative between finitely additive measures can be defined a the p~ physical random variable F : U -t R such that for each monotone increasing sequence of finite dimensional projections {pk}, strongly converging to identity, r uniformly in C E C. Although this property should hold for any sequence of finite dimensional projections, strongly converging to identity, one may prove that it is sufficient to find a pc-physical random variable, and only one sequence of finite dimensional projections, such that the above equality holds true. This gives the opportunity to define a suitable sequence of projections which enables determination of F, and hence the likelihood ratio. Therefore, let p y be the measure induced by the observation process. Then p y is a Gaussian finitely additive measure with covariance opem tor I + Rs, where Rs is nuclear. Let {&} be Application of the result above to practical situations will cause problems, since computation of determinant and inverse of the covariance operator is needed. In the situation where the parameter domain is one-dimensional, the expression for the likelihood ratio may be rewritten into a form where only the filter operator for the signal S is needed. In the multi-dimensional situation, assuming for simplicity that D ia rectangular, we can use multi-directional Krein factorization in order to rewrite the expression for the likelihood ratio. The likelihood ratio then may be expressed in one-directional filters for the signal S, which means filtering in one direction, and smoothing in all other directions [lo] . This method has been succesfully applied t o a generalisation of Wong's two-parameter model [ 111.
Another situation where we may rewrite the likelihood ratio in a computable form ia the case where we assume that the domain D is cyclic. Then, using Fourier transforms, the eigenvalues of the covariance operator may be explicitely computed, and therefore the likelihood ratio. When the number of observation points is relatively large, computation of determinant and inverse of the covariance matrix may demand considerable computational efforts. In certain circumstances, the expression may be simplified. In section 3 we mentioned that computation of the likelihood ratio for continuous parameter processes may cause problems, since determinant and inverse of the infinite dimensional covariance o p erator (I + Rs) is needed. In some situations the expression for the likelihood ratio may be rewritten in computable forms, but what can be done in the general situation? The usual way is to try to find an approximation, and so we do. In this section we show how the finitely additive white noiuse setup gives a straightforward method for approximation of the likelihood ratio, using finite dimensional projections. In section 3 it was pointed out that the likelihood ratio for a process Y defined on is given by the unique pc-physical random variable F : N + R such that for each monotone increasing sequence of finite dimensional projections {Pk}, strongly converging to identity, uniformly in c E c.
The likelihood ratio hence is defined via finitedimensional projections, and this opens the way to approximate the likelihood ratio by its finitedimensional counterpart t o Pk.
Let {pk} be an arbitrary sequence of finitedimensional projections, monotonically incre as- The theorem proves, that any sequence of finitedimensional projections, strongly. converging to identity, gives a sequence of likelihood ratios, converging to the likelihood ratio for the continuousparamter stochastic process. This implies that approximation for instance holds for Fourier sequences, wavelets, etcetera. In next section we show how discretization also fits in this setup.
Discretiration
Discretisation of the stochastic process is one method to approximate the likelihood ratio for the original continuous-parameter stochastic process.
The feature of this method is that many results are known for determination of the likelihood r* tio for discretired models. In this section we will restrict to the case where Then the space Up, denotes the set of square integrable step functions with horizontal step size h? and vertical step size h!j. Further, the sequence of projections {Pk,k = 1, ...} is monotonically increasing and strongly converging to identity, which implies that this sequence may be used for approximation of the likelihood ratio. Since the functions 4 span In the caae that we restrict oumelvea to the continuous functions, C" (P) c L; (P), unbiaeedness of the approximation also hold8 for the situation where we obtain dirrcretisation via 8amphg.
Concluding Remarks
In this paper we derive approximations for the likelihood ratio for continuouo-parameter stochastic processes. We may conclude that any sequence of strocgly converging finite-dimensional projeetions provideo an unbiased approximation. hther research has to be done on the problem which kind of projections are most suitable for particular problems, in the sense that the approximation is efficient. Another question is how things work out for some particular problems, like the Poisson equation, etc.
