Residual nilpotence and ordering in one-relator groups and knot groups by Chiswell, I. M. et al.
ar
X
iv
:1
40
5.
09
94
v2
  [
ma
th.
GR
]  
2 N
ov
 20
14
Residual nilpotence and ordering in
one-relator groups and knot groups
I. M. Chiswell, A. M. W. Glass and John S. Wilson
October 10, 2018
Abstract
Let G = 〈x, t | w〉 be a one-relator group, where w is a word
in x, t. If w is a product of conjugates of x then, associated with
w, there is a polynomial Aw(X) over the integers, which in the
case when G is a knot group, is the Alexander polynomial of the
knot. We prove, subject to certain restrictions on w, that if all
roots of Aw(X) are real and positive then G is bi-orderable, and
that if G is bi-orderable then at least one root is real and positive.
This sheds light on the bi-orderability of certain knot groups and
on a question of Clay and Rolfsen. One of the results relies on
an extension of work of G. Baumslag on adjunction of roots to
groups, and this may have independent interest.
1 Introduction
Let G be a group. A total order < on G is called a bi-order if u < v implies
ux < vx and xu < xv for all u, v, x ∈ G. We say that G is bi-orderable if there
Keywords: one-relator group, HNN extension, residually torsion-free nilpotent,
parafree, tree product, generalized torsion element, orderable group, knot group,
Alexander polynomial.
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exists a bi-order on G. Free groups are bi-orderable (see [9, Example 1.3.24]).
The bi-orderability of groups arising in a topological context, especially knot
groups, has attracted considerable interest. Here we shall be mainly concerned
with one-relator groups with two generators.
Let w = w(x, t) be a non-identity element of the free group F on x, t, and
suppose that the weight (that is, the exponent sum) of t in w is zero. Then w
lies in the normal subgroup N of F generated by x and we can write
w = xm1t
d1
. . . xmrt
dr
(∗)
for some integer r > 1 and some integers di, mi. (Throughout, a
b stands for
b−1ab, [a, b] for a−1ab.) For each j ∈ Z, let τj(w) = {i | di = j} and let
Sw = {j |
∑
i∈τj(w)
mi 6= 0}. Thus Sw is empty if and only if w is in the
derived subgroup N ′ of N . Suppose that w ∈ N \N ′, so that Sw 6= ∅; let ew
and dw be the smallest and largest members of Sw and define Aw(X) to be
the element
∑r
i=1miX
di−ew of the polynomial ring Z[X]. Hence Aw(X) is a
polynomial with non-zero constant coefficient.
We say that w is a tidy word if w ∈ N \N ′ and τj(w) = ∅ for all j > dw and
all j < ew. We say that w is principal if w is a tidy word and τdw(w) contains
just one element; w is called monic if w is principal and mk = 1, where k is
the unique element of τdw(w). Thus the polynomial Aw(X) is monic if w is
monic. Clearly Aw = Awt.
We shall consider groups G with two generators x, t and a single defining
relation w(x, t) = 1. By possibly a change of generators (cf. [11, Chapter V,
Lemma 11.8]), we may assume that w has the form (∗). Let K be the normal
subgroup of G generated by x; so G = K ⋊ 〈t〉 and 〈t〉 is infinite cyclic. Note
that, assuming w ∈ N \N ′, Aw(X) is an integer multiple of the characteristic
polynomial of the automorphism of (K/K ′) ⊗Z R induced by conjugation by
t in G. Moreover, the characteristic polynomial of this automorphism is equal
to its minimal polynomial.
In the case when G = 〈x, t | w〉 is the group of a knot in the 3-sphere, Aw
is just the Alexander polynomial of the knot. This can be seen, for example,
from the description of the Alexander polynomial in [7, Chapter VIII, Section
3].
We shall prove the following result.
Theorem A. Let h, z be non-identity elements of any bi-ordered group G and
suppose that w(h, z) = 1, where w is a tidy word in the free group on x, t.
Then Aw(X) has a positive root.
In this result, h, z are arbitrary elements of any bi-ordered group satisfying
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w(h, z) = 1. Theorem A may be compared with [4, Theorem 1.4]. It applies
to knot groups and generalizes [4, Theorem 1.1] in the 2-generator case.
The main result in [15] asserts that, if the Alexander polynomial of a fibred
knot has all its roots real and positive, then its group is bi-orderable. It is
obtained as a consequence of the following
Theorem ([15], Theorem 2.6). Let ϕ be an automorphism of a free group F
of finite rank. If all eigenvalues of the automorphism of the abelianization F ab
of F induced by ϕ are real and positive, then F has a ϕ-invariant bi-ordering.
This statement is equivalent to the assertion that the semi-direct prod-
uct F ⋊ 〈ϕ〉 (where ϕ has infinite order or is trivial) is bi-orderable (see for
example Remark 4.1). We shall use the following more general criterion for
bi-orderability in our key results.
Theorem B. Let G be an extension of a residually (torsion-free nilpotent)
group K by a bi-orderable abelian group Φ. Suppose that the real vector space
V = Kab ⊗ R is finite-dimensional, and that all eigenvalues of maps induced
on V by elements of Φ are positive real numbers. Then G is bi-orderable.
The case of Theorem B in which Φ is cyclic is essentially [10, Proposition
3.4]. The next theorem generalizes [15, Proposition 4.4] in the 2-generator
case.
Theorem C. Let G be a group with presentation 〈x, t | w〉, where w is a monic
word in the free group on x, t. If all roots of Aw(X) are real and positive, then
G is bi-orderable.
There is a similar result for the case when Aw(X) is principal but not
monic. It requires extra hypotheses that are easy to check.
Theorem D. Let G be a group with presentation 〈x, t | w〉, where w is a
principal word in the free group on x, t. Let Aw(X) = a0 + · · ·+ ad−1X
d−1 −
mXd and assume that gcd{a0, . . . , ad−1} = 1 and ad−1 is not divisible by m.
If all roots of Aw(X) are real and positive, then G is bi-orderable.
Because of Theorem B, in order to prove Theorems C and D, it will suffice
to prove that in each case the normal subgroup K generated by x ∈ G is
residually (torsion-free nilpotent).
We prove Theorems A, B and C in Sections 3, 4 and 5 respectively. Theo-
rem D is substantially harder to prove than Theorem C, and some prerequisite
results on adjunction of solutions of equations over groups are given in Section
6; this section can be read independently. A result that implies Theorem D is
proved in the final section.
3
2 Examples and applications
The conditions on words arising in Theorems C and D appear at first sight
quite restrictive. We begin with examples illustrating the need for some of the
conditions, and then discuss applications of our results to knot groups.
We recall that a non-identity element g of a group G is a generalized torsion
element (or a tˆ-element for short) if some (non-empty) product of conjugates
of g is trivial. Clearly bi-orderable groups have no tˆ-elements; see [13, p. 79].
Example 2.1. Since [am, bn] is a product of conjugates of [a, b] ifm,n > 0, the
groups G(m,n) = 〈x, t | [xm, tn]〉 with mn > 1 have [x, t] as a tˆ-element and
so are not bi-orderable. In this case, Aw(X) = m(X
n− 1) where w = [xm, tn];
so Aw(X) is non-monic unless m = 1 and has roots that are not positive real
numbers unless n = 1.
Example 2.2. If a, b are elements of a bi-orderable group having non-trivial
powers that commute, then a, b commute. Thus if |m| > 1, |n| > 1 and w1, w2
are tidy words that do not commute in the group G = 〈x, t | wn1w
−m
2 〉, thenG is
not bi-orderable. In particular, the Baumslag–Solitar groups B(m,n) := 〈x, t |
xn(xt)−m〉 with coprime m,n > 2 are not bi-orderable. Similarly, if f(X) =
b0+· · ·+bd−1X
d−1 is a non-zero primitive polynomial and w = (xf(t))n(xt
d
)−m
with coprimem,n > 2, then the group G := 〈x, t | w〉 is not bi-orderable. This
follows because [xt
d
, xf(t)] 6= 1, since the subgroup 〈x, xt, . . . , xt
d
〉 is isomorphic
to F ∗
(xf(t))n=(xtd)m
〈xt
d
〉 where F is the free group on generators x, . . . , xt
d−1
(see the proof of the Freiheitssatz in [11, Chapter IV, pp. 198–199]). Note
that Aw(X) = nb0+ · · ·+nbd−1X
d−1−mXd. Therefore the greatest common
divisor condition in Theorem D cannot in general be removed.
The next two examples indicate that the existence of one positive root
does not suffice for bi-orderability.
Example 2.3. Let G = 〈x, t | w〉, where w = (xtxm)t(xtxm)n for some non-
zero m,n ∈ Z; thus Aw(X) = (X + m)(X + n). We can write G as an
HNN extension with 〈x, xt〉 a free rank 2 subgroup of the base group (again
by the proof of the Freiheitssatz, op cit.). So xtxm, [xt, x], xtx−1 are all non-
identity elements. Hence xtxm is a tˆ-element if n > 0. If n < 0 < m, then
[xt, x]t = [(xtxm)−nx−mt, xt], a product of conjugates of [x, xt] = [xt, x]−1 since
−n > 0; so [xt, x] is a tˆ-element. Thus for these cases when the quadratic
Aw(X) has only one positive real root, the group G has tˆ-elements, and G
is not bi-orderable. In particular, 〈x, t | xt
2
x−1〉 is not bi-orderable since
xt
2
x−1 = (xtx−1)t(xtx−1) and xtx−1 is a tˆ-element.
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Example 2.4. Let G := 〈x, t | w〉, where w = xt
3
x−1. Then Aw(X) = X
3−1.
We have w = (xtx−1)t
2
(xtx−1)t(xtx−1); therefore [t, x−1] = xtx−1 is a tˆ-
element and G is not bi-orderable.
Question 1. Suppose that 〈x, t | w〉 is bi-orderable. Must all roots of Aw(X)
be positive real numbers?
Question 2. Let w(x, t) be a tidy word that is not principal. If all roots of
Aw(X) are positive real numbers, is the group 〈x, t | w〉 bi-orderable?
Question 3. Is every generalized torsion-free one-relator group bi-orderable?
For background material on knot groups, see [17]. If a knot group is a
2-generator group and has a presentation 〈x, t | w〉 with w a tidy word in x, t,
then, as noted in §1, the Alexander polynomial of the knot is equal to Aw(X).
As an immediate consequence of Theorems A, C and D, we have
Corollary 2.5. Let G be the group of a knot in S3. Suppose that G has a
presentation with two generators and one relation which is tidy.
(1) If G is bi-orderable, then its Alexander polynomial has a positive real
root.
(2) If a word defining G is monic and all roots of the Alexander polynomial
are positive, then G is bi-orderable.
(3) Suppose that the word w defining G is principal, and that the Alexander
polynomial has the form a0+· · ·+ad−1X
d−1−mXd with gcd{a0, . . . , ad−1} =
1 and ad−1 not divisible by m. If all roots of the Alexander polynomial
are positive, then G is bi-orderable.
Assertion (1) had been conjectured, and (2) was proved in [15] for the
special case of fibred knots; in this case the Alexander polynomial is monic.
Assertion (3), and a slightly more technical result proved as Theorem E below,
allow us to consider some knot groups for which the Alexander polynomial is
not monic.
The relator for the 52 knot is x
−3tx2x2t
2
. So its Alexander polynomial
is 2X2 − 3X + 2. Since this has no real roots, the 52 knot group is not bi-
orderable. Generalized torsion in knot groups is studied in Naylor and Rolfsen
[14], and they establish a stronger result by exhibiting a tˆ-element in the 52
knot group.
Quartic monic Alexander polynomials of fibred knot groups have the form
X4 − aX3 + (2a− 1)X2 − aX + 1 or X4 − aX3 + (2a− 3)X2 − aX + 1 where
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a ∈ Z (see [15]). For a = 5, 4, 3, 2, 0,−1,−2 the polynomial of the first type
has no positive real roots and so by Corollary 2.5(1) the corresponding group
is not bi-orderable. In the other cases our results add nothing to what was
previously known (see [4]).
Further applications of Corollary 2.5 to knot groups can be found in [3].
3 Proof of Theorem A
Recall that the convex subgroups of a bi-ordered group form a complete chain
from {1} to G under inclusion; and if L, L∗ are consecutive convex subgroups
in this chain with L < L∗, then L ⊳ L∗ and L∗/L is isomorphic to a subgroup
of R. (See [8, pp. 50–51] or [9, Lemmata 3.1.2, 3.1.3 and Corollary 4.2.5].)
Write w as in (∗) in the Introduction. We may assume that G = 〈h, z〉.
Since G is non-trivial and finitely generated, it has a maximal proper convex
subgroup L, and G/L is abelian. Hence hm ∈ L, where m =
∑
mi = Aw(1).
So either Aw(1) = 0 and 1 is a positive root of Aw(X), or h ∈ L. We may
assume the latter; thus L 6= {1} and z /∈ L.
Let Y := {hz
e
, hz
e+1
, . . . , hz
d−1
}, where e := ew and d := dw are as defined
in the Introduction. Let C∗ be the smallest convex subgroup of G containing
Y . Suppose that n > d and hz
i
∈ C∗ for e 6 i < n, but that g /∈ C∗ where
g = hz
n
. Let D∗, D be respectively the smallest convex subgroup containing
g and the largest convex subgroup not containing g. Then C∗ 6 D ⊳ D∗ and
D∗/D is abelian. We have w(h, z)z
n−d
= 1 ∈ D ✁D∗; but the element on the
left is a product of conjugates of h that lie in D and powers of g whose product
is gm
′
where m′ =
∑
dj=d
mj 6= 0. Thus g
m′ ∈ D. Since D∗/D is torsion-free
and g ∈ D∗ \ D, this is a contradiction. We conclude that hz
n
∈ C∗ for all
n > e. A similar argument shows that hz
n
∈ C∗ for all n 6 d. Therefore
C∗ ⊳ G, and it follows that C∗ = L.
Since Y is finite, there is a largest convex subgroup C of G not containing
Y . Thus C is the unique maximal convex subgroup strictly contained in C∗,
and so C ⊳ G and C∗/C is isomorphic to a subgroup of R. By Hion’s Lemma
[13, Theorem 1.5.1], conjugation by z must act on C∗/C as multiplication by
a positive real number, λ say. Our relation (∗) satisfied by h, z holds for the
images h¯, z¯ modulo C. In module notation this becomes
0 = h¯Aw(z¯) = h¯Aw(λ).
The theorem follows. ✷
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4 Proof of Theorem B
We begin with a remark and an elementary result.
Remark 4.1. Suppose that K ⊳ G, that G/K has a bi-order <1 and that K
has a bi-order <2 with the property that k1 <2 k2 and g ∈ G implies k
g
1 62 k
g
2
for all k1, k2 ∈ K and all g ∈ G. For g1, g2 ∈ G write g1 < g2 if either
g1K <1 g2K or g1K = g2K and 1 <2 g
−1
1 g2. Then < is a bi-order on G.
Lemma 4.1. (cf. [10, Proposition 2.2]) Let V be a finite-dimensional real
vector space and Φ be an abelian group of linear maps all of whose eigenvalues
are real and positive. Then V has a bi-order < preserved by Φ.
Proof. We argue by induction on dimV . The result is clear if V = {0}.
The result is also clear if each element of Φ acts as multiplication by some
real number. Otherwise, some element ϕ of Φ has an eigenspace W with
0 < W < V , and W is a Φ-invariant subspace since Φ is abelian. Now the
eigenvalues of the maps onW , V/W induced by the elements of Φ are real and
positive, and therefore bothW and V/W have suitable bi-orders by induction.
Hence so does V by Remark 4.1.
We now prove Theorem B. As usual we write γn(K) for the nth term of
the lower central series of a group K.
Proof. Suppose that G, K, V and Φ are as in the statement of the theorem.
For ϕ ∈ Φ, let ϕ¯ be the linear map induced on V by ϕ. For each n let Tn/γn(K)
be the torsion subgroup of K/γn(K) and write Gn = G/Tn. Since
⋂
Tn = 1,
the group K embeds in the Cartesian product of the groups K/Tn. However
Cartesian products of bi-orderable groups are bi-orderable. So to prove the
result, we may assume that K is nilpotent, of class c, say.
If c = 1 then Lemma 4.1 shows that K has a bi-order < with the property
that k1 < k2 if and only if k1ϕ < k2ϕ for each ϕ ∈ Φ, and so G has a bi-order
with the desired property by Remark 4.1. For c > 1 we may assume by induc-
tion that G/L has a suitable bi-order, where L/γc(K) is the torsion subgroup
of G/γc(K). However L is abelian (see [16, 5.2.19]) and L ⊗ R = γc(K) ⊗ R.
The commutator map from the product of c copies of K to γc(K) induces a
c-linear map from the product of c copies of K/K ′ to γc(K) and a surjective
map from
⊗c
1(K/K
′) to γc(K) (cf. [16, 5.2.5]); this is a homomorphism of
ZΦ-modules, where Φ acts diagonally on the tensor power. On tensoring with
R, we obtain a surjective homomorphism of RΦ-modules. Since the eigen-
values of the maps induced by the elements of Φ on the tensor product are
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products of c (not necessarily distinct) eigenvalues of elements ϕ ∈ Φ, they
are all positive.
By Lemma 4.1, the group L ⊗ R = γc(K) ⊗ R can be given a bi-order
< invariant under the maps ϕ ⊗ 1. This gives a bi-order < on L such that
u1ϕ < u2ϕ if and only if u1 < u2, for all u1, u2 ∈ L and all φ ∈ Φ. Since L
is in the centre of K, by Remark 4.1 we can therefore combine this bi-order
with the bi-order on G/L to obtain a bi-order on G, as required.
5 Proof of Theorem C
We shall write Ntf for the class of torsion-free nilpotent groups. We recall
that a group is said to have finite Pru¨fer rank if there is an integer r such that
every finitely generated subgroup can be generated by r elements; its Pru¨fer
rank is the smallest such r (see [16, Exercises 14.1, 1–4]). Clearly no subgroup
of such a group has an infinite abelian quotient of finite exponent. Moreover
if G is a soluble such group then G has a finite subnormal series in which each
factor is either infinite cyclic or a torsion group; the number of infinite cyclic
factors is the torsion-free rank of G. We recall some elementary facts.
Lemma 5.1. (a) Let G be a group.
(i) If G/γ2(G) can be generated by r elements then so can G/γn(G)
for all n > 2.
(ii) If G/γ2(G) has finite Pru¨fer rank then so does G/γn(G) for all
n > 2.
(b) Suppose that H has finite Pru¨fer rank and L is a subgroup such that
|H : LH ′| is finite. Then |H : Lγn+1(H)| is finite for all n > 0.
In particular, if in addition H is nilpotent, then |H : L| is finite.
Proof. (a)(i) It suffices to prove that if G = Hγn(G) for some subgroup H
and integer n > 2 then G = Hγn+1(G). Fix H,n and write bars for images
of subgroups modulo γn+1(G). Since γn(G) is central we have G
′
= H
′
, and
hence G′ 6 Hγn+1(G) and G = HG
′ = Hγn+1(G).
(ii) Since the class of groups of finite Pru¨fer rank is closed with respect
to extensions it suffices to prove that if n > 2 and G/γn(G) has finite Pru¨fer
rank then so has γn(G)/γn+1(G). This group is the image of γn−1(G)/γn(G)⊗
G/γ2(G) under the map induced by the commutator map from γn−1(G) ×G
to γn(G)/γn+1(G); see [16, pp. 126–127]. However a tensor product of an
abelian r-generator group and an abelian s-generator group can be generated
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by rs elements, and it follows immediately that a tensor product of two abelian
groups of finite Pru¨fer rank has itself finite Pru¨fer rank. The result follows.
(b) It suffices to assume that |H : Lγn(H)| is finite for some n > 2 and
prove that |H : Lγn+1(H)| is finite; in proving this we can also assume that
γn+1(H) = 1.
Letm = |H : LH ′|. The n-fold commutator map (x1, . . . , xn) 7→ [x1, . . . , xn]
from H × · · · × H to γn(G) is a homomorphism in each of its n variables
and it induces an n-linear map from H/H ′ × · · · × H/H ′ to γn(H). It fol-
lows that [x1, . . . , xn]
mn = [xm1 , . . . , x
m
n ] ∈ L for all x1, . . . , xn ∈ H. Thus
γn(H)/(L ∩ γn(H)) is an abelian group of finite exponent. But H has finite
Pru¨fer rank, and so γn(H)/(L ∩ γn(H)) is finite. Therefore
|H : L| = |H : Lγn(H)| |Lγn(H) : L| = |H : Lγn(H)| |γn(H) : (L ∩ γn(H))|
is finite, as required.
Remark 5.1. Note that the hypothesis that |H : LH ′| is finite in (b) above
holds if H is obtained from L by adjunction of solutions of finitely many
one-variable group equations over K with non-zero weight in the variable.
Proposition 5.2. Let G = K⋊〈t〉 and let M be a subgroup such that M t 6 M
and K =
⋃
n∈ZM
tn . Suppose that
(i) Mab has finite Pru¨fer rank, and
(ii) M is generated by M t and finitely many elements satisfying one-variable
group equations over M t with non-zero weight in the variable.
If M is residually Ntf then so is K.
Proof. By Lemma 5.1 (a)(ii), all nilpotent images of M have finite Pru¨fer
rank.
For each c ∈ N let Rc/γc+1(M) be the torsion subgroup of M/γc+1(M)
and Sc/γc+1(K) the torsion subgroup ofK/γc+1(K). Then R
t
c/γc+1(M
t) is the
torsion subgroup of M t/γc+1(M
t) and
⋃
n>0R
t−n
c = Sc. Moreover M
t/Rtc
∼=
M/Rc; in particular, these two torsion-free groups of finite Pru¨fer rank have
the same torsion-free rank. By hypothesis (ii) and the remark, the index
|M/M ′ : M tM ′/M ′| is finite; therefore from Lemma 5.1(b) we deduce that
the subgroup M tRc/Rc has finite index in M/Rc; therefore these groups too
have the same torsion-free rank. Thus M t/Rtc has the same torsion-free rank
as its homomorphic image M t/(Rc ∩M
t), and is torsion-free. It follows that
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Rc ∩M
t = Rtc and R
t−1
c ∩M = Rc. Conjugating repeatedly by powers of t
−1
we now find that Rt
−n
c ∩M = Rc for all n > 0. Therefore
Sc ∩M =
(⋃
n
Rt
−n
c
)
∩M =
⋃
n
(
Rt
−n
c ∩M
)
= Rc.
This holds for all c, and hence
(⋂
c
Sc
)
∩M =
⋂
c
Rc = 1,
sinceM is residuallyNtf . Conjugating by t
−r we now find that (
⋂
Sc)∩M
t−r =
{1} for each r > 0. Since K =
⋃
M t
−r
it follows that
⋂
c>0 Sc = {1}, and that
K is residually Ntf , as required.
We now prove Theorem C. Let G have presentation 〈x, t | w〉, where w
is a monic word. We may replace w by wt
−ew
where ew is defined as in the
Introduction. Let Aw(X) have degree d and suppose that all of its roots are
real and positive.
Write xi = x
ti for each i ∈ Z. Thus xd is a product of the elements x
±1
i
with 0 6 i < d. It will suffice to prove that the group K := 〈xi | i ∈ Z〉 is
residually Ntf since then the result follows from Theorem B.
By the proof of the Freiheitssatz (see [11, p. 199]), the subgroup F of
G generated by x0, . . . , xd−1 is free on these generators: in particular, it is
residually Ntf . Since F is finitely generated, its nilpotent images certainly
have finite Pru¨fer rank. Therefore the hypotheses of Proposition 5.2 hold, and
we conclude that K is residually Ntf , as required. ✷
6 Extraction of roots in groups
To prove Theorem D, we need to develop G. Baumslag’s theory of roots in
groups, as described in [1] and [2].
In [1, Chapter VI] a class Dω of groups is introduced for each set ω of
primes. We write D for the class corresponding to the set of all primes. Thus
a group G is in D if it satisfies the following four conditions:
(1) if gr = hr, where g, h ∈ G and r ∈ Z \ {0}, then g = h;
(2) if g ∈ G has no pth root in G for some prime p, then the centralizer
CG(g) is isomorphic to a subgroup of the additive group of Q;
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(3) if g ∈ G has no pth root in G for some prime p, then CG(g
r) = CG(g)
for all integers r 6= 0;
(4) if g ∈ G has no pth root in G for some prime p, and f−1grf = gs, where
f ∈ G and r, s ∈ Z \ {0}, then r = s.
By (1), every group in D is torsion-free.
Proposition 6.1. Suppose that G ∈ D and u ∈ G \ {1} is such that CG(u) =
〈u〉. Let m be a non-zero integer. Then the free product with amalgamation
H := G ∗(u=xm) 〈x〉 is also in D.
Proof. First note that, if p is a prime, then since G is torsion-free and CG(u) =
〈u〉, it follows that u has no pth root in G. We can assume that m > 1. If
m = 1 then H = G, so we can assume that m > 1. Let P be a group
(written multiplicatively) isomorphic to the additive group of Q, and take an
embedding of 〈u〉 into P . By [1, Theorem 29.1], the group K := G ∗〈u〉 P is in
the class D. Moreover, we can embed H in K by mapping x to the mth root
of u in P . Since condition (1) is clearly preserved by subgroups, H satisfies
(1). Before we proceed to establish (2)–(4), two remarks are needed.
Suppose that h ∈ H 6 K. Then h has a reduced decomposition in the
amalgamated free product K = G ∗〈u〉 P ; say h = k1 . . . kn, where the factors
ki come alternately from G and P , and none of them is in the amalgamated
subgroup 〈xm〉, unless n = 1. Similarly, we can write a reduced decomposition
of h in H, say h = h1 . . . hl, with factors hi alternately from G and 〈x〉. But
this is a reduced decomposition of h in K. It follows from the Reduced Form
Theorem ([5, Chapter 1, Theorem 26]) that n = l and ki ∈ 〈x
m〉hi〈x
m〉 for
1 6 i 6 n. Hence h = k1 . . . kn is also a reduced decomposition of h in H.
Suppose that h−1xrh = xs, where h ∈ H and r, s ∈ Z. We claim that r = s.
For write h = h1 . . . hn in reduced form in H, and use induction on n. First
suppose that n = 1. Clearly r = s if h1 ∈ 〈x〉. Otherwise, h1 ∈ G \ 〈x〉, and
by the Reduced Form Theorem, xr ∈ 〈xm〉; so xs ∈ G, and hence xs ∈ 〈xm〉.
Thus r = mr′, s = ms′ for some r′, s′ ∈ Z, and h−11 u
r′h1 = u
s′ . Since G ∈ D
and u has no pth root in G, we have r′ = s′, and hence r = s. Now suppose
that n > 1. Then h−11 x
rh1 ∈ 〈x〉. For suppose not; then h1 ∈ G \ 〈x〉, so
depending on whether or not m divides r, either h−1n . . . h
−1
1 x
rh1 . . . hn is a
reduced word of length 2n + 1 or h−1n . . . h
−1
2 (h
−1
1 x
rh1)h2 . . . hn is a reduced
word of length 2n − 1 > 1 representing xb, an element of the free factor
〈x〉 of H. This contradicts the Reduced Form Theorem, establishing that
h−11 x
rh1 ∈ 〈x〉. By the case n = 1, we now have h
−1
1 x
rh1 = x
r, and so
h−1xrh = h−1n . . . h
−1
2 x
rh2 . . . hn = x
s, and by induction r = s.
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By [1, Lemma 28.1], if r 6= 0 then CK(x
r) = P , and so CH(x
r) = P ∩
H = 〈x〉. Suppose that h ∈ H and h has no pth root in H. In verifying
that H satisfies (2)–(4), we can assume that h is cyclically reduced. If h is
conjugate in H to a power of x, then (2)–(4) follow so we can assume that
this is not the case. Suppose then that h has a pth root in K; this pth root is
conjugate in K to a cyclically reduced element, say k, and so h is conjugate
in K to kp. Let k = k1 . . . kn in reduced form. If n > 1 then (k1 . . . kn)
p is a
cyclically reduced decomposition of kp in K of length np. By the Conjugacy
Theorem ([12, Theorem 4.6]), h′ = (k1 . . . kn)
p, where h′ is obtained from h
by cyclic permutation and conjugating by an element of 〈xm〉. In particular,
h′ is conjugate to h in H. As noted above, this is a decomposition of h′ in H,
and hence k ∈ H; therefore both h′, h are pth powers in H, a contradiction. If
n = 1, then by the Conjugacy Theorem, h is conjugate in G to kp1 . If k1 ∈ P ,
then kp1 ∈ 〈x
m〉, which is impossible, so k1 ∈ G, and hence h is a pth power
in G, which is again a contradiction. Hence h has no pth root in K. Thus H
satisfies (3) and (4) since K ∈ D.
It remains to verify that CH(h) is isomorphic to a subgroup of Q. If h
has length at least 2 relative to H, then by [1, Lemma 28.6], CK(h) is cyclic,
hence so is CH(h), and (2) follows since H is torsion-free. Finally suppose that
h ∈ G. Since h has no pth root in K, it is not conjugate in K to an element
of the amalgamated subgroup 〈xm〉; so by [1, Lemma 28.2] we conclude that
CK(h) = CG(h) and therefore CH(h) = CG(h). Since G ∈ D and h has no pth
root in G, it follows that CG(h) is isomorphic to a subgroup of Q.
Definitions. We call an element g of a group G indivisible if g is not a proper
power of any element of G. We write D0 for the class of all groups G in D
satisfying
(5) if g ∈ G is indivisible in G then CG(g) = 〈g〉.
Note that free groups belong to D0. It is shown that they are in D in [1,
Corollary 35.7], and property (5) is well known (see, for example, [5, Chapter
1, Proposition 12]).
Corollary 6.2. Suppose that G ∈ D0 and u is an indivisible element of G.
Let m ∈ Z \ {0}. Then H := G ∗(u=xm) 〈x〉 ∈ D0.
Proof. We can assume that m > 1. In view of Proposition 6.1, we only need to
show that H satisfies (5). Let K be defined as in the proof of Proposition 6.1.
Fix an indivisible element h, which we can assume to be cyclically reduced. If
h is conjugate in H to x±1 then, as noted previously, CH(x
±1) = 〈x〉, hence
CH(h) = 〈h〉. Otherwise, either h ∈ G or h has length at least 2 relative to
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the free product decomposition of H. From the proof of Proposition 6.1, h is
not a pth power in K for any prime p; that is, h is indivisible in K.
If h has length at least 2 relative to H, then by Lemma 28.6 (and its proof)
in [1], CK(h) is cyclic, with a generator h
∗ such that h = (h∗)r for some r > 0.
Since h is indivisible in K, we must have r = 1 and CH(h) = 〈h〉 as required.
Finally suppose that h ∈ G. Since h is indivisible in K, it is not conjugate in
K to an element of the amalgamated subgroup 〈xm〉; so CK(h) = CG(h) by
[1, Lemma 28.2], and hence CH(h) = CG(h). Since G ∈ D0 and h is indivisible
in G, we have CG(h) = 〈h〉.
The next result is a mild generalization of [2, Corollary 2] and the method
of proof is the same.
Proposition 6.3. Suppose that G is finitely generated and residually a finite
p-group, where p is a prime. Let u be an element of G of infinite order and
assume that CG(u) = 〈u〉. Then for every n ∈ Z>0, the group H := G∗(u=xpn )
〈x〉 is residually a finite p-group.
Proof. Let L be the kernel of the homomorphism H → 〈x〉/〈xp
n
〉 sending x to
x〈xp
n
〉 and G to 1. Each element of H can be written in the form xky, where
y is a product of elements of the groups x−rGxr for r ∈ Z, and 0 6 k 6 pn−1.
Hence L is generated by
⋃
r∈Z x
−rGxr =
⋃pn−1
r=0 x
−rGxr. It follows from the
Reduced Form Theorem for free products with amalgamation that L is the
free product of the groups x−rGxr for 0 6 r 6 pn − 1, amalgamating their
common subgroup 〈u〉. By the argument for Lemma 1 in [2], L is residually a
finite p-group; since L is finitely generated and normal of index pn in H, the
group H is residually a finite p-group.
Recall (from [2]) that two groups A, B are said to have the same lower
central sequence if there are isomorphisms ψn : A/γn(A) → B/γn(B), such
that ψn induces ψn−1, for all n > 2; and a group G is termed parafree of rank
r if G is residually nilpotent and G has the same lower central sequence as a
free group of rank r.
Lemma 6.4. Let G be a group, u be an element of infinite order in G and
H := G ∗(u=xm) 〈x〉, where m 6= 0. Suppose that G has the same lower central
sequence as a free group of rank r, for some r ∈ Z>0, and H/γ2(H) is r-
generated. Then H has the same lower central sequence as a free group of
rank r.
Proof. Arguing as in the first paragraph of the proof of [2, Proposition 2] (top
of p. 312), and using Lemma 5.1 (a) we obtain the result from [2, Proposition
1].
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We shall also need the following simple observation on free products with
amalgamation.
Lemma 6.5. Let G = A∗HB be a free product with amalgamation and suppose
that b is an indivisible element of B which is not conjugate in B to an element
of H. Then b is an indivisible element of G.
Proof. Suppose that b = vn, where v ∈ G and n > 1. Then v = z−1wz for
some z ∈ G and cyclically reduced w. By the Conjugacy Theorem for free
products with amalgamation (see [12, Theorem 4.6]), b is conjugate to wn in
B, and wn ∈ B \H. It follows that w ∈ B. Hence b is a proper power in B,
which is a contradiction.
7 Proof of Theorem D
Suppose that G = 〈x, t | w〉, for some principal word w = w(x, t). Conjugating
w by a suitable power of t and making a cyclic permutation if necessary, we
can assume that w(x, t) = u(x, xt, . . . , xt
d−1
)x−mt
d
for some d and m 6= 0,
where u(x0, . . . , xd−1) is a word representing an element of the free group on
x0, . . . , xd−1, such that there is an occurrence of x0 or x
−1
0 in u(x0, . . . , xd−1).
Then G is the HNN extension
G = 〈t, x0, . . . , xd | u(x0, x1, . . . , xd−1) = x
m
d , x
t
i = xi+1 (0 6 i 6 d− 1)〉
with base a one-relator group and free amalgamated subgroups (by the Frei-
heitssatz). We shall prove that, under certain conditions, the normal subgroup
K := 〈xt
n
| n ∈ Z〉 of G generated by x is residually Ntf . We recall that Ntf
is the class of torsion-free nilpotent groups.
The group K is the kernel of the retraction G→ 〈t〉 and has a well-known
structure as a tree product, the tree having vertex set Z with edges joining
i and i + 1, for all i ∈ Z. To describe this structure, take a countable set of
symbols {xi | i ∈ Z} and for i ∈ Z, let Fi be the free group on xi, . . . , xi+d−1.
Let u(x0, . . . , xd−1) be a reduced word representing an element of F0, and
assume that there is at least one occurrence of x±10 in u(x0, . . . , xd−1).
For i ∈ Z, define Vi by
Vi := Fi ∗(u(xi,...,xi+d−1)=xmi+d) 〈xi+d〉.
By the Freiheitssatz, xi+1, . . . , xi+d freely generate a subgroup of Vi. Hence,
for any i, j ∈ Z with j > i, we can define Vi,j inductively by
Vi,i := Vi and Vi,j+1 := Vi,j ∗〈xj+1,...,xj+d〉 Vj+1. (†)
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Note that
Vi,j+1 = Vi,j ∗(u(xj+1,...xj+d)=xmj+d+1) 〈xj+d+1〉. (††)
Thus Vi,j has a presentation with j + d+ 1 generators and j + 1 relations.
The tree product structure of K can be described by observing that there
is an isomorphism
⋃
{Vi,j | i, j ∈ Z, i 6 j} → K, sending xn to x
tn for n ∈ Z.
We begin by showing that, under certain conditions, Vi,j is a parafree group.
Let ak be the weight of xk in the word u(x0, . . . , xd−1)x
−m
d for 0 6 k 6 d.
Let Rj be the (j + 1)× (d+ j + 1) integer matrix


a0 a1 a2 . . . ad 0 0 . . . 0
0 a0 a1 . . . ad−1 ad 0 . . . 0
0 0 a0 . . . ad−2 ad−1 ad . . . 0
...
...
0 0 . . . a0 . . . ad−1 ad


.
Further, let Rj(a) be the result of replacing the bottom right-hand entry of
Rj by −a. Note that ad = −m. Recall the definition of Smith normal form
[6, Section 10.5, Theorem 4]. We are interested in the situation where Rj and
Rj(a) have Smith normal form over Z with entries 1 on the diagonal, that is,
the identity matrix Ij+1 followed by d columns of zeros. This is equivalent to
the condition that the greatest common divisor of the (j+1)× (j+1) minors
is 1. Suppose that a divides m. Each (j + 1) × (j + 1) submatrix of Rj(a)
including the last column has determinant dividing that of the corresponding
submatrix in Rj . The other (j+1)× (j+1) submatrices are also submatrices
of Rj . It follows that the greatest common divisor of the (j+1)×(j+1) minors
of Rj(a) divides the greatest common divisor of the (j+1)× (j+1) minors of
Rj. Hence, if Rj has Smith normal form with entries 1 on the diagonal, then
so does Rj(a).
The following is the main result which will enable us to prove that K is
residually nilpotent. Assume that m > 0.
Proposition 7.1. Let ak be the weight of xk in u(x0, . . . , xd−1)x
−m
d for 0 6
k 6 d. Assume that
(a) u(x0, . . . , xd−1) is indivisible in F0,
(b) u(x1, . . . , xd) is indivisible in V0 and not conjugate in V0 to an element
of F0, and
(c) for all j > 0, the matrix Rj has Smith normal form with entries 1 on
the diagonal.
15
Then for all j > i, Vi,j is parafree of rank d.
Proof. Since Vi,j is isomorphic to V0,j−i, it suffices to show that V0,j is parafree
of rank d for all j > 0. We show by induction on j that V0,j is parafree of
rank d and V0,j ∈ D0. Suppose that m = p
n1
1 . . . p
nl
l is the decomposition of m
as a product of powers of distinct primes. Take new symbols y1, . . . , yl, put
qi = p
ni
i and define
U0 := F0, U1 := U0 ∗(u(x0,...,xd−1)=y
q1
1 )
〈y1〉,
U2 := U1 ∗(y1=y
q2
2 )
〈y2〉, . . . , Ul := Ul−1 ∗(yl−1=y
ql
l
) 〈yl〉.
Thus Ul ∼= V0 = V0,0. Now Ui/U
′
i is generated by x0U
′
i , . . . , xd−1U
′
i , yiU
′
i sub-
ject to the relation xS0(q1 . . . qi) = 0 (in additive notation), where S0(q1 . . . qi)
is the transpose of R0(q1 . . . qi) and x = (x0U
′
i , . . . , xd−1U
′
i , yiU
′
i); so by as-
sumption (c) and the remarks preceding the proposition, Ui/U
′
i is free abelian
of rank d. By induction on i and Lemma 6.4, we conclude that Ui has the
same lower central sequence as F0. We show by induction that Ui is parafree
of rank d and Ui ∈ D0. This is clear if i = 0. Assume that i > 0 and that
Ui−1 is parafree of rank d and belongs to D0. By assumption, u(x0, . . . , xd−1)
is indivisible in U0, and yi−1 is indivisible in Ui−1 for i > 1 by Lemma 6.5.
By Corollary 6.2 we have Ui ∈ D0. By assumption, Ui−1 is residually Ntf ,
and hence is residually a finite pi-group. By Proposition 6.3 the subgroup Ui
is residually a finite pi-group, hence is parafree of rank d. Thus V0 ∼= Ul is
parafree of rank d and is in D0.
Assume that V0,j is parafree of rank d and belongs to D0. Define
W0 := V0,j, W1 :=W0 ∗(u(xj+1,...,xj+d)=y
q1
1 )
〈y1〉,
W2 :=W1 ∗(y1=y
q2
2 )
〈y2〉, . . . , Wl :=Wl−1 ∗(yl−1=y
ql
l
) 〈yl〉.
By a similar inductive argument to that just given,Wi is parafree of rank d and
belongs to D0 for 0 6 i 6 l. The main points are, first, that Wi/W
′
i is gener-
ated by x0W
′
i , . . . , xj+dW
′
i , yiW
′
i subject to the relations xSj+1(q1 . . . qi) = 0,
where x = (x0W
′
i , . . . , xj+dW
′
i , yiW
′
i ) and Sj+1(q1 . . . qi) is the transpose of
Rj+1(q1 . . . qi). Secondly, if j > 1, then V0 ∼= Vj via the mapping xk 7→
xk+j (0 6 k 6 d), so by assumption (b) the element u(xj+1, . . . , xj+d) is indi-
visible in Vj and is not conjugate in Vj to an element of Fj . Using (†), we con-
clude thatW0 = V0,j−1 ∗Fj Vj, and hence by Lemma 6.5 that u(xj+1, . . . , xj+d)
is indivisible in W0.
Since V0,j+1 ∼=Wl, this finishes the induction.
We give a simple criterion for condition (c) to hold.
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Corollary 7.2. Suppose that m = pn11 . . . p
nl
l is the decomposition of m into
prime powers and let ak be the weight of xk in the word u(x0, . . . , xd−1)x
−m
d
for 0 6 k 6 d. Assume that
(a) u(x0, . . . , xd−1) is indivisible in F0,
(b) u(x1, . . . , xd) is indivisible in V0 and not conjugate in V0 to an element
of F0, and
(c)′ for 1 6 i 6 l, there exists ari which is not divisible by pi.
Then for all j > i, Vi,j is parafree of rank d.
Proof. We need to show that, if j > 0, the greatest common divisor of the
set of all (j + 1) × (j + 1) minors of Rj is 1. Choose ri to be minimal such
that pi does not divide ari . Taking the j + 1 columns of Rj starting with
column ri + 1 we obtain a matrix which has ari along the main diagonal and
all entries below the main diagonal divisible by pi. Hence the determinant of
this submatrix is congruent modulo pi to a
j+1
ri , so is not divisible by pi.
The submatrix consisting of the last j+1 columns of Rj is lower triangular,
and has determinant (−m)j+1, which is divisible only by primes in {p1, . . . , pl}.
Hence the greatest common divisor of the (j + 1) × (j + 1) minors of Rj is
indeed 1.
Since verification of hypothesis (b) can be quite tedious even in simple
cases, we give the following version that provides an easily applied algorithm.
Corollary 7.3. Suppose that a0, . . . , ad−1 have greatest common divisor 1 and
m does not divide ad−1. Then for all j > i, Vi,j is parafree of rank d.
Proof. We need to verify that conditions (a) and (b) in Corollary 7.2 hold.
Let yi = xiV
′
0 for 0 6 i 6 d. The obvious map from V0 to the cyclic group of
order m (cf. the proof of Proposition 6.3) induces a map θ on V0/V
′
0 , sending
yd to a generator and yi to 1 for 0 6 i 6 d − 1. By the proof of Lemma
6.4, y0, . . . , yd−1 form a basis for a free abelian subgroup, say A, of V0/V
′
0 ;
writing this group additively, we see that a0y0+ · · ·+ad−1yd−1 is not a proper
multiple in A, so u(x0, . . . , xd−1) is indivisible in F0. Hence (a) holds. To
deduce (b), suppose first that u(x1, . . . , xd) is a proper power in V0; then there
is an equation
a0y1 + · · · + ad−1yd = k(b0y0 + · · ·+ bdyd)
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where k > 1. Applying θ, we find that ad−1 = kbd +mr for some integer r.
This gives
ra0y0 + (a0 + ra1)y1 + · · ·+ (ad−2 + rad−1)yd−1 = k(b0y0 + · · · + bd−1yd−1).
Let p be a prime divisor of k; so p divides all coefficients on the left-hand
side. If p|r, then p divides a0, . . . , ad−2. Since ad−1 = kbd + mr and p|r, k,
then p also divides ad−1, a contradiction. If (p, r) = 1 then p divides a0
(p divides the y0 coefficient), and hence a1, . . . , ad−1, a contradiction. Thus
u(x1, . . . , xd) is indivisible in V0. Finally, if u(x1, . . . , xd) is conjugate in V0 to
an element of F0, then (a0y1+ · · ·+ ad−1yd)θ = 0, so m divides ad−1, and this
is a contradiction.
The following theorem implies Theorem D a fortiori.
Theorem E. Let G be the group with presentation 〈x, t | w(x, t)〉, where
w(x, t) can be written as u(x0, . . . , xd−1)x
−m
d with m > 0 and xi := x
ti for
i ∈ Z. If u satisfies the hypotheses of either Corollary 7.2 or Corollary 7.3 and
all roots of Aw(X) are positive, then the normal subgroup of G generated by x
is residually (torsion-free nilpotent), and consequently G is bi-orderable.
Proof. Note that ak, the weight of xk in u(x0, . . . , xd−1)x
−m
d , is the coefficient
of Xk in Aw(X).
Recall that K is the normal subgroup of G generated by x. We have
identified xi with x
ti , so that K =
⋃
{Vi,j | i, j ∈ Z, i 6 j}. By Theorem B, it
is enough to prove that K is residually Ntf . Let K+ :=
⋃
{V0,j | j ∈ Z>0}. For
each j, the group V0,j is parafree of rank d, and so its image in K
ab
+ has Pru¨fer
rank at most d. It follows that Kab+ has Pru¨fer rank at most d. Therefore by
Proposition 5.2 it is enough to prove that K+ is residually Ntf .
First we claim that γc+1(V0,j) = V0,j∩γc+1(V0,k) whenever c > 0 and j < k.
Certainly γc+1(V0,j) 6 V0,j ∩γc+1(V0,k). Since V0,j, V0,k are parafree of rank d,
the groups V0,j/γc+1(V0,j), V0,k/γc+1(V0,k) are isomorphic and have the same
torsion-free rank, κ, say. The image in the latter of V0,j has finite index by
Lemma 5.1, and so both it and its isomorphic image V0,j/(V0,j ∩ γc+1(V0,k))
have torsion-free rank κ. Thus the torsion-free group V0,j/γc+1(V0,j) has the
same torsion-free rank as its image V0,j/(V0,j ∩ γc+1(V0,k)), and our claim
follows.
Hence γc+1(V0,j) = V0,j∩γc+1(K+) for all c and all j. Therefore
⋂
c γc(K+)
intersects each V0,j in the trivial subgroup. Consequently, K+ is residuallyNtf ,
as required.
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