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CONNECTED COMPONENTS OF CLOSED AFFINE DELIGNE-LUSZTIG
VARIETIES
EVA VIEHMANN
Abstract. We determine the set of connected components of closed affine Deligne-Lusztig
varieties for special maximal compact subgroups of split connected reductive groups. We
show that there is a transitive group action on this set. Thus such an affine Deligne-Lusztig
variety has isolated points if and only if its dimension is 0. We also obtain a description of
the set of these varieties that are zero-dimensional.
1. Introduction
Let k be a finite field with q = pr elements and let k be an algebraic closure. Let F = k((t))
and let L = k((t)). Let OF and OL be the valuation rings. We denote by σ : x 7→ xq the
Frobenius of k over k and also of L over F .
Let G be a split connected reductive group over OF and let A be a split maximal torus.
Let B be a Borel subgroup containing A. For dominant elements µ, µ′ ∈ X∗(A) we say that
µ′  µ if µ−µ′ is a non-negative linear combination of positive coroots. We write µdom for the
dominant element in the orbit of µ ∈ X∗(A) under the Weyl groupW of A in G. For µ ∈ X∗(A)
and x ∈ L× we denote by xµ ∈ A(L) the image of x under the homomorphism µ : Gm → A.
We recall the definitions of affine Deligne-Lusztig varieties and closed affine Deligne-Lusztig
varieties from [R], [GHKR]. Let K = G(OL) and let X = G(L)/K be the affine Grassmannian.
For b ∈ G(L) and a dominant coweight µ ∈ X∗(A) the affine Deligne-Lusztig variety X
G
µ (b) =
Xµ(b) is the locally closed reduced k-subscheme of X defined by
Xµ(b)(k) = {g ∈ G(L)/K | g
−1bσ(g) ∈ KtµK}.
The closed affine Deligne-Lusztig variety is the closed reduced subscheme of X defined by
Xµ(b) =
⋃
µ′µ
Xµ′(b).
Both Xµ(b) and Xµ(b) are locally of finite type.
By [x] we denote the σ-conjugacy class of an element x ∈ G(L). Left multiplication by
g ∈ G(L) induces an isomorphism between Xµ(b) and Xµ(gbσ(g)−1). Thus the isomorphism
class of the affine Deligne-Lusztig variety only depends on [b] and not on b.
We write π1(G) for the quotient of X∗(A) by the coroot lattice of G. In [K2], Kottwitz defines
a homomorphism κG : G(L) → π1(G) which induces a locally constant map κG : X → π1(G).
For G = GLh we have π1(G) ∼= Z and κG(g) = vt(det g) where vt denotes the usual valuation
on L = k((t)).
Let ν be the Newton vector associated to b, compare [K1]. It is a dominant element of
X∗(A)Q. In [KR] Kottwitz and Rapoport give a criterion for Xµ(b) to be nonempty, compare
also [GHKR], Proposition 5.6.1. From now on we assume that this is the case. Then κG(b) = µ
and µ− ν is a positive linear combination of positive coroots with rational coefficients.
Let P be a standard parabolic subgroup of G. Then P = MN , where N is the unipotent
radical of P and where M is the unique Levi subgroup of P containing A. Applying the
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construction of κ to M rather than G we obtain a homomorphism κM : M(L)→ π1(M). The
inclusion M(L)/M(OL) →֒ G(L)/G(OL) induces for each µ and each b ∈ M(L) an inclusion
XMµ (b) →֒ X
G
µ (b). Here X
M
µ (b) denotes the affine Deligne-Lusztig variety for M .
Let AP denote the identity component of the center of M . Let
a
+
P = {x ∈ X∗(AP )⊗Z R | 〈α, x〉 > 0 for every root α of AP in N}.
As in [K2] let Pb = MbNb be the unique standard parabolic subgroup of G such that Mb is
the centralizer of ν. Then the σ-conjugacy class [b] contains an element b′ with the following
properties: b′ is basic in Mb and κMb(b
′), considered as an element of X∗(APb)⊗ZR, lies in a
+
Pb
.
We assume that b = b′.
The proof of the Hodge-Newton decomposition by Kottwitz (see [K3]) yields the following
result.
Theorem 1. Let P =MN ⊆ G be a standard parabolic subgroup with Pb ⊆ P . If κM (b) = µ,
then the morphism XMµ (b) →֒ X
G
µ (b) is an isomorphism.
Indeed, the proof given by Kottwitz can be taken almost literally, once replacing his condition
by ours, to show this stronger theorem. For more details, especially for the corresponding
statement for unramified groups G, compare [MaV].
We call a pair (µ, b) indecomposable with respect to the Hodge-Newton decomposition if for
all standard parabolic subgroups P with Pb ⊆ P =MN ( G we have κM (b) 6= µ. Given G, µ,
and b, we may always pass to a Levi subgroup M of G in which (µ, b) is indecomposable. For a
description of the affine Deligne-Lusztig varieties it is therefore sufficient to consider pairs (µ, b)
which are indecomposable with respect to the Hodge-Newton decomposition.
Let Gad be the adjoint group of G. We denote the images of b and µ in Gad also by b and
µ. Then the sets of connected components of XGµ(b) and X
Gad
µ (b) are closely related. More
precisely, we prove in Lemma 4 that
π0(X
Gad
µ (b))
∼= π0(X
G
µ(b))/Z(G)(F ).
Here Z(G) is the center of G. Using this we show that it is enough to describe the set of
connected components in the case that G is simple.
Let
J = {g ∈ G(L) | g ◦ bσ = bσ ◦ g}.
Then there is a canonical J-action on Xµ(b) for each µ. We prove that already a subgroup of
J acts transitively on the set of connected components of Xµ(b). From this we obtain the
following theorem.
Theorem 2. Let G, µ, and b be as above and indecomposable with respect to the Hodge-Newton
decomposition. Assume that G is simple.
(1) Either κM (b) 6= µ for all proper standard parabolic subgroups P of G with b ∈ M or
[b] = [tµ] with tµ central.
(2) In the first case, κG induces a bijection π0(Xµ(b)) ∼= π1(G).
(3) In the second case, Xµ(b) = Xµ(b) ∼= J/(J ∩K) ∼= G(F )/G(OF ) is discrete.
The transitivity of the J-action on the set of connected components implies that the map
π0(Xµ(b))→ π0(Xµ(b)) induced by the inclusion is surjective. In Section 3 we give an example
to show that in general the map is not injective. There are also examples where the action of
J on π0(Xµ(b)) is not transitive.
Using the dimension formula for affine Deligne-Lusztig varieties from [GHKR], [V] we show
the following theorem. This characterisation of zero-dimensional affine Deligne-Lusztig varieties
has been conjectured by Rapoport.
Theorem 3. Let (µ, b) be indecomposable with respect to the Hodge-Newton decomposition.
Then the following assertions are equivalent.
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(1) Xµ(b) has an isolated point
(2) dimXµ(b) = 0
(3) Let G1 × · · · ×Gn be the decomposition of Gad into simple factors. Then for each pair
(µi, bi) of images of µ and b in some Gi, we have either that the σ-conjugacy class
[bi] = [t
µi ] is central in Gi or that Gi = PGLh for some h, that bi is basic and that
µi ∈ X∗(Ai) ∼= Zh/Z is minuscule of the form (0, . . . , 0, 1) or (0, 1, . . . , 1). Here, the
torus Ai ⊆ Gi is the image of A in Gi.
For G = GLn, Theorems 2 and 3 are part of my thesis, compare [Mi], 2. The proof given
there is along the same lines, but more explicit.
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2. Connected components
2.1. Notation and preliminary reductions. We recall briefly some of the notation associ-
ated with Kottwitz’ classification of isocrystals, see [K2]. For split groups, κ = κG : G(L) →
π1(G) has the following easy description. Let b ∈ G(L) and rB(b) = µ ∈ X∗(A) the unique
element such that b ∈ KtµU(L) where U is the unipotent radical of B. Then κ(b) is the image
of µ under the canonical projection from X∗(A) to π1(G).
Recall that Mb ⊆ G is the centralizer of ν and that we assume that b ∈ Mb. Then Mb is
the largest standard Levi subgroup of G in which b is basic. The σ-conjugacy class of a basic
element is determined by its value of κ (see [K2]). Especially, the σ-conjugacy class [b] of b
is determined by ν and κMb(b). Note that the quotient of the coroot lattices of G and Mb is
generated by the simple coroots of A in Nb, and hence torsion free. The images of ν and κMb(b)
in π1(Mb)⊗Q are equal. Thus ν and κG(b) determine κMb(b) and also [b].
In [GHKR], 5.9 it is shown that there exists a standard parabolic subgroup Psb of G with Levi
factor Msb containing A, unipotent radical Nsb and the following properties. The intersection
[b] ∩Msb(L) is nonempty, thus we may assume b ∈ Msb(L). Furthermore, b is superbasic in
Msb, i.e. no σ-conjugate of b lies in a proper Levi subgroup of Msb. The root system of Msb is
then a disjoint union of root systems of type Al.
In the following we construct a special representative of [b]. We have Msb,ad =
∏
iMi with
Mi ∼= PGLhi for some hi. We may assume that the maximal torus Ai and the Borel subroup
Bi of Mi that are induced by A and B are the subgroups of diagonal and of upper triangular
matrices in PGLhi . Let WMi be the Weyl group of Ai in Mi. Let (bi) be the image of b in∏
iMi. Let e
i
j with j = 0, . . . , hi − 1 be the standard basis of L
hi . For j ∈ Z define eij by
eij+hi = te
i
j . Then [bi] contains a representative with bi(e
i
j) = e
i
j+mi for all j and some mi ∈ Z
with (mi, hi) = 1. Especially bi = t
µMiwi with µMi ∈ X∗(Ai) minuscule and dominant and
wi ∈ WMi . Here wi(e
i
j) for j ∈ [0, hi − 1] is equal to e
i
j+mi−lhi
where l is such that the index
is again in [0, hi− 1]. The second step is to use these special bi to define a similar normal form
for b. As (µMi)i = κMsb(b) as elements of π1(Msb)/X∗(APsb), there is some µMsb ∈ X∗(A)
mapping to (µMi)i in X∗(A/APsb) and with κMsb(b) = µMsb . Let w = (wi) ∈
∏
WMi ⊆ W .
Then κMsb(t
µM
sbw) = κMsb(b). As t
µM
sbw and b are basic in Msb, they are σ-conjugate. Hence
we may assume that b = tµMsbw. In Corollary 8 we show that (µMsb)dom = µmin is minimal
among the dominant elements µ with Xµ(b) 6= ∅.
From the special form of b we obtain that id ∈ XMsbµM
sb
(b). Thus it is in XGµmin(b). As J
commutes with bσ, its image J/(K ∩ J) in X is also contained in XGµmin(b).
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Recall that AG denotes the identity component of the center Z(G) of G.
Lemma 4. For n ∈ π1(G) ∼= π0(X) let XGµ(b)n be the intersection of Xµ(b) and the connected
component of X corresponding to n. Then the XGµ(b)n for the different n are isomorphic.
Let Gad be the adjoint group of G and denote the images of b and µ in Gad again by b
and µ. Let XGadµ (b)0 be the intersection of X
Gad
µ (b) and the connected component of the affine
Grassmannian of Gad associated to 0 ∈ π1(Gad). Recall that we assume that XGµ(b) 6= ∅. Then
XGµ(b)0
∼= XGadµ (b)0.
Proof. The map κMsb |J∩Msb : J ∩ Msb → π1(Msb) is surjective. Indeed, to show this, we
may assume that Msb is adjoint (as Z(Msb)(F ) ⊆ J ∩Msb) and consider each simple factor
separately. Such a factor Mi ∼= PGLhi has fundamental group Z/hiZ. An element of J ∩Msb
mapping to n ∈ Z/hiZ is then explicitly given by eij 7→ e
i
j+n for all i. As π1(G) is a quotient of
π1(Msb), this implies that J is mapped surjectively to π1(G). Especially, it defines ismorphisms
between the different XGµ(b)n for n ∈ π1(G).
For the second assertion let g ∈ XGadµ (b)0 and g˜ ∈ G(L) in the inverse image of g under the
surjection G(L) ∩ ker(κG) → Gad(L) ∩ ker(κGad). We have Z(G)(L) ⊆ K{t
α | α ∈ X∗(AG)}.
Thus g˜−1bσ(g˜) ∈ KtµK · {tα | α ∈ X∗(AG)}. But as XGµ(b) 6= ∅, a set X
G
µ+α(b) for some
central α can only be nonempty if µ = κ(b) = µ+α in π1(G), hence if α = 0. Thus g˜ ∈ XGµ(b).
This implies that the map is surjective. Let now g˜′ be a second inverse image of g. Then
g˜′ ∈ g˜tαK for some α ∈ X∗(AG). Hence the map XGµ (b)0 → X
Gad
µ (b)0 is a bijection. 
Remark 5. To determine π0(X
G
µ(b)) for a split connected reductive group G, we will determine
the fibers of the map κ : π0(X
G
µ(b)) → π1(G). Note that κ is induced by a homomorphism
G(L)→ π1(G) and hence it is compatible with the J-action. By the preceding lemma we may
thus assume that G is adjoint. Then the closed affine Deligne-Lusztig variety is a product of
the corresponding varieties associated to the simple factors of G. Hence for the computation of
the set of connected components it is no restriction to assume that G is simple.
2.2. Proof of Theorem 2 (1). As κG(b) = µ, the σ-conjugacy classes of b and t
µ are equal
if and only if ν = µ. If this is the case, the indecomposability applied to Mb implies that
Mb = G. Thus 〈α, µ〉 = 0 for every positive root α of G. Hence tµ is central. It remains to
prove ν = µ ∈ X∗(A)Q using the assumption that there is a proper standard parabolic subgroup
P =MN of G with κM (b) = µ.
We use induction on the distance in the Dynkin diagram of G between the simple root α
and a simple root of A in N to show the following assertion.
Claim. If we write µ− ν as a linear combination of the simple coroots of G, the coefficients
of the coroot associated to α and all its neighbours in the Dynkin diagram vanish.
In particular, 〈α, µ − ν〉 = 0. If this claim is true for all α, we have µ = ν, and Theorem 2
(1) follows.
We first show that 〈α, ν〉 = 0 for all simple roots α of A in N . As ν is dominant, all these
products are non-negative. Assume that 〈α, ν〉 > 0 for some α. Let P ′ = M ′N ′ ⊇ P be the
maximal standard parabolic subgroup of G corresponding to α. Then b ∈ Mb(L) ⊆ P ′(L).
From κM (b) = µ and M ⊆M ′ we obtain κM ′(b) = µ. But as Mb ⊆M ′, this is a contradiction
to the indecomposability with respect to the Hodge-Newton decomposition.
As µ is dominant,
(1) 〈α, µ− ν〉 = 〈α, µ〉+ 0 ≥ 0.
The assumption κM (b) = µ implies that µ − ν is a linear combination of simple coroots of M
with nonnegative rational coefficients. Hence if we consider it as a linear combination of the
4
simple coroots of G, the coefficient of α∨ vanishes. Thus the left hand side of (1) is a non-
negative linear combination of the (non-positive) products of α with the other simple coroots.
Hence, all coefficients in µ− ν corresponding to neighbours of α in the Dynkin diagram vanish.
For the induction step assume that the assertion is true for all simple roots of G whose
distance to a simple root of A in N is at most d0. Let α be a simple root of G whose distance
to the simple roots in N is d0 + 1. Thus the induction hypothesis implies that the coefficient
of α∨ in µ − ν vanishes. If 〈α, ν〉 = 0, the same argument as above shows that the claim also
holds for α. Assume 〈α, ν〉 > 0. Let P ′ = M ′N ′ be the maximal standard parabolic subgroup
of G corresponding to α. Then 〈α, ν〉 > 0 implies that b ∈ Mb ⊆ M ′. Consider rM
′
B∩M ′ (b) − ν,
which is a rational linear combination of coroots of M ′. Here rM
′
B∩M ′ is as in the definition of κ
in Section 2.1. The induction hypothesis implies that µ−ν is also a rational linear combination
of coroots of M ′. Hence rM
′
B∩M ′ (b)− µ ∈ X∗(A)Q is a rational linear combination of coroots of
M ′. But as µ = κG(b) = r
M ′
B∩M ′(b) in π1(G), the difference µ− r
M ′
B∩M ′(b) ∈ X∗(A) is an integral
linear combination of coroots of G. Using that the quotient of the two coroot lattices is torsion
free, we obtain that µ− rM
′
B∩M ′(b) ∈ X∗(A) is an integral linear combination of coroots of M
′.
Therefore κM ′(b) = µ. Together with Mb ⊆ M ′, this is a contradiction to the irreducibility
with respect to the Hodge-Newton decomposition. 
2.3. Proof of Theorem 2 (3). Note that the map k 7→ k−1σ(k) from K to K is surjective.
Using this and that [b] = [tµ] is central we obtain
Xµ(b) ∼= {g ∈ G(L)/K | g
−1σ(g) ∈ K}
= {g ∈ G(L)/K | σ(g) = g}
= G(F )/G(OF ),
which is the claim. 
2.4. Transitivity of J ∩ Psb on the set of connected components. For the remainder of
Section 2 we use M =Msb, P = Psb and N = Nsb.
The strategy of the proof of the second part of Theorem 2 is as follows: We first show in
Proposition 6 that each connected component contains an element of J ∩ P and afterwards
connect elements of J ∩ P ∩ ker(κ) by one-dimensional subvarieties in Xµ(b).
Proposition 6. Each connected component of Xµ(b) contains an element of J ∩ P (L).
The proof of this proposition has two steps: the special case that b is superbasic, and the
reduction of the general assertion to this special case. Both the subdivision into these two steps
and the proof of the reduction step are inspired by the corresponding proofs for the dimension
of affine Deligne-Lusztig varieties, compare [GHKR], 5. We first consider the case that b is
superbasic, i. e. G = M = P . Then by [GHKR], 5.9, the root system of G is a disjoint union
of root systems of type Al. As we may assume G to be simple and using Lemma 4, we may
also assume G = GLh1 for some h1 > 0.
Recall the description of b in Section 2.1. In our context this implies that b is the element of
GLh1 that maps ei to ei+m1 for all i and some m1 ∈ Z with (m1, h1) = 1.
For δ ∈ Z let A = A1 if δ 6= 0 and A = A1 \ {−1} if δ = 0. Let GLh1 be the loop group
associated to GLh1 over k. That is, for every k-algebra R we set GLh1(R) = GLh1(R((t))). For
i, δ ∈ Z let
ai,δ : A → GLh1
x 7→
(
ej 7→
{
ej + xej+δ j ≡ i (mod h1)
ej else
)
Note that ai,δ(x)(tej) = tai,δ(x)(ej) and that ai,δ = ai+h1,δ for all i, δ, and j.
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Lemma 7. Let g ∈ GLh1(L). Let δg ∈ Z be minimal such that ai,δ(x) ◦ g ∈ gK for all x ∈ k,
δ > δg and i.
(1) δg ∈ {i ∈ Z | i = −1 or i ≥ 1}.
(2) If δg = −1, then gK contains an element of J .
(3) If δg ≥ 0, then there exists a unique ig ∈ {1, . . . , h1} with aig ,δg (x) ◦ g /∈ gK for some
x ∈ k.
(4) Let i, i′ ∈ {1, . . . , h1}, δ ≥ δ′ positive, and x, x′ ∈ k. Then [ai,δ(x), ai′,δ′(x′)] and
ai,δ(x)ai,δ(x
′)ai,δ(−x − x′) can be written as products of factors aij ,δj (xj) with δj > δ
(possibly infinite, but converging in the t-adic topology). Here, [., .] denotes the commu-
tator of the two elements.
Proof. We use the bijection between G(L)/K and the set of lattices in Lh1 that maps g ∈ G(L)
to g(Oh1L ). Let µ = (µj) ∈ X∗(A)
∼= Zh1 . A lattice Λ corresponds to an element of Xµ(b) if and
only if it has a basis {xj} such that the tµjxj form a basis of bσ(Λ).
Let Λ ⊂ Lh1 be the lattice corresponding to g ∈ GLh1(L). As det(ai,δ(x)) ∈ O
×
L for all x,
we have g−1ai,δ(x)g ∈ K if and only if it is in Math1×h1(OL). This is the case if and only if the
following holds: If v =
∑
j∈Z βjej ∈ Λ with βj ∈ k and βi+lh 6= 0 for some l, then ei+lh+δ ∈ Λ.
Indeed, ai,δ(x)Λ ⊆ Λ implies that Λ contains both v and v +
∑
j≡i (mod h1)
βjxej+δ for some
x 6= 0.
We assume that g−1ai,δ(x)g ∈ Math1×h1(OL) for all δ > δ0 and all i. Then
(2) vj = ej +
∑
j′>j
βj′ej′ ∈ Λ
implies el ∈ Λ for all l > j + δ0. Let j1 be minimal such that there is some vj1 as in (2). Let
further j2 = max{j | ej /∈ Λ}. Then j2 − j1 = δg is minimal with g−1ai,δ(x)g ∈ Math1×h1(OL)
for all δ > δg and all i. For δ = δg, we have
g−1ai,δ(x)g ∈ Math1×h1(OL)
for all x if and only if i 6≡ j1 modulo h1.
From this, the first and third assertion follow immediately. For the second note that δg =
j2 − j1 = −1 implies that Λ = 〈ei, ei+1, . . . , ei+h1−1〉OL for i = j1. Hence Λ = s
iOh1L where
s ∈ J with s(ej) = ej+1 for all j.
The proof of the last assertion is an easy but tedious computation that is left to the reader.

Proof of Proposition 6 for superbasic b. We may assume that G = GLh1 and that b is of the
form discussed above. Let g ∈ G(L) be a representative of an element of Xµ(b). We have to
show that its connected component contains an element of J . For h1 = 1, each gK contains
some ti ∈ J . From now on we assume that h1 > 1.
Let δg and ig be as in Lemma 7. Then by (1) and (2) of this lemma, we may assume that
δg > 0. Using induction on δg it is enough to show that the connected component of g contains
an element g′ such that the corresponding number δg′ is strictly smaller.
We claim that the image of the morphism aig ,δg ◦ g : A→ X is in Xµ(b).
Using Lemma 7 (4) and the definition of δg we obtain for every x ∈ k
Kg−1aig ,δg (x)
−1bσ(aig ,δg (x))σ(g)K = Kg
−1aig ,δg (−x)aig+m1,δg (σ(x))bσ(g)K
= Kg−1aig+m1,δg (σ(x))aig ,δg(−x)bσ(g)K
= Kg−1aig+m1,δg (σ(x))baig−m1,δg (−x)σ(g)K.
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As h1 > 1, neither ig + m1 nor ig − m1 is congruent to ig modulo h1. Together with the
uniqueness of ig we obtain
= Kg−1bσ(g)K
= KtµK.
Hence aig ,δg (x) ◦ g ∈ Xµ(b).
As Xµ(b) satisfies the valuation criterion of properness, this morphism induces a morphism
φ : P1 → Xµ(b). For x = [1 : 0], we have φ(x) = g. Let g′ = φ([0 : 1]). Then g and g′ are in
the same connected component of Xµ(b). It remains to show that δg′ < δg. For every x ∈ A
we have to consider ai,δ(x) ◦ g
′ for all δ ≥ δg > 0. It is the image of [0 : 1] in the closure of the
family ai,δ(x) ◦ aig ,δg(y) ◦ g ∈ X with y ∈ A ⊆ P
1. Lemma 7 (4) shows that
(3) ai,δ(x) ◦ aig ,δg (y) ◦ gK = aig ,δg (y) ◦ ai,δ(x) ◦ gK
for all δ ≥ δg. But for δ > δg or δ = δg and i 6= ig this is equal to aig ,δg (y) ◦ gK. Thus the
image of [0 : 1] is again g′, and we obtain δg′ ≤ δg. Consider (3) for δ = δg and i = ig. By
Lemma 7 (4) the right hand side is equal to
aig ,δg(x + y) ◦ gK.
The image of [0 : 1] in this family is again g′. Hence δg′ < δg, which completes the induction
step. 
Proof of Proposition 6. It remains to show that for every g ∈ Xµ(b) there is a g′ in the same
connected component of Xµ(b) with g
′ = jm where j ∈ J ∩ P (L) and m ∈ M(L). In the
following we find such data which even satisfy j ∈ J ∩N(L).
By the Iwasawa decomposition we write g = nmk with n ∈ N(L), m ∈ M(L), and k ∈ K.
We may thus assume that g ∈ gK is already equal to nm. Then
g−1bσ(g) = m−1
(
n−1bσ(n)b−1
)
bσ(m).
We abbreviate the expression in the bracket, which is in N(L), by n˜. Let N be the loop group
associated to N over k and
fb : N → N
n0 7→ n
−1
0 bσ(n0)b
−1.
This is a morphism of ind-schemes over Spec(k). We have n˜ = fb(n).
Let χ ∈ X∗(AP ) be such that 〈α, χ〉 > 0 for every simple root α of A in N . Let
φ : A1
k
\ {0} → N
x 7→ xχn˜x−χ.
Let α be a root of A in N and let Uα denote the corresponding root subgroup. Conjugation by
xχ maps Uα(y) to Uα(x
jy) where j = 〈α, χ〉 > 0. Especially, φ has an extension to a morphism
φ : A1 → N that maps 0 to id. Besides,
m−1φ(x)bσ(m) = xχm−1n˜bσ(m)x−χ ∈ KtµK
for every x 6= 0. This implies that also m−1φ(0)bσ(m) ∈ Ktµ
′
K for some µ′  µ.
We construct in the following a finite e´tale morphism p : Spec(R) → A1 for some R such
that the restriction of p to each connected component of Spec(R) is surjective. Besides we
construct a morphism ψ : Spec(R) → N such that (fb ◦ ψ(x))bσ(m)K = (φ ◦ p(x))bσ(m)K
for all geometric points x of Spec(R). We also require that there is a geometric point x1 with
ψ(x1)m = g as elements of X . The first condition implies that for every x there is some µ
′  µ
such that m−1fb(ψ(x))bσ(m) ∈ Kt
µ′K. Especially, ψ(x)m ∈ Xµ(b). Let x0 be in the same
connected component of Spec(R) as x1 and with p(x0) = 0. Then ψ(x0) ∈ J and ψ(x0)m is in
the same connected component of Xµ(b) as g.
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Let αi with i = 1, . . . , i0 be the roots of A in N . Write each αi as a linear combination
of simple roots of G. Let N [j] ⊆ N for j ≥ 1 be the normal subgroup that is generated by
the αi such that the sum of the corresponding coefficients of the simple roots of A in N is
at least j. Then the commutator of elements of N [j] and N [j′] is in N [j + j′]. Especially,
N [j]/N [j + 1] is abelian. Let N = N1 ⊃ N2 ⊃ · · · be a refinement of N = N [1] ⊃ N [2] ⊃ · · ·
with Ni/Ni+1 ∼= Ga. We choose Ni and the ordering of the αi such that Ni is generated by all
Uαi′ with i
′ ≥ i. We will use induction on i to construct Ri, pi and ψi that satisfy the first
of the claimed conditions up to factors in Ni+1. More precisely, we want (φ ◦ pi(x))bσ(m) ∈
(fb ◦ ψ(x))Ni+1(Ri((t)))bσ(m)K. As only finitely many of the Ni are non-trivial, we then
obtain R, p and ψ with (fb ◦ ψ(x))bσ(m)K = (φ ◦ p(x))bσ(m)K. The existence of x1 is shown
afterwards.
Claim. Let Ri−1 be an e´tale extension of k[s] such that each connected component of
Spec(Ri−1) maps surjectively to Spec(k[s]) and let yi ∈ Ni(Ri−1((t))). Then we can write
yi ∈ Uαi(βi)Ni+1(Ri−1((t))) for some βi ∈ Ri−1((t)). Let n(i) ∈ N. Let j be minimal with
Ni ⊆ N [j]. Then there exists a finite e´tale extension Ri of Ri−1 with the same surjectivity
property and z ∈ N [j](Ri((t))) such that fb(z) = Uαi(βi + εi) with εi ∈ t
n(i)Ri[[t]].
This claim implies the induction step. Indeed, let yφ ∈ N(k[s]((t))) be the element associated
to φ. Assume that we constructed zi−1 ∈ N(Ri−1((t))) with
yφbσ(m) ∈ fb(zi−1)δibσ(m)K
for some δi ∈ Ni(Ri−1((t))). Set zi = zi−1z˜ ∈ N(Ri((t))) where we have to define Ri and
z˜ ∈ N [j](Ri((t))) such that yφbσ(m) ∈ fb(zi)Ni+1(Ri((t)))bσ(m)K. We have
fb(zi) = z˜
−1fb(zi−1)(bσ(z˜)b
−1).
As z˜, bσ(z˜)b−1 ∈ N [j](Ri((t))), their commutators with fb(zi−1) are in N [j + 1](Ri((t))) ⊆
Ni+1(Ri((t))). Hence, modulo Ni+1,
fb(zi) ≡ fb(zi−1)fb(z˜).
Using the claim for sufficiently large n(i) and yi = δi, one finds z˜ such that
fb(z˜)
−1δibσ(m) ∈ Ni+1(Ri((t)))bσ(m)K,
which is what we wanted.
To prove the claim, recall the description of b as tµMw with w ∈ WM from Section 2.1. There
is some l0 > 0 such that w
l0 = id. Then
(bσ)l0Uαi(βi)b
−l0 = Uαi(t
l0〈αi,ν〉σl0(βi)).
We distinguish two cases.
Case 1. 〈αi, ν〉 > 0
Here, let Ri+1 = Ri. As 〈αi, ν〉 > 0, the (bσ)lUαi(βi)b
−l converge to id for large l. For l ∈ N
let
z(l) = Uαi(−βi)(bUαi(σ(−βi))b
−1) · · · (blUαi(σ
l(−βi))b
−l)
and let z be the limit of this sequence. Then
fb(z(l)) = Uαi(βi) · · · (b
lUαi(σ
l(βi))b
−l)(bl+1Uαi(σ
l+1(−βi))b
−l−1) · · · (bUαi(σ(−βi))b
−1)
= Uαi(βi)[(bUαi(σ(βi))b
−1) · · · (blUαi(σ
l(βi))b
−l), bl+1Uαi(σ
l+1(−βi))b
−l−1]
×(bl+1Uαi(σ
l+1(−βi))b
−l−1).
Here, [., .] denotes the commutator of the two elements. Thus, fb(z) = Uαi(βi).
Case 2. 〈αi, ν〉 = 0
In this case, the blUαi(βi)b
−l do not converge to id. There is some l0 > 0 such that
(bσ)l0Uαi(βi)b
−l0 = Uαi(σ
l0(βi)).
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Let l0 > 0 be minimal with this property. We set
(4) z = Uαi(z0)(bσ(Uαi(z0))b
−1) · · · ((bσ)l0−1Uαi(z0)b
−l0+1)
with z0 ∈ Ri+1((t)) where Ri+1 is yet to define. Let j be minimal with Uαi ⊆ N [j]. As
b ∈ M(L), it is also minimal with blUαib
−l ⊆ N [j] for each l. Then up to factors Uαi′ (z
′) in
N [j + 1] ⊆ Ni+1 we obtain
z−1bσ(z)b−1 = z−1Uαi(−z0)z(bσ)
l0Uαi(z0)b
−l0
≡ Uαi(σ
l0(z0)− z0).
Thus z0 has to satisfy the equation
σl0(z0) ≡ z0 + βi (mod t
n(i)Ri+1[[t]]).
We write βi =
∑
j≥j0
βi,jt
j with βi,j ∈ Ri. We choose some ai ≤ j0, and let βi,j = 0 for j < j0.
Let z0 =
∑n(i)−1
j=a z0,jt
j . Let Ri+1 be the e´tale extension of Ri defined by adjoining a root of
the polynomial zq
l0
0,j − z0,j − βi,j for every j with ai ≤ j < n(i). Then z as in (4) satisfies
all required properties. The surjectivity property follows from the explicit description of the
extension Ri+1 of Ri.
It remains to show the existence of a geometric point x1 of Spec(R) over 1 ∈ A1 with
ψ(x1)m = g as elements of X . Note that for any a ∈ Z, there are only finitely many cosets
n′mK of elements n′ ∈ N(taOL) with fb(n′) = fb(n). Here N(taOL) denotes the subgroup of
N generated by all Uα(t
aOL) for α positive. Indeed, the elements n′m with fb(n′) = fb(n) are
in the J-orbit of g. Taking K-cosets together with the restriction to be in N(taOL), we obtain
a finite number of them. The construction of R shows that for some fixed a we can choose
the ai in the second step of the claim small enough such that the following holds: For each of
the cosets n′mK above there is a representative n′ = ψ(x′) for some x′ ∈ Spec(R) lying over
1 ∈ A1. Especially, for sufficiently small ai, a point x1 as above exists. 
The following corollary is a generalization of [KR], Proposition 4.8. There, a similar state-
ment is shown for G = GLn and G = GSp2n.
Corollary 8. Let b ∈ G(L) and ν ∈ X∗(A) its Newton point. Let µmin be as in Section
2.1. Then µmin is minimal among the dominant elements µ with Xµ(b) 6= ∅. More precisely,
for every dominant µ ∈ X∗(A) with ν  µ and κG(b) = µ (as elements of π1(G)) we have
ν  µmin  µ.
Proof. The assumptions on µ are equivalent to Xµ(b) 6= ∅. Then the proof of Proposition 6
shows that Xµ(b) contains an element of J . Our choice of the normal form of b in Section 2.1
implies that the image of J in X lies in Xµmin(b). Thus µmin  µ. 
2.5. Proof of Theorem 2 (2). To deduce Theorem 2 (2) from Proposition 6, we also need
the following proposition.
Proposition 9. Let α0 be a simple root of A in N and let the assumptions of Theorem 2 (2)
be satisfied. Then there exists a root α with α∨0 = α
∨ as elements of π1(M) and such that t
−α∨
lies in the connected component of the identity of Xµ(b).
Proof of Theorem 2 (2). By Proposition 6, the J ∩ P -equivariant map ϕ : (J ∩ P )/K →
π0(Xµ(b)) induced by the inclusion of the left hand side into Xµ(b) is surjective. We have
to show that ker(κG) ∩ J ∩ P (L) is mapped to the connected component of the identity.
Let j ∈ J ∩ P and j = mn with m ∈M(L) and n ∈ N(L). Then
b = j−1bσ(j) =
(
n−1m−1bσ(mn)(m−1bσ(m))−1
) (
m−1bσ(m)
)
As the first bracket is in N and the second in M , we obtain that m−1bσ(m) = b. Hence m ∈ J
which implies that also n ∈ J . Note that by the definition of κ, unipotent elements are in the
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kernel of κ. Hence j ∈ ker(κ) if and only if m and n are in ker(κ). As ϕ is J-equivariant, it is
thus enough to consider elements of J ∩M and J ∩N separately.
Let j ∈ J ∩M ∩ ker(κM ). From the proof of Proposition 6 for superbasic b we obtain that j
is in the same connected component as id. Thus the restriction of ϕ to J ∩M factors through a
quotient of π1(M). Besides, Proposition 9 implies that for every simple root α0 of A in N , there
is some g ∈M(L) in the connected component of id in Xµ(b) with κM (g) = −α∨0 . Hence, the
restriction of ϕ to J ∩M even factors through π1(G).
It remains to consider elements j ∈ J ∩N . Each such j can be written as a finite product of
Uαi(xi) with αi a root of A in N and xi ∈ L. There is a y ∈ X∗(AP ) ⊆ X∗(A) with y trivial
in π1(G) and such that 〈αi, y〉 ≥ −vt(xi) for all i. Then j is conjugate via ty ∈ A(L) ∩ J to an
element j˜ of N(OL)∩J ⊆ K. We have seen above that ϕ maps ty ∈ J ∩M(F ) to the connected
component of the identity. As j˜ ∈ J ∩K, it is also mapped to this component. Hence, j is in
the connected component of the identity of Xµ(b). 
Proof of Proposition 9. We first show that it is enough to prove that there is an α with α∨ = α∨0
in π1(M) such that the morphism g : A
1 → X which maps x to Uα(t−1x) factors through
Xµ(b). If this is the case, fact that Xµ(b) satisfies the valuation criterion of properness leads
to an extension g : P1 → Xµ(b). Thus g([1 : 0]) = id and g([0 : 1]) are in the same connected
component. But for x 6= [1 : 0], an SL2-calculation shows that
(5) Uα(t
−1x) = U−α(tx
−1)t−α
∨
k
for some k ∈ K. Thus g([0 : 1]) = t−α
∨
as elements of X .
By passing to a suitable subgroup of G, we may assume that the Dynkin diagram consisting
of the roots of M , and of α0, is connected.
Recall the description of b as tµMw with w = (wi) ∈WM and µM ∈ X∗(A) from Section 2.1.
We have to show that for all x there exists some µ′  µ such that
(6) A := g(x)−1bσ(g(x)) = Uα(−t
−1x)
(
bUα(t
−1σ(x))b−1
)
b ∈ Ktµ
′
K.
We have
bg(σ(x))b−1 = tµMUw(α)(t
−1σ(x))t−µM
= Uw(α)(t
〈w(α),µM 〉−1σ(x))(7)
where w(α) is such that wUαw
−1 = Uw(α).
We consider several cases. Essentially, we have to distinguish between the different root
systems and values of 〈α0, µM 〉. However, many of these cases are treated similarly, especially,
if the length of α0 is the same.
Case 1. α0 is the only root of G.
In this case we may assume G = GL2. Besides, w = id. Let α = α0. Recall that µM = ν is
dominant, so 〈α, µM 〉 ≥ 0. Equations (6) and (7) show that A = Uα(t−1y)tµM for some y ∈ OL.
If y ∈ tOL the claim follows. Assume y ∈ O
×
L . Together with (5) we obtain that
Uα(t
−1y)tµM ∈ Ktα
∨
U−α(ty
−1)tµMK
= KtµM+α
∨
U−α(t
1+〈α,µM 〉y−1)K
= KtµM+α
∨
K.
As α is the only simple root, µM + α
∨ is the minimal dominant µ with µM  µ and µM 6= µ.
Case 2. All roots of G have the same length.
As the root system of M is a sum of root systems of type Al, this condition is equivalent to
the condition that the neighbours of α0 in the Dynkin diagram are of the same length as α0.
Again we choose α = α0. The first step is to compute w(α). We describe the effect of each of
the parts wi of w separately. Let α
(i) be the image of α inX∗(Ai) ∼= Zhi/Z. Let ej for 1 ≤ j ≤ hi
10
be the standard system of generators of X∗(Ai). We may assume that the simple roots of Mi
are the βj = ej−ej+1. Let βj0 be the neighbour of α in the Dynkin diagram of G. Note that the
classification of Dynkin diagrams shows that j0 ∈ {1, 2, 3, hi− 3, hi − 2, hi − 1}. For symmetry
reasons it is enough to consider the first three cases. Thus α(i) is equal to −e1, −e1 − e2, or
−e1− e2− e3. Hence wi(α(i)) is equal to −e1+mi , −e1+mi − e2+mi, or −e1+mi − e2+mi − e3+mi .
Here we identify ej with ej−hi if j > hi. Recall that µMi = (1, . . . , 1, 0 . . . , 0) with multiplicities
mi and hi −mi. Thus
〈wi(α) − α, µM 〉 = 〈α− wi(α), α
∨〉
for all i. This implies
〈w(α) − α, µM + α
∨〉 =
∑
i
〈wi · · ·w1(α) − wi−1 · · ·w1(α), µM + α
∨〉(8)
=
∑
i
〈wi(α)− α, µM + α
∨〉
= 0
This explicit description also shows that w(α) is a positive root. Besides, with
νMi = (mi/hi, . . . ,mi/hi)
we obtain that
(9) 〈w(α), µM 〉 > 〈w(α), ν〉 ≥ 0.
We consider the case 〈w(α), α∨〉 ≥ 0. Then 〈aα+bw(α), α∨〉 ≥ 2a and 〈aα+bw(α), w(α)∨〉 ≥ 2b.
Hence for all a, b > 0, the linear combination aα + bw(α) cannot be a root. This implies that
Uα and Uw(α) commute. From (6) and (7), we obtain for 〈α, µM 〉 ≥ 0
A ∈ KUα(−t
−1x)Uw(α)(y)t
µMK
= KUw(α)(y)Uα(−t
−1x)tµMK.
for some y ∈ OL. By (5) this is
= Ktα
∨
U−α(−tx
−1)tµMK
= Ktα
∨+µMK.
It only remains to show (µM + α
∨)dom  µ.
For 〈α, µM 〉 < 0 we obtain
A ∈ KUα(−t
−1x)Uw(α)(y))t
µMK
= KUα(−t
−1x)tµMK
= KtµMK
for some y ∈ OL. Here, the last equation follows from (9).
Let now 〈w(α), α∨〉 = −1. Then we similarly obtain that α+w(α) is the only positive linear
combination that can be a root. Besides, we know from (8) that 〈w(α)−α, µM 〉 = 3. If in this
case 〈w(α), µM 〉 ≥ 2, (6) and (7) imply
A ∈ Uα(−xt
−1)Uw(α)(ty)t
µMK
⊆ KUα+w(α)(−cxy)Uw(α)(ty)Uα(−xt
−1)tµMK
= KUα(−xt
−1)tµMK
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for some y ∈ OL and c ∈ k. Here we set Uα+w(α) = 1 if α+w(α) is not a root. For 〈α, µM 〉 ≥ 0
we use (5) and obtain
=
{
Ktα
∨+µMK if 〈α, µM 〉 ≥ 0
KtµMK else.
The calculation for the remaining case 〈α, µM 〉 ≤ −2 is similar.
If 〈α, µM 〉 ≥ 0, it remains to compare (µM + α∨)dom and the minimal dominant µ with
µmin  µ and µmin 6= µ in π1(M). We describe how to compute (µM +α∨)dom and µ. For both
Hodge vectors one can start with µM +α
∨ and then successively add coroots until one reaches
the desired element. For (µM + α
∨)dom one replaces µM + α
∨ by images µi under reflections
in the Weyl group. In the ith step one adds −β∨i
〈βi,µi−1〉
〈βi,β∨i 〉
to µi−1 for some simple root βi.
One chooses the roots βi such that 〈βi, µi−1〉 < 0. Then one can inductively show that in each
step −〈βi, µi−1〉/〈βi, β∨i 〉 = 1. But this is also exactly the description of how to obtain µ from
µmin + α
∨. Thus the two Hodge vectors are equal.
Case 3. α0 is a long root of G. In this case let α = α0. As w(α) is in the W -orbit of
α, it is also a long root. The same arguments as in the preceding case show that (8) holds in
this case, that 〈w(α), µM 〉 > 0, and that (µM + α∨)dom  µ. If αi is the shorter neighbour of
α, then 〈wi(α)−α, µM 〉 ≥ 2. The same calculations and subcases as in Case 2 show the claim.
Case 4. α0 is a short root of G.
Let β be the longer neighbour of α0 in the Dynkin diagram and α = (α
∨
0 + β
∨)∨. Then
α is a long root of G. As in Case 2 one can show that (µmin + α
∨)dom  µ. Note that the
corresponding assertion for α0 instead of α does not hold in general in this case. We treat the
different possible root systems separately.
If G is of type G2, the long roots β and α = 3α0 + β generate a sub-root system of type A2,
and the corresponding subgroup of G contains b. Thus the assertion for this case follows from
Case 2.
If G is of type Cn with n ≥ 2, the roots of M and α = 2α0+β generate a sub-root system of
type Cn−1 +A1. The corresponding Levi subgroup of G contains b, and α is a long root. This
case is covered by Case 3.
If G is of type Bn with n ≥ 3, again α = 2α0 + β. We have n = h1 where h1 is as in the
definition of the normal form of b in Section 2.1. An explicit description of the root system is
given by the simple roots β = e1 − e2, . . . , en−1 − en, and α0 = −e1. Then α = −e1 − e2 and
w(α) = −em1+1 − em1+2. The sum of the coefficients of each root with respect to the basis
{ei} is at least −2. Hence no linear combination aα+ bw(α) with a, b > 0 is a root. Again, the
image of µ in X∗(A1) is equal to (c+ 1, . . . , c+ 1, c, . . . , c) with multiplicities m1 and h1 −m1
and c ∈ Z. As h1 = n > 2, we have 〈w(α), µM 〉 > 〈w(α), ν〉 ≥ 0. Thus we obtain
A = Uα(−xt
−1)Uw(α)(y)t
µMw
∈ KUα(−xt
−1)tµMK
for some y ∈ OL. If 〈α, µM 〉 < 0, this is in KtµMK. Else we use again (5) and obtain
Uα(−xt
−1)tµM ∈ KtµM+α
∨
K.
Let now G be of type F4. Again α = 2α0 + β. Using the explicit description of this root
system one sees that α + w(α) is the only positive linear combination of α and w(α) that can
be a root. Besides, the explicit calculation of w(α) yields 〈w(α) − α, µM 〉 ≥ 3. Using the same
calculation as in Case 2 for 〈w(α), α∨〉 = −1, the claim follows. 
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3. Non-closed affine Deligne-Lusztig varieties
We give an example of a non-closed affine Deligne-Lusztig variety for G = GL5 with
π0(Xµ(b)) 6= π0(Xµ(b)). We use the interpretation of X as a set of lattices in L5 that is
introduced in the proof of Lemma 7.
Let B ⊆ GL5 be the Borel subgroup of upper triangular matrices and let A be the diagonal
torus.
We denote a basis of L5 by e1,0, e1,1, e2,0, e2,1, and e2,2. For i ∈ Z let e1,i = te1,i−2 and
e2,i = te2,i−3. Let b ∈ G(L) with bσ(ei,j) = ei,j+1. Then ν = (
1
2 ,
1
2 ,
1
3 ,
1
3 ,
1
3 ) ∈ Q
5 ∼= X∗(A)Q.
Let further µ = (2, 0, 0, 0, 0). Then Theorem 2 implies π0(Xµ(b)) ∼= Z. We prove in this
section that
(10) π0(Xµ(b)) ∼= Z
2 ∼= J/(K ∩ J).
More precisely, we define a morphism
∐
Z2 A
2 → Xµ(b) which is a bijection on k-valued points.
Let Λ ⊂ L5 be the lattice corresponding to a point of Xµ(b). As there is only one µi 6= 0, we
have Λ/(bσ(Λ)+tΛ) ∼= k. Each v ∈ Λ\(bσ(Λ)+tΛ) generates Λ as a bσ-invariantOL-module. We
renormalize the second indices of the ei,j by a suitable shift such that v =
∑
i∈{1,2},j≥0 βi,jei,j
with βi,j ∈ k and βi,0 6= 0. By multiplying with β
−1
1,0 ∈ k
×
we may assume that β1,0 = 1. We
have (bσ)lv = e1,l+
∑
j>0 β
σl
1,je1,j+l+
∑
j≥0 β
σl
2,je2,j+l, hence we can modify v by an infinite but
converging linear combination of these elements for l > 0 to obtain an element of Λ\(bσ(Λ)+tΛ)
of the form e1,0 +
∑
j≥0 β2,je2,j . We assume that v is already of this form. Then
w = (bσ)2(v) − tv
= βσ
2
2,0e2,2 + (β
σ2
2,1 − β2,0)e2,3 + · · · ∈ bσ(Λ) + tΛ.
We repeat the modifications of v similarly for w: By dividing w by βσ
2
2,0 and after subtracting
a suitable linear combination of the (bσ)lw, we obtain that e2,2 ∈ bσ(Λ) + tΛ. Hence also
e2,j = (bσ)
j−2(e2,2) ∈ bσ(Λ)+tΛ for all j ≥ 2. We can modify v by a suitable linear combination
of these vectors to obtain an element of the form
v′ = e1,0 + a0e2,0 + a1e2,1 ∈ Λ \ (bσ(Λ) + tΛ)
for some a0, a1 ∈ k. This implies
(bσ)2(v′)− aσ
2
0 e2,2 − a
σ2
1 e2,3 = e1,2 ∈ Λ.
Finally we obtain
(11) Λ = 〈e1,0 + a0e2,0 + a1e2,1, e1,1 + a
σ
0 e2,1, ei,j | j ≥ 2〉OL
for some a0, a1 ∈ k. We define a morphism A2 → Xµ(b) by mapping (a0, a1) to the lattice in
(11). We choose {sa1 ◦ s
a′
2 | (a, a
′) ∈ Z2} as a set of representatives of J/(K ∩ J) ∼= Z2 in J .
Here the si ∈ GLi+1 ⊂Msb = GL2×GL3 are as in the proof of Proposition 6 for superbasic b.
As Xµ(b) is invariant under J , this yields a morphism∐
Z2
A2 → Xµ(b).
The morphism defines a bijection of geometric points which implies
π0(Xµ(b)) ∼= J/(K ∩ J) ∼= Z
2.
Note that there are also examples of (G,µ, b) such that the action of J on π0(Xµ(b)) has
more than one orbit. For example, one can use the methods of [V] to show that for G = GL3,
µ = (3, 1, 0) and b superbasic of slope 43 , the affine Deligne-Lusztig variety is isomorphic to∐
Z⊔Z A
2. In this case, the action of J on π0 has two orbits, one for each copy of Z in the index
set.
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4. Zero-dimensional affine Deligne-Lusztig varieties
Corollary 10. Let G be simple and P = MN a proper standard parabolic subgroup. Let
b ∈M(L) be basic in G. Let µ be G-dominant with κM (b) = µ. Then [b] = [tµ] is central.
Proof. This is a special case of Theorem 2(1). Indeed, the assumption that b is basic implies
that 〈αi, ν〉 = 0 for every simple root αi of A in G. Thus (µ, b) is indecomposable with respect
to the Hodge-Newton decomposition. 
Proof of Theorem 3. Note that Xµ(b) is open in Xµ(b). Thus an isolated point of the former
variety is still isolated in the latter. But J acts transitively on π0(Xµ(b)). Thus the first
assertion implies the second. The inverse implication is trivial.
It remains to prove that the second and third assertion are equivalent. By Lemma 4,
dimXGµ (b) = 0 if and only if all X
Gi
µi
(bi) are zero-dimensional. Here, the Gi are the simple
factors of Gad. Hence we may assume that G is adjoint and simple.
To prove that the second assertion implies the third assume that dimXµ(b) = 0. Let x ∈
Xµ(b). By Proposition 6 its connected component in Xµ(b) contains an element of Xµmin(b).
But Xµ(b) is open in Xµ(b) and zero-dimensional. Thus x ∈ Xµmin(b) and µ = µmin.
In Section 2.1 we saw that there is anMsb-dominant µMsb with µMsb,dom  µ and X
Msb
µM
sb
(b) 6=
∅. If µMsb is not G-dominant, then there is a simple root α of A in Nsb such that 〈α, µMsb 〉 < 0.
But then the proof of Proposition 9 provides a one-dimensional family in Xµ(b). (In this specific
case, we may choose µ = µmin in Proposition 9.) This is a contradiction to dimXµ(b) = 0.
Thus µMsb is G-dominant, and µMsb = µ = µmin. As κMsb(b) = µMsb = µ, we have κM (b) = µ
in π1(M) for every Levi subgroup M ⊇Msb.
We first apply this to M = Mb. As (µ, b) is indecomposable with respect to the Hodge-
Newton decomposition, κMb(b) = µ implies that Mb = G. Hence b is basic in G. We consider
two cases:
Case 1: b is superbasic. Then G = PGLh for some h (compare [GHKR], 5.9). Write
µ = (1, . . . , 1, 0, . . . , 0) ∈ Zh/Z with multiplicities m and h−m. As b is superbasic, m and h are
coprime. The dimension formula for affine Deligne-Lusztig varieties reads in this special case
(12) dimXµ(b) = 〈ρ, µ− ν〉 −
h− 1
2
(compare [GHKR], [V]). From this, one easily obtains dimXµ(b) =
(m−1)(h−m−1)
2 . It vanishes
if and only if m or h−m is equal to 1.
Case 2: There is a proper Levi subgroupM ⊂ G containing b. The observation made above
implies that κM (b) = µ. Then the claim follows from Corollary 10.
The proof that the last assertion implies the second is immediate from Theorem 2(3) and
the dimension formula for superbasic b, see Case 1 above. 
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