In this paper, a product exponential method of imputation has been suggested and their corresponding resultant point estimator has been proposed for estimating the population mean in sample surveys. The expression of bias and the mean square error of the suggested estimator has also been derived, up to the first order of large sample approximations. Compared with the mean imputation method, Singh and Deo (Statistical Papers (2003)) and Adapted estimator (Bahl and Tuteja (1991) ), the simulation studies show that the suggested estimator is the most efficient estimator.
Introduction
The use of auxiliary information for estimating the finite population mean of the study variable has played an eminent role in sample surveys. The ratio imputation method is employed for missing data if the correlation between the study variable and the auxiliary variable is positive. On the other hand, if this correlation is negative, the product imputation method investigated by Singh and Deo (2003) , is quite effective. The application of the product imputation method has too much importance but absolutely has some limitation in medical discipline, industrial and social science, etc. There are several medical or social science related variables which decrease as the people grow up. For example, as the people become older, the following variables have negative correlation with the age: (a) duration of sleeping hours (b) hearing tendency (c) eye sight (d) number of hairs on the head (e) number of love affairs and (f) working hour capacity etc. If information on any of these study variable is missing, but the age of the persons is available, the product imputation method will be beneficial.
It is worth to be noticed that appreciable amount of works carried out under product method of estimation in sample surveys by several authors, but its application very limited in imputation methods. Dated back, Singh and Deo (2003) have used the product imputation method in survey sampling. Motivated with the above work, we study the some product exponential method of imputation in sample surveys.
Let y and x be denoted by the negatively correlated study variable and auxiliary variable respectively. A simple random sample (without replacement) s n of n units is depleted from a finite population U = (U 1 , U 2 , ..., U N ) of N units to estimate the population meanȲ . Let r be the number of responding units out of sampled n units, the set of responding units by R and the set of non-responding units by R c . If the units involve the responding unit set, the values on the study variable y i are observed. If they involve the non-responding unit set, the values on the study variable y i are missing and hereafter the imputed values are derived for a well known units.
The general point estimator of population meanȲ takes the form:
Here, the valueỹ i denote the imputed value of the study variable corresponding to the i th non-responding units. The consequently notations have been approaching in this work: Y ,X: The population means of the variables y and x respectively. y r ,x r : The response means of the respective variables for the sample sizes shown in suffices.
x n : The sample mean of the variable x. ρ yx : The population correlation coefficient between the variables y and x.
The population mean square of the variable x. S 2 y : The population mean square of the variable y . C y and C x : The coefficients of variation of the variables shown in suffices.
Some Existing Estimators
In this section, the several estimators with imputation have been discussed for estimating the population mean in sample surveys.
Mean Imputation Method
Under this method, After imputation, data take the form:
The resultant point estimator (2) ofȲ becomes
which is known as the response mean estimatorȳ r of population meanȲ . The variance of the response sample meanȳ r , is given by
Product Imputation Method
Singh and Deo (2003) proposed the product imputation method in sample surveys. After imputation, data take the form:
Under this method of imputation, the resultant point estimator (2) ofȲ becomes
which is analogue of the product estimator proposed by Murthy (1964) . The MSE of estimatorȳ SD , is given by
Adapted Product Exponential Method of Imputation
Following the Bahl and Tuteja (1991) , We have adapted product exponential method of imputation and their corresponding estimator for estimating theȲ in survey sampling. The adapted imputation method, After imputation, the data take the form:
Under above adapted imputation methods, the resultant point estimators (2) of the population meanȲ becomeȳ
The MSE of estimatorȳ AE , is given by
Suggested Method and their Estimator
Following the Prasad (2016 Prasad ( & 2017 , a product exponential method of imputation and their corresponding estimator has suggested for estimating the population meanȲ in sample surveys. The suggested imputation method, After imputation, the data take the form:
Under above suggested imputation method, the resultant point estimator (2) of the population meanȲ becomes
where φ is suitably chosen constant, such that the MSE of the resultant point estimator is minimum. It has been assumed that S x and C x are known.
Properties of the suggested estimator ζ
The bias and their mean square error (MSE) of the suggested estimator ζ are derived up to the first order of large sample approximations under the following transformations: y r =Ȳ (1 + e y ) andx r =X(1 + e x ) such that E(e i ) = 0, |e i | < 1∀ i = y, x. Using the above transformations, the estimator ζ take the following form:
where θ =X S x XS x +C x . Neglecting the higher power terms of e s , the equation (14) can be written as
Taking expectation of (15), we obtained the bias of the suggested estimator, is given as
Now, after squaring of (15) and neglecting the higher power terms of e s, we have
Taking expectation of (17), we get the MSE of the suggested estimator ζ as
where
2 θ ρ yx C y C x . Differentiating (18) with respect to φ , and its equating to zero respectively, we get the optimum value of φ , is given by
After substituting the optimum value of φ , i. e., φ opt in equation (18), we obtain the minimum MSE of the suggested estimator ζ , is given as
Simulation Study
We have considered the four data sets for the sample population between 25% to 50%, response rate between 60% to 94% with different correlation coefficient. The percent relative efficiency of the suggested estimator engaged in simulation study. The PREs of the suggested estimator ζ with respect to the mean imputation method, Singh and Deo (2003) estimator and Adapted estimator (Bahl and Tuteja (1991) ) are obtained as 
Analysis of Simulation Study
From Tables (1 -2) , the following interpretation can be read out:
(1)From Table 1 presents the parameters of the four data sets for different correlation coefficient. We are taking different values for n and r.
(2) From Table 2 it is observed that (a) For a 25% sample population with response rate is 75%, the PRE of the suggested estimator ζ with respect to the other existing estimators like as the mean imputation method remains 133.898%, Singh and Deo (ȳ SD ) estimator remains 117.282 % and Adapted estimator remains 100.626%.
(b) For a 40% sample population with response rate between 75% to 87%, the PRE of the suggested estimator ζ with respect to the other existing estimators like as the mean imputation method remains 349.152% to 349.680%, Singh and Deo (ȳ SD ) estimator remains 248.514% to 294.760% and Adapted estimator remains 100.180% to 100.332%.
(c) For a 33% sample population with response rate between 60% to 90%, the PRE of the suggested estimator ζ with respect to the other existing estimators like as the mean imputation method remains 226.579% to 226.579%, Singh and Deo (ȳ SD ) estimator remains 143.789% to 202.924% and Adapted estimator remains 99.9821% to 99.9824 %.
(d) For a 30% sample population with response rate between 67% to 94%, the PRE of the suggested estimator ζ with respect to the other existing estimators like as the mean imputation method remains 353.429% to 353.940%, Singh and Deo (ȳ SD ) estimator remains 285.272% to 338.191% and Adapted estimator remains 100.231% to 100.376 %.
Conclusions
From the above analysis, it is observed that the suggested estimator is more efficient than the mean imputation method, Singh and Deo (2003) estimator and Adapted estimator (Bahl and Tuteja (1991) ). Hence, it can be recommended for future use.
