We consider a Markovian factor model consisting of a vector price process for traded assets as well as a multidimensional random process for non traded factors. All processes are allowed to be driven by a general marked point process (representing discrete jump events) as well as by a standard multidimensional standard Wiener process. Within this framework we provide the following results.
• We extend the Hansen-Jagannathan bounds [3] for the Sharpe Ratio to the point process setting.
• We study arbitrage free good deal pricing bounds for derivative assets along the lines of Cochrane and Saa-Requejo [2] . Using martingale techniques we derive the relevant Hamilton-Jacobi-Bellman equation for the upper and lower good deal bound functions, thus extending the results from [2] to the point process case.
• In particular we study the case of a single price process driven by a scalar Wiener process as well as by a marked point process. For this case we provide a detailed analysis of the dynamic programming equation and the optimal market prices of risk. As a concrete application we present numerical results for the classic Merton jumpdiffusion model.
Introduction
Most realistic models of financial markets are by nature and construction highly incomplete. This holds for stochastic volatility models, models for energy and weather derivatives, as well as for stock price models driven by a nontrivial (marked) point process. Suppose now that we would like to compute an arbitrage free price process for a financial derivative within one of the model classes mentioned above. Then we are faced with the following well known facts.
• Since the underlying market is incomplete, there will not exists a unique martingale measure (or a unique stochastic discount factor). Thus there will exist infinitely many arbitrage free price processes for a given derivative.
• In incomplete settings like this, the pricing bounds provided by merely requiring absence of arbitrage are extremely wide, and such bounds are thus useless from a practical point of view.
There is thus a clear need for "reasonable" pricing bounds for derivative assets, and to this end Cochrane and Saa-Requejo introduced, in the seminal paper [2] , the completely new idea of ruling out, not only those prices which are violating the no arbitrage restriction, but also those prices which in some sense would represent "deals which are too good"(henceforth referred to as "good deals").
Cochrane and Saa-Requejo formalized in [2] the idea of a good deal as an asset price process with a high Sharpe ratio and posed the problem of finding the upper and lower bound for all arbitrage free price processes, given a bound on the Sharpe ratio of the derivative. In [2] this problem was analyzed in great detail for the one-period, multi period, and also the continuous time setting. For the continuous time models, which we focus on in the present paper, the setting in [2] is that of a diffusion model driven by a multidimensional Wiener process, the technical language is that of stochastic discount factors, and the basic technique is dynamic programming. Within this framework Cochrane and Saa-Requejo derive a pricing PDE, which is then studied in detail and, in some cases, solved numerically.
A similar, but not equivalent, approach to obtain asset price bounds, based on gains-loss-ratios, is presented in [1] . See [7] for an interesting connection of [1] to linear programming.
The main object of the present paper is to extend the analysis of [2] to allow also the possibility of jumps in the random processes describing the financial market under consideration. Thus; in the setup of the present paper all processes are allowed to be driven, not only by a multidimensional standard Wiener process, but also by a general marked point process (henceforth referred to as an "MPP").
The structure of the paper is as follows.
• In Section 2 we present a very general probabilistic framework for the rest of the paper.
• In Section 3 we derive expressions for the risk premium, the total volatility, and the Sharpe ratio for an asset price process within the general framework of Section 2. We also provide an explicit representation of the class of equivalent martingale measures. The main result of the section is that we extend the Hansen-Jagannathan bounds from [3] to the general setup of Section 2. The HJ bounds provide an inequality for the Sharpe ratio in terms of the various market prices of risk, and this inequality is at the heart of the good deal pricing project.
• In Section 4.1, we present our basic factor market model. The model consists of a vector price process for traded assets as well as a random vector process describing non traded underlying factors. The dynamics are described in terms of a system of SDEs, driven by a vector Wiener process and an MPP.
• The pricing problem is formalized in Section 4.2, and in Section 4.3 we derive the fundamental Dynamic Programming Equation for the upper and lower good deal bounds. In Section 4.4 we discuss the special structure of this equation in some detail.
• Section 5 is devoted to a more detailed study of some concrete examples. We start by analyzing the simple case of an asset price driven by a scalar Wiener process and a standard Poison process, and for this case we provide formulas for the optimal market prices of risk. We then extend the analysis to the case of a driving compound Poisson process, and also for this case we can provide a fairly explicit representation of the optimal market prices of risk. The classical Merton jump-diffusion model in [6] falls within this class, and we finish by presenting some numerical results for that particular model, where we can compare the Merton pricing formulas with the good deal bounds.
It may be worth noticing that the technique used in the present paper, as opposed to the one used in [2] , is very much focused on martingale measures, rather than on stochastic discount factors. Since martingale measures and stochastic discount factors are matehmatically equivalent, it is largely a matter of taste which method to use for any particular problem. However, for this class of problems the use of martingale measures is, in our opinion, to be preferred as a technical tool. Firstly, it allows us to draw upon the huge technical machinery of general martingale theory and, secondly, it streamlines the arguments considerably. In particular this can be seen in the fact that with the martingale formulation, the good deal pricing problem appears directly as a well formulated standard stochastic control problem. The relevant Bellman equation can thus be written down immediately, without any need of a separate argument.
General Setup
We consider a financial market on a fixed time interval [0, T ], living on a stochastic basis (filtered probability space) (Ω, F, F, P ) where F = {F t } 0≤t≤T , where the measure P is interpreted as the objective (or "physical") probability measure. The basis is assumed to carry a d-dimensional standard Wiener process W as well as a marked point process µ(dt, dx) on a measurable Lusin mark space (X, X ). The predictable σ-algebra is denoted by P, and we make the definitionP = P ⊗ X . We assume that the predictable compensator ν(dt, dx) admits an intensity, i.e. that we can write ν(dt, dx) = λ t (dx)dt. The compensated point process µ(dt, dx)−λ t (dx)dt is denoted byμ(dt, dx). We assume that ν([0, t] × X) < ∞ P -a.s. for all finite t, i.e. µ is a multivariate point process in the terminology of [4] .
Extended Hansen-Jagannathan Bounds
Before moving on to the main problem of pricing derivatives subject to a bound on the Sharpe ratio, we make a slight detour in order to derive an extension of the Hansen-Jagannathan bounds (see [3] ) to the present point process setting. The HJ bounds, which will be needed below, provide an inequality for the Sharpe ratio of any traded asset (underlying or derivative) in terms of the "market prices of risk" of the driving random sources, and to make this idea precise we consider the arbitrage free price process S of an arbitrary asset (derivative or underlying) with P -dynamics given by
Here α and σ are optional processes, whereas δ is predictable. In order to avoid negative asset prices we must also assume that δ t (x) ≥ −1.
Risk Premium, Volatility, and the Sharpe Ratio
Compensating the point process µ in (1), we obtain the P -semimartingale dynamics of S as
Since the last two terms in this equation are martingale differentials, we see that the local mean rate of return under P is given by the expression
so, denoting the possibly stochastic short rate process by r, the risk premium process R is given by the formula
We now go on to define the predictable (total) volatility process v, which intuitively should equal the conditional variance of the return of the stock price, i.e. it should roughly be given by the expression
We need to make this notion mathematically precise and this is done by formally defining v through the relation
where , denotes the usual predictable bracket process (see [4] ). From (2) it is not hard to obtain
so, by comparing (6) with (5), we see that the squared volatility process is given by v
where · λt denotes the norm in the Hilbert space L 2 [X, λ t (dx)]. We can also, for future use, express the volatility v as
where we view (σ t , δ t ) as a vector in the Hilbert space
. We finally define the Sharpe Ratio process SR by
and our goal is to derive an inequality for the Sharpe Ratio in terms of the set of market prices of risk which turn up in connection with the class of risk neutral martingale measures Q. To this end we go on to study the class of equivalent martingale measures, but first we summarize our findings. 
The risk premium is given by
R t = α t + X δ t (x)λ t (dx) − r t .(10)
The (squared) total volatility is given by
which also can be written
Equivalent Martingale Measures
Given the process S above we now search for an equivalent martingale measure Q, and for any Q equivalent to P (martingale measure or not) we define the the likelihood process L by
Since L is always a P -martingale, and since every martingale within the present framework admits a stochastic integral representation (see [4] ) we know that L must have dynamics of the form
where the Girsanov kernel processes h and ϕ (where we view h as a column vector process, hence the transpose ) are predictable, suitably integrable (see [4] for details), and where ϕ must satisfy the condition
in order to ensure the positivity of the measure Q. From the Girsanov Theorem we also recall the following facts.
• We can write
where W Q is a Q-Wiener process.
• The point process µ will under Q have an intensity λ Q , given by
The immediate problem is to find out how the kernel processes h and ϕ above must be chosen in order to guarantee that Q actually is a martingale measure for S. To this end we apply the Girsanov Theorem to obtain the Q-dynamics of S as
We then compensate the point process µ under Q to obtain the Q semimartingale representation of S as
Recalling that the measure Q is a martingale measure if and only if the local rate of return of S under Q equals the short rate r, we thus obtain the following martingale condition. 
Condition (19) can also be written as.
A Girsanov kernel process (h, ϕ) for which the induced measure Q, is a martingale measure, i.e. a kernel process satisfying the martingale condition (19)-(20) will be referred to as an admissible Girsanov kernel.
The Extended Hansen-Jagannathan Bounds
We now go on to derive an inequality for the Sharpe ratio SR, and we start by noting that can rewrite the martingale condition (21) as
From (10) we recognize the risk premium R in the left hand side of this equation so we can write R as
From this expression we see that the Girsanov kernel process (h, ϕ) has a natural economic interpretation. The component −h i can be interpreted as the market price of risk for the i:th Wiener process, and −δ(x) is the market price of risk for a jump event of type x. Using (23) we may also state and prove the main result of this section.
Theorem 3.1 (Extended Hansen-Jagannathan Bounds) For any arbitrage free price processes S and for every admissible Girsanov kernel (market price of risk) process (h, ϕ) the following inequality holds.
In more detail this inequality can be written as
Proof. A closer look at (23) reveals that the right hand side can be viewed as an inner product in the Hilbert space H. Denoting this inner product by , H we can thus write
and from the Schwartz inequality we obtain
The inequality (24) now follows immediately from (8), (9), and (27).
A Factor Market Model
We now specialize the general setup above to that of a Markovian factor market model, and we also formalize our pricing problem.
The Model
We consider a financial market built up by the following objects, where denotes transpose.
• An n-dimensional price process S = (S 1 , . . . , S n )
The interpretation of this is that S 1 , . . . , S n are prices of underlying traded assets without dividends, whereas the components of Y are underlying non traded factors. The precise probabilistic specification of the market model is given by the following standing assumption.
Assumption 4.1

Under the objective measure P we assume that (S, Y ) satisfies the following stochastic differential equations (SDEs)
2. We assume that for each i and j, α i (s, y) and a j (s, y) are deterministic scalar functions, σ i (s, y) and b j (s, y) are deterministic row vector functions, and δ i (s, y, x) and c j (s, y, x) are deterministic scalar functions. In order to avoid negative asset prices we also assume that δ i (s, y, x) ≥ −1 for all i and all (s, y, x).
3. All functions above are assumed to be regular enough to allow for the existence of a unique strong solution for the system of SDEs.
The point process µ has a predictable P -intensity measure λ. More precisely we assume that the P -compensator ν(dt, dx) has the form
For brevity of notation we will often denote λ(
5. We assume the existence of a short rate r of the form
We assume that the model is free of arbitrage in the sense that there exists a (not necessarily unique) risk neutral martingale measure Q.
The present setup extends the one in [2] in two ways.
• In [2] the continuous time model is purely Wiener driven. The main contribution of the present paper is that we extend the framework of [2] to also include a driving point process.
• Even in the purely Wiener driven case, our setup extends that of [2] by not making any rank assumptions for the diffusion matrices σ and b. This, as opposed to the item abvoe, is a minor extension.
For future use we introduce some more compact notation.
Definition 4.1 The column vector functions, α, δ, a, and c are defined by
The n × d matrix σ and the
The Problem
On the market specified above we consider an arbitrarily chosen contingent
and the problem is to compute a "reasonable" price process Π (t; Z) for the claim Z. Since the market in the general case is incomplete, the martingale measure Q will generically not be unique, so there will not be a uniquely determined arbitrage free price for Z. It is also well known that in incomplete settings like this, the pricing bounds provided by merely requiring absence of arbitrage are extremely wide and thus useless from a practical point of view. There is thus a clear need for "reasonable" pricing bounds for derivative assets, and to this end Cochrane and Saa-Requejo introduced, in the seminal paper [2] , the completely new idea of ruling out, not only those prices which are violating the no arbitrage restriction, but also those prices which in some sense would represent "deals which are too good". The problem is now to define when a deal in this sense is a "good deal" and Cochrane and Saa-Requejo argued that a reasonable formalization of a (too) good deal is a deal for which the Sharpe ratio is very high.
In a first attempt, a mathematical formalization of the pricing problem would then be to find the maximum (minimum) arbitrage free price process for the derivative, subject to an upper bound on the Sharpe ratio. However; this way of formalizing the problem turns out to be mathematically intractable, and this fact led Cochrane and Saa-Requejo to suggest that we use the right hand side of the Hansen-Jagannathan inequality (i..e. the Euclidian norm of the market price of risk vector) as a proxy for the Sharpe ratio. In the final formulation, the pricing problem is thus that of finding the maximum (minimum) arbitrage free price process for a given derivative, subject to a bound on the norm of the market price of risk vector. The procedure is formalized in the following definition, where for brevity of notation we write σ i as shorthand for σ i (S t , Y t ) and similarly for other terms.
Definition 4.2 Given a bound
A for the market prices of risk, the upper good deal price bound process is defined as the optimal value process for the following optimal control problem.
with Q dynamics
where the Q-compensator of µ is given by
The predictable processes h and ϕ are subject to the constraints
Some comments are perhaps in order.
• The expected value in (35) is the standard risk neutral valuation formula for contingent claims.
• In (39) we have the conditions on h and ϕ, guaranteeing that the induced measure Q is indeed a martingale measure for S 1 , . . . , S n . The calculations are identical to those in Section 3.2, and (39) is in fact identical to (19).
• The induced Q dynamics of S 1 , . . . , S n are given in (36), and derived exactly along the lines of Section 3.2.
• The induced Q dynamics of Y 1 , . . . , Y k are given in (37).
• The constraint (40) is the constraint to rule out "good deals".
• The constraint (41) is needed to ensure that Q is a positive measure.
• Formula (38) specifies the Q distribution of µ.
• In order to obtain the lower pricing bound, we solve the corresponding minimum problem.
The Pricing Equation
In order to allow us to treat the optimal control problem above with dynamic programming methods we have to make an extra assumption, which will ensure that the Markovian structure is preserved also under the martingale measure Q.
Assumption 4.2 We assume henceforth that the Girsanov kernel processes h and ϕ are of the restricted form
Here, with a slight abuse of notation, the right hand side occurences of h and ϕ denote deterministic functions of the form h :
We now go on to present the basic pricing equation for the upper and lower good deal bounds, and in the present setting this is quite straightforward. Under Assumption 4.2, the optimal expected value in (35) can in fact be written as V (t, S t , Y t ), where the deterministic mapping V : R + × R n × R k → R is known as the optimal value function. Since we are in a standard setting for dynamic programming (DynP), we know from general DynP-theory that the optimal value function will satisfy the following Bellman-Hamilton-Jacobi equation on the time interval [0, T ].
where the sup is subject to constraints of the form (39)-(41), and where A h,ϕ denotes the infinitesimal operator for the process (S, Y ), under the measure Q defined by h and ϕ. We recall that from an operational point of view, the infinitesimal operator A h,ϕ is nothing else than the the integro-differential operator which turns up in the dt term in the stochastic differential dV (t, S t , Y t ) (when the point process increment has been compensated). A standard application of the Itô formula for semimartingales will in fact give us the following result.
Proposition 4.1 The infinitesimal operator
Here ∆V is defined by
where addition and multiplication in s (1 + δ(s, y, x) ) and y + c(s, y, x) are interpreted componentwise.
Collecting the facts above, we can finally present the basic equation for the upper good deal bound.
Theorem 4.1 The upper good deal bound function is the solution V to the following boundary value problem.
∂V ∂t (t, s, y) + sup h,ϕ A h,ϕ V (t, s, y) − r(s, y)V (t, s, y) = 0,(49)
V (T, s, y) = Φ(s, y). (50)
Here, A h,ϕ V is given by (47), and the supremum in (49) should be taken over all functions h(t, s, y) and ϕ(t, s, y, x) satisfying, for all (t, s, y), the constraints
The lower bound price functions satisifies the same equation with the supremum operator replaced by inf h,ϕ .
On the Structure of the Pricing Equation
The pricing equation (49)- (50) is a partial integro-differential equation (PIDE), and in the general case there is of course no hope at all of finding an analytical solution. There are however some very particular features of the equation which we want to stress. As in all applications of stochastic dynamic programming, we note that the stochastic intertemporal optimal control problem (35)- (41) is reduced to the following two purely deterministic problems:
1. The static optimization problem of finding the optimal h and ϕ in the constrained maximization problem
appearing in (49).
2. Having solved the static problem above, and denoting the optimal h, ϕ bŷ h,φ, we have to solve the PIDE
Obviously; if we ever want to be able to solve the PIDE in step 2 above, then we first have to solve the static optimization problem in step 1, so it is of great importance to understand the structure of the static problem. We then note that this problem is in fact an infinite dimensional one. More precisely; the problem (54) has to be solved for every fixed choice of (t, s, y), and the control variables are h and ϕ, but whereas the diffusion kernel h(t, s, y) (for fixed t, s and y) is merely a d-dimensional vector, the point process kernel ϕ(t, s, y, ·) has to be determined as a function of x and hence ϕ(t, s, y, ·) is an infinite dimensional control variable. We thus see that the static optimization problem is in fact not a standard finite dimensional mathematical programming problem, but a full fledged variational problem.
The infinite dimensionality of the static optimization problem is intimately connected to the cardinality of the mark space X (or rather to the cardinality of the support of the measure λ t (dx)). If the mark space has an infinite number of elements then the static problem is infinite dimensional. If, on the other hand, X has a finite number of elements then the static problem is a finite dimensional problem. From a more modeling point of view this basically means that if we want to model a situation with an infinite number of possible jump sizes, then the static problem is a variational problem.
Even if the static problem is an infinite dimensional one, it has a very particular structure. Looking closer at the expression (47) for the infinitesimal operator A h,ϕ we see that in fact only three terms involve the control variables h and ϕ and that in fact the control variables enter linearly. With notation as in Definition 4.1 we formalize this observation in a lemma.
Lemma 4.1 The static optimization problem in (49) and (54) can be written as max
subject to the constraints
Here V s and V y denote the gradients of V w.r.
t. the vector variables s and y respectively, D(s) denotes the diagonal matrix with the components of s on the diagonal, 1 denotes the column vector with 1 in all components
, and the inner products δ, ϕ1 λt and δ, 1 λt are interpreted componentwise.
Writing the static problem on this form we see very clearly that we have a linear objective function, an infinite dimensional linear equality constraint, a scalar quadratic inequality constraint, and an infinite dimensional linear inequality constraint. Since the set of admissible points is convex, the linearity of the objective function will thus imply that the optimal point is an extremal point of the admissible set. It is also clear that at least one of the inequality constraints has to be binding.
Examples
In this section we study a number of illustrative concrete examples. In order to motivate our choice of examples, we note that for a purely Wiener driven model, as studied in [2] , it is necessary to include the factor process Y in order to obtain an interesting incomplete market model.
Purely Wiener-driven model
In this section we will give an example of the purely Wiener-driven case, which was originally considered in Cochrane and Saa-Requejo (2000). We apply the martingales techniques and derive the HJB equation for the upper (lower) price bounds. As compared to Cochrane and Saa-Requejo (2000) we derive the same PDE without making any assumptions about the existence of the upper (lower) bound price processes! Nor do we make assumptions about the dynamics of the price bounds. Following the original paper we consider first the most general case with financial markets built up by n-dimensional traded asset process and k-dimensional nontraded factor process.
Assumption 5.1
1. These objects satisfy the following SDE under objective probability measure P
2. We assume that for each i and j, α i (s, y) and a j (s, y) are deterministic scalar functions, σ i (s, y) and b j (s, y) are deterministic row vector functions.
All functions above are assumed to be regular enough to allow for the existence of a unique strong solution for the system of SDEs.
We assume the existence of a short rate r of the form
r t = r(S t , Y t ).
We assume that the model is free of arbitrage in the sense that there exists a (not necessarily unique) risk neutral martingale measure Q.
Under the assumptions made the upper good deal bound function V (t, s, y) satisfies the following boundary value problem
where we for the moment skip all the constraints, and where the infinitesimal operator A h,ϕ is given by
Thus, we come to the following static optimization problem 
Lemma 5.1 Denote the excess return α − r by R. Then the upper good-deal bound function V (t, s, y) satisfies the following boundary value problem
• where the constant vectorĥ max is given bŷ
• and the constantĥ i min is given bŷ
and V y = ∂V ∂y1 , . . . ,
∂V ∂y k
Cochrane and Saa-Requejo (2000) final pricing formula can be found as a particular case of our general analysis. First of all, they assume that an n S -dimensional traded stock asset process is driven by an n S -dimensional vector of independent Brownian motions. That is, they assume that in our notations matrix σ has a full rank.
V represents an n V -dimensional vector of additional state variables that follow
where dW represents n V -dimensional vector of Brownian motions orthogonal to dZ. Thus, we can immediately find n S components of vector h from 65 as h = σ −1 (r − α). Thus, the problem simplifies as follows
Problem 5.2 Simplified problem
where h * is still unknown component of the vector h.
In this case other n V components of vector h can be easily found as
and the pricing equation coincides with the one in Cochrane and Saa-Requejo (2000). We see that the final pricing PDE can not be solved analytically and in general needs to be solved with numerical methods. We will however give an example of a simple case for which we in fact can obtain analytical solution. The PDE can be solved analytically in case of financial markets with a scalar factor process.
Assumption 5.2
1. We consider a financial market, a scalar price process S satisfying the SDE
and a scalar factor process Y
2. σ(s, y) and b(s, y) are deterministic raw vector functions.
All other assumptions are as in 5.1
where we for the moment skip all the constraints, and where
Thus, we come to the following static optimization problem 4.1 reads as follows 
If d > 2 then
• The constant h i max is given by
where the summation is over all i = 1, . . . d
• The constant h i min is given by
If d = 2 then the solution is given as follows
• 
For all (t, s, y) such that
the optimal kernels (ĥ) are given bŷ
the optimal kernels (ĥ are given bŷ
From the above proposition it follows that in general the solution switches between h max and h min depending on the sigh of the derivative for the optimal value function with respect to y.
Point Process Examples
As opposed to the purely Wiener driven example, the introduction of a driving point process (together with a Wiener process) will produce a nontrivial incomplete market model even without including the factor model Y . For this reason, but of course also for reasons of tractability, we will therefore confine ourselves to study pure jump-diffusion stock price models. More precisely; all models studied in this section will be assumed to have the following structure.
Assumption 5.3 We consider a financial market and a scalar price process S satisfying the SDE
For this model we furthermore assume that
2. The drift α and diffusion volatility σ are deterministic constants.
The jump parameter δ is a deterministic function of x only, i.e. δ is a mapping δ : X → R.
The point process µ has a P -compensator of the form
where λ is a finite nonnegative measure on (X, X ).
The short rate r is constant.
Under this assumption the model parameters α, σ, δ, and λ are thus deterministic object which do not depend on the stock price S. In particular the assumption about λ implies that the point process µ has the following properties under P .
• The jump events (disregarding the mark) will occur according to a standard Poisson process with the constant intensity λ(X).
• If X n denotes the mark of event number n then the sequence X 1 , X 2 , . . . is i.i.d. with the common probability distribution
The sequence above is also independent of the inter arrival times of the events.
In order to get a feeling for the techniques used, we start with a very simple example and then go on to consider more complicated cases.
The Poisson-Wiener Model
We now turn to the study include also jump-driven models, and the simplest special case in a jump-diffusion setting is when we define the point process µ as a standard Poisson process with constant intensity. In terms of the notation above this means that the mark space X contains a single point denoted by x 0 . Hence X = {x 0 }, the measure λ(dx) is just a point mass λ(x 0 ) at x 0 , and the jump function δ is just a real number δ(x 0 ). For brevity we will denote λ(x 0 ) by λ and δ(x 0 ) by δ. We thus have the following P dynamics of S.
where N is Poisson with constant intensity λ.
In this case the kernel function h(t, s) is scalar, and the kernel ϕ(t, s) does not depend upon x. The upper good deal bound function V (t, s) is the solution to the following boundary value problem.
were we for the moment suppress the constraints, and where
The static optimization problem in Lemma 4.1 thus becomes
To study the static problem in more detail we need some notation. subject to the same constraints.
We will need h max , ϕ max , h min , and ϕ min below, so we should describe these constants in terms of the given model parameters. This is simple but a bit messy, and the result is as follows.
Lemma 5.3
Denote the excess return α+δλ−r by R. Then the following hold.
• The constants h max and ϕ max are given by
• The constants h min and ϕ min are given by the following expressions.
If
then
Proof. Obvious.
We can now present a preliminary description of the optimal kernels.
Proposition 5.2
The optimal kernels (ĥ,φ) for the static problem (96)- (99) have the following structure.
For all (t, s) such that
the optimal kernels (ĥ,φ) are given bŷ
Proof. Obvious from the arguments above.
We thus see that the optimal kernels have a so called bang-bang structure, i.e. they switch between the extremal choices (h max , ϕ max ) and (h min , ϕ min ). For an arbitrarily chosen problem, switches will indeed occur, and the number of switches will of course depend upon the optimal value function V through the conditions (110) and (112), but there is an interesting special case when there are no switches and the optimal kernels thus are constant. Before proving the main result in this direction, we need some preliminary lemmas.
Lemma 5.4
If the optimal value function V (t, s) is convex in the s-variable for all fixed values of t, thenĥ
(t, s) = h max ,φ(t, s) = ϕ max , ∀t, s.(114)
If the optimal value function V (t, s) is concave in the s-variable for all fixed values of t, then
Proof. If V is convex in s then (as a function of s) the tangent of V lies below the graph at each point, which implies condition (110). The concave case is similar. 
is convex (concave) in the s variable.
Proof. Using the Itô formula it is easy to see that, given S t = s, the SDE (92) has the solution
which we will write as
with the random variable Z defined as the exponential above. We thus have
and from the assumptions on h and ϕ it follows that the Q-distribution of Z does not depend upon the value of s. The assumed convexity of Φ now immediately implies the convexity of F .
We can now state and prove the main theoretical result concerning the Poisson Wiener model. 
The optimal kernelsĥ andφ are constant and given bŷ
h = h max ,φ = ϕ max .(121)
V satisfies the PIDE
whereĥ,φ are defined by (121) and where
If the contract function Φ instead is concave, then V is concave, and items 2-3 above still hold, with the only change that h max and ϕ max are replaced by h min and ϕ min .
Proof. Define the function F as the solution of
with Aĥ ,φ defined as above. We now want to show that F = V i.e. that F is in fact equal to the optimal value function of the control problem for the upper bound. To do this we first apply a Feynman-Kac Representation Theorem to deduce that we can write F as
whereQ is generated byĥ andφ. From Lemma 5.5 we then deduce that F is convex in the s-variable, and this implies, as in the Proof of Lemma 5.4, F also satisfies the PIDE
with obvious notation and standard constraints on h and ϕ. We have thus shown that F , defined by (125)-(126), satisfies the Hamilton-Jacobi-Bellman equation for the optimal control problem for the upper good deal bound, and we can then apply a standard verification theorem to deduce that F = V .
The moral of this result is that for convex contract functions, like European puts and calls, we now have derived a well behaved standard pricing equation without any supremum operator. For non-convex contract functions, like that of a digital option, the situation is much more complicated and we must solve the full Hamilton-Jacobi-Bellman equation numerically.
The Compound Poisson-Wiener Model
We now turn to the general Compound Poisson-Wiener Model specified by Assumption 5.1. For this model, the static problem of Lemma 4.1 has the following form Given this assumption we can view Problem 5.6 as a standard optimization problem in L 2 [X, λ(dx)] and solve it by finding the extremal points of the associated Lagrangian. See [5] for details and all unexplained terminology from functional analysis below. First, however, we can simplify the problem by using (137) to eliminate h. Since the remaining constraint has to be binding we then have the problem
subject to
where we have suppressed λ in · λ and ·, · λ .
This is a standard programming problem in L 2 , and the Lagrangian function L is given by
From the Kuhn-Tucker Theorem (see [5] ) we know that the optimal solutionφ is an extremal point of L, i.e. a point where the Frechet derivative vanishes.
Denoting the Frechet derivative of L w.r.t. ϕ by L ϕ , we easily obtain
Thus the first order conditions for Problem (5.7) are H + 2γ Rδ + δ, ϕ δ + σ 2 ϕ = 0.
Taking the inner product with δ in (146) gives us the relation
and solving for δ, ϕ we obtain
Plugging this expression into (146) gives us the optimal ϕ as
In order to determine the Lagrange multiplier γ we plug (148)-(149) into the constraint (143). After tedious calculations, we obtain the following quadratic equation for γ
where
The Lagrange multiplier is the positive root of this equation and we finally have our pricing PIDE.
Theorem 5.1 Under Assumption 5.4, the upper good deal bound pricing function V (t, s) is given as the solution of the PIDE
where A ϕ is given by where ϕ is given by (149) and γ is the positive root of (150).
The Positivity constraint
In order to find the optimal ϕ function taking into account ϕ ≥ −1 constraint we can consider the finite mark space X = [0, T ] and rewrite the static maximization problem as an optimal control problem 
A Numerical Example
In the graph below we provide the numerical results for a special case of the Wiener compound Poisson model described above. The model under consideration is the Merton jump diffusion stock price model of [6] , where relative jump size has a lognormal distribution. In terms of the notation above this means that X = [−1, ∞), δ(x) = x and
where λ 0 is the intensity of the underlying Poisson process, and f is the density of the lognormal distribution. In the graph we see the upper and lower bounds, and in between these, the Merton price where, by assumption, the market price of jump risk equals zero. We have used the following parameter values. Maximum grid size M = 120, grid stock price step δS = 1, grid time step δt = 0, 0003125, time to maturity T T = 0, 25, number of steps T = 800, interest rate r = 0, 05, strike price K = 100, volatility σ = 0, 15, Poisson intensity λ 0 = 0, 1, α = −0, 1, B = 1, the parameters for the normal distribution generating the lognormal jump distribution were: mean 0, 89, standard deviation 0, 45
