A new data-driven approach to atmospheric sensing and detecting/predicting hazardous atmospheric phenomena is presented. Dense networks of small high-resolution radars are deployed with sufficient density to spatially resolve tornadoes and other dangerous storm events and overcome the earth curvatureinduced blockage that limits today's ground-radar networks. A distributed computation infrastructure manages both the scanning of the radar beams and the flow of data processing by dynamically optimizing system resources in response to multiple, conflicting end-user needs. In this paper, we provide a high-level overview of a system architecture embodying this new approach towards sensing, detection and prediction. We describe how the system deals with the gathered weather and describe the process of adaptive sensing of the atmosphere.
Introduction
Current approaches for observing the atmosphere are based upon a paradigm of widely separated, geographically fixed sensors that, by necessity, operate independent of the phenomena being observed and of the sometimes disparate needs of multiple end users. This is true of the WSR-88D Next Generation Doppler Radar (NEXRAD) system, which consists of 141 ground-based radars and serves as the cornerstone of the weather and storm-sensing system in the United States. This system has tremendous capabilities to observe many types of weather phenomena, yet it remains fundamentally constrained in sensitivity and spatial resolution owing to the very long operating range (hundreds of km) over which the radars operate. Systems such as this are unable to view much of the lower atmosphere because the radar beam overshoots approximately the lowest 1 km due to the curvature of the Earth. These systems are also unable to spatially resolve many tornadoes and other damage-causing phenomena that have spatial scales smaller than the 2-4 km resolution achieved by the radar beams at long ranges.
This paper introduces a new, transforming paradigm for atmospheric sensing based on D istributed C ollaborative A daptive S ensing (DCAS) networks designed to overcome the fundamental limitations of current approaches to sensing and predicting atmospheric hazards.
• Distributed refers to the use of large numbers of small, solid-state radars, spaced appropriately, to overcome blockage due to the Earth's curvature, resolution degradation caused by spreading of radar beams at long ranges, and the large temporal sampling intervals that result from today's use of mechanically scanned antennas. In addition to providing high-resolution sampling throughout the entire troposphere, this distributed concept lends itself to the efficient utilization of low-power solid-state radars.
• These radars operate collaboratively, via coordinated targeting of multiple radar beams, based on atmospheric and hydrologic analysis tools (detection, tracking, and predicting algorithms). This enables the critical resources of the sensing system, such as radiated power, antenna beam positions, and data communications bandwidth, to be allocated to enable sampling and data acquisition in specific regions of the atmosphere where particular threats exist.
• Adaptive refers to the ability of these radars and the associated computing and communications infrastructure to rapidly reconfigure in response to changing conditions in a manner that optimizes response to competing end user demands. For example, such a system could track tornadoes for public warning while simultaneously collecting information on the parent storm and providing quantitative precipitation estimates for input to hydrologic prediction models. The system is thus driven by the data needs of the end-users as shown in Figure 1 .
Figure 1 Distributed Collaborative Adaptive Sensing (DCAS) System Driven by End-User Data Need
In October of 2003, the National Science Foundation created an Engineering Research Center (ERC) among the University of Massachusetts (lead university), University of Oklahoma, Colorado State University, and the University of Puerto Rico at Mayaguez, and a consortium of industrial partners to lay the fundamental and technological foundations for DCAS and to investigate the practicability of this new paradigm for storm sensing and prediction. This ERC is called the Center for Collaborative Adaptive Sensing of the Atmosphere (CASA) [CASA 2004] . One outcome of CASA will be a series of test-beds enabling exploration of the design-space of DCAS using fielded hardware and software facilitate proof-of-concept demonstration experiments involving specific end-users. This paper describes the architecture and data requirements for NetRad, which is the first of a series of system-level test-beds to be created and deployed by this center. Figure 2 depicts the end-to-end high-level processes and products of the NetRad system. Starting at the radar-site in the left section of the diagram, radar data is collected, processes, and archived at the sensor nodes and transmitted in near real-time to the central node. At the central node, data is archived for future use and also made available to the meteorological algorithms that detect features, e.g., tornadoes, hail, downdrafts, mesocyclones. Radar SNR (signal-to-noise ratio) information is also stored in the SNR table. Meteorological features, along with data from numerical prediction weather models, are then used by the meteorological algorithms to generate tasks that make further sensing requests. These requests are roughly specified in the form "Observe the wind velocity in a given volume, the value of obtaining this data is of [high, moderate, low] importance". This request and algorithmic utility are combined in the next processing step with user-specified prioritization policies, e.g., "tornadoes in urban areas are very important to detect". In this next step, tasks with prioritization information plus additional environmental state information (e.g., the SNR table) are passed to a resource-planning algorithm that generates a set of resource bids. Each bid is a collection of resources (radars in this case) in a particular configuration and with additional information specifying how much that configuration is worth to the algorithm or set of algorithms. A set of bids is passed to an optimization algorithm, which determines the set of radar configurations (scan strategies) optimizing overall utility; the optimized scan strategy is then sent out to the radar controllers. The radar control of each radar system executes the scan strategies and the resulting data is archived at each sensor node and is also streamed to the central node for archiving and further processing. The cycle then repeats. 
NetRad System Architecture

Conceptual Overview
Central Node
The central node houses the system control functionality as shown in Figure 2 . In addition, the central node receives and processes data from the sensor nodes. To fulfill these requirements, central node tasks are distributed across multiple computers (see Figure 3) , as follows. One of the computers is responsible for data archiving and distribution. Here, data is streamed or requested from the sensor nodes and written to the storage in the central node. In addition, these data can be distributed to end-users in the system. Additional algorithms that run on the central node execute quality control and resource allocation. Finally, meteorological algorithms will be performed in the central node, using incoming, real-time and/or archived, data from the sensor node to perform tasks such as tornado acquisition. Central node computers are connected via a storage area network (SAN) to a high-performance storage array. Since several computers must have access to the storage concurrently, a SAN offers sufficient capacity for data transmission from and to the disks. The connection among the single computers of the central node to the wireless network is realized through a Gigabit Ethernet LAN. 
Sensing Node
The sensor node is the part of the system where the actual weather data is gathered. This node is divided into three subsystems. The latter monitors physical data of the radar. The first subsystem is the Tower Top, which houses the radar unit and a health system. Below the Tower Top the Tower Top Subsystem is located. It houses the data acquisition board, a radar controller, and a Gigabit Ethernet switch. Raw digitized data is processed into packets and sent via the switch to the Tower Base Subsystem. The radar controller is responsible for the radar functionality, receiving control information from the resource allocation in the central node and controlling the actual targeting of the radar. Gigabit Ethernet is necessary as a transport medium because of the high output data rate of the data acquisition board -approximately of 100 Mbits per second (see Section 4). The Tower Base is the third subsystem of the sensing node. It consists of a RAID storage system, which is connected to the Date Storage and Relay System, a Gigabit Ethernet switch, and a Router. The Gigabit Ethernet Switch is connected to the switch in the Tower Top Subsystem via fiber optic cable. The switch has an additional link to a network router, which provides 4 Mbps wireless connectivity to the central node. Since this link is of less bandwidth, 4 MBit/s during high network usage in the daytime, the vast amount of data coming from the radar has to be stored on the Data Storage and Relay System. Only a subset of this data, the moment data, will be sent to the central node. The Data Storage and Relay System offers a query interface that allows the central node to request for certain data as well as a streaming pipe interface for obtaining near-realtime moment data. In addition, the raw spectral data will be archived at the sensor node. This data can be transferred to the central node during times of off-peak network usage. 
DCAS Data Handling Architecture (MC&C)
This section gives an overview of the data handling and processing in the central node of the NetRad test bed. This procedure is called Meteorological Command and Control (MC&C), since it analyzes the gathered weather data, takes into account the end-user priorities and generates new tasks for the sensing nodes.
MC&C Design
The MC&C system is the key component that makes the NetRad system collaborative and adaptive. It takes data as input from the sensing component (see Section 4), does quality control (QC) on that data, then invokes detection and prediction algorithms on that QC'd data which generate high-level features. These high-level features are used to generate tasks that are passed to the Resource Allocation module, which combines the tasks, and end-user priorities to generate new radar scan strategies. The scan strategies are sent to the radar sites where they are instantiated to generate new data.
This accompanying diagram (see Figure 5 ) shows an overview of the MC&C architecture in the context of the overall NetRad architecture. The emphasis is on the MC&C module and the interfaces between it and other modules. The Data module, Resource Allocation and End-User modules are shown in some detail because they directly interface with the MC&C. The sensing module is shown in simplified form and represents the sensing nodes in the NetRad system. All modules will be operating at the central node with the exception of the sensing module, which is distributed at the radar nodes.
Meteorological Feature Detection
The feature detection algorithms operate on QC'd data that are streamed from the sensor nodes using LDM [Rew 2001 ]. We will make use of the Warning Decision Support System -Integrated Information (WDSS-II) [Lakshmanan 2002 ] which is a development and operational platform for designing and testing meteorological radar detection algorithms. The decision to integrate WDSS-II in MC&C was made of the following reasons:
Multiple detection algorithms already exist in WDSS-II and it provides a critical environment for development and testing of new algorithms. The latter is of high importance in the project, since due to the characteristics of the radars new detection algorithms have to be developed. Current detection algorithms in WDSS-II were optimized for WSR-88D data, which are significantly different than NetRad data.
Meteorological Task Generator
The Task Generator uses meteorological features, which are stored in the Feature Repository to build task requests for future sensing. These requests are roughly specified in the form "Observe the wind velocity in a given volume, the value of obtaining this data is of [high, moderate, low] importance". This importance level is called the Requested Data Utility (RDU) and is the utility that the data will have to the algorithm that is making the request. This is not a global utility.
Feature Repository
The Task Generator and the Feature Detection components communicate via the Feature Repository. The Feature Repository contains data structures, which indicate that a meteorological feature has been detected by an algorithm (e.g., there is a tornado moving WNW at 102.3W, 40N at 4:43PM with certainty 0.62). New features trigger actions in the task generator using the Feature Announcement interface. Other modules can look up features using a query interface. Features are posted by the meteorological feature detection algorithms using a post interface. The Feature Repository is a 3-dimensional grid that provides the data on which the meteorological task generators operate to generate new tasks for the radars. In a more abstract view, the Feature Repository can be seen as a very dynamic database. The task generators perform a certain type of data mining on this data base (see Section 5) to obtain a current picture of the meteorological conditions in the NetRad network. 
Resource Allocation
The major task of the Resource Allocation module is to take the input from the MC&C and the end-users and to generate a new scanning strategy for the sensing nodes. The meteorological task generation routines make requests to the resource allocation (radar targeting) module for real-time radar data that they wish to receive. An algorithm can specify a set of radar configurations. Each radar configuration indicates the data it would receive from that configuration (e.g., center point and radius of volume to be sensed, desired radar products), as well as the utility of the requested data. The utility represents the value of each configuration to the requesting meteorological task generator, and is used by the optimization module to mediate among competing requests by different MC&C algorithms and takes into account the end-user policies. E.g., in a situation where MC&C has detected both a tornado, which is far away from any populated area and heavy rain near a populated area, most of the resource might be allocated for Quantitative Precipitation Estimation (QPE) due to the end-user policy.
The resource control module performs the scheduling and returns information to the invoking algorithm about the radar configuration, as well as a handle that can be used to read the produced data.
Radar Data Distribution
Per-Radar Data Rates
In this section, we describe the radar data being produced, as well as the overall rates associated with these data. A NetRad radar operating in "surveillance mode" (surveying the volume of atmosphere above the radar and out to a radius of 30 km) will sense roughly over an area with a radius of 30km, to a height of 3 km. This sensed volume is divided into unit volumes (referred to as voxels) of approximately 500m by 500m by 100m. These dimensions are set by the combination of the radar's two-degree antenna beamwidth and the 1 µSEC width of the transmitted pulse. A NetRad radar will thus sample approximately 350K voxels every 30 seconds.
The following six quantities are estimated per voxel every 30 seconds. These values are often referred to as moment data (referring to moments of the Doppler Spectrum of the received signals), as they are averaged over a number of radar pulses transmitted in a given beam position.
• Reflectivity (Z): This is a measure of the amount of the backscattered signal returned to radar due to scatterers (e.g., raindrops and hail) in the voxel being sampled. It is proportional to the volumetric radar cross section of the observation volume and proportional to the sixth power of the diameter of the ensemble of hydrometeors in the observation volume.
• Mean Doppler Velocity (V). This is the mean of the Doppler velocity spectrum, indicating the average radial velocity of scatterers in the voxel.
• Doppler Spectrum Width (W). This is a measure of the spectral spread and often approximated by the standard deviation of a Gaussian shaped model for the Doppler spectrum.
• Differential reflectivity (Zdr). NetRad will be deploying polarimetric radars, transmitting a signal that has equal powers at horizontal and vertical states Zdr is the ratio of the power returned by the horizontally and vertically polar-ized pulses and is a measure of the deviation of the scatterers from a spherical shape.
• Correlation coefficient (ρhv). This is a measure of the correlation between the horizontally and vertically polarized returns.
• Differential phase (ΦDP). This is a measure of the difference in phase between the horizontally and vertically polarized returns, dominated by the propagation phase difference between two polarization states.
Given that the 350K voxels each produce six four-byte moment data (Z, V, W, Zdr, ρhv,ΦDP) every 30 seconds, the moment data rate is slightly over 2 Mbps. A small amount of additional overhead (including timing, radar operating parameters, and packetization overhead) will increase this value slightly.
Certain meteorological algorithms will require "raw" (unaveraged) radar data -perpulse data corresponding to the received signals (amplitude and phase in the horizontal and vertical polarization directions, for 8 bytes total per point) received in response to each of the N pulses for a given voxel. The data rate for this pulse-rate data is thus approximately 100 Mbps.
We note that these requirements are for uncompressed data. Studies of compression of WSR-88D NEXRAD moment data (which is of much coarser scale than NetRad data) indicates that compression ratios between 1:6 and 1:10 can be achieved [Smith 2002 ]. The compression ratios of NetRad moment and pulse data, which result from sensing the atmosphere at a much finer scale than NEXRAD, remain an open question.
In summary then, the per-radar data rates are approximately 2 Mbps for moment data, and 100 Mbps for pulse rate data. Each radar in the network will contribute this amount of data.
Network Capacity
The network connections between the Sensing Nodes and the central node are currently equipped with one DS-3 wireless line per link, approximately equal to the bandwidth of 28 T1s, or 45 Mb/s. This gives the owner † of the network the ability to provide up to about 4 Mb/s per radar for each of the first 4 NetRad nodes, from the radar site to the central node without adding additional infrastructure or sacrificing existing missions ‡ . Given the data requirements noted above, the 4Mbps is more than sufficient transmit moment data from radar nodes to the central node in real-time. However, full pulse rate data (with an est. rate of 100 Mbps) cannot be transferred in real time to the meteorological algorithms in uncompressed form. Such data can be captured and stored at the radars and downloaded/analyzed after the fact. † The network connections are provided by OneNet ( http://www.onenet.net ) a division of the Oklahoma state regents for higher education. ‡ The 4Mbps capacity is the amount of bandwidth provisioned for NetRad by OneNet network managers. This is below the individual 45Mbps link capacity as OneNet must share/provision its capacity among numerous user groups and applications.
Adaptive Sensing through Data Mining
Once the moment data have been collected in the distributed data storage facility (realized by the Feature Repository), the data are ready to be 'mined'. Data mining describes the process by which observations and/or gridded analyses/forecasts are interrogated to extract useful information.
A number of algorithms are included within the NetRad architecture for the detection of hazardous weather phenomena. Which algorithm is applied and when is dependent upon the scanning mode of the radar. Five scanning modes are established: Severe Storm Anticipation, Tornado Acquisition, Tornado Pinpointing, Quantitative Precipitation Estimation, and Data Assimilation and Prediction. Thus, through data mining processes, the radar scanning strategy adapts based upon the development of hazardous weather events.
During the Severe Storm Anticipation mode, the radar scanning strategy consists of general survey volume scans in search of any hazardous weather development. A Storm-Cell algorithm determines storm-cell boundaries and other radar observed thunderstorm characteristics. A Boundary Identification algorithm determines discontinuities that may trigger further storm growth and/or lead to tornadogenesis. Other algorithms search for shear and mid-level convergence as possible precursors for tornado development.
If a tornado precursor is identified, information about the precursor will be entered in the Feature Repository. Based on the decisions of Meteorological Task Generation and Resource Allocation one or more nearby radars will switch to Tornado Acquisition mode. During this mode, the radar(s) will only focus on the areas of interest while collaborative radars continue to survey for general thunderstorm development. Meanwhile, several additional detection algorithms now begin to search for actual tornado signatures. Reflectivity and vorticity features, such as hook echoes and regions of circulation, are determined. From these features, once a tornado is identified, the Tornado Pinpointing mode is activated.
Tornado Pinpointing mode takes advantage of the collaborative radar system by triangulation of the beams to isolate the location of a tornado to within 100 m. Tornado triangulation merges data from multiple nodes to pinpoint the exact location (and possible trajectory) of the tornado(s).
Heavy rainfall often is an overlooked hazard in thunderstorms. Once storm cells are detected, the Quantitative Precipitation Estimation (QPE) mode is activated. Scanning strategies will commence that allow rainfall fields to be mapped in real-time.
During this mode, the radar(s) will focus on individual or systems of storm-cells identified by the Severe Storm Anticipation mode. Depending on both the results from the Resource Allocation module and the spatial extent of the storm system, individual radars may be requested, as in Tornado Acquisition mode, to focus on the areas of interest for development of higher temporal resolution QPE data while collaborative radars continue to survey for general thunderstorm development. In the event that conditions may lead to tornadogenisis, QPE will be based on data acquired from the radars operating in survey mode or, potentially, external data sources (eg: NEXRAD Doppler radar data) to ensure full coverage of the rainfall effected area.
Development of QPE from the radar reflectivity and polarimetric data will be handled by algorithms at the Central Node. New algorithms are under development to facilitate rainfall estimation based on the unique properties of the NETRAD radars over existing networked radars (eg: NEXRAD), including handling of anomalous propagation, clutter, correction for range-dependent bias, mutlisensor merging techniques, real-time verification or ground truthing, and Quantitative Precipitation Forecasting (QPF). Algorithm output will consist of QPE and/or QPF products at a spatial and temporal resolution sufficient for running distributed hydrologic models to predict runoff response, in particular at the urban drainage scale. In such environments, the temporal and spatial variation in precipitation rate, in particular extreme precipitation, may be the controlling factor for runoff response. In heavily urbanized areas, interaction between the space-time properties of precipitation, runoff generation, and routing through the urban drainage network are of particular interest.
The Data Assimilation and Prediction mode is also activated as storm cells are identified.Assimilation of the NetRad data into a gridded 3-D volume analysis provides a critical advantage for improved detection and forecast performance: a means to combine NetRad data with external data sources such as NEXRAD Doppler radar, geostationary satellite, surface and upper-air observations, and operational numerical analysis and prediction grids. Assimilation describes the process by which atmospheric observations are combined with prior forecast information to yield a physically complete, dynamically consistent 3-dimensional state of the atmosphere, and includes such techniques as 3D-and 4D-variational analysis, ensemble Kalman filtering, single-Doppler velocity retrieval, and simple adjoints.
Such real-time assimilation of NetRad data provides the analyses for forecasts of hydrometeors, 3-D winds, and thermodynamic quantities, on spatial scales of order 1 km, for use in nowcasting and forecasting severe storm threats including but not limited to strong surface winds, hail, heavy precipitation, and tornadic potential. Nowcasting involves the use of meteorological information to generate 0-1 hour forecasts which rely heavily upon statistical techniques. One-to three-hour forecasts are made using much more advanced numerical weather prediction models, such as the Advanced Regional Prediction System (ARPS) and the Weather Research Forecast (WRF) models.
Summary
The DCAS paradigm described in this paper is a dynamic data-driven system that samples the atmosphere when and where end-user needs are greatest. The concept has the potential to dramatically improve our ability to observe the lower troposphere, and to vastly improve our ability to observe, understand, and predict severe storms, floods, and other atmospheric and airborne hazards. Many knowledge and technology barriers need to be overcome prior to creating practicable DCAS systems, however. Among these barriers are the need to define an architecture and an appropriate interface to endusers, the lack of small, low-cost solid-state radars, the need to define optimization approaches and policies to adaptively allocate resources in a quantifiably optimal fashion. The NetRad system described at high level in this paper is but the first of a series
