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Résumé  Le respect de la vie privée est un droit fondamental mais diﬃcile à garantir sur
Internet. Malgré les recommandations des experts, le principe deminimisation des données 
qui exige notamment que les données soient eﬀacées aussitôt qu'elles ne sont plus strictement
nécessaires (rétention minimale)  est rarement appliqué, en raison d'intérêts divergents
entre les hébergeurs des données personnelles et les utilisateurs. Pour diminuer l'impact de
ces divergences, une alternative à la rétention minimale a été proposée, la dégradation des
données : au lieu d'être complètement eﬀacée, une donnée peut être progressivement dégradée
vers des états moins précis qui protègent mieux la vie privée de l'utilisateur tout en conservant
(partiellement) l'utilité de la donnée initiale. Cependant, aucune architecture n'existe à l'heure
actuelle qui garantisse la dégradation des données sans un gestionnaire de base de données
de conﬁance. En utilisant un système de publication éphémère (une donnée ne peut plus
être accédée après une date d'expiration ﬁxée à l'avance), nous proposons dans ce travail
une architecture décentralisée qui garantit la dégradation des données sans aucun acteur de
conﬁance dans le système.
1 Introduction
Le respect de la vie privée est un droit fondamental mais malheureusement diﬃcile à protéger en
ligne. Dans un eﬀort de systématisation, la recherche dans ce domaine a dégagé un grand principe qui,
s'il est mis en pratique, permet de limiter les risques pour les utilisateurs : le principe de minimisation
des données, qui consiste notamment à limiter la collecte et la rétention des données personnelles : un
utilisateur ne doit révéler que les données nécessaires pour réaliser le service souhaité et rien de plus
et elles ne doivent pas être conservées plus longtemps que la durée nécessaire pour remplir ce service.
Pourtant, ce principe est rarement implémenté dans les technologies existantes. En particulier, les délais
de rétention sont quasi-systématiquement surévalués, voire non explicitement déclarés, sous prétexte de
constituer un proﬁl client, de fournir des services personnalisés plus performants, etc. En eﬀet, c'est
grâce à la monétisation des données de leurs utilisateurs (via la publicité par exemple) que la plupart
des services en ligne gagnent de l'argent. Il y a donc une contradiction importante entre les intérêts du
contrôleur des données, qui cherche à maximiser son proﬁt à partir des données personnelles collectées,
et l'utilisateur, qui souhaite le respect de sa vie privée.
Pour minimiser ce conﬂit, un nouveau mécanisme a été proposé [1] qui est une variante de la suppression
exigée par la rétention minimale : la dégradation des données. Au lieu d'une situation binaire  soit
conservée soit eﬀacée , une donnée peut exister dans diﬀérents états, diﬀérents niveaux de précision,
qui protègent de manière plus ou moins forte la vie privée de l'utilisateur mais, inversement, permettent
de pouvoir réaliser plus ou moins de services.
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Toutefois, à l'heure actuelle, les seuls systèmes de dégradation des données qui existent en pratique
sont mis en ÷uvre par un SGBD 1 spécialement adapté pour cette tâche. L'utilisateur doit donc faire
conﬁance au contrôleur des données et le croire sur parole lorsqu'il déclare appliquer la dégradation.
Étant donné notre motivation de départ  réduire l'impact des intérêts divergents entre utilisateur et
contrôleur , cette hypothèse nous paraît diﬃcile à admettre, et nous proposons ici une architecture qui
oﬀre des garanties techniques sur l'application de la dégradation des données, sans nécessiter l'existence
d'un acteur de conﬁance dans le système, et fondée sur un système de publication éphémère décentralisé
qui assure la dégradation des données.
Par la suite, nous présentons les travaux existants dans les domaines de la publication éphémère et de
la dégradation des données (Section 2), puis nous détaillons l'architecture proposée à partir de ces deux
mécanismes (Section 3). Enﬁn, nous développons un exemple utilisant cette architecture pour illustrer
nos propos (Section 4), avant de conclure.
2 État de l'art
Notre travail repose sur la combinaison de deux aspects : la dégradation des données et la publication
éphémère, pour lesquels nous détaillons les travaux existant dans ce qui suit.
Les systèmes de publication éphémère permettent de publier des ﬁchiers tout en garantissant qu'ils ne
seront plus accessibles au delà d'une date d'expiration T . L'hypothèse importante commune à tous ces
systèmes est qu'aucun utilisateur mal intentionné ne doit accéder à un ﬁchier avant la date T . Sinon, il
peut en faire une copie et rediﬀuser cette copie ou y accéder après l'expiration, et la publication éphémère
perd tout son intérêt. Les systèmes de publication éphémères supposent donc que des mécanismes de
contrôle d'accès plus traditionnels sont mis en place pour protéger le ﬁchier avant son expiration.
L'article fondateur du domaine est celui de Radia Perlman en 2005, où elle introduit Ephemerizer [7].
L'idée centrale est que pour avoir des messages éphémères, il suﬃt de diﬀuser des messages chiﬀrés et
d'assurer l'eﬀacement des clés à la date d'expiration. Cependant, cette gestion des clés peut être diﬃcile
à mettre en place si chaque utilisateur doit gérer ses propres clés et de nombreuses dates d'expiration.
Perlman propose donc de concentrer les tâches de gestion dans un service centralisé, nommé ephemerizer,
ce qui permet d'amortir les coûts sur l'ensemble des utilisateurs et sur un nombre plus important de
messages.
Depuis, diverses extensions et améliorations ont été développées pour Ephemerizer : détection puis
correction de failles à l'aide de nouveaux schémas de communication [6, 9], granularité plus ﬁne de
la date d'expiration [6] et même spéciﬁcation d'une fenêtre de disponibilité au lieu d'une simple date
d'expiration [9]. Toutefois, l'ephemerizer est un n÷ud central sur lequel repose tout le système. Même si
ce n'est plus l'hébergeur, c'est encore un acteur auquel il est nécessaire de faire conﬁance. En conséquence,
cela revient seulement à déplacer le problème.
Avec la volonté de supprimer ce besoin de conﬁance dans une partie cruciale du système, Geambasu,
Kohno et al. ont cherché à décentraliser Ephemerizer. À partir de 2009, ils ont proposé Vanish [4], où
l'ephemerizer central est remplacé par une THD 2 et les clés de chiﬀrement sont stockées en plusieurs
fragments sur diﬀérents n÷uds à l'aide d'un partage de secret à la Shamir [8]. De cette manière, aucun
n÷ud du réseau ne possède seul la capacité d'accéder aux données, et il n'y a plus besoin d'acteur de
conﬁance.
Comme pour Ephemerizer, de nombreuses améliorations ont été proposées pour Vanish. On notera en
particulier Cascade [3], un framework générique qui permet de répartir les parts du secret dans n'importe
quel système de stockage (et même dans plusieurs systèmes simultanément), et plus seulement dans une
THD ; Tide [3] et EphPub [2], qui permettent respectivement de stocker les parts dans des serveur Apache
et DNS.
En ce qui concerne le principe de dégradation, son intérêt en tant qu'alternative à la simple suppression
a été postulé par Anciaux, van Heerde et al. à partir de 2008 [1, 12] et principalement exploré dans la thèse
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de van Heerde [11], publiée en 2010. Comme eux, nous pensons que la dégradation des données permet
d'augmenter la valeur totale 3 d'un ensemble de données personnelles, comparé à la simple suppression.
Cependant, la dégradation y est présentée comme une mesure que le contrôleur des données (ici, le
gestionnaire de la base) peut mettre en place pour limiter les conséquences d'une fuite involontaire tout
en préservant l'utilité des données. De notre point de vue, le problème abordé n'est pas la fuite involontaire
des données, mais le manque de conﬁance entre l'utilisateur et le contrôleur. En conséquence, la mise en
place de la dégradation directement par le contrôleur n'est pas satisfaisante.
3 Description du système
Dans cette section, nous allons présenter en détails l'architecture que nous proposons à partir des deux
techniques détaillées ci-dessus.
3.1 Acteurs en présence
Nous considérons des systèmes qui mettent en relation deux types d'acteurs : les utilisateurs (ou
sujet) et les hébergeurs (ou contrôleur). Ces systèmes peuvent être de purs systèmes d'hébergement (e.g.
Dropbox 4) ou des réseaux sociaux (e.g. Facebook 5, Foursquare 6) qui hébergent les données relatives à
l'utilisation du système (liste des pages aimées par l'utilisateur, des lieux visités, etc.).
En réalité, le rôle de l'hébergeur est souvent double : en plus d'être contrôleur des données, il en est
aussi le processeur, c'est-à-dire celui qui eﬀectue des traitements sur les données pour les valoriser. C'est
particulièrement le cas dans les réseaux sociaux, où les données que l'utilisateur publie permettent de
lui construire un proﬁl que le réseau social pourra ensuite monétiser (auprès d'une régie publicitaire par
exemple). Par la suite, nous prendrons soin de distinguer précisément ces deux rôles de contrôleur et de
processeur.
3.2 Architecture proposée
L'interaction entre les diﬀérents acteurs, résumée dans la Figure 1 (p. suivante), s'articule de la manière
suivante : lorsqu'il souhaite publier une donnée, un utilisateur doit d'abord eﬀectuer localement les étapes
de dégradations vers chaque niveau de précision. Il envoie ensuite une copie chiﬀrée de chaque état à
l'hébergeur. Évidemment, chaque état doit être chiﬀré avec une clé diﬀérente puisqu'il a potentiellement
sa propre date d'expiration. Les clés de chiﬀrements sont ensuite stockées dans une structure de données
décentralisée  non contrôlée par l'hébergeur , à une position déterminée à partir de clés de localisation
aléatoires. Dans un système à la Vanish, la structure utilisée est une THD, mais il peut également
s'agir de serveurs DNS, Apache, etc. Enﬁn, l'utilisateur envoie à chaque processeur la clé de localisation
correspondant au niveau de précision qu'il est autorisé à consulter.
De cette manière, l'hébergeur ne possède que des copies chiﬀrées, et c'est le système décentralisé 
résistant aux collusions et à de nombreux types d'attaques  qui assure la dégradation des données, en
oubliant les clés de chiﬀrement au fur et à mesure que le temps passe. La rétention minimale de chaque
niveau de précision est ainsi assurée. Seuls les processeurs explicitement autorisés par l'utilisateur (via
l'envoi de la clé de localisation) peuvent accéder aux données, et il peut avoir globalement conﬁance que
la dégradation est bien appliquée
Il faut noter que si l'hébergeur est uniquement hébergeur, il n'a plus aucun intérêt à fournir le service.
En général, il sera donc aussi un processeur autorisé à un faible niveau de précision, dont la rétention
au-delà de la date d'expiration ne prêtera pas à conséquence au cas où l'hébergeur serait malveillant.
3.3 Détail des sous-systèmes
L'architecture proposée est constitué de deux sous-ensembles : le système d'hébergement proprement
dit et le système de gestion des clés. Dans cette section nous allons détailler leur fonctionnement.
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Figure 1: Schéma simpliﬁé de notre architecture, avec les diﬀérentes étapes de publication d'une donnée.
Hébergement Lorsqu'un utilisateur veut ajouter une entrée dans la base de données, il doit dégrader
les données avant de les transmettre à l'hébergeur. Dans notre contexte, on ne peut pas parler du niveau
global de précision d'une entrée, il faut traiter les données attribut par attribut. Avoir diﬀérents niveaux
de précision pour un attribut revient à dédoubler la colonne correspondante de la base, ce qui augmente
l'espace de stockage nécessaire pour chaque entrée. Toutefois, les données dont la date d'expiration est
passée peuvent être supprimées, ce qui permet de récupérer de l'espace de stockage le cas échéant.
Cependant, le SGBD n'a pas connaissance de l'expiration des données. Il faut donc introduire un nou-
veau mécanisme pour lui permettre de supprimer les données obsolètes. Nous envisageons deux solutions :
 le SGBD considère une durée de vie a priori pour chaque colonne, ce qui n'empêche pas l'utilisateur
de spéciﬁer une durée de vie plus courte. Par contre, s'il spéciﬁe une durée de vie plus longue, la clé
sera présente dans le système de gestion des clés mais la donnée aura déjà été eﬀacée de la base ;
 l'utilisateur spéciﬁe au moment où il ajoute une entrée la date d'expiration de chaque attribut.
Cette solution augmente légèrement la consommation de bande passante, mais oﬀre une plus grande
ﬂexibilité au système.
Gestion des clés Pour illustrer notre proposition, nous décrivons ici le fonctionnement d'un système
de type Vanish, mais n'importe quel autre système de publication éphémère conviendrait également. Le
système de gestion des clés est le suivant : pour chaque clé de chiﬀrement utilisée, l'utilisateur eﬀectue
un partage de secret. Le partage de secret, ou schéma à seuil (k, n), est une technique cryptographique
consistant à découper un secret en n parts avec les propriétés suivantes :
 n'importe quel sous-ensemble de k parts permet de reconstruire l'intégralité du secret ;
 tout sous-ensemble d'au plus (k − 1) parts ne donne aucune information sur le secret.
L'utilisateur choisit ensuite aléatoirement une clé de localisation L qui détermine à quelle adresse seront
stockées les parts dans la THD, puis il transmet aux n÷uds correspondants la date d'expiration souhaitée
et une des n parts du secret. Enﬁn, il envoie à chaque processeur la ou les clés de localisation qui lui
permettront de déchiﬀrer les attributs auxquels il a le droit d'accéder.
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3.4 Hypothèses et limitations
Notre architecture reposant sur un système de publication éphémère, elle doit vériﬁer les mêmes
hypothèses que le système en question. Pour Vanish, il faut en particulier les propriétés suivantes :
 le sujet est capable d'établir un canal de communication asynchrone et sûr avec les processeurs, pour
leur transmettre les clés de localisation. C'est possible par courrier électronique avec chiﬀrement
asymétrique, par exemple, mais cela constitue un point d'attaque supplémentaire sur le système. De
plus, cela peut complexiﬁer l'interface du système et avoir un impact sur l'adoption par le grand
public 7 ;
 un attaquant ne peut pas de manière réaliste prendre le contrôle d'une part signiﬁcative de la THD
et collecter préventivement assez de parts du secret pour déchiﬀrer les données après leur date
d'expiration. Cela dépend de la THD utilisée, et la validité de cette hypothèse a été contestée [13],
mais les diﬀérentes corrections et extensions réalisées [3, 5] oﬀrent des garanties raisonnables sur ce
point.
De plus, quel que soit le système de publication éphémère utilisé, seule l'expiration de l'exemplaire
original de la donnée est garantie. Si un acteur accède (de manière légitime) à une donnée en clair avant
la date d'expiration et en fait une copie, cette copie ne sera pas protégée, il est donc nécessaire que
chaque acteur prenne un soin particulier à éviter les copies intempestives, comme cela peut se produire
avec la mise en cache de pages web ou l'archivage de requêtes sur une base de données, par exemple.
Enﬁn, la base de données étant chiﬀrée, de nombreuses recherches ou agrégations de données deviennent
impossibles. Ce n'est pas toujours gênant, notamment dans le cas d'interactions entre utilisateurs d'un
réseau social (accès direct à une entrée donnée, sans recherche), mais cela peut empêcher certaines tâches
de fouilles de données par exemple. On peut supposer que les acteurs qui réalisent ces tâches sont des
processeurs autorisés à un faible niveau d'accès, qui feront une copie locale en clair des données traitées,
qu'ils auront la charge de protéger convenablement contre les accès illégitimes.
4 Vers un réseau géo-social avec dégradation des données.
L'architecture présentée dans la section précédente est générique et peut potentiellement être appliquée
à n'importe quelle base de donnée. Cependant, de nombreux détails sont spéciﬁques à chaque application
particulière : nombre d'étapes de dégradation, choix du processus de dégradation (généralisation, ajout
de bruit, ...), durée de rétention pour chaque niveau de précision, etc. Pour illustrer plus précisément
notre propos, nous décrivons dans cette section un exemple ﬁctif mettant en application ce qui précède.
Pour notre exemple, nous avons choisi un réseau géo-social de type Foursquare car les données géo-
localisées se prêtent relativement bien au principe de dégradation : on peut généraliser des coordonnées
GPS par troncature, un lieu avec un arbre ontologique, etc.
Tout d'abord, déﬁnissons les éléments du système.
Les acteurs en présence sont : (a) l'entreprise qui gère le réseau géo-social ; (b) un utilisateur-témoin, du
point de vue duquel les exemples seront détaillés ; (c) ses relations dans le réseau ; (d) des fournisseurs
d'applications tierces.
Les données stockées par le réseau sont : (i) lieux visités ; (ii) coordonnées visitées ; (ii) date des visites ;
(iii) conseils sur un lieu. Les lieux sont dégradés par généralisation en utilisant une ontologie (supposée
partagée entre tous les utilisateurs). Les coordonnées sont dégradées par transformation en intervalle.
Les conseils sont dégradés par suppression du nom de l'auteur.
Enﬁn, déroulons quelques cas d'usage :
 une relation de l'utilisateur-témoin veut le retrouver : c'est un processeur autorisé avec un niveau de
précision maximale sur les coordonnées visitées, mais avec un délai de rétention très faible (quelques
heures) ;
 un commerçant local (application tierce) veut envoyer une promotion à l'utilisateur lorsqu'il est à
proximité : c'est un processeur autorisé pour les coordonnées visitées avec un niveau de précision
"quartier" pour un délai de rétention de quelques heures ;
7. L'article original sur Vanish proposait un plug-in Firefox pour envoyer des mails éphémères via GMail, et les auteurs
avaient particulièrement veillé à ce que son utilisation soit la plus transparente possible.
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 l'entreprise gestionnaire veut établir un proﬁl publicitaire : c'est un processeur autorisé pour les
lieux visités, mais seulement au niveau de précision "catégorie de lieu", avec un délai de un an. Ces
réglages sont suﬃsants pour déﬁnir des habitudes de consommation, sans révéler la localisation ou
les détails de l'emploi du temps de l'utilisateur.
Ces exemples mettent en évidence que le choix des étapes de dégradation et des délais de rétentions
pour chaque état ne doit pas être fait arbitrairement, mais en cohérence avec les services souhaités.
L'ensemble des choix possibles peut être complexe à gérer pour un utilisateur non-avertis, mais on peut
raisonnablement espérer que des moteurs automatisés de gestions des politiques de conﬁdentialité comme
le PPL Engine [10] pourront à terme intégrer ce paramétrage dans leurs fonctionnalités.
Conclusion
Dans ce travail, nous défendons l'intérêt de la dégradations des données en tant qu'alternative à
leur suppression, pour augmenter la valeur totale d'un ensemble de données et minimiser l'impact des
intérêts divergents entre utilisateurs et hébergeurs. De plus, ce nouveau mécanisme ne pourra être large-
ment adopté que s'il permet une conﬁance accrue entre les diﬀérents acteurs. Nous aﬃrmons donc que
l'implémentation de la dégradation ne doit pas être laissée aux mains des hébergeurs et nous présentons
une architecture décentralisée, fondée sur un système de publication éphémère, qui permet des garanties
techniques sur la mise en pratique de ce mécanisme.
Nous terminons avec un exemple ﬁctif qui permet d'illustrer nos propos et détaille certains points
importants de la conception d'un système de dégradation par publication éphémère. Un prototype de
démonstration de cet exemple, utilisant un système existant de publication éphémère et des données
réelles est en cours de développement.
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