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Wind tunnel testAbstract Accurate aerodynamic models are the basis of ﬂight simulation and control law design.
Mathematically modeling unsteady aerodynamics at high angles of attack bears great difﬁculties in
model structure determination and parameter estimation due to little understanding of the ﬂow
mechanism. Support vector machines (SVMs) based on statistical learning theory provide a novel
tool for nonlinear system modeling. The work presented here examines the feasibility of applying
SVMs to high angle-of-attack unsteady aerodynamic modeling ﬁeld. Mainly, after a review of
SVMs, several issues associated with unsteady aerodynamic modeling by use of SVMs are discussed
in detail, such as selection of input variables, selection of output variables and determination of
SVM parameters. The least squares SVM (LS-SVM) models are set up from certain dynamic wind
tunnel test data of a delta wing and an aircraft conﬁguration, and then used to predict the
aerodynamic responses in other tests. The predictions are in good agreement with the test data,
which indicates the satisfying learning and generalization performance of LS-SVMs.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Unsteady aerodynamics at high angles of attack plays an
increasingly important part in modern aircraft design. In high
angle-of-attack maneuvers, the ﬂow ﬁeld around the aircraft is
extremely complex and the aerodynamics shows strongnonlinearity and unsteadiness. As a result, the conventional
aerodynamic database, composed of static test data, dynamic
derivatives and rotary-balance data, does not meet the require-
ments of ﬂight simulation and control law design. The data-
base needs to involve dynamic test data. Unfortunately, the
aerodynamic characteristics at high angles of attack, especially
in post-stall maneuvers, cannot be predicted simply by interpo-
lation among limited test data, as done at pre-stall angles of
attack. A feasible solution is to set up aerodynamic models,
which describe the dependence of aerodynamics upon the
motion history, from a certain number of static and dynamic
wind tunnel test data.
Currently, the researches on high angle-of-attack unsteady
aerodynamic modeling evolve in two directions: mathematic
methods and artiﬁcial intelligent methods. The developed
660 Q. Wang et al.mathematic models include those in form of generalized aero-
dynamic derivatives,1 nonlinear indicial response,2–4 internal
state-space,5,6 differential equations,7–10 hybrid representation
of nonlinear indicial response and internal state-space,11 ﬂow
incidence rate,12 etc. They are based on the understanding of
physical phenomenon and mechanism. The available intelli-
gent methods include fuzzy logic (FL)13–15 and neural net-
works (NNs),16–20 which are suitable to black-box system
modeling especially. In addition, reduced order models of non-
linear and unsteady aerodynamics, based on indicial response
functions, have been developed.21–23 These functions can be
estimated via analytical, experimental or computational meth-
ods. The analytical solutions are limited only to two-
dimensional airfoils in incompressible and inviscid ﬂows.21
Experimental tests are practically nonexistent for indicial
response functions. CFD calculations have recently been used
to determine indicial response functions for the given aircraft
conﬁgurations.22,23
A large number of wind tunnel tests24–26 and CFD simula-
tions27–29 have been conducted to study unsteady aerodynam-
ics of maneuvering aircraft at high angles of attack. One has
acquired some knowledge about the effects of reduced fre-
quency, amplitude, and mean angle of attack on unsteady
aerodynamics in forced-oscillations. However, many problems
in the area of unsteady ﬂow mechanism at high angles of
attack, particularly in the case of multiple degree-of-freedom
(DOF) coupling motions, have not been solved yet, which
leads to great difﬁculties in model structure determination
and parameter estimation when mathematically modeling
unsteady aerodynamics. In this case, intelligent methods are
gaining popularity. They let computers learn the available sta-
tic and dynamic wind tunnel test data and then predict the
aerodynamic responses of aircraft in ﬂight. In intelligent meth-
ods, how to determine the optimal model structure is a critical
problem, which has not been solved perfectly by FL and NNs.
Support vector machines (SVMs), a new type of statistical
learning strategy, embody the structural risk minimization
(SRM) principle, which has been shown to be superior to the
traditional empirical risk minimization (ERM) principle,
employed by conventional FL and NNs.30–32 Therefore,
SVMs exhibit more excellent empirical performance than FL
and NNs. Another attractive feature of SVMs is the global
optimality. By introducing a nonlinear map from input space
to feature space, SVMs transform a nonlinear system modeling
problem to a quadratic programming, which can achieve glo-
bal minimum.
This paper presents a pioneer study of using SVMs to
model high angle-of-attack unsteady aerodynamics. After a
review of SVMs and least squares SVMs (LS-SVMs), an exten-
sion of the standard SVMs, a simulation experiment of a two-
dimensional nonlinear system is performed to validate the
empirical performance of SVMs. Several issues associated with
application of SVM method in unsteady aerodynamic model-
ing ﬁeld are discussed in detail, such as selection of input vari-
ables, selection of output variables, and determination of SVM
parameters. The LS-SVM method is applied to aerodynamic
modeling of a pitching delta wing and a rolling aircraft conﬁg-
uration. The satisfying learning and generalization perfor-
mance exhibited by the applications indicates the feasibility
of applying SVMs to high angle-of-attack unsteady aerody-
namic modeling.2. SVMs for nonlinear system modeling
SVMs, a novel tool in the area of machine learning, were ﬁrst
proposed by Vapnik33 in 1995. Originally, they were developed
for pattern recognition problems. Recently, they have been
successfully extended to nonlinear function approximation
and nonlinear system modeling.
2.1. SVM regression
The SVMs used in system modeling are called SVM regression,
or support vector regression (SVR) in short. For a problem of
multi-input single-output (MISO) nonlinear system modeling,
SVMs approximate the nonlinear function by a linear
regression:
y ¼ fðxÞ ¼ wTuðxÞ þ b x 2 Rm; y 2 R ð1Þ
in a high-dimensional feature space F. Here u(x) denotes a
nonlinear transformation from input space Rm to feature space
F, w is weighting vector, and b is bias.
Suppose that a ﬁnite number set of sample data {(xi, yi),
i= 1,2, . . . ,n} have been obtained by experimental measure-
ment. If all the training data can be ﬁtted by the function
Eq. (1) with e precision, then
yi  wTuðxiÞ  b 6 e
wTuðxiÞ þ b yi 6 e

i ¼ 1; 2;    ; n ð2Þ
Sometimes, however, this may not be the case, or we may
also want to allow for some error. One can introduce slack
variables n and n* to cope with otherwise infeasible constrains:
yi  wTuðxiÞ  b 6 eþ ni
wTuðxiÞ þ b yi 6 eþ ni

i ¼ 1; 2;    ; n ð3Þ
The SRM principle yields the optimization goal:
min
w;b;n;n
J ¼ 1
2
jjwjj2 þ c
Xn
i¼1
ðni þ ni Þ ð4Þ
where c is penalty factor and a pre-speciﬁed constant determin-
ing the training error and the regression function ﬂatness.
Using the Lagrange function method together with the dual
variables to ﬁnd the solution of the above problem can lead to
a quadratic programming (QP) problem:
max
a;a
J ¼  1
2
Xn
i;j¼1
ðai  ai Þðaj  aj ÞKðxi; xjÞ  e
Xn
i¼1
ðai þ ai Þ
þ
Xn
i¼1
yiðai  ai Þ
s:t:
Xn
i¼1
yiðai  ai Þ ¼ 0
ai; a

i 2 ½0; c
8><
>:
8>>>>>><
>>>>>>>:
ð5Þ
where ai and ai
* are the Lagrange multipliers; K(xi, xj) is called
kernel function. Its value is equal to the inner product of two
vectors xi and xj in the feature space u(xi) and u(xj), i.e.,
K(xi, xj) = u(xi)Æu(xj).
Solving the above QP problem with inequality constrains,
the Lagrange multipliers ai and ai
* can be determined. Then,
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arush–Kuhn–Tucker’s (KKT’s) condition.
w ¼
Xn
i¼1
ðai  ai ÞuðxiÞ
b ¼ 1
n
Xn
j¼1
yi 
Xn
i¼1
ðai  ai ÞKðxi; xjÞ þ e sgnðaj  aj Þ
" #
8>><
>>:
ð6Þ
Therefore, the line regression Eq. (1) becomes the following
explicit form.
y ¼ fðxÞ ¼
Xn
i¼1
ðai  ai ÞKðx; xiÞ þ b ð7Þ
Based on the nature of the corresponding QP, in general,
only a number of coefﬁcients ai  ai* will be assumed as non-
zero, and the data points associated with the pair can be
referred to as support vectors (SVs).
Fig. 1 shows the topologic structure of SVMs. In Fig. 1,
x= [x1, x2, . . ., xm]
T.
2.2. LS-SVMs
The goal function of SVMs is convex and thus has only one
extreme value. However, dimension disaster will arise if the
number of training samples is very large, which may result in
the optimization algorithm too complex to be carried out.
As an extension of the standard SVMs, LS-SVMs are pro-
posed by Suykens and Vandewalle34 in 1999. The algorithm
complexity of LS-SVMs is reduced down greatly by solving
linear algebraic equations instead of QP. They have been
extensively applied to function approximation and system
modeling.
In LS-SVMs, the linear term in the goal function Eq. (4) is
replaced by the square term of ni and the inequality constrains
Eq. (3) are replaced by equality constrains. Thus, the optimiza-
tion problem can be written as:
min
w;b;n;n
J ¼ 1
2
jjwjj2 þ 1
2
c
Xn
i¼1
n2i
s:t: yi ¼ wTuðxiÞ þ bþ ni
8><
>: i ¼ 1; 2;    ; n ð8Þ
The Lagrange function is introduced to solve the above
equality-constrained optimization problem:
L ¼ 1
2
jjwjj2 þ 1
2
c
Xn
i¼1
n2i 
Xn
i¼1
aiðwTuðxiÞ þ bþ ni  yiÞ ð9ÞFig. 1 Topologic structure of SVMs.From KKT’s condition, one gets the equations:
w ¼
Xn
i¼1
aiuðxiÞ
Xn
i¼1
ai ¼ 0
ai ¼ cni i ¼ 1; 2;    ; n
wTuðxiÞ þ bþ ni  yi ¼ 0 i ¼ 1; 2;    ; n
8>>>>><
>>>>>:
ð10Þ
After eliminating w and ni, the following linear system is
obtained.
0 1Tn
1n Xþ c1In
" #
b
a
 
¼ 0
y
 
ð11Þ
where
y ¼ ½y1; y2;    ; ynT
1n ¼ ½1; 1;    ; 1T
a ¼ ½a1; a2;    ; anT
Xi;j ¼ Kðxi; xjÞ i; j ¼ 1; 2;    ; n
8>><
>>:
ð12Þ
Eq. (11) can be solved for the parameters ai (i= 1,2, . . . ,n)
and b by use of least squares method. Therefore, the resulting
LS-SVM model is given as
y ¼ fðxÞ ¼
Xn
i¼1
aiKðx; xiÞ þ b ð13Þ
As a result of the modiﬁcations in LS-SVMs, training
requires only to solve the linear equations Eq. (11) instead of
the computationally hard quadratic programming problem
Eq. (5) in the standard SVMs. However, this is done at expense
of losing the sparseness of solution. All the training samples
act as support vectors in LS-SVMs.
2.3. A simple example
In order to validate the learning and generalizing capability of
LS-SVMs, a simulation experiment is given as follows.
Consider a two-input one-output nonlinear system:
y ¼ sin
2 pðx1  x2Þ
1þ x21 þ x22
ð14Þ
It constitutes a spatial curved surface. Taking 200 points on
[1, 1] · [1, 1] stochastically, we create training sample data
by the following formula.
y ¼ sin2 pðx1x2Þ
1þx2
1
þx2
2
þ g
g  Nð0; 0:012Þ
8<
: ð15Þ
Fig. 2(a) shows the exact curved surface and the training
samples.
With the following radius base function adopted, the
LS-SVMmodel is set up for the nonlinear system Eq. (14) from
the training samples, where the penalty factor c= 4 and the
width parameter of radius base kernel function 2r2 = 0.25.
Kðx; xiÞ ¼ exp  jjx xijj
2
2r2
 !
ð16Þ
where r is kernel width. Then, the surface is reconstructed
using the LS-SVM model and shown in Fig. 2(b). The
Fig. 2 LS-SVMmodeling results of a two-dimensional nonlinear
system.
662 Q. Wang et al.reconstruction error Dy is shown in Fig. 2(c). It is seen that the
reconstructed surface approximate the exact one very well.
One can expect that the reconstruction error will be reduced
down further with decline of the noise level in training samples
and/or increase of the number of training samples.
3. High angle-of-attack unsteady aerodynamic modeling method
by use of SVMs
As mentioned previously, little understanding of unsteady ﬂow
mechanism at high angles of attack leads to great difﬁculties in
model structure determination and parameter estimation whenmathematically modeling aerodynamics. The development of
SVMs provides a novel tool for unsteady aerodynamic model-
ing at high angles of attack. Three issues below are involved in
high angle-of-attack unsteady aerodynamic modeling by use of
SVMs.3.1. Selection of input variables
One of the important characteristics of high angle-of-attack
aerodynamics is its dependence not only on the instantaneous
ﬂight states but also on their time history. Hence, the selection
of input variables must enable the SVMs to incorporate the
impact of motion history on aerodynamics.
The parameter of reduced frequency k is employed as one
of the input variables in most of the previous researches on
intelligent modeling such as FL13–15 and NNs.18 For example,
Ref.13 took (a, _a, €a; k, b, de) as the input variables when mod-
eling aerodynamics of pitching oscillations, while Ref.14 took
(a, /, _/, k, b, w, _w) as the input variables when modeling aero-
dynamics of yawing and rolling oscillations, where a is angle of
attack, b is sideslip angle, / is roll angle, de is elevator deﬂec-
tion angle and w is yawing angle. It is noted that the reduced
frequency is an unsteadiness parameter adopted speciﬁcally
in forced-oscillation wind tunnel tests, which does not exist
in ﬂight tests. When the aerodynamic models set up from wind
tunnel test data are used to predict aerodynamic characteristics
in ﬂight tests, an equivalent reduced frequency is needed,
which is obtained by ﬁtting a segment of ﬂight test data. For
example, the equivalent reduced frequency of pitching motion
is calculated by solving an optimization problem15:
min
a0 ;as ;k;u
J ¼
Xn
i¼1
fa ½a0 þ as cosðksþ uÞg2
þ
Xn
i¼1
f_a ½ask sinðksþ uÞg2 ð17Þ
where _a is nondimensional rate of angle of attack; s is nondi-
mensional time; n is the pre-speciﬁed number of points for ﬁt-
ting. The mean angle-of-attack a0, amplitude as, reduced
frequency k, and phase u are the parameters to be determined.
A series of problems arise from this processing technique:
(a) The nonlinearity of the goal function may lead to local
optimality. (b) Singularity may occur in some cases. As a spe-
cial case, k can be any value at constant angles of attack. (c)
For coupled 6-DOF motions, it is not assured whether the
equivalent reduced frequency should be determined in three
directions of body-axis or in two directions of angle of attack
and sideslip angle. (d) The number of points for ﬁtting may
have great effects on the resulting equivalent reduced fre-
quency. (e) The resulting equivalent reduced frequency may
vary acutely along with time. Fig. 3 shows the time history
of the equivalent parameter during a coupled yawing-rolling
ramp motion.18 It skips frequently in the process of ramp
(0–3 s) and the reverse (6.7–9.7 s).
As a solution, several sampling points of the current and
previous ﬂight states could be employed to describe the effects
of motion history. Ref.16 took [a (s), a (s  1), a (s  2); _a (s), _a
(s  1), _a (s  2); . . .] as input variables when modeling the
longitudinal aerodynamics of a pitching delta wing by use of
back propagation neural network (BPNN). Ref.19 took
[a (s), a (s  Ds), a (s  2Ds), a (s  3Ds), a (s  4Ds); b (s),
Fig. 3 Equivalent reduced frequency of coupled yawing-rolling
ramp motion.18
Unsteady aerodynamic modeling at high angles of attack using support vector machines 663b (s  Ds), b (s  2Ds), b (s  3Ds), b (s  4Ds)] as input vari-
ables when modeling 6-component aerodynamic coefﬁcients
by use of radius base function neural network (RBFNN).
The references exhibit satisfying results.
In this way, however, two problems remain to be solved: (a)
How long time before do the ﬂight states have no effect upon
the current aerodynamics? (b) How to determine the number
of sampling points? As for the ﬁrst question, the time length
mÆDs can be determined according to the state-space models5,6
or the differential-equation models,7–10 to be (1–2) s1 for
instance, where s1 is the characteristic time constant in the
mathematical models. As for the second question, the number
of sampling points m can be determined appropriately accord-
ing to the above time length and the mode frequencies of the
aircraft, to be [8(mÆDs)Æmax(xSP, xDR)] for instance, where
xSP is the nondimensional frequency of short-period mode
and xDR is that of Dutch roll mode.
3.2. Selection of output variables
In intelligent modeling of high angle-of-attack unsteady aero-
dynamics, the most direct output variables are aerodynamic
force and moment coefﬁcients. There is a fall in this way that
the errors in dynamic test data will affect the predictions of sta-
tic aerodynamics. As we know, dynamic wind tunnel test data
include greater errors than static ones in general.
With a view to engineering application, aerodynamics can
be decomposed as follows (pitch moment coefﬁcient Cm as
an example).
Cm ¼ Cm;st þ DCm;dyn ð18Þ
A candidate way is to model the dynamic increment
DCm,dyn instead of the aerodynamic coefﬁcient Cm, while the
static component Cm,st takes the static wind tunnel test results.
Thus, all the dynamic test data, measured in different forms of
motions and even in different wind tunnels, can be put
together for SVM training.
3.3. Determination of SVM parameters
The selection of kernel function and determination of SVM
parameters are another important problems for aerodynamic
modeling. They also have decisive effects upon the ﬁttingprecision, the generalization ability, and the training speed of
SVMs.
The kernel function decides the mapping pattern from the
input space to the feature space. Theoretically, the kernel
can be any symmetry function satisfying Mercer’s condition.
The commonly used kernels include:
(1) Polynomial function: K(x, xi) = (x
Txi + 1)
q
(2) Radius base function (RBF): K(x, xi) = exp[||x  xi||2/
(2r2)]
(3) Sigmoid function: K(x, xi) = tanh[r(x
T-xi) + c]
(4) Potential function: K(x, xi) = exp[||x  xi||/(2r2)]
There is no universal principle to guide the selection of ker-
nel function. However, the RBF kernel is efﬁcient for nonlin-
ear system modeling, which is validated by a large number
of simulation experiments and applications.
Having selected the kernel function (RBF kernel is adopted
in unsteady aerodynamic modeling in the next section), the
penalty factor c and the kernel width r in LS-SVMs need also
to be determined. The performance of LS-SVMs will be
improved by adjusting the two parameters. The methods such
as m-fold cross-validation and leave-one-out (LOO) can be uti-
lized to determine these parameters.35,36
The m-fold cross-validation is the most commonly used
method to estimate the generalization error. In this method,
the training sample set is ﬁrst partitioned into m subsets with
nearly the same size which do not intersect each other. For
given parameters c and r, one of the subsets is taken as the
testing set at a time, the others as the training set. After the
parameters ai (i= 1,2, . . . ,n) and b in the model are obtained
by the training algorithm from the training set, the mean
square sum of prediction errors MSSEi can be calculated for
the testing set and is taken as the testing error. The average
of m testing errors MSSE = (1/m)RMSSEi is taken as the gen-
eralization error. Thus, the parameters c and r can be adjusted
according to the generalization error.
For a group of parameters c and r, totally m times of train-
ing and testing are needed to calculate the average error
MSSE. Consequently, using m-fold cross-validation to opti-
mize the parameters is computationally expensive. The higher
m is, the more computation time it costs. One should select an
appropriate low value of m to perform m-fold cross-validation,
especially in case of large number of training samples.
For unsteady aerodynamic modeling at high angles of
attack, it is important that all the data of an individual
dynamic test should be taken as a unit and put into same a
subset during the m-fold partitioning.4. Results and discussion
4.1. Aerodynamic modeling of a pitching delta wing
The wind tunnel test data are taken from Ref.37 The test model
is a sharp-edged delta wing with aspect ratio A= 2, as shown
in Fig. 4. The pitching axis is located at 67%c0, where c0 is the
wing chord at midspan. The large-amplitude pitching
oscillation tests were carried out in the 7 foot · 10 foot
(1 foot = 30.48 cm) low-speed wind tunnel at NASA Ames
Research Center, with Reynolds number Re= 4.5 · 105 and
the pitch moment reference point at 77%c0.
Fig. 4 The delta wing model with aspect ratio A= 2.
Fig. 5 LS-SVM predictions and training data of pitching delta
wing.
664 Q. Wang et al.In the forced-oscillations, the time history of angle of attack
is
aðsÞ ¼ 45  45 cosðksÞ ð19Þ
where k= xc=V is reduced frequency, c is mean aerodynamic
chord, x is oscillation frequency, V is velocity; s= tðV=cÞ is
nondimensional time. The nondimensional parameter charac-
terizing unsteadiness K= 0.01, 0.02, 0.03, and 0.04, where K
is deﬁned as
K ¼ _amaxc0=ð2VÞ ð20Þ
Converted to the conventional reduced frequency, k= 0.017,
0.034, 0.051, 0.068.Fig. 6 LS-SVM generalization and wind tunnel test data of
pitching delta wing.
Unsteady aerodynamic modeling at high angles of attack using support vector machines 665The unsteady aerodynamic data are transformed to the
dynamic increments:
CL;dyn ¼ CL  CL;st
DCD;dyn ¼ CD  CD;st
DCm;dyn ¼ Cm  Cm;st
8><
>: ð21Þ
At ﬁrst, the LS-SVM models of DCL,dyn, DCD,dyn, and
DCm,dyn are set up respectively from the dynamic measurement
data with K= 0.01, 0.03, 0.04, with RBF kernel adopted, and
the input variables taken as a (s), a (s  8), a (s  16),
a (s  24), a (s  32), and q (s), where q is nondimensional
pitching rate. This means that the instantaneous aerodynamics
Cm(s), for example, depends upon the angle-of-attack history
during [s  32, s].
The SVM parameters determined by the m-fold cross-
validation are listed as follows (with the sample inputs
normalized):
CD : c ¼ 3:2; 2r2 ¼ 0:22
CL : c ¼ 3:2; 2r2 ¼ 0:21
Cm : c ¼ 3:2; 2r2 ¼ 0:22Fig. 7 Prediction results of LS-SVM model andFig. 5 shows the aerodynamic coefﬁcients predicted by the
LS-SVM models, in comparison with the measurement results,
where the black dashed lines denote the static wind tunnel test
data, the colored symbols are the dynamic wind tunnel test
data, the colored lines are the predictions of the LS-SVMmod-
els, and the arrows indicate the direction of hysteretic loops.
The predictions approximate the wind tunnel test data well,
which indicates that the LS-SVMs have great learning ability.
Subsequently, the LS-SVM models are utilized to predict
the aerodynamic characteristics of the large-amplitude pitch-
ing oscillation with K= 0.02. Fig. 6 shows the predicted aero-
dynamics in comparison with that obtained by wind tunnel
tests. The predictions are in agreement with the test data, in
spite of some tolerable discrepancies, which shows that the
LS-SVMs have satisfying generalization performance.
4.2. Aerodynamic modeling of a rolling aircraft conﬁguration
Ref.25 presented the rolling oscillation wind tunnel test results
of F-16XL. The tests were executed with a 0.18-scale F-16XL
model using a forced-oscillation rig in the 14 foot · 22 foot
subsonic wind tunnel at NASA Langley Research Center.training data for rolling aircraft conﬁguration.
666 Q. Wang et al.The test model was forced to roll around the longitudinal axis
at the given pitch angles: /= /ssin(ks). Here, the reduced fre-
quency k ¼ xb0=ð2VÞ, the nondimensional time
s ¼ tð2V=b0Þ; b0 is wing span.
In rolling oscillations, the angle of attack and sideslip angle
vary as follows.
aðsÞ ¼ tan1ðtan h cos/Þ
bðsÞ ¼ sin1ðsin h sin/Þ

ð22Þ
where h is the pitch angle and / the roll angle.
The roll moment data were obtained at a series of pitching
angles, h= 0, 10, 15, 20, 25, 30, 36, 40, 50, 60, 70,
and 75, with the amplitude /s = 10, 20, and 30, and a con-
stant maximum roll rate of pmax ¼ pmaxb0=ð2VÞ ¼ 0:04.
The wind tunnel (W.T.) data used here are obtained from
digitizing the AIAA paper. The error of roll moment coefﬁ-
cient Cl in the data points is less than 0.0005.
Aerodynamic modeling is performed directly for the roll
moment coefﬁcient due to lack of the corresponding static test
data. At ﬁrst, the test data with /s = 10 and 30 are employedFig. 8 Generalization results of LS-SVM model andto train the LS-SVM model of Cl, where RBF kernel is
adopted also, and the input variables take a (s), a (s  5),
a (s  10), a (s  15), a (s  20), b (s), b (s  5), b (s  10),
b (s  15), b (s  20), and p (s). The SVM parameters deter-
mined by m-fold cross-validation are (with the sample inputs
normalized): c= 5.0 and 2r2 = 0.58. The roll moment coefﬁ-
cient predicted by the LS-SVM model, as well as the one
obtained from wind tunnel measurement, is presented in
Fig. 7, where the red circles are the dynamic wind tunnel test
data, the blue solid lines denote the predictions of the
LS-SVM model, and the arrows indicate the direction of hys-
teretic loops. The ﬁgure shows a satisfactory approximation.
The LS-SVMmodel is then employed to predict the aerody-
namic response to the rolling oscillations with the amplitude
/s = 20. Fig. 8 shows the predictions in comparison with
the wind tunnel test data. It can be seen that there are some
tolerable discrepancies in the range of a0 = 30–50, where
the unsteady aerodynamic effects are extremely great.
Nevertheless, the overall agreement indicates the satisfying
generalization performance of LS-SVMs.wind tunnel data for rolling aircraft conﬁguration.
Unsteady aerodynamic modeling at high angles of attack using support vector machines 6675. Conclusions
SVMs are a novel type of machine learning method developed
on the basis of statistical learning theory, embodying the struc-
tural risk minimization principle. They are gaining popularity
due to the features such as simple structure, global optimality
and empirical performance. The following can be concluded
from the presentations and applications in this paper.
(1) The aerodynamic modeling results of the pitching delta
wing and the rolling aircraft conﬁguration show that
the LS-SVMs have excellent learning capability and sat-
isfying generalization performance, and thus become an
attractive means in the ﬁeld of high angle-of-attack
unsteady aerodynamic modeling.
(2) In order to describe the effects of motion history on
aerodynamics, one can take several sampling points of
the current and previous ﬂight states as the inputs of
SVMs. It is suggested to model the dynamic increments
instead of aerodynamic coefﬁcients, for the static wind
tunnel test data have higher precision than dynamic ones
in general.
(3) RBF kernel is an appropriate selection for unsteady
aerodynamic modeling at high angles of attack. The
penalty factor c and the kernel width r can be deter-
mined by means of m-fold cross-validation. It is impor-
tant that all the data of an individual dynamic test
should be taken as a unit and put into same a subset dur-
ing the m-fold partitioning.
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