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Anexpressive class of abstractions for labeled transition systems is that of disjunctivemodal
transition systems (DMTS), featuring may- and must transitions as well as disjunctive
hypertransitions (OR). In order to describe exclusive choice adequately, we develop a vari-
ant of DMTSs called 1-selecting modal transition systems (1MTS) that, roughly speaking,
interprets hypertransitions exclusively (XOR). These abstract models, DMTSs and 1MTSs,
are comparedwith respect to their expressive power. By giving transformations or showing
their non-existence, we show that the two setting can express the same sets of labeled
transition systems, but 1-selecting modal transition systems have a richer reﬁnement
preorder.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Reﬁnement and abstraction, which are dual to each other, are common concepts for the speciﬁcation, veriﬁcation and
analysis of programs. Reﬁnement is frequently used inmodel-driven software development [1]. Abstraction is used inmodel
checking to ﬁght the state explosion problem [2].
1.1. Abstraction settings
In this paper, we concentrate on reactive systems and therefore choose labeled transition systems (TS) as our concrete
elements. TSs are also sometimes used as abstractions: In order to model check liveness (resp. safety) properties, labeled
transition systems, with forward (resp. backward) simulation [3,4], serve as abstractions. Since forward (resp. backward)
simulation only allows to add (resp. remove) transitions, both simulation notions are not in general sound for combinations
of liveness and safety properties, i.e., when such a property holds for an abstraction, it is not guaranteed that it also holds for
the abstracted system. In order to obtain sound abstraction also for arbitrary branching time formulae (or also formaintaining
falsiﬁcation of a formula), different abstraction settings have been introduced:
A modiﬁcation of transition systems features two kinds of transitions, one transition relation to denote the steps that are
mandatory for the implementation, calledmust transitions, and the other to indicate those stepswhichmay occur, but are not
necessary for the implementation, calledmay transitions. Thesemodels are known asmodal transition systems [5] or asmixed
transition systems [6,7]. For example, in Fig. 1, the labeled transition system (a) is abstracted by combining its two states on
the left, leading to the modal transition system (b): From the combined state, actions b and c are possible, but not required.
*
Corresponding author. Tel.: +49 431 880 3733; fax: +49 431 880 7617.
E-mail addresses: hfecher@doc.ic.ac.uk (H. Fecher), hsc@informatik.uni-kiel.de (H. Schmidt).
1567-8326/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jlap.2008.05.003
H. Fecher, H. Schmidt / Journal of Logic and Algebraic Programming 77 (2008) 20–39 21
Fig. 1. A labeled transition system (a), a modal transition system (b) and a disjunctive modal transition system (c). Illustration (c) can also be interpreted as
an 1-selecting modal transition system. In illustrations (b) and (c), must transitions are drawn as solid arrows, whereas may transitions are dashed. Every
must transition implies a corresponding may transition, which is not drawn. Hypertransitions are graphically represented by dividing the head of an arrow
such that it points to all target states.
In the previous abstraction example, the transition system having only an a-loop is also a concrete reﬁnement of the
abstraction (b). If this reﬁnement is unwanted, it can be excluded in the setting of disjunctive modal transition systems
(DMTS), which allows hypertransitions. A hypertransition is a special transition starting in a single state, but ending in a
set of states. For different targets of a single hypertransition different labels are allowed. Hypertransitions are interpreted
disjunctively (OR interpretation), i.e., at least one of the targetsmust appear in an implementation. Combining the two states
on the left of Fig. 1a using DMTS as abstraction setting leads to the DMTS shown in Fig. 1c. Any reﬁnement must have the b
transition or the c transition and consequently, the system allowing neither b nor c is no reﬁnement anymore. However, the
disjunctive interpretation still allows that both b and c are possible in a concrete reﬁnement. There is no way to exclude this
possibility inDMTSswithoutmoving to a state space that is exponentially larger in the number of outgoing hypertransitions.
1.2. Contribution
In order to allowmore compact representations, we develop a variant ofDMTSs called 1-selectingmodal transition systems
(1MTS) that allows to model an exclusive (XOR) kind of abstraction. The approach just to interpret must hypertransitions
exclusively (XOR) and otherwise following the concepts of DMTSs, however, does not lead to the expected result, since the
implicit (single-target) may transitions, as they exist in DMTSs, would immediately re-allow more than one alternative.
Therefore, also may transitions have to be adapted. The problem is solved by using may hypertransitions, which are also
interpreted exclusively (XOR). Now every must hypertransition is required to have a corresponding may hypertransition.
The XOR-choice is now made for every may hypertransition. However, possibly existing further may (hyper)transitions can
allow to choose further witnesses. This gives the modeler the possibility to express that more than one alternative should
or may be chosen in an implementation. Applications of 1MTS are illustrated in Section 1.3.
With the aim of comparing the expressive power of 1MTSs and DMTSs, we formalize two different types of transfor-
mations between abstraction settings. One preserves the sets of reﬁning labeled transition systems, whereas the other also
takes the reﬁnement preorders into account.
We give such transformations between the two considered abstraction settings, or show their non-existence, establishing
transformations and expressiveness results. In particular, we present two transformations preserving the sets of reﬁning
labeled transition systems, from DMTSs to 1MTSs and vice versa. This yields that DMTSs and 1MTSs are equally expressive
with respect to the describable sets of reﬁning labeled transition systems.
Taking the reﬁnement preorder into account, we show, by presenting a transformation, that DMTSs can be embedded
into 1MTS. Furthermore, we prove that such a transformation from 1MTS to DMTS does not exist. Thus, with respect to the
reﬁnement preorder, 1MTSs are strictlymore expressive. This indicates a richer reﬁnement structure, which can be useful for
deﬁning sound and less approximative compositional satisfaction relations, which is however out of the scope of this paper.
1.3. Applications of 1MTS
For modeling purposes it is often useful to be able to express an exclusive choice (XOR) from an underspeciﬁed set of
alternatives, as illustrated in the following example:
Example 1. Consider a model for a soda machine, in which it is not yet speciﬁed whether it dispenses 0.4 l or 0.5 l of soda.
A concrete machine however should always give 0.4 l or always give 0.5 l and not allow randomly both possibilities, which
could lead to overﬂowing or not completely ﬁlled glasses.
This simple example illustrates that there are cases, in which an exclusive choice is desired. One of the statements of
this paper is that this kind of exclusive choice can also be modelled using DMTSs. This, however, leads to an exponentially
increased state space:
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Fig. 2. Underspeciﬁed drink dispenser for three drinks and two glass sizes, on the left modelled using DMTS and on the right modelled using 1MTS.
Example 2. Generalize the soda machine from Example 1 to a general drink dispenser with n different available drinks,
where each drink can have one of m possible different quantities to be dispensed, but this is not yet speciﬁed. This drink
dispenser can bemodelled by an 1MTS using one state and nhypertransitions, eachwithm targets, whereas amodel in terms
ofDMTSs needs at leastmn states and n ·mn transitions: For every possible quantity assignment to the set of available drinks,
a separate state is needed that provides exactly this combination. For the simple case n = 3,m = 2, this is illustrated in Fig. 2.
In the context of veriﬁcation, abstractions should be small (i.e., as abstract as possible), but still serve as a witness for the
satisfaction of a property to be proven. In the following example, we give a concrete system (TS) and a property, for which a
small abstraction can be found in terms of 1MTS, but not in terms of DMTS.
Example 3. A resource control system is a structure that records the usage of n independent resources. It receives actions
geti, allocating the ith resource, and actions freei, setting the ith resource free. Such a structure should satisfy the invariant
that for every i ∈ {1, . . . ,n} not both actions geti and freei may be enabled at the same time. In terms of the μ-calculus [8],
this property is expressed by
νX·
∧
i∈{1,...,n}
(
([geti]false ∨ [freei]false) ∧ [geti]X ∧ [freei]X
)
. (1)
An implementation of such a resource control system can be designed as follows: The current states of the resources are
stored in an array A of size n, initialized everywhere to 0, indicating that all resources are free. A geti action can take place if
A(i) = 0 and sets A(i) :=1, indicating that the resource i is in use. A freei action can take place if A(i) = 1 and resets A(i) :=0.
This system, modelled as a TS for the small-sized value n = 3, is illustrated on the left of Fig. 3. For larger n, the state space
explodes (the TS has 2n states and n · 2n transitions). An abstraction in terms of 1MTS can signiﬁcantly reduce the state
space, still satisfying property (1). Such an abstraction is illustrated on the right side of Fig. 3. It has only one state and n
hypertransitions. An abstraction in terms of DMTS that is small-sized and satisﬁes property (1) does not exist. In order to
satisfy the formula, 2n states and n · 2n transitions are needed, as in the TS.
So far, we have neither examined exactly how to ﬁnd suitable 1MTS abstractions, nor didwe deﬁne satisfaction on 1MTSs
or develop algorithms to check satisfaction. These are topics of future work.
A further application is the abstraction from the condition in a conditional construct (if-then-else). Obviously, any
concrete execution can only execute the then branch or the else branch, but not both of them. Consequently, an 1MTS-
hypertransition serves as a suitable abstraction. This is illustrated by the following example:
Example 4. The pseudocode given on the left of Fig. 4 expresses that a communication a is always possible and furthermore,
based on condition cond, either a communication b or c is possible. This can be expressed using 1MTS as illustrated on the
right of Fig. 4.
The given examples have shown that there are cases inwhich 1MTSs allowmore compact descriptions thanDMTSs. Note
however, that compact representations often imply more complex model checking or reﬁnement checking algorithms, and
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Fig. 3. Left:TS-model of a resource control system for n = 3 resources. States are drawn as the corresponding states of the array. Right: An 1MTS-abstraction
of the TS satisfying property (1).
Fig. 4. 1MTS abstraction of a conditional construct.
we expect this to be the case for 1MTS. Nevertheless, if it is possible to avoid a state space explosion using 1MTSs (saving
memory), this will often be more important than runtime issues of the algorithm.
1.4. Outline
A short presentation of required preliminaries is given in Section 2. In Section 3 a general introduction to abstraction
settings is given and two types of transformations between abstraction settings, leading to twodifferent kinds of comparison,
are developed. There, the application of these transformations and comparisons is also discussed. Section 4 introduces the
abstraction setting of DMTSs and presents a complete characterization of all reﬁnements of a simple DMTS. Following the
same structure, Section 5 introduces the new abstraction setting of 1MTSs and presents a complete characterization of all
reﬁnements of a simple 1MTS. In section 6,DMTSs and 1MTSs are compared by giving transformations between the settings
or showing their non-existence. Section 7 addresses relatedwork. Section 8 concludes and discusses futurework. Proofs that
are not straightforward are given in Appendix.
2. Preliminaries
For a set S, let |S| denote the cardinality of S and let P(S) denote its power set. Let ◦ denote relational composition. For a
binary relationR ⊆ S1 × S2,weusuallymakeuseof inﬁxnotation, i.e.,wewrite s1Rs2 insteadof (s1,s2) ∈ R. For a trinary relation
−→⊆ S1 × L × S2, we usually write s1 a−→ s2 instead of (s1,a,s2) ∈−→. For s1 ∈ S1, we deﬁne (s1 a−→) def= {s2 ∈ S2 | s1 a−→ s2}
and (s1 −→) def= {(a,s2) ∈ L × S2 | s1 a−→ s2}. Given a relation R ⊆ S × S and a set L, R is extended to (L × S) × (L × S) as follows:
For ϑ1 = (a1,s′1) ∈ L × S and ϑ2 = (a2,s′2) ∈ L × S, deﬁne ϑ1Rϑ2
def⇔ a1 = a2 ∧ s′1Rs′2. For the deﬁnition of reﬁnement on 1MTSs,
we need the concept of choice functions:
Deﬁnition 5 (Choice function). Let A be a set, B ⊆ P(A) and γ : B → A. Then γ is a choice function if ∀B ∈ B : γ (B) ∈ B. We
denote the set of all choice functions on B by choice(B).
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3. Abstraction settings
This section gives a formal introduction to implementation and abstraction settings, as well as to possible comparison
mechanisms. Examples of abstraction settings will follow in Sections 4 and 5, namely disjunctive and 1-selecting modal
transition systems.
3.1. Implementation settings
Implementations1 are formally described as equivalence classes on a set of models:
Deﬁnition 6. An implementation setting is a tuple (I, ≡) consisting of a set of possible implementations I together with an
equivalence relation ≡ on I.
As already mentioned in the introduction, we consider the branching time setting of labeled transition systems, which
will shortly be called transition systems in this paper, and bisimulation equivalence. The implementation setting considered
is consequently (TS, ∼), with TS and ∼ deﬁned as follows:
Deﬁnition 7 (TS). A transition system (TS) is a tuple (S,L, −→ ,si), where S is a set of states, L is a set of labels, −→⊆ S × L × S
is the transition relation and si ∈ S is the root state. We denote the set2 of all TSs by TS.
Deﬁnition 8 (Bisimulation). Let T1 = (S1,L, −→1 ,si1),T2 = (S2,L, −→2 ,si2) ∈ TS. A bisimulation between T1 and T2 is a relation
R ⊆ S1 × S2 such that si1Rsi2 and for all (s1,s2) ∈ Rwe have the following:3
(1) ∀ϑ1 ∈ (s1 −→1) : ∃ϑ2 ∈ (s2 −→2) : ϑ1Rϑ2, and
(2) ∀ϑ2 ∈ (s2 −→2) : ∃ϑ1 ∈ (s1 −→1) : ϑ1Rϑ2.
T1 and T2 are called bisimilar if there exists a bisimulation between them. In that case, we write T1 ∼ T2.
3.2. Abstraction settings
Abstractions basically stand for sets of implementations. Consequently, we need an embedding of the implementations
into the abstraction formalism together with a reﬁnement notion relating different levels of abstraction. Furthermore, we
distinguish a subset of abstractions that are of increased practical relevance, e.g., those for which veriﬁcation tools can be
applied. This subset will often be the set of ﬁnite abstractions. Formally:
Deﬁnition 9. An abstraction setting A for the implementation setting (I, ≡) is a tuple (A,A′,  ,h), where
• A is a set of possible abstractions,
• A′ ⊆ A is a set of relevant abstractions (e.g., the ﬁnite ones),
•  is a preorder, which we call reﬁnement, on A, and
• h : I → A is a function which embeds (I, ≡) in (A, ), i.e., ∀i1,i2 ∈ I : i1 ≡ i2 ⇔ h(i1)  h(i2).4 We call h(I) = {h(i) | i ∈ I} the
set of concrete elements ofA.
For the deﬁnition of the reﬁnement preorder, two general approaches can be distinguished. The ﬁrst approach uses a
reﬁnement notion based on implementations: As abstractions generally stand for sets of implementations, it is straightfor-
ward to deﬁne that one abstraction α1 reﬁnes another abstraction α2, if and only if the set of implementations of α1 is a
subset of the set of implementations of α2. This is called thorough reﬁnement [9]. Thorough reﬁnement has the drawback
of expensive reﬁnement and satisfaction checks. For this reason, another approach is usually taken, deﬁning a reﬁnement
preorder coninductively that approximates the thorough reﬁnement. Then the reﬁnement relation has less pairs, but due to
its coinductive deﬁnition, efﬁcient reﬁnement checks are possible.
3.3. Comparison of abstraction settings
For this section, letA = (A,A′,  ,h) and A˜ = (A˜,A˜′,˜,h˜) be two abstraction settings for the same implementation setting
(I, ≡). We consider two approaches to compare abstraction settings. The ﬁrst just compares the sets of concrete reﬁnements
(which directly correspond to the implementations) by giving transformations of the following kind:
1 By implementations, we mean concrete elements that cannot be reﬁned further in the given formalism. However, sometimes these “implementations”
are themselves abstract, e.g., in the sense that they only specify the behavior of a program and abstract away from program details.
2 Strictly speaking, this is a class, but a skeletal set may be chosen. This remark also applies to DMTSs and 1MTSs, which are deﬁned later.
3 Note that in the deﬁnition of bisimulation ϑ1 and ϑ2 are pairs of label and successor state, say ϑ1 = (a1,s′1) and ϑ2 = (a2,s′2). Thus ϑ1Rϑ2 is an abbreviation
for a1 = a2 ∧ s′1Rs′2. This notation is used due to technical reasons, it will be useful in following deﬁnitions.
4 Note that, if the condition is satisﬁed, we also have h(i2)  h(i1) due to symmetry of ≡.
H. Fecher, H. Schmidt / Journal of Logic and Algebraic Programming 77 (2008) 20–39 25
Deﬁnition 10 (Implementation-based embedding). A function f : A → A˜ is an implementation-based embedding fromA to A˜,
if
(1) f preserves the sets of concrete reﬁnements, i.e., ∀α ∈ A,i ∈ I : h(i)  α ⇔ h˜(i)˜f (α), and
(2) f maps relevant abstractions to relevant abstractions, i.e., f (A′) ⊆ A˜′.
An implementation-based embedding enables the reuse of tools and algorithms as described in the following: Suppose we
have an implementation-based embedding f from A1 to A2 and we have, e.g., a sound model checking algorithm check2
for A2, where soundness means that if the property holds for an abstraction from A2 then it holds for all its concrete
reﬁnements (if equivalence holds then the algorithm is additionally called precise). Now, suppose we cannot verify the
validity of a property φ for an element α1 in A1 although φ holds for all its concrete reﬁnements. This can occur when (i) a
soundmodel checking algorithm is applied that is not precise or (ii) there are only too expensive model checking algorithms
available. Then it is possible that the validity of φ can be soundly model checked for α1 by checking f (α1) using algorithm
check2. The same technique can be applied for checking thorough reﬁnement, as introduced after Deﬁnition 9. Consequently,
there is a special interest in ﬁnding implementation-based embeddings that do not introduce too much complexity.
The above approach is especially promising if a result has already been established that the abstraction setting we map
to has a “richer” reﬁnement preorder, because this increases the probability to determine further thorough reﬁnement
pairs. How can such expressiveness results be accomplished? Checking existence of implementation-based embeddings is
not suitable, since they only need to preserve the sets of implementations. Additionally, we have to take the reﬁnement
preorders into account, which is accomplished by ﬁnding or proving non-existence of so-called preorder-based embeddings
that preserve implementations and furthermore imply an order embedding on the equivalence classes of abstractions.
Deﬁnition 11 (Preorder-based homomorphism/embedding). A function f : A → A˜ is a preorder-based homomorphism fromA to
A˜, if
(1) f is monotonic, i.e., ∀α1,α2 ∈ A : α1  α2 ⇒ f (α1)˜f (α2),
(2) f keeps implementations ﬁxed, i.e., ∀i ∈ I : f (h(i))˜h˜(i) ∧ h˜(i)˜f (h(i)), and
(3) f maps relevant abstractions to relevant abstractions, i.e., f (A′) ⊆ A˜′.
A preorder-based homomorphism f from A to A˜ is a preorder-based embedding from A to A˜, if in condition (1) even
equivalence is satisﬁed, i.e., ∀α1,α2 ∈ A : α1  α2 ⇔ f (α1)˜f (α2).
Note that a preorder-based homomorphism (resp. embedding) induces an order homomorphism (resp. order embedding)
on the reﬁnement equivalence classes, where we call two abstractions reﬁnement equivalent if they reﬁne each other in
both directions.
Proposition 12. (1) Every preorder-based embedding is an implementation-based embedding.
(2) Not every preorder-based homomorphism is an implementation-based embedding.
Proof. Each statement is proven separately: (1) Let α ∈ A, i ∈ I. Then h(i)  α ⇔ f (h(i))˜f (α) ⇔ h˜(i)˜f (α). (2) A counter-
example is as follows: I = ({i}, =),A = ({1,2},{1,2},∅,{(i,1)}), A˜ = ({1˜,2˜},{1˜,2˜},{(1˜,2˜)},{(i,1˜)}). Then f = {(1,1˜),(2,2˜)} is a preorder-
based homomorphism, but no implementation-based embedding. 
4. Disjunctive modal transition systems
4.1. Syntax
We re-introduce disjunctive modal transition systems (DMTSs) [10], an abstraction setting for (TS, ∼). We ﬁrst describe
the model: Instead of a single root state, as for TSs, DMTSs allow a set of root states. They feature two types of transitions:
must and may transitions. In contrast to the transitions in TSs, a transition in a DMTS has a set of targets instead of a
single target. We require this set to be non-empty, and, in the case of may transitions, the set has to have exactly one
element. Every target in the target set of a must transition is required to appear also as the target of a may transition. This
requirement seems reasonable, since transitions required (“must”) need to be allowed (“may”). The formal deﬁnition is as
follows:
Deﬁnition 13 (DMTS). A disjunctive modal transition system (DMTS) is a tuple (U,L, −→ , ,Ui), where U is a set of states, L
is a set of labels, −→⊆ U × (P(L × U) \ ∅) is themust transition relation,  ⊆ U × (P(L × U) \ ∅) is themay transition relation,
and ∅ /= Ui ⊆ U is the set of root states, such that for all u ∈ U we have ∀ ∈ (u ) : || = 1 and the so-called implicit-may
condition
∀ ∈ (u −→),ϑ ∈  : {ϑ} ∈ (u ) (2)
holds. We denote the set of all DMTSs by DMTS.
26 H. Fecher, H. Schmidt / Journal of Logic and Algebraic Programming 77 (2008) 20–39
A transition, i.e., an element of the must or may transition relation, is called hypertransition, if its target set contains
more than one element. In graphical representations, hypertransitions are drawn as arrows having several heads, with every
head having its own label. Must transitions are represented by solid arrows, whereas may transitions are drawn as dashed
arrows. We do not draw a may transition from a state u, if there is a must (hyper-)transition starting in u that has a target
set including the target of the may transition. Due to the implicit-may condition (2) of DMTSs, such a may transition always
exists implicitly.
Note that DMTSs may have must hypertransitions, but are not allowed to have may hypertransitions because of the
requirement ∀ ∈ (u ) : || = 1. The original deﬁnition of DMTS as, e.g., deﬁned in [10], uses a common TS-style
transition relation for the may transitions (without target sets). We allow target sets in the may transition relation, and
require them to be singleton sets, in order to enable easier comparison to 1MTSs which allow multiple targets in the may
transition relation. There, may hypertransitions imply a straightforward increase of expressibility, whereas for DMTSs the
set of expressible sets of concrete reﬁnements would remain unchanged, if may hypertransitions were allowed.
The embedding of the implementations (TSs) into the abstractions (DMTSs) is deﬁned as follows:
Deﬁnition 14. Deﬁne πTS,DMTS : TS → DMTS; (S,L, −→ ,si) → (S,L, −→ , −→ ,{si}), where −→def= {(s,{(a,s′)}) | s a−→ s′}.
This is in fact an embedding, which will be shown in Proposition 18 after we have deﬁned the reﬁnement notion on
DMTSs. As usual, the images of the embedding are called concrete, i.e., the concrete DMTSs are exactly those having one
root state, no hypertransitions and only such may transitions that also appear as must transitions. The function πTS,DMTS is
obviously injective. We deﬁne πDMTS,TS : πTS,DMTS(TS) → TS;U → T , with T being the unique TS with πTS,DMTS(T ) = U.
4.2. Disjunctive reﬁnement
Nowwe deﬁne the reﬁnement notion for DMTSs. A disjunctive reﬁnement is a relation relating states of one DMTSwith
states of another DMTS such that the root states are related and for every concrete may transition a corresponding abstract
may transition can be found, as well as for every abstract must transition a corresponding concrete must transition can
be found, such that the targets of the transitions match in a certain sense, requiring that successor states are again in the
reﬁnement relation. Then one DMTS disjunctively reﬁnes another DMTS, if there is a disjunctive reﬁnement between the
two. The exact deﬁnition follows:
Deﬁnition 15 (Disjunctive reﬁnement). Let U = (U,L, −→ , ,Ui), Uˆ = (Uˆ,L, ˆ−→, ˆ,Uˆi) ∈ DMTS. A disjunctive reﬁnement
between U and Uˆ is a relation Q ⊆ U × Uˆ such that ∀u ∈ Ui : ∃uˆ ∈ Uˆi : uQuˆ and for all (u,uˆ) ∈ Q we have the following:5
(1) ∀{ϑ} ∈ (u ) : ∃{ϑˆ} ∈ (uˆ ˆ) : ϑQ ϑˆ , and
(2) ∀ˆ ∈ (uˆ ˆ−→) : ∃ ∈ (u −→) : ∀ϑ ∈  : ∃ϑˆ ∈ ˆ : ϑQ ϑˆ .
U (disjunctively) reﬁnes Uˆ, written U D Uˆ, if there exists a disjunctive reﬁnement between U and Uˆ.
The formal introduction of disjunctive reﬁnement motivates, why we allow root state sets in DMTSs instead of single root
states. Having more than one root state is similar to having more than one target in a hypertransition. In both cases, for each
concrete root state/target an abstract root state/target needs to be found in order to have a reﬁnement relation. Thus in some
sense, a root state set corresponds to an imaginary (unlabeled) hypertransition preceding the root states, i.e., corresponds to
an OR-decision.
Proposition 16. D is a preorder, i.e., the relation is reﬂexive and transitive.
Proof. Reﬂexivity: Any DMTS disjunctively reﬁnes itself via equality as disjunctive reﬁnement relation. Transitivity: Given
a disjunctive reﬁnement Q12 between U1 and U2 and a disjunctive reﬁnement Q23 between U2 and U3, it is straightforwardly
checked that Q12 ◦ Q23 is a disjunctive reﬁnement between U1 and U3. 
The preorder induces an equivalence relation on DMTS as follows:
Deﬁnition 17 (DR-equivalence). Let U1,U2 ∈ DMTS. We call U1 and U2 disjunctive reﬁnement equivalent (or shortly DR-
equivalent), if U1 D U2 and U2 D U1. In that case, we write U1 ≈D U2.
In order to get a proper abstraction setting, we need to make sure that πTS,DMTS is an embedding, i.e., in the case of two
concrete DMTSs, disjunctive reﬁnement should coincide with bisimulation:
5 Note that in the deﬁnition of disjunctive reﬁnement ϑ and ϑˆ are pairs of label and successor state, say ϑ = (a,u′) and ϑˆ = (aˆ,uˆ′). Thus ϑRϑˆ is an
abbreviation for a = aˆ ∧ u′Ruˆ′ .
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Proposition 18. For all T1,T2 ∈ TS, we have T1 ∼ T2 ⇔ πTS,DMTS(T1)D πTS,DMTS(T2).
Proof. Consider the deﬁnition of disjunctive reﬁnement in the special case that both DMTSs are concrete. Then the
proposition is obvious. 
Fig. 5. U does not reﬁne Uˆ , although both have the same concrete reﬁnements. This counter-example is taken from [11].
Fig. 6. Uˆ and all its disjunctive reﬁnements in a Hasse diagram.
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We now have established everything needed to ﬁx the abstraction setting of DMTS:
Deﬁnition 19. The abstraction setting DMTS is deﬁned to be (DMTS,DMTSﬁn,D,πTS,DMTS), where DMTSﬁn=
{(U,L, −→ , ,Ui) ∈ DMTS | |U| + | | < ∞}.
Note that due to the implicit-may condition of DMTSs, ﬁniteness of  implies ﬁniteness of −→ as well as a ﬁnite
branching property of hypertransitions, i.e., every hypertransition has only ﬁnitely many targets.
The following proposition states that reﬁnement does not coincide with inclusion of sets of concrete reﬁnements. As a
consequence, the two comparison approaches presented in Section 3.3 do not coincide for DMTSs.
Proposition 20. (1)Reﬁnement implies inclusionof the sets of concrete reﬁnements, i.e., for allU,Uˆ ∈ DMTSwehaveU D Uˆ ⇒
{U˜ ∈ πTS,DMTS(TS) | U˜ D U} ⊆ {U˜ ∈ πTS,DMTS(TS) | U˜ D Uˆ}.
(2) The other implication (“⇐”) does not hold.
Proof. (1) follows directly from the transitivity of U. (2) is proven by the counter-example shown in Fig. 5. 
4.3. All reﬁnements of a simple DMTS
We consider the simple DMTS Uˆ def= ({0,1},{a,b},{(0,{(a,1),(b,1)}},{(0,{(a,1)}),(0,{(b,1)})},{0}), which is illustrated at the top
of Fig. 6. It consists of a single (must) hypertransition. By the implicit-may condition of DMTSs, it has two “implicit” may
transitions, which we do not draw in illustrations. We want to give a complete overview over all reﬁnements of Uˆ, up
to reﬁnement equivalence. We show that Fig. 6 gives such a complete overview. Here, DMTSs below disjunctively reﬁne
DMTSs above. Consequently, Fig. 6 forms a Hasse diagram of all equivalence classes of disjunctive reﬁnements of Uˆ, ordered
byD.
Theorem 21. (1) In Fig. 6, every line represents disjunctive reﬁnement, i.e., if there is a line from U (below) to U˜ (above), then
U D U˜. Furthermore, if there is no ascending path of lines from U (below) to U˜ (above), then U D U˜.
(2) Each reﬁnement of Uˆ, shown at the top of Fig. 6, is DR-equivalent to one of the DMTSs shown in Fig. 6.
Proof. (1) is straightforwardly checked. The proof of (2) is given in Appendix A.1. 
5. 1-selecting modal transition systems
5.1. Motivation
By adaptingDMTSs, we now introduce 1MTSs, a variant that interprets hypertransitions exclusively (XOR instead of OR).
The essential part that needs to be changed is the corresponding reﬁnement notion.Wewill give a deﬁnition that uses choice
functions to achieve the exclusive interpretation. However, the general concept, that everymore concretemay transition has
to be matched by a more abstract may transition, and that every more abstract must transition has to be matched by a more
concrete must transition, remains as for DMTSs. This leads to a possible problem: Implicit may transitions, as they exist for
DMTSs, destroy the exclusive interpretation, as illustrated in the following example. The problem is solved by using implicit
may hypertransitions that do not exist in DMTSs.
Example 22. Consider Fig. 7a, which depicts a system that can be either interpreted as DMTS or as 1MTS. If interpreted as
DMTS, we have the implicit may transitions in mind that are explicitly given in (b). If we consider system (b) to be an 1MTS,
it does not properly model an exclusive choice between a and b, because the transition system with one initial transition
labeled a and another initial transition labeled b is also an implementation: The may transitions in (b) can match both of
them. The solution for 1MTSs is to assume an implicit may hypertransition as illustrated in (c).
Fig. 7. (a) A DMTS or 1MTS, where implicit may transitions are not drawn. (b) System (a) interpreted as DMTS with the implicit may transitions given
explicitly. (c) System (a) interpreted as 1MTS with the implicit may hypertransition given explicitly.
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5.2. Syntax
The syntax of 1MTSs is similar to the syntax of DMTS; the only differences reﬂect what was described in the previous
subsection: 1MTS have may hypertransitions, and consequently the requirement that must transitions have to appear as
may transitions (implicit-may condition in the case of DMTSs) then simpliﬁes to −→⊆ for 1MTSs. The formal deﬁnition
follows:
Deﬁnition 23 (1MTS). A 1-selectingmodal transition system (1MTS) is a tuple (U,L, −→ , ,Ui), whereU is a set of states, L is
a set of labels, −→⊆ U × (P(L × U) \ ∅) is themust transition relation,  ⊆ U × (P(L × U) \ ∅) is themay transition relation,
and ∅ /= Ui ⊆ U is the set of root states, such that −→⊆ holds. We denote the set of all 1MTSs by 1MTS.
The embedding of the implementations (TSs) into the abstractions (1MTSs) is deﬁned as follows:
Deﬁnition 24. Deﬁne πTS,1MTS : TS → 1MTS; (S,L, −→ ,si) → (S,L, −→ , −→ ,{si}), where −→def= {(s,{(a,s′)}) | s a−→ s′}.
This is in fact an embedding, which will be shown in Proposition 28 after we have deﬁned the reﬁnement notion on
1MTSs. As usual, the images of the embedding are called concrete, i.e., the concrete 1MTSs are exactly those having one
root state, no hypertransitions and only such may transitions that also appear as must transitions. The function πTS,1MTS is
obviously injective. We deﬁne π1MTS,TS : πTS,1MTS(TS) → TS;U → T , with T being the unique TS with πTS,1MTS(T ) = U.
5.3. 1-selecting reﬁnement
Now we deﬁne the reﬁnement notion for the newly introduced 1MTSs. An 1-selecting reﬁnement is a relation relating
states of one 1MTS with states of another 1MTS in a way similar to DMTSs. However, here we require for every choice
function that chooses targets of may hypertransitions in the concrete system a choice function that chooses targets of
may hypertransitions in the abstract system, such that the chosen targets match via the usual handling of may and must
transitions. In other words, the witness of a may transitions is chosen exclusively (XOR), but the other branches of a may
transition can bematchable, whenever targets of othermay hypertransitions can be chosen adequately. Note that the targets
of must hypertransition are implicitly chosen by their underlying may hypertransition, and again the witness of a must
hypertransition is interpreted exclusively (XOR).
One 1MTS 1-selecting reﬁnes another 1MTS, if there is an 1-selecting reﬁnement between them. The exact deﬁnition
follows:
Deﬁnition 25 (1-selecting reﬁnement). Let U = (U,L, −→ , ,Ui), Uˆ = (Uˆ,L, ˆ−→, ˆ,Uˆi) ∈ 1MTS. An 1-selecting reﬁnement
between U and Uˆ is a relation Q ⊆ U × Uˆ such that ∀u ∈ Ui : ∃uˆ ∈ Uˆi : uQuˆ and for all (u,uˆ) ∈ Q and all γ ∈ choice(u )
there exists γˆ ∈ choice(uˆ ˆ) such that the following holds:6
(1) ∀ ∈ (u ) : ∃ˆ ∈ (uˆ ˆ) : γ () Q γˆ (ˆ), and
(2) ∀ˆ ∈ (uˆ ˆ−→) : ∃ ∈ (u −→) : γ () Q γˆ (ˆ).
U (1-selecting) reﬁnes Uˆ, written U 1 Uˆ, if there exists a 1-selecting reﬁnement between U and Uˆ.
Proposition 26. 1 is a preorder, i.e., the relation is reﬂexive and transitive.
Proof. By the same arguments as for disjunctive reﬁnement (Proposition 16). 
1-selecting reﬁnement induces an equivalence notion on 1MTS as follows:
Deﬁnition 27 (1R-equivalence). Let U1,U2 ∈ 1MTS. We call U1 and U2 1-selecting reﬁnement equivalent (or shortly 1R-
equivalent), if U1 1 U2 and U2 1 U1. In that case, we write U1 ≈1 U2.
In order to get a proper abstraction setting, we need to make sure that πTS,1MTS is an embedding, i.e., in the case of two
concrete 1MTSs, 1-selecting reﬁnement should coincide with bisimulation:
Proposition 28. For all T1,T2 ∈ TS, we have T1 ∼ T2 ⇔ πTS,1MTS(T1)1 πTS,1MTS(T2).
Proof. By the same arguments as for disjunctive reﬁnement (Proposition 18). 
We now have established everything needed to ﬁx the abstraction setting of 1MTS:
Deﬁnition 29. The abstraction setting 1MTS is deﬁned to be (1MTS,1MTSﬁn,1,πTS,1MTS), where 1MTSﬁn =
{(U,L, −→ , ,Ui) ∈ 1MTS | |U| + | | < ∞ ∧ ∀u ∈ U, ∈ (u ) : || < ∞}.
6 Note that in the deﬁnition of 1-selecting reﬁnement γ () and γˆ (ˆ) are pairs of label and successor state, say γ () = (a,u′) and γˆ (ˆ) = (aˆ,uˆ′). Thus
γ ()Rγˆ (ˆ) is an abbreviation for a = aˆ ∧ u′Ruˆ′ .
30 H. Fecher, H. Schmidt / Journal of Logic and Algebraic Programming 77 (2008) 20–39
Fig. 8. Uˆ and all its 1-selecting reﬁnements in a Hasse diagram.
Note that due to the required condition −→⊆ of any 1MTS, ﬁniteness of  implies ﬁniteness of −→.
The following proposition states that reﬁnement does not coincide with inclusion of sets of concrete reﬁnements. As a
consequence, the two comparison approaches presented in Section 3.3 do not coincide for 1MTSs.
Proposition 30. (1)Reﬁnement implies inclusion of the sets of concrete reﬁnements, i.e., for allU,Uˆ ∈ 1MTSwehaveU 1 Uˆ ⇒
{U˜ ∈ πTS,1MTS(TS) | U˜ 1 U} ⊆ {U˜ ∈ πTS,1MTS(TS) | U˜ 1 Uˆ}.
(2) The other implication (“⇐”) does not hold.
Proof. By the same arguments as for disjunctive reﬁnement (Proposition 20). Even for (2) the same counter-example (Fig.
5), interpreted here as 1MTS, works. 
5.4. All reﬁnements of a simple 1MTS
In this subsection, we give a complete overview over all 1-selecting reﬁnements of a simple 1MTS. The 1MTS of interest is
Uˆ def= ({0,1},{a,b},{(0,{(a,1),(b,1)}},{(0,{(a,1),(b,1)}},{0}). This 1MTS is illustrated at the top of Fig. 8. As usual,we donot drawmay
(hyper-)transitions, if they also exist asmust (hyper-)transitions. For this reason, the singlemay hypertransition of Uˆ does not
appear in the drawing.We show that Fig. 8 gives a complete overview over all reﬁnements of Uˆ, up to reﬁnement equivalence.
Here, 1MTSs below 1-selecting reﬁne 1MTSs above. Consequently, Fig. 8 forms a Hasse diagram of all equivalence classes of
1-selecting reﬁnements of Uˆ, ordered by1.
Theorem 31. (1) In Fig. 8, every line represents 1-selecting reﬁnement, i.e., if there is a line from U (below) to U˜ (above), then
U 1 U˜. Furthermore, if there is no ascending path of lines from U (below) to U˜ (above), then U 1 U˜.
(2) Each reﬁnement of Uˆ, shown at the top of Fig. 8, is 1R-equivalent to one of the 1MTSs shown in Fig. 8.
Proof. (1) is straightforwardly checked. The proof of (2) is given in Appendix A.2. 
6. Comparison
6.1. A preorder-based embedding from DMTS to 1MTS
We deﬁne a function f fromDMTS to 1MTS and show that it is a preorder-based embedding. Before giving the formal
deﬁnition of function f , we describe informally the idea behind it: In a DMTS, arbitrarily many targets of a hypertransition
can be “taken”, whereas in 1MTSs, only one target per hypertransition can be “taken”. The idea is to turn every DMTS-
hypertransition with n targets into n 1MTS-hypertransitions. To achieve this, we need to introduce “state copies” (every
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Fig. 9. Left: The result of transformation f applied to theDMTS shown in Fig. 1c. For better readability, hypertransitionswith the same target sets are grouped
using a solid circle. Strictly speaking, there are somemoremay transitions than the ones implied by correspondingmust transitions (which are never drawn).
However, the 1MTS shown here is 1R-equivalent to the result of f . Right: The result of transformation g applied to the 1MTS shown in Fig. 1c.
DMTS-state becomes two 1MTS-states), because no multisets are used.7 Using these copies, we can have transitions, that
are “behaviourally” the same, but in fact lead to different states (different copies of the same DMTS-state). The formal
deﬁnition of f is as follows:
Deﬁnition 32. Deﬁne f : DMTS → 1MTS; (UD,L, −→D , D,UiD) → (U1,L, −→1 , 1,Ui1), with
U1
def= UD × {0,1}, where we usually write ui instead of (u,i),
ui −→1 1 def⇔ ∃D ∈ (u −→D) : ∃(a˜,u˜′) ∈ D : 1 = {(a,u′0) | (a,u′) ∈ D} ∪ {(a˜,u˜′1)},
ui 11 def⇔ (∃a ∈ L,u′ ∈ UD : {(a,u′)} ∈ (u D) ∧ 1 = {(a,u′0),(a,u′1)}) ∨ (ui −→1 1),
Ui1
def= UiD × {0,1}.
The state set of the 1MTS consists of two copies of the state set of the DMTS: Every DMTS-state occurs once with an
attached value 0 and once with an attached value 1 (we call these states 0-copies and 1-copies, respectively). Every must
hypertransition in the DMTS implies several must hypertransitions in the 1MTS: Each of these implied hypertransitions
starts from a copy of the source state of the DMTS-hypertransition and has as targets all the 0-copies of the targets of
the DMTS-hypertransition and as additional target exactly one of the 1-copies of the targets of the DMTS-hypertransition.
May hypertransitions are introduced in the 1MTS in two ways: First, every may transition in the DMTS implies two may
hypertransitions, eachwith two targets, in the 1MTS: one starting in each copy of the start state of theDMTS-may transition,
with the two targets being the 0- and 1-copy of the (only) target of the DMTS-may transition. Second, any existing must
hypertransition that exists in the 1MTS by the previously explained rules implies a correspondingmay hypertransition. This
is to make sure that −→1⊆1 holds. The root state set of the 1MTS consists of all copies of root states in the DMTS.
The result of transformation f applied to the DMTS shown in Fig. 1c is illustrated in Fig. 9a.
Theorem 33. Let f be the function deﬁned in Deﬁnition 32.
(1) f is a preorder-based embedding.
(2) f is an implementation-based embedding.
Proof. The proof of statement (1) is given in Appendix A.3. Statement (2) then follows immediately by
Proposition 12(1). 
6.2. A preorder-based homomorphism from 1MTS to DMTS
We deﬁne a function g from 1MTS to DMTS and show that it is a preorder-based homomorphism. Thereafter we
prove that g is not a preorder-based embedding. Nevertheless, g is an implementation-based embedding, as will be shown
at the end of this subsection.
The idea behind function g is straightforward: Every state of the 1MTS, say u, is turned into several states in the DMTS,
one for each possible choice function γ ∈ choice(u ). Thus the states of the DMTS are pairs of an 1MTS-state and
a choice function. Then (u,γ ) plays the part of u in the case that choice function γ would be considered in the 1MTS.
Formally:
7 It is possible to use multisets, in which case “state copies” are easier to handle. However, DMTSs have no multisets and we decide not to change the
syntax too much.
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Fig. 10. A counter-example to show that g is not a preorder-based embedding.
Deﬁnition 34. Deﬁne g : 1MTS → DMTS; (U1,L, −→1 , 1,Ui1) → (UD,L, −→D , D,UiD), with
UD
def= {(u,γ ) | u ∈ U1 ∧ γ ∈ choice(u 1)},
(u,γ ) −→D  def⇔ ∃(a,u′) ∈ γ (u −→1) :  = {(a,(u′,γ ′)) | γ ′ ∈ choice(u′ 1)},
(u,γ ) D{ϑ} def⇔ ∃(a,u′) ∈ γ (u 1) : ϑ ∈ {(a,(u′,γ ′)) | γ ′ ∈ choice(u′ 1)},
UiD
def= {(u,γ ) | u ∈ Ui1 ∧ γ ∈ choice(u 1)}.
For the state space of the DMTS, every 1MTS-state is combined with every possible choice function that chooses for each
outgoing hypertransition one of its targets. Hypertransitions in the DMTS, going out from a pair of 1MTS-state and choice
function γ , lead to all derivatives of one possible γ -chosen target. A similar construction is made for may hypertransitions
in the 1MTS, but since there are no may hypertransitions in DMTSs, traditional may transitions lead to all derivatives of
possible γ -chosen targets. The root state set of the DMTSs consists of all derivatives of root states in the 1MTS.
The result of transformation g applied to the 1MTS shown in Fig. 1c is illustrated in Fig. 9b.
Theorem 35. Let g be the function deﬁned in Deﬁnition 34.
(1) g is a preorder-based homomorphism.
(2) g is not a preorder-based embedding.
(3) g is an implementation-based embedding.
Proof. Statements (1) and (3) are proven in Appendices A.4 and A.5. For the proof of statement (2), it is enough to ﬁnd
U, Uˆ ∈ 1MTS such that g(U)D g(Uˆ), but U 1 Uˆ. Such a counter-example is illustrated in Fig. 10.
6.3. Non-existence of a preorder-based embedding from 1MTS to DMTS
In the previous subsection, a straightforward preorder-based homomorphism from 1MTS toDMTSwas presented, which
is not a preorder-based embedding. Now,wewill see that there exists no preorder-based embedding at all. Thus, with respect
to the preorder-based approach, the two formalisms are not equally expressive; 1MTSs have strictly more expressive power
than DMTSs.
We consider the 1MTS Uˆ thatwas examined in Section 5.4, and prove that its Hasse structure (Fig. 8) cannot be embedded
in the DMTS-formalism such that concrete systems are preserved. As a consequence there is no preorder-based embedding
from 1MTS to DMTS.
Theorem 36. There is no preorder-based embedding from 1MTS to DMTS.
Proof. The proof is given in Appendix A.6. 
7. Related work
The approach of extending common transition systems by a second transition relation expressingwhich stepsmay appear
in an implementation was followed by Larsen and Thomsen, who introduced modal transition systems [5], and by Dams,
whocalled his extensionmixed transition systems [6,7]. Modal transition systems require that every must transition has to be
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contained in the may transition relation, whereas mixed transition systems do not have this restriction and therefore have
non-implementable abstractions.
Larsen and Xinxin were the ﬁrst to extend the must and may transition approach by hypertransitions, which resulted
in their deﬁnition of disjunctive modal transition systems [10]. Larsen and Xinxin also showed how a DMTS can be used to
express the solution set of an equation system formulated in process algebra.
Generalized Kripke modal transition systems, which are DMTSs having predicates on states, but no transition labels are
considered in [12] in the context of abstraction. In [13] it is shown that transition labels of modal transition systems can be
encoded via predicates on states and vice versa.
Alfaro et al. used in [14] aDMTS-like approach for the underspeciﬁcation of turn-based games, extending these structures
by must and may transitions and hypertransitions. This resulted in their deﬁnition of abstract game structures.
In [15], Dams and Namjoshi have presented yet another transition system variant called focused transition systems (FTS).
The corresponding abstraction framework is complete in the sense that for every system one can ﬁnd a ﬁnite abstraction such
that a given correctness property can be shown. The authors extendmixed transition systems by fairness constraints and two
types of hypertransitions, so called focus and de-focus steps that model disjunction, respectively conjunction in some sense.
μ-automata [16],whichcanbeconsidered tohaveOR-states introducingdisjunction similar tohypertransitions, are shown
to yield complete models for abstraction with respect to the modal μ-calculus in [17]. There, the authors also deﬁne modal
automata, extendingμ-automata bymay transitions. Thusmodal automata have implicitmay hypertransitions interpreted as
OR. Otherabstractionsettings thathavemayhypertransitionsarehyperKripkemodal transition systems [18] andhypermixed
Kripke structures [19]. In [19], the may hypertransitions, together with fairness constraints, are used to yield a suitable
abstract model for predicate abstraction [20] extended with ranking functions such that completeness of these predicate
abstraction is obtained. There, may hypertransitions correspond to a conjunctive interpretation (AND). In [18], the may
hypertransition targets are interpreted asOR, but contrary to the other approaches, different may transitions with the same
source state are interpreted conjunctively (AND). Thesemayhypertransitions are used to increase theprecision of abstraction
for non-functional abstraction, i.e., such abstraction that a concrete state can be abstracted to different elements. If functional
abstractions are considered, i.e., those yielding a state space partition, generalized Kripke modal transition systems and μ-
automata turn out to yield suitable abstractmodels for precise abstractionswith respect to two abstract-model-independent
characterizations of precision [21]. To sum up, there are four different interpretations of may hypertransitions in the four
models: Our 1MTSs, Kripke modal transition systems [18], hypermixed Kripke structures [19], and modal automata [17].
The expressiveness of abstraction settings has mainly been examined by comparing reﬁnement preorders with re-
spect to inclusion (possibly after ‘canonical’ transformations of the underlying models), i.e., a reﬁnement relation ≤1 is
less expressive than ≤2 if every two related elements via ≤1 are also related via ≤2. This is, e.g., done in [22] for some
simulation- and trace inclusion-based reﬁnement notions. In [23] testing preorder and in [24] ready simulation (named
2
3
-bisimulation) is transformed to prebisimulation. In [25] forward/backward simulation as well as trace inclusion are
transformed to disjunctive modal transition systems (named underspeciﬁed transition systems). These transformations
implicitly show that the transformed settings are less or equally expressive with respect to the describable sets of transition
systems.
8. Conclusion
We compared the abstraction setting of disjunctive modal transition systems (DMTS) with the newly developed 1-
selectingmodal transition systems (1MTS). The key difference between the two lies in the interpretation of hypertransitions:
DMTSs require at least one alternative to be taken in a concrete reﬁnement, whereas 1MTSs require exactly one alternative
to be taken as witness. This way, the new approach followed by 1MTS gives a modeler the possibility to express an exclusive
choice in a direct way, thereby avoiding an exponentially large state space. The reﬁnement notions of the two abstraction
settings were illustrated by two diagrams showing all reﬁnements of a simple DMTS example and a simple 1MTS example
(up to reﬁnement equivalence).
With the aimof comparing1MTSswithDMTSs, general abstraction settings and certain types of transformations between
them were introduced. The ﬁrst type of transformation, implementation-based embedding, preserves the sets of concrete
reﬁnements and does not take the full reﬁnement preorder into account. The second type of transformation, preorder-based
embedding, implies an order embedding on the equivalence classes of abstractions, ordered by the reﬁnement relation. The
two approaches differ, if the reﬁnement preorder is approximative, which is usually the case. Approximative reﬁnements
are used, because they are deﬁned coinductively and thus reﬁnement can be checked efﬁciently. Implementation-based
embeddings do not care about the approximative reﬁnement preorder and to this respect have maximum precision. Tools
and algorithms for one abstraction setting can be reused in another setting by ﬁrst applying the transformation. If there
are implementation-based embeddings in both directions, like for the settings of DMTSs and 1MTSs, as has been shown in
this paper, this implies equal expressive power with respect to the describable sets of implementations. If two abstraction
settings shall be compared alsowith respect to their degree of approximativity, preorder-based embeddings have to be found.
Regarding the two considered abstraction settings, we found a preorder-based embedding from DMTS to 1MTS and proved
that there is none from 1MTS to DMTS, which indicates that 1MTS have more expressive power (i.e., less approximative
reﬁnement). Consequently, it can be promising to use a preferably low-complexity implementation-based embedding to
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the more expressive abstraction setting and take advantage of the less approximative reﬁnement there, e.g., check there for
reﬁnement.
Future work
It is future work to deﬁne a three-valued satisfaction notion on 1MTSs. Generally, the question, whether a formula is
satisﬁed by an abstraction, can have three answers: yes, no, or undeﬁned. In thorough semantics, the value undeﬁned is only
obtained if there exists both a reﬁnement that satisﬁes the property and one that falsiﬁes the property. Since for thorough
semantics there are only expensive model checking algorithms, we are looking for an approximative satisfaction deﬁnition
for 1MTSs, especially a compositional one.
Abstraction settings should be sound, i.e., if a property is satisﬁed (falsiﬁed) in an abstraction, every reﬁnement should
also satisfy (resp. falsify) the property. In complete abstraction settings, it is also possible to ﬁnd a ﬁnite (introduced here as
“relevant”) abstraction that satisﬁes a formula for each possibly inﬁnite implementation and given formula satisﬁed by the
implementation. It is future work to extend 1MTSs by fairness constraints similar as in [15] and try to establish a complete
abstraction setting.
A further possible modiﬁcation of 1MTSs is to combine DMTS- and 1MTS-hypertransitions in one setting. Moreover,
a topic of future work is to develop and examine an abstraction setting, where hypertransitions can be decorated with a
number deﬁning exactly how many of the targets should be used as witness for the implementation. The various modiﬁ-
cations can be compared with respect to expressiveness (i.e., put into a hierarchy) using the approaches introduced in this
paper.
For reuse of tools and algorithms, there is an interest to ﬁnd implementation-based embeddings with minimum com-
plexity. Maybe cheaper transformations can be found than the ones presented here.
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Appendix
A. Proofs
A.1. Proof of Theorem 21(2)
We start with a couple of deﬁnitions and lemmas. Given a DMTS U, we say that a state u is U-reachable from u˜, if there
is a chain of may transitions from u˜ to u. Then every state reachable via a chain of must transitions is also reachable in the
above sense (via may transitions) due to the implicit-may condition of DMTSs. A state u is U-reachable, if it is reachable
from a root state of U. A DMTS C is a component, if it has exactly one root state and all its states are C-reachable. A DMTS
C = (UC,L, −→C , C,UiC) is a component of another DMTS U = (U,L, −→ , ,Ui), if there is u0 ∈ Ui such that UiC = {u0},
UC = {u ∈ U | u is U-reachable from u0}, and −→C (C) is the projection of −→ (resp. ) to C, i.e., u −→C  if and only
if u ∈ UC ∧ u −→ , and u C{(a,u′)} if and only if u ∈ UC ∧ u {(a,u′)}. We denote the set of all components of U by
Comp(U). For anyDMTSU, each component ofU is obviously a component. The following lemmata describe someproperties
of components and their connection to disjunctive reﬁnement:
Lemma 37. Let U,Uˆ ∈ DMTS. Then U D Uˆ if and only if ∀C ∈ Comp(U) : C D Uˆ.
Proof. Obvious by deﬁnition of disjunctive reﬁnement. 
Lemma 38. Let U ∈ DMTS. Then ∀C ∈ Comp(U) : C D U.
Proof. Apply Lemma 37 to U and U. 
Lemma 39. Let U,Uˆ ∈ DMTS such that ∃C ∈ Comp(Uˆ) : U D C. Then U D Uˆ.
Proof. Obvious by deﬁnition of disjunctive reﬁnement. 
A merge operator ⊗ for components is deﬁned as follows:
Deﬁnition 40. Let I be an index set and U i = (Ui,Li, −→i , i,Uii) ∈ DMTS for all i ∈ I. Then⊗i∈I U i is deﬁned to be the
DMTS (U⊗,L, −→⊗ , ⊗,Ui⊗), where
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U⊗
def=
⋃
i∈I
(
Ui × {i}
)
,
L
def=
⋃
i∈I
Li,
(u,i) −→⊗  def⇔ (∀(a,(u′,i′)) ∈  : i = i′) ∧ u −→i {(a,u′) | (a,(u′,i)) ∈ },
(u,i) ⊗{(a,(u′,i′))} def⇔ i = i′ ∧ u i{(a,u′)},
Ui⊗
def=
⋃
i∈I
(
Ui
i × {i}
)
.
For any set of DMTSs U, we shortly write
⊗
U, which is deﬁned to be
⊗
U∈U U. If U has exactly two elements, say U1 and
U2, we usually write U1 ⊗ U2.
Lemma 41. Let U ∈ DMTS. Then U ≈D
⊗
Comp(U).
Proof. Let U = (U,L, −→ , ,Ui) ∈ DMTS and⊗Comp(U) =⊗C∈Comp(U) C = (U⊗,L, −→⊗ , ⊗,Ui⊗). For any compo-
nent C ∈ Comp(U), set C = (UC
C
,L, −→C
C
, C
C
,Ui
C
C
).
We start with the proof of U D
⊗
Comp(U). It is straightforwardly shown that Q ⊆ U × U⊗, deﬁned by uQ (uˆ,C) def⇔
u = uˆ, is a disjunctive reﬁnement between U and⊗Comp(U).
It remains to prove
⊗
Comp(U)D U. It is straightforwardly shown that Q ⊆ U × U⊗, deﬁned by (u,C)Quˆ def⇔ u = uˆ, is a
disjunctive reﬁnement between
⊗
Comp(U) and U. 
Lemma 42. Let U ∈ DMTS, C1 ∈ Comp(U) and C2 be a component such that C1 ≈D C2. Then U ≈D
⊗
(Comp(U) \ C1) ∪ C2.
Proof. We start with the proof of
⊗
(Comp(U) \ C1) ∪ C2 D U. We have C2 D C1 and by Lemma 38 C1 D U. Transitivity
of D implies C2 D U. Since all components of U disjunctively reﬁne U (Lemma 38) and C2 does as well, we have ∀C ∈
(Comp(U) \ C1) ∪ C2 : C D U and Lemma 37 implies
⊗
(Comp(U) \ C1) ∪ C2 D U.
Now it remains to prove U D
⊗
(Comp(U) \ C1) ∪ C2. For each C ∈⊗Comp(U) \ C1, there obviously exists C′ ∈⊗
(Comp(U) \ C1) ∪ C2 such that C ≈D C′ (simply choose C′ = C). Then Lemma 39 implies ∀C ∈ Comp(U) \ C1 : C D⊗
(Comp(U) \ C1) ∪ C2. Again with Lemma 39, C1 D C2 implies C1 D
⊗
(Comp(U) \ C1) ∪ C2. Consequently ∀C ∈
Comp(U) : C D
⊗
(Comp(U) \ C1) ∪ C2 and Lemma 37 implies U D
⊗
(Comp(U) \ C1) ∪ C2. 
Now we are ready to prove Theorem 21(2):
Theorem 21. (2) Each reﬁnement of Uˆ, shown at the top of Fig. 6, is DR-equivalent to one of the DMTSs shown in Fig. 6.
Proof. Let U = (U,L, −→ , ,Ui) ∈ DMTS such that U D Uˆ, where Uˆ = ({0,1},{a,b},{(0,{(a,1),(b,1)}},{(0,{(a,1)}),
(0,{(b,1)})},{0}). Choose a disjunctive reﬁnement Q ⊆ U × {0,1} between U and Uˆ. We examine an arbitrary component of
U. Thus let C ∈ Comp(U) and let u be the root state of C. Then we have uQ0. C satisﬁes the following properties:
(1) There are no may transitions (and consequently no must transitions) starting in u with a label different from a and b,
because otherwise, Q would not be a reﬁnement between U and Uˆ.
(2) There are no may transitions (and consequently no must transitions) starting in a state that is a target of a transition
starting in u, because this would again contradict the fact that Q is a disjunctive reﬁnement between U and Uˆ.
(3) There is a must transition starting in u, because otherwise, Q would not be a disjunctive reﬁnement between U and Uˆ.
(4) Properties (2) and (3) imply that C is DR-equivalent to a component that has exactly two states, where one of them is
the root state, having an outgoingmust transition, and the other does not have any outgoing transitions. Due to Lemma
42, it is enough to consider components with exactly two states.
Due to these properties, the only possible components of U are U1, U2, U3, U7, U9, Uˆ (those are marked in Fig. 6 by
double-lined frames) and the three components C1, C2, C3 shown in Fig. A1.
Fig. A1. Components C1,C2 and C3.
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However, C1 is DR-equivalent to U7, C2 is DR-equivalent to U2 and C3 is DR-equivalent to U9. Consequently we need not
consider the components fromFig. A1, because due to Lemma42, reﬁnements including those components areDR-equivalent
to other reﬁnements considered.
Thus all reﬁnements of Uˆ are DR-equivalent to a DMTS built up from the components U1,U2,U3,U7,U9,Uˆ. Nowwe already
have that all reﬁnements with a single component are DR-equivalent to a DMTS shown in Fig. 6. DMTSs with more than
one component that have Uˆ as one of their components need not be considered, because they either do not reﬁne Uˆ or are
DR-equivalent to Uˆ. We consider the remaining DMTSs built up out of two components:
Uˆ1 ⊗ Uˆ2 ≈D Uˆ4 Uˆ1 ⊗ Uˆ3 ≈D Uˆ5 Uˆ1 ⊗ Uˆ7 ≈D Uˆ7
Uˆ1 ⊗ Uˆ9 ≈D Uˆ11 Uˆ2 ⊗ Uˆ3 ≈D Uˆ6 Uˆ2 ⊗ Uˆ7 ≈D Uˆ11
Uˆ2 ⊗ Uˆ9 ≈D Uˆ10 Uˆ3 ⊗ Uˆ7 ≈D Uˆ10 Uˆ3 ⊗ Uˆ9 ≈D Uˆ9
Uˆ7 ⊗ Uˆ9 ≈D Uˆ12
Thus, all reﬁnements built up out of two components are DR-equivalent to a DMTS shown in Fig. 6.
We continue with remaining DMTSs built up out of three components. We need not consider combinations including
both Uˆ1 and Uˆ7, and both Uˆ3 and Uˆ9, because both of these pairs is DR-equivalent to a single component from our remaining
set and consequently all such combinations have already been considered above.
Uˆ1 ⊗ Uˆ2 ⊗ Uˆ3 ≈D Uˆ8 Uˆ1 ⊗ Uˆ2 ⊗ Uˆ9 ≈D Uˆ11
Uˆ2 ⊗ Uˆ3 ⊗ Uˆ7 ≈D Uˆ10 Uˆ2 ⊗ Uˆ7 ⊗ Uˆ9 ≈D Uˆ12
Thus, all reﬁnements built up out of three components are DR-equivalent to a DMTS shown in Fig. 6.
Next,wewould have to considerDMTSs build up out of four, respectively ﬁve components,where combinations including
both Uˆ1 and Uˆ7, and both Uˆ3 and Uˆ9 need not be considered, because they are DR-equivalent to aDMTS built up out of three,
respectively four components. However, each such combination includes Uˆ1 and Uˆ7, or Uˆ3 and Uˆ9, thus there are no further
reﬁnements of Uˆ. 
A.2. Proof of Theorem 31(2)
Deﬁnitions and lemmas that are analogous to the ones mentioned in the proof of Theorem 21(2) can be established in a
completely analogous fashion for 1MTSs. This includes the deﬁnitions of reachability, components and the merge-operator.
Lemmas analogous to Lemmas 37, 38, 39, 41 and 42 can be shown as presented in the proof of Theorem 21(2).
Theorem 31. (2) Each reﬁnement of Uˆ, shown at the top of Fig. 8, is 1R-equivalent to one of the 1MTSs shown in Fig. 8.
Proof. Let U = (U,L, −→ , ,Ui) ∈ 1MTS such that U 1 Uˆ, where Uˆ def= ({0,1},{a,b},{(0,{(a,1),(b,1)}},{(0,{(a,1),(b,1)}},{0}).
Choose an1-selecting reﬁnementU × {0,1}betweenU and Uˆ.Weexamineanarbitrary componentofU. Thus letC ∈ Comp(U)
and let u be the root state of C. Then we have uQ0. C satisﬁes the following properties:
(1) There are no may (hyper-)transitions starting in uwith a label different from a and b, because otherwise, Q would not
be an 1-selecting reﬁnement between U and Uˆ .
(2) There are no may (hyper-)transitions starting in a state targeted by a transition starting in u, because this would again
contradict the fact that Q is an 1-selecting reﬁnement between U and Uˆ .
(3) There is a must transition starting in u, because otherwise, Q would not be an 1-selecting reﬁnement between U and
Uˆ .
(4) There are no two may (hyper-)transitions starting in u, where one of them includes a label a and the other includes
a label b. If two such transitions existed, then one could not ﬁnd an appropriate choice function in Uˆ for the choice
function that selects a in one of the transitions in C and b in the other.
Property (3) states that there is a must (hyper-)transition starting in u. By property (1), it has labels a, b or both. Property (4)
implies that further transitions can only exist, if all labels of the component are the same. Then the only possible components
are the following:
• Uˆ.
• Components, that have arbitrarilymany (hyper-)transitions starting in the root state,where each transition has only labels
a. Due to property (2), all these are 1R-equivalent to U1.
• Components, that have arbitrarilymany (hyper-)transitions starting in the root state,where each transition has only labels
b. Due to property (2), all these are 1R-equivalent to U2.
We now have that for all reﬁnements with only one component there is an 1MTS in Fig. 8 that is 1R-equivalent to it.
1MTSs with more than one component that have Uˆ as one of their components need not be considered, because they
either do not reﬁne Uˆ or are 1R-equivalent to Uˆ. The only remaining 1MTSs built up out of two components is U1 ⊗ U2,
which is 1R-equivalent to U3. Reﬁnements built up out of more components are 1R-equivalent to reﬁnements already
considered. 
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A.3. Proof of Theorem 33(1)
Theorem 33. (1) f is a preorder-based embedding.
Proof. First, we show that for all UD, UˆD ∈ DMTS we have UD D UˆD ⇔ f (UD)1 f (UˆD). Before proving the two implica-
tions of this statement, we introduce some useful notation. Remember that states with indices 0 or 1 refer to the two copies
created by the transformation f (see Deﬁnition 32).
• For a target ϑD = (a,u′) in the DMTS and k ∈ {0,1}, deﬁne ϑD↑kdef= (a,u′k).
• For a target ϑ1 = (a,u′k) in the 1MTS, deﬁne ϑ1↓
def= (a,u′).
• For a target set 1 in the 1MTS, deﬁne 1↓def= {ϑ ↓| ϑ ∈ 1}.
• For a target set D in the DMTS, deﬁne [D]1 def= {{ϑ ↑0| ϑ ∈ D} ∪ {ϑ˜ ↑1} | ϑ˜ ∈ D}.
Let UD = (UD,L, −→D , D,UiD), UˆD = (UˆD,L, ˆ−→D, ˆD,UˆiD) ∈ DMTS and U1 = (U1,L, −→1 , 1,Ui1)
def= f (UD), Uˆ1 =
(Uˆ1,L, ˆ−→1, ˆ1,Uˆi1)
def= f (UˆD).
We now prove the implication “⇒”: Suppose UD D UˆD. Then choose a disjunctive reﬁnement QD between UD and UˆD
and deﬁne Q1 ⊆ U1 × Uˆ1 by uiQ1uˆj def⇔ uQDuˆ. Then Q1 is an 1-selecting reﬁnement between U1 and Uˆ1:
The root state condition is shown as follows: Let ui ∈ Ui1. Then u ∈ UiD and due to the root state condition of the disjunctive
reﬁnement QD, we can choose uˆ ∈ UˆiD such that uQDuˆ. Then uˆ0 ∈ Uˆi1 and uiQ1uˆ0.
Now let (ui,uˆj) ∈ Q1. Then uQDuˆ and due to property (1) of the disjunctive reﬁnement QD, we can choose a function
ι : (u D) → (uˆ ˆD) such that for each {ϑ} ∈ (u D) we have ϑQDϑˆ , where {ϑˆ} def= ι({ϑ}). Furthermore, due to property
(2) of the disjunctive reﬁnement QD, we can choose a function ι˜ : (uˆ ˆ−→D) → (u −→D) such that for each ˆD ∈ (uˆ ˆ−→D) we
have ∀ϑ ∈ ι˜(ˆD) : ∃ϑˆ ∈ ˆD : ϑQDϑˆ , and for each ˆD ∈ (uˆ ˆ−→D), we can choose another function κ˜ι˜ : ι˜(ˆD) → ˆD such that for
all ϑ ∈ ι˜(ˆD) we have ϑQDκ˜ι˜(ϑ).
Let γ ∈ choice(ui 1). We need to ﬁnd an appropriate γˆ ∈ choice(uˆj ˆ1). Thus let ˆ1 ∈ (uˆj ˆ1). In order to deﬁne
γˆ (ˆ1), we distinguish the following cases:
Case 1. ˆ1 ∈ (uˆj ˆ1) \ (uˆj ˆ−→1). In this case, choose an arbitrary ϑˆ ∈ ˆ1 and deﬁne γˆ (ˆ1) def= ϑˆ .
Case 2. ˆ1 ∈ (uˆj ˆ−→1). In this case, choose some ϑ ∈ γ ([ι˜(ˆ1↓)]1) and deﬁne γˆ (ˆ1) def= κ˜ι˜(ϑ ↓)↑0.
We have deﬁned γˆ and proceed with checking the properties (1) and (2) of an 1-selecting reﬁnement.
(1) Let 1 ∈ (ui 1).
Case 1. 1 /∈ (ui −→1). Then there exists ϑ such that {ϑ} = 1↓∈ (u D), and there exists ϑˆ such that {ϑˆ} = ι({ϑ}) ∈
(uˆ ˆD). Deﬁne ˆ1 def= {ϑˆ ↑0 ,ϑˆ ↑1}. By deﬁnition of ι, we have ϑQDϑˆ . By deﬁnition of Q1, this implies γ (1) Q1 γˆ (ˆ1),
as required.
Case 2. 1 ∈ (ui −→1). Deﬁne ϑ def= γ (1)↓. Then ϑ ∈ 1↓∈ (u −→D). The implicit-may condition ofDMTSs implies {ϑ} ∈
(u D). There exists ϑˆ such that {ϑˆ} = ι({ϑ}) ∈ (uˆ ˆD). Deﬁne ˆ1 def= {ϑˆ ↑0 ,ϑˆ ↑1}. By deﬁnition of ι, we have ϑQDϑˆ .
By deﬁnition of Q1, this implies γ (1) Q1 γˆ (ˆ1), as required.
(2) Let ˆ1 ∈ (uˆj ˆ−→1). By deﬁnition of γˆ , we have ϑ ∈ γ ([ι˜(ˆ1↓)]1) such that γˆ (ˆ1) = κ˜ι˜(ϑ ↓)↑0. Choose 1 ∈ [ι˜(ˆ1↓)]1
such that ϑ = γ (1). By deﬁnition of κ˜ι˜, we have ϑ ↓ QD κ˜ι˜(ϑ ↓). Since ϑ ↓= γ (1)↓ and κ˜ι˜(ϑ ↓) = γˆ (ˆ1)↓, we get
γ (1)↓ QD γˆ (ˆ1)↓ and by deﬁnition of Q1, this implies γ (1) Q1 γˆ (ˆ1), as required.
It remains to show the implication “⇐”. Suppose U1 1 Uˆ1. Choose an 1-selecting reﬁnement Q1 between U1 and Uˆ1. Deﬁne
QD ⊆ UD × UˆD by uQDuˆ def⇔ ∃i,j ∈ {0,1} : uiQ1uˆj . We prove that QD is a disjunctive reﬁnement between UD and UˆD.
The root state condition is shown as follows: Let u ∈ UiD. Then u0 ∈ Ui1 and due to the root state condition of the 1-selecting
reﬁnement Q1, we can choose uˆi ∈ Uˆi1 such that u0Q1uˆi. Then uˆ ∈ UˆiD and uQDuˆ.
Now let (u,uˆ) ∈ QD. Then we can choose i,j ∈ {0,1} such that uiQ1uˆj . Since Q1 is a 1-selecting reﬁnement, we can choose a
function σ : choice(ui 1) → choice(uˆj ˆ1) such that for all γ ∈ choice(ui 1) two functions ι : (ui 1) → (uˆj ˆ1)
and ι˜ : (uˆj ˆ−→1) → (ui −→1) can be chosen such that
∀1 ∈ (ui 1) : γ (1) Q1 σ(γ )(ι(1)) (A.1)
and
∀ˆ1 ∈ (uˆ ˆ−→1) : γ (ι˜(ˆ1)) Q1 σ(γ )(ˆ1). (A.2)
(1) Let {ϑ} ∈ (u D) and γ ∈ choice(ui 1). Deﬁne 1 def= {ϑ ↑0 ,ϑ ↑1} and ˆ1 def= ι(1). Then 1 ∈ (ui 1) and ˆ1 ∈
(uˆj ˆ1). Due to (A.1), we have
γ (1) Q1 σ(γ )(ˆ1). (A.3)
Deﬁne ϑˆ
def= σ(γ )(ˆ1)↓. We have {ϑˆ} ∈ (uˆ ˆD):
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Case 1. If ˆ1 ∈ (uˆj ˆ1) \ (uˆj ˆ−→1), we know {ϑˆ} ∈ (uˆ ˆD) (and ˆ1 = {ϑˆ ↑0 ,ϑˆ ↑1}).
Case 2. If ˆ1 ∈ (uˆj ˆ−→1), then ˆ1↓∈ (uˆ ˆ−→D) and the implicit-may condition of DMTSs implies {ϑˆ} ∈ (uˆ ˆD).
By deﬁnition of QD, (A.3) implies γ (1)↓ QD σ(γ )(ˆ1)↓, thus ϑQDϑˆ , as required.
(2) Let ˆD ∈ (uˆ ˆ−→D). Choose arbitrary ˆ1 ∈ [ˆD]1. Then ˆ1 ∈ (uˆj ˆ−→1). LetD def= ι˜(ˆ1)↓. ThenD ∈ (u −→D). Let ϑ ∈ D
and consider γ ∈ choice(ui 1) that satisﬁes γ (ι˜(ˆ1))↓= ϑ . Deﬁne ϑˆ def= σ(γ )(ˆ1)↓. Then ϑˆ ∈ ˆD. By deﬁnition of QD,
(A.2) implies ϑQDϑˆ , as required.
This completes the proof of ∀UD,UˆD ∈ DMTS : UD D UˆD ⇔ f (UD)˜f (UˆD). We continue with showing that f keeps imple-
mentations ﬁxed, i.e., ∀T ∈ TS : f (πTS,DMTS(T )) ≈1 πTS,1MTS(T ). Let T ∈ TS, U11 = (U11 ,L, −→11 , 11,Ui1
1
)
def= πTS,1MTS(T )
andU2
1
= (U2
1
,L, −→2
1
, 2
1
,Ui
1
2
)
def= f (πTS,DMTS(T )).Wehave toproveU11 1 U21 andU21 1 U11 . For theﬁrst, it is easily checked
that U1
1
× U2
1
, deﬁned by ui
def⇔ u = uˆ, is an 1-selecting reﬁnement between U1
1
and U2
1
. For the second, it is easily checked
that U2
1
× U1
1
, deﬁned by ui
def⇔ u = uˆ, is an 1-selecting reﬁnement between U2
1
and U1
1
. Both proofs are simple, because only
concrete systems are considered and consequently choice functions can only be chosen in a unique way.
Now it remains to check that f maps relevant abstractions to relevant abstractions, but this is straightforward. 
A.4. Proof of Theorem 35(1)
Theorem 35. (1) g is a preorder-based homomorphism.
Proof. Three statements have to be proven: (1) ∀U1,Uˆ1 : U1 1 Uˆ1 ⇒ g(U1)D g(Uˆ1), (2) that g keeps implementations
ﬁxed, i.e., ∀T ∈ TS : g(πTS,1MTS(T )) ≈D πTS,DMTS(T ), and (3) that g maps relevant abstractions to relevant abstractions.
(2) is obvious, because for concrete systems, g only renames the states. (3) is also straightforwardly checked. For (1),
let U1 = (U1,L, −→1 , 1,Ui1), Uˆ1 = (Uˆ1,L, ˆ−→1, ˆ1,Uˆi1) ∈ 1MTS and deﬁne UD = (UD,L, −→D , D,UiD)
def= g(U1), UˆD =
(UˆD,L, ˆ−→D, ˆD,UˆiD)
def= g(Uˆ1). Suppose U1 1 Uˆ1. Choose an 1-selecting reﬁnement Q1 between U1 and Uˆ1. For all (u,uˆ) ∈
Q1, we can choose a function σ(u,uˆ) : choice(u 1) → choice(uˆ ˆ1) such that for all γ ∈ choice(u 1) two functions
ι : (u 1) → (uˆ ˆ1) and ι˜ : (uˆ ˆ−→1) → (u −→1) can be chosen such that ∀1 ∈ (u 1) : γ (1) Q1 σ(u,uˆ)(γ )(ι(1)) and
∀ˆ1 ∈ (uˆ ˆ−→1) : γ (ι˜(ˆ1)) Q1 σ(u,uˆ)(γ )(ˆ1).Nowit is straightforwardlycheckedthatQD ⊆ UD × UˆD,deﬁnedby (u,γ ) QD (uˆ,γˆ ) def⇔
(uQ1uˆ ∧ γˆ = σ(u,uˆ)(γ )), is a disjunctive reﬁnement between UD and UˆD. 
A.5. Proof of Theorem 35(3)
Theorem 35. (3) g is an implementation-based embedding.
Proof. Let T ∈ TS, Uˆ1 = (Uˆ1,L, ˆ−→1, ˆ1,Uˆi1) ∈ 1MTS and deﬁne UˆD = (UˆD,L, ˆ−→D, ˆD,UˆiD)
def= g(Uˆ1), U1 = (U1,L, −→1,
1,Ui1)
def= πTS,1MTS(T ), UD = (UD,L, −→D , D,UiD)
def= πTS,DMTS(T ). It is obvious that g maps relevant abstractions to rel-
evant abstractions. Thus it remains to prove that U1 1 Uˆ1 if and only if UD D UˆD. The implication “⇒” follows from the
fact that g is a preorder-based homomorphism. The other implication (“⇐”) is shown directly: Suppose UD D UˆD. Choose
a disjunctive reﬁnement QD ⊆ UD × UˆD between UD and UˆD. Then it is straightforwardly checked that Q1 ⊆ U1 × Uˆ1, deﬁned
by uQ1uˆ
def⇔ ∃γ ∈ choice(Uˆ1 ˆ1) : uQD(uˆ,γ ) is an 1-selecting reﬁnement between UD and UˆD. 
A.6. Proof of Theorem 36
Theorem 36. There is no preorder-based embedding from 1MTS to DMTS.
Proof. Assume there is a preorder-based embedding h from 1MTS to DMTS. We consider Uˆ deﬁned at the beginning of
Section 5.4.Wewill show that Uˆ and its reﬁnements (which are fully characterized up to reﬁnement equivalence in Theorem
31) cannot be mapped to DMTSs such that h is a preorder-based embedding, which is a contradiction.
LetU1,U2,U3, Uˆ be as illustrated in Fig. 8. Since h is a preorder-based embedding, the following statements hold: h(U1) ≈D
πTS,DMTS(π1MTS,TS(U1)),h(U2) ≈D πTS,DMTS(π1MTS,TS(U2)),h(U3)D h(Uˆ),h(Uˆ) D h(U3),h(U3) D h(U1),h(U3) D h(U2).
Furthermore, we have for all T ∈ TS:
πTS,DMTS(T )D h(Uˆ) ⇔ (πTS,DMTS(T ) ≈D h(U1) ∨ πTS,DMTS(T ) ≈D h(U2)) (A.4)
by completeness of the characterization of all reﬁnements of Uˆ (Theorem 31(2)). Uˆ satisﬁes the following properties:
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(1) h(Uˆ) has no components where labels different from a and b occur. Otherwise, there were concrete reﬁnements not
DR-equivalent to h(U1) and not DR-equivalent to h(U2), which would be a contradiction to (A.4).
(2) h(Uˆ) has no components with an outgoing transition from a state that is the target of an outgoing transition from the
root state. Otherwise, there were concrete reﬁnements not DR-equivalent to h(U1) and not DR-equivalent to h(U2),
which would be a contradiction to (A.4). This implies that there are no components with loops and each component of
h(Uˆ) is DR-equivalent to a component that has atmost two states, where one of them is the root state of the component
and a possible other one has no outgoing transitions.
(3) h(Uˆ) has no components that have two outgoing may transitions starting in their root state, where one of them is
labeled with a and the other is labeled with b. Otherwise, it would have a concrete reﬁnement with one transition
labeled with a and another transition labeled with b, which is not DR-equivalent to h(U1) and not DR-equivalent to
h(U2), contradicting (A.4). This implies that h(Uˆ)has no components that have twooutgoingmust transitions starting in
their root state, where one of them is labeledwith a and the other is labeledwith b. Furthermore, this implies that h(Uˆ)
has no components that have a must hypertransition with label a and b starting in their root state (if there was such
a component with such a hypertransition, the implicit-may condition of DMTSs would imply may transitions with
labels a and b). As other labels than a and b are not possible (property (1) in this list), we cannot have hypertransitions
with different labels. However, if all labels in a hypertransition are equal, then the second property in this list implies
that each component is DR-equivalent to a component with no hypertransitions at all.
(4) h(Uˆ) has a component with a root state that has an outgoing may transition with label a. Otherwise, h(U1) would not
be a concrete reﬁnement of h(Uˆ), which would be a contradiction to (A.4). Furthermore, h(Uˆ) has a component with
a root state with outgoing may transition with label b. Otherwise, h(U2) would not be a concrete reﬁnement of h(Uˆ),
which would be a contradiction to (A.4).
(5) The root state of each component must have an outgoing must transition. Otherwise, the DMTS with no transitions
would be a concrete reﬁnement that is DR-equivalent to h(U1) and not DR-equivalent to h(U1), which would be a
contradiction to (A.4).
By property (5), each component has a must transition. By property (3), it is not a hypertransition and there are no further
may or must transitions in the component. By property (1), the must transition is labeled with either a or b. Then, together
with (4), we have one component with a must transition labeled with a and one component with a must transition labeled
with b. Possibly existing further components must be DR-equivalent to one of these two components. Thus h(Uˆ) is DR-
equivalent to U5 from Fig. 6. Then Theorem 21 implies that there is no reﬁnement of h(Uˆ) that is not DR-equivalent to h(Uˆ),
not DR-equivalent to h(U1) and not DR-equivalent to h(U2). This, however, is a contradiction, because h(U3) satisﬁes these
properties. 
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