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1. INTRODUCTION 
The theory of generalized inverses has its roots in the context of linear 
problems where either too much or too little information is specified. In 
operator-theoretic terminology a generalized inverse replaces the inverse for 
an operator which is not necessarily one-to-one or onto. Equations involving 
such operators may have “solutions ” in some generalized sense, e.g., least- 
squares solutions (of minimal norm). Depending on the defining conditions 
that are used, a variety of generalized inverses have been developed in the 
literature to suit different purposes. One of them, the “Moore-Penrose 
inverse,” is connected with the problem of finding least-squares solutions. 
The “Drazin inverse” is useful in various “backward projection problems” 
such as the recovery of past states of a system from a given state, if the 
system can be modeled by a linear operator with finite ascent and descent. 
The literature about generalized inverses and their applications is quite 
extensive. We refer to [34] for various aspects of this subject, including an 
extensive annotated bibliography. Unlike the inverse, generalized inverses 
need not depend continuously on the operator. For example, to obtain 
continuous dependence of the Moore-Penrose inverse, one has to restrict the 
class of perturbations one considers, even in the case of matrices (changes of 
the rank are not permitted). This point of view is important in numerical 
analysis. For other applications, it is of interest to study generalized inverses 
of operator-valued functions and various modes of the dependence of the 
generalized inverses on the parameters. Two such modes have attracted 
attention in recent literature. Motivated by Fredholm operators, several 
authors have studied holomorphic and meromorphic dependence of operators 
and their generalized inverses on parameters; see, e.g. [3, 4, 17, 18, 23, 241. 
A markedly different mode of dependence, which is motivated by the theory 
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of random operator equations, is measurable dependence. Here the basic 
questions are: When is a generalized inverse of a random operator a random 
operator? When is a (generalized) solution of a random operator equation a 
random variable? The study of random generalized inverses initiated in [33], 
where bounded operators or operators with a bounded generalized inverse 
were studied in the Hilbert space setting. In this paper, we extend this work 
in two directions: First we consider random operators defined on Banach 
spaces, where the techniques involved are quite different from the Hilbert 
space case; second, we consider outer inverses. In contrast to 
Moore-Penrose-type generalized inverses, outer inverses are not unique. We 
prove that the set of all bounded outer inverses of a bounded random 
operator which are also random operators is dense (in an appropriate sense) 
in the set of all (not necessarily random) bounded outer inverses. 
Although our main motivation for studying measurability of generalized 
inverses stems from random operator equations, we remark in passing that 
generalized inverses of random operators occur naturally in the study of 
infinite-dimensional stochastic processes, operator-valued measures, and 
Markov processes. For these aspects we refer to the annotated bibliography 
in [34 ], especially pp. 841-842, where various references are cited. The 
results of this paper contribute to the theory (and provide tools for the 
approximation) of random operator equations. To put these contributions in 
perspective, we make some remarks about the theory of random operators. 
In the past decade, the thrust of research in the field of random operator 
equations in the context of probabilistic functional analysis as initiated in the 
1950s by the Prague School of probabilists around Spacek and Hans has 
taken place along four fronts: 
(1) The study of measurability of adjoints, inverses, and generalized 
inverses for linear random operators: HanS [ 191, Bharucha-Reid [6], 
Nashed and Salehi [33], Nashed and Engl [38]. 
(2) Measurability results for solutions of nonlinear random equations 
and random analogues of classical fixed point theorems: Andrus and 
Nishiura [ 11, Bharucha-Reid [7], Engl [ 12, 141, Itoh [21,22], Kannan and 
Salehi [25], Lee and Padgett [29], Mukherjea [31,32], Nowak [39], and 
others. 
(3) Constructive and approximation schemes for random operator 
equations; see [8]. 
(4) Applications to random differential and integral equations and 
adaptation of the theory to specific models in applications: 
[6,41, 44, 21, 131. 
In this paper we make some contributions to the first aspect by studying 
the measurability of various generalized inverses of linear random operators 
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on Banach spaces. In Section 2 we provide some measure-theoretic tools. 
Section 3 deals with measurability questions for projectors onto random sets. 
These results are needed in the subsequent sections, but are also of 
independent interest, since they lead to a measurability result for the “metric 
generalized inverse.” In Section 4 we treat bounded outer and inner inverses 
of linear random operators. Bounded outer inverses have applications to 
generalized inverse and implicit mapping theorems ([ 10, 36,371). In 
Section 5 we prove various measurability results for Moore-Penrose-type 
generalized inverses and the Drazin inverse. Although we sketch applications 
to random integral and differential equations in Section 6, we refer the reader 
to [38] for a more detailed discussion of possible applications of results of 
the type obtained in this paper. 
For the convenience of the reader we now review some basic concepts of 
the theory of generalized inverses. 
If T is a bounded linear operator with closed range between two Hilbert 
spaces, then the “Moore-Penrose inverse” is the unique operator Tt defined 
by the “Moore-Penrose equations” 
TT+T= T, Cl.111 
T+TT+ = T+, (l*l), 
(Tfi)* = TT+, (l-l), 
(T+T)* = T+T. (l-l), 
Now let X and Y be Banach spaces and T E L(X, I’), the space of bounded 
linear operators from X into Y. We assume that the nullspace of T, N(T), has 
a topological complement M, and the closure of the range of T, R(T), has a 
topological complement S. By P and Q we denote the (continuous) 
projectors onto N( 7’) and R(T), respectively, induced by these decom- 
positions. We define the “generalized inverse” Tt of T as the unique linear 
extension of (T 1 M)-’ (defined on R(T)) to R(T) $ S such that TtS = {O}. 
Note that Tt depends on the choice of the topological complements A4 and 
N, or equivalently, on the projectors P and Q. Whenever we want to stress 
this dependence we write TL,, or TJ,,. We will also use the fact that in the 
notation used above we have 
@,, = Q on R(T)/S, (1.2) 
&T=I-P. (1.3) 
For y E D($) = R(T) 4 S, Tt’ is a solution of the “projectional equation” 
TX = a, (1.4) 
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and it is the unique solution of (1.4) in M. We call Ti,, y the “projectional 
solution” of the equation 
TX = y. (1.5) 
The set of all solutions of (1.4) is given by 
%,Y + W’9. (1.6) 
Note that the Moore-Penrose inverse in the Hilbert space setting evolves 
from the definition of the Banach space generalized inverse by choosing 
M = N(7)’ and S = R(T)I. The set in (1.6) becomes the set of all least- 
squares solutions of (1.5), i.e., the set 
{uEX:IITu-yl(= fsf, IITx-~lll. (l-7) 
The projectional solution turns out to be the least-squares olution of 
minimal norm. 
Let T now be a bounded linear operator from X into itself with finite 
ascent a(T) and finite descent (which is then also a(T), see [43]) and let k be 
an integer such that a(7) < k. Then 
X=N(P)@R(P). (1.8) 
The “Drazin inverse” of T, which we will denote by p, is the unique linear 
extension of (TIR(I*))-’ (defined on R(p)) to all of X such that 
Td(N(p)) = (O}. The Drazin inverse can be characterized by 
TdTTd = Td, (1% 
TTd = TdT, W), 
TkTdT = Tk. w3 
All facts about generalized inverses discussed here are well known. For a 
systematic treatment of generalized inverses see, e.g. [5, 351. 
2. MEASURE-THEORETIC TOOLS 
Unless stated otherwise, throughout the paper (Q, &‘,,u) will be a 
complete u-finite measure space and X, Y separable Banach spaces. In this 
section, let S be a complete separable metric space. By 9(S) we denote 
(A G S}, by 2’ the set (A E.?‘(S): A # 0 and A closed}, and by CB(x) the 
set {A E 2X:A bounded}. 
409/83/Z-I6 
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DEFINITION 2.1. C: Q-+9(S) is called “measurable” if for all open 
D z S, (w E 52: C(w) n D f 0) E .d. The “graph of c” is defined by 
Gr C := {(w, s) E R x S: s E C(o)}. 
If all C(w) contain at most one element, Definition 2.1 gives rise to a 
definition of measurable (not necessarily everywhere defined) single-valued 
functions from J2 into S. 
For a thorough discussion of measurable set-valued maps see, e.g. [20]. 
Conceptually, a “random operator” is a family of operators from X into Y 
depending on w E Q such that it maps each x E X into a Y-valued “random 
variable” (a term we will sometimes use for Y-valued measurable functions 
even if ,~(a) f 1). As we want to permit that the realizations of a random 
operator T for different values w E S have different domains C(o), we 
choose the graph of a measurable map C: Q -+ .9(X) as the domain of the 
random operator. Finally, in Section 3 it will be necessary to consider also 
the case where the operator is set-valued. 
DEFINITION 2.2. Let C: B + .P(X)\{a). T: Gr C -+ Y is called “random 
operator from $2 x X into Y” if for all x E X and open D 5 Y 
{oER:xE C(0) and T(w,x) ED) E .d. 
If in addition C is measurable, T is called “random operator with stochastic 
domain C.” If C(o) =X for all w E .R, T is called “random operator on 
fl x X.” Finally, T: Gr C -+ CB(Y) will be called “set-valued random 
operator with stochastic domain C,” if for all x E X and open D E Y, 
{oER:xEC(w) and T(o,x)fID#Ql}E.d. 
Some of the operators we will encounter will be densely defined. Note that if 
c: n + ,9yX)\{0} is such that C(o) =X for all o E Q, then C is 
measurable. It should be noted that if T: Gr C -+ Y is a random operator, 
then for all x E X, 
(co E n: x E C(o)} E .d. (7-l) 
For T(o,x) we will also write T(w)x. By D(T(o)), R(T(o)), N(T(w)) we 
denote domain, range, and nullspace of T(w, s), respectively. We call a 
random operator T “continuous, linear, bounded...” if for all w E a, T(o, .) 
is continuous, linear, bounded... 
LEMMA 2.3. Let X, Y, and Z be separable Banach spaces, C: f2 + 2’ 
measurable such that there exists a countable set MS X with 
Mn C(w) = C(o) for all w E 0, T a continuous random operator with 
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stoschastic domain C and values in Y, U a random operator from Q X Z into 
X such that for all o E Sz, R(U(w)) s C(o). Let z: R--)X be measurable 
such that for all w E J2, z(w) E C(w). Then: 
(a’) o + T(o, z(w)) is measurable. 
(b) To U (mapping each (w, z) into T(o, U(w, z))) is a random 
operator from fl X Z into Y. 
Proof: As the proof of Lemma 10 in [ 121 with obvious 
modifications. 1 
The separability assumption about C(w) in Lemma 2.3 is fulfilled, e.g., if 
all C(w) are convex and have nonempty interior. 
LEMMA 2.4. Let T. R x X + Y be a bounded linear random operator. 
Then N(T(-)), R(T(.)), and R(T(.)) are measurable (in the sense of 
Definition 2.1). 
Proof. Let .B be the Bore1 a-algebra on X. 
GrN(T)=((w,x)EQxX:T(w,x)=O}=T-‘({O})E.x’X.d, since T 
is jointly measurable ([20, Theorem 6.11). We conclude from [20, 
Theorem 3.5.31 that N(T) is measurable. 
Let Z be a countable dense subset of X, D an open subset of Y. Then 
{o E 0: R(T(o)) I-I D # 0) 
= {co E 52: R(T(w)) n D # 0) 
= u {wER:T(o,z)ED}E.d. 
2E.z 
Thus R(T) and R(T) are measurable. 1 
There are two main approaches to proving measurability of solutions of 
random operator equations. The idea of the first approach is based on 
representing the solution by a convergent approximation scheme. The key 
step then is to establish measurability of the approximants. Once this is 
accomplished, the measurability of the solution is an immediate consequence 
of the following well-known result. 
LEMMA 2.5. Let (x,) be a sequence of measurable functions from B into 
X converging (weakly or in norm) to x: R-+X. Then x is measurable. 
We will refer to this approach as a “limit theorem approach.” If approx- 
imation schemes are not known, which is frequently the case especially when 
the solution is not unique, one resorts to a “selection theorem approach.” 
588 ENGLANDNASHED 
The key step here is to establish measurability (in the sense of Definition 2.1) 
of the set-valued map which takes each o E B into the solution set of the 
realization of the equation corresponding to this w. To this set-valued map 
one applies a selection theorem like Theorem 2.6 to conclude the existence of 
a single-valued measurable map which solves the given random operator 
equation. 
THEOREM 2.6 (Kuratowski-Ryll-Nardzewski, see [28]). Let C: R --) 2’ 
be measurable. Then there exists a “measurable selector,” i.e., a measurable 
map x: a --, S such that for all w E 0, x(w) E C(w). 
All generalized inverses considered in this paper will be defined on a dense 
domain. Thus the domain of the generalized inverse of a random operator is 
automatically a measurable set-valued map. But in view of (2.1) we will need 
the following lemma, which is a special case of Lemma 2.5 in [38]: 
LEMMA 2.1. Let X be rejlexive, T a bounded linear random operator on 
f2 x X into Y. Assume that for all o E R there exist subspaces M(w) and 
S(w) of X and Y, respectively, with 
X=N(T(o)) @M(w), Y=R(T(w)) @S(w), (2.2) 
-- 
and that the projectors onto N(T) parallel to M and onto R(T) parallel to S 
are random operators. If T+ denotes the generalized inverse of T induced by 
(2.2), then for ally E Y, 
(co E 0: y E D(T+(w))} E .pP. (2.3) 
3. MEASURABILITY OF METRIC PROJECTORS 
AND METRIC GENERALIZED INVERSES 
Many approximation methods for solving (deterministic) operator 
equations require the performance of projections onto subspaces or convex 
sets. One frequently has to choose the approximating subspaces depending 
on the random parameter in applying projection methods to random operator 
equations. This makes it necessary to study the question when projectors 
onto randomly varying subspaces or sets are random operators. 
DEFINITION 3.1. Let C G X and for all x E X, P&x) := {c E C: ]]c - x]] = 
inf,,, II Y - XII . PC is called “(set-valued) metric projector onto C.” C is 
called “proximinal” if for all x E X, P,-(x) # 0, and “Chebyshef’ if for all 
x E X, P&x) is a singleton. 
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For a survey about the extensive literature on proximinal and Chebyshef 
sets see [40]. Any proximinal set is necessarily closed, and so is every P&x). 
Remark 3.2. In Hilbert space, the metric projector onto a closed 
subspace is the orthogonal projector and can therefore be represented by a 
(generalized) Fourier series. Using this fact, one can show that the 
measurability of the metric projector onto a random subspace is equivalent 
to the measurable dependence of the subspaces on the random parameter. 
This approach cannot be used to deal with the problem of measurability of 
the metric projector either onto random sets that are not subspaces or in the 
Banach space case. For treating this problem in its full generality, we will 
use the following theorem which is a special case of a recent result in 
stochastic optimization. 
THEOREM 3.3. Let T: R x X-+ CB(Y) be a continuous set-valued 
random operator, S: Sz x X + IR a continuous random functional. For each 
w E l2, let 
where 
M(o) := {x E X: S(o, x) = v(o) and 0 E T(o, x)}, (3.1) 
v(o) := sup{S(o, y): y E X and 0 E T(w, y)}. (3.2) 
Assume that for each o E a, M(u) # 0. Then M is a measurable set-valued 
map. 
Proof Though formulated differently, the result is a special case of [ 15, 
Theorem 121 (there only a consequence of the measurability of M is stated, 
but the measurability of M is established in the proof). 1 
Using this result we now prove the measurability of the set-valued metric 
projector onto randomly varying sets. 
THEOREM 3.4. Let C: R-+2x be measurable such that for all w E .R, 
C(w) is proximinal. Let Pc: R x X-+ 2’ be defined by P,(w, x) := P,&x) 
(cf: Definition 3.1). Then P, is a set-valued random operator. 
Proof. We choose x E X arbitrarily, but fixed. Let T, S: R X X + IR be 
defined by 
and 
T(o, z) := d(z, C(w)) (3.3) 
S(w, z) := ---(Ix - z 11. (3.4) 
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In the notation of Theorem 3.3 we have 
M(u) = P,(u. x) (3.5) 
for each o E Q. (We identify T(w, z) with (T(w, z)}.) For each o E R, 
T(w, .) and S(w, .) are continuous. For each z E X, T(., z) is measurable 
([20, Theorem 3.31). So T and S are continuous random functionals. As all 
C(w) are proximinal, we can conclude from (3.5) that for all o E R, 
M(w) f 0. It follows from Theorem 3.3 that M is measurable. But because 
of (3.5) this implies that P, is a set-valued random operator. 1 
COROLLARY 3.5. Let C: R + 2’ be measurable such that for all w E 0, 
C(o) is ChebysheJ Then P, (defined as in Theorem 3.4, but now single- 
valued) is a random operator. 
COROLLARY 3.6. Let X be uniformly convex and C: Q --) 2x such that for 
each o E 0, C(o) is convex. Define the (single-valued) operator P, as in 
Theorem 3.4. Then C is measurable tf and only ifPc is a continuous random 
operator. 
ProoJ The “only if’ part follows from Corollary 3.5 (the continuity of 
P,(w, .) is well known). The fixed point set of each P,(o, -) is C(w). The 
“if’ part of the corollary follows now from Theorem 13 in [ 14) and its 
proof. I 
Remark 3.7. It is not known if Corollary 3.5 and the “only if’ part of 
Corollary 3.7 are different statements if X is a Hilbert space, since it is 
unknown if there exist non-convex Chebyshef sets ([40]). However, in 
Hilbert spaces the continuity of the metric projection onto a Chebyshef set 
from norm to weak topology implies the convexity of the set ([2]), so it is 
unknown if it can happen in Corollary 3.5 (for X Hilbert space) that the 
random operator P, is discontinuous. Since random fixed point theory is 
only developed for continuous random operators ([ 14]), it is not clear if in 
Corollary 3.5 (X Hilbert space) the randomness of Pc is necessary and 
suflcient for the measurability of C. 
Remark 3.8. In Hilbert spaces, the measurability of the linear projector 
onto a random subspace parallel to its orthogonal complement follows from 
Corollary 3.6. In Banach spaces, however, a linear projector onto a subspace 
is not in general a metric projector, so that the results of this section cannot 
be used to obtain measurability results for such projectors. Using the 
representation of certain projectors in terms of generalized inverses we will 
be able to get measurability results for projectors from corresponding results 
for generalized inverses in Section 5. 
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One of the many notions of generalized inverses of operators studied in 
the literature is the concept of the “metric generalized inverse.” 
DEFINITION 2.9. Let T: X-+ Y be continuous (not necessarily linear). 
For each y E Y we define the “set of virtual solutions of TX = y” by 
E(y):={xEX:IITx-yll=&;I(Tz-yl(}. (3.6) 
The “metric generalized inverse of T” is the map T’: Y-r 2x U (0) defined 
by 
F(Y) := {x E E(Y): II4 = ,& Ilzlll- (3.7) 
Each x E Ta(y) is called a “best approximate solution of TX = y.” For a 
random operator T: Q x X-P Y and a map y: 0 --t Y, we will denote by 
E(o, y(w)), respectively, Ta(co, y(o)), the set of virtual (respectively best 
approximate) solutions of T(o)x = y(w). 
THEOREM 3.10. Let T: Q x X-, Y be a continuous random operator 
such that for each o E Q and y E Y, Ta(co, y) # 0. Then E and p are set- 
valued random operators; for each measurable y: R + Y, the set-valued maps 
w + E(w, y(o)) and w --f Ta(co, y(o)) are measurable. 
ProoJ Let y: Q --) Y be measurable. The map (w, x) -+ ]I T(w, x) - y(o)ll 
is a continuous random functional. So it follows from Theorem 3.3 that 
w + E(o, y(w)) is measurable. 
Let x0: R +X be measurable such that for all o E s), x0(w) E E(o, y(o)). 
Such an x, exists according to Theorem 2.6. For all o E 0, let E,(o) := 
{x E E(w, y(w)): l/x]/ Q ]]xO(w)I]}. It follows from [13, Lemma 17; 20, 
Section 4] that E, is measurable. Let R: Q X X-t D(X) be defined by 
R(w, x) := {x - z: z E E,(w)}. R is a continuous set-valued random 
operator. The solution set of the stochastic optimization problem 
inf{l]xl]: 0 E R(o, x)} 
is precisely Ta(w, y(o)). So it follows from Theorem 3.3 that 
o + T’(co, y(o)) is measurable. The assertion that E and Ta are random 
operators follows from the above by taking constant functions for y. I 
Remark 3.11. Using a more general form of Theorem 3.3 (namely, 
Theorem 12 in [15]) we could prove Theorem 3.10 also in the case where T 
is not defined everywhere, but only on the graph of a measurable set-valued 
map fulfilling a separability assumption (cf. [ 14, 151). It should also be 
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noted that Theorem 3.10 contains as a special case results about 
measurability of T- ‘, if this exists. 
4. MEASURABILITY OF OUTER INVERSES 
Another useful partial inverse is the “outer inverse” of a linear operator. 
DEFINITION 4.1. Let T E L(X, Y). An operator S E L( Y, X) is called an 
“outer inverse of T’ if 
STS = S. (4.1) 
Remark 4.2. We treat only bounded outer inverses here. Note that 0 is 
an outer inverse of any operator. A sufficient condition for TE L(X, Y), 
T # 0, to have a non-zero (bounded) outer inverse is that N(T) and R(T) are 
closed and possess topological complements; no useful necessary and 
sufficient conditions seem to be known. Outer inverses are useful for 
obtaining inverse mapping theorems and generalizations of Newton’s method 
for nonlinear operator equations with singular derivative (see [36, lo]). In 
order to make these techniques applicable to random operator equations, we 
investigate the question of measurability of bounded outer inverses of 
random bounded linear operators. In order to do this it is tempting to apply 
results from stochastic fixed point theory to (4.1) in L( Y, X). But as L(Y, X) 
is in general not separable, this approach does not work in a straightforward 
way, since stochastic fixed point theory is only developed in separable spaces 
(both for technical and conceptual reasons, cf. Remark 19 in [14]). So we 
use a slightly different approach. To this end we develop and prove some 
technical lemmas, leading to the proof of Theorem 4.9, which is the main 
result of this section. For every r > 0, we introduce 
K,(X, Y) := (L E L(X, Y): (IL 1) < r}. (4.2) 
Throughout this section let T: R x X+ Y be a bounded linear random 
operator. For each w E R let 
O(w) := {S E L(Y, A-): ST(w)S = S} (4.3) 
be the set of outer inverses of T(o). 
Recall that the strong topology on L(X, Y) is the locally convex Hausdorff 
topology generated by the seminorms S + [(SX]], where S E L(X, Y) and 
x E x. 
LEMMA 4.3. Let L(X, Y), L(X, X), and K,( Y, X), where r > 0, be 
equipped with the strong topology. Then: 
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(a) K,( Y, X) is a complete separable met&able space. 
(b) The function 
O:K,(Y,X)XL(X, Y)-+L(X,X) 
(S 9 L) +SoL 
is (jointly) continuous. 
Prooj: For example [9, 111. g 
This result enables us to use methods of stochastic fixed point theory to 
treat (4.1) in L( Y, X), respectively, K,(Y, X), equipped with the strong 
topology. But we have to be careful, since by changing the topology we 
might have arrived at a different notion of measurability. 
DEFINITION 4.4. G: Q -+ L(Y, X) is called “strongly measurable” if for 
all D c L(Y, X) which are open in the strong topology, G-‘(D) E xf. 
LEMMA 4.5. For G:R+L(Y,X) let L:Rx Y-+X be defined by 
L(w, y) := G(w) y. Then L is a random operator if and only if G is strongly 
measurable. 
Prooj: Assume that G is strongly measurable. Let ES X be open, y E Y. 
Then 
(w E R: L(w, y) E E) 
since {ME L( Y, X): MY E E} is strongly open. Thus L is a random 
operator. 
Conversely, assume that L is a random operator. Let D s L(Y, X) be open 
in the strong topology. It is well known that 
.Y := ({TEL(Y,X): TyEE}: yE Y,EcXopen} (4.4) 
is a subbasis of the strong topology, so that 28 := {flScy, S: ,y’ c %inite} 
is a basis of the strong topology. Thus there is a 9’ E 28 such that 
D= u u (BnK,(Y,X)). (4.5 ) 
IlEN EE.cag’ 
It follows from Lemma 4.3 that for each n E N, K,( Y, X) is a Lindelof space, 
which implies the existence of countable sets 28: G 9’ such that for each 
nE N, 
U (BnK,(y,X)) = U (B nKO23). (4.6 ) 
EE9’ EEA?B:, 
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Because of (4.4), (4.5), and (4.6), in order to prove that G is strongly 
measurable it suffices to show that for all y E Y, open E c X, and every 
integer n, 
(wER:G(~)~EE,/JG(~)/~~~} E.v’. (4.7) 
As L is a continuous linear random operator and Y is separable, it follows 
that w + I] G(w)11 is measurable. But this together with the randomness of L 
implies that (4.7) holds. 1 
It is well known (cf., e.g. [20]) that ifJ Q x M+ N (M separable metric, 
N metric) is such that for all m E M, f(-, m) is measurable and for all 
cc) E .R, f(w, .) is continuous, then f is (jointly) measurable (“measurability” 
refers to the Bore1 o-algebras on M and N). Since the strong topology on 
L(X, Y) is in general not metrizable, we cannot simply put N := L(X, Y). But 
in view of Lemma 4.3 the next result is no surprise. 
LEMMA 4.6. Let M be a separable metric space, .d the o-algebra on M 
generated by the open sets, f: Q x M + L(X, Y). Assume that for all m E M, 
f(., m) is strongly measurable and that for all w E Q, f(w, +) is continuous 
with respect to the strong topology. Then f is strongly measurable as a 
function on (Q, &‘) x (M, .M). 
Proof Let Z be a countable dense subset of M, A a strongly closed 
subset of L(X, Y). For all integers n, let A, := {L E A: )I L 1) < n) c X2,(X, Y). 
Because of Lemma 4.3 there exists a metric d,, which generates the strong 
topology on X*,(X, I’). By d we denote the metric on M. 
Let a,,: L(X, Y) + R be defined for all integers n by 
d,(r) := 
I 
ddrr 4 if r E X2,(X, Y) 2 
if r & KJX, Y)’ (4.7) 
Then we have 
{(o,x)EnxM: f(o,x)EA} 
= ,‘;? x?, {(a x) E f-2 x M: &df(o, x)) < k- ’ 1. (4.8) 
Let n and k be arbitrary integers. Then 
As Kzn(X, Y) is strongly closed, {w E a: f(w, z) E K,,(X, Y)} E &’ for all 
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z E Z and n E N. This together with (4.7) implies that &(f(.,z)) is 
measurable. But from this together with (4.8) and (4.9) we can conclude that 
{(w,x)ERXM:f(w,x)EA}EdX9. (4.10) 
Thus f’is (jointly) strongly measurable. I 
LEMMA 4.7. Let L: R x X-r Y be a bounded linear random operator, 
r > 0, and define N: Q X K,.( Y, x) -+ L( Y, X) by N(o, S) := S o L(o) o S - S. 
Let K,.(Y, X) and L( Y, X) be equipped with the strong topology and the 
generated o-algebra. Then N is jointly measurable. 
Proof. Because of Lemma 4.3, N(o, .) is continuous for each o E R. On 
the other hand, for each S E K,(Y, X) and y E Y, N(., S)y = SL(.)Sy - Sy 
is measurable since L is a random operator. This together with Lemma 4.5 
implies that N( . , S) is strongly measurable for all S E K,(Y, X). Because of 
Lemma 4.3(a) we can apply Lemma 4.6 with M := K,(Y, X) and obtain the 
joint measurability of N. 1 
LEMMA 4.8. Let T: Q x X-+ Y be a bounded linear random operator 
and let r > 0. For each w E R, let 
O,(w) := O(w) n K,( Y, X), (4.11) 
where O(w) is defined as in (4.3). Then for all w E Q, O,(w) is nonvoid and 
strongly closed. Furthermore 0, is a measurable set-valued map into 
K,(Y, X) equipped with the strong topology. 
ProoJ Let w E 0 be arbitrary, but fixed. Then O,(w) # 0, since 
0 E O,(w). Let (S,) be a sequence in O,(w) converging strongly to 
S E K,( Y, X). Because of Lemma 4.3(a) it suffices to show that 
s E Or(w) (4.12) 
in order to prove the strong closedness of O,(w). Because of Lemma 4.3(b), 
(S,L(w)S,) converges trongly to SL(w)S. But since for all integers n we 
have S,&(w) S, = S,, (4.12) follows. 
Now let N be defined as in Lemma 4.7 (with T instead of L). We note that 
Gr 0, = N-‘({O}). (4.13) 
Because of Lemma 4.7 and (4.13), Gr 0, is a measurable subset of 
Q x K,(Y, X). Because of Lemma 4.3(a) we can apply [20, Theorem 3.5.31 
to conclude the measurability of 0,. ! 
Now we are ready to prove the existence of measurable bounded outer 
inverses of T. 
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THEOREM 4.9. Let T: R x X--t Y be a bounded linear random operator. 
Then there exists a countable set of bounded linear random operators 
S,: Q X Y+ X such that for all w E Q and n E N, 
S,(w) T(w) S,(w) = S,(o). (4.14) 
Furthermore for all wO E Q the following holds: 
If L E L(Y, x) is an outer inverse of T(w,,), then there exists a sequence 
n, , n,, n, ,... of integers such that for all y E Y, 
lim S,(q) y = Ly. 
i-w 
(4.15) 
Proof. For any integer m, define 0, as in (4.11). Because of 
Lemma 4.3(a) and Lemma 4.8 we can conclude from [20, Theorem 5.61 that 
there exist strongly measurable functions S,, , Sm2, S,, . . . . 51 --t K,(Y, X) 
such that for each w E R, {Smj(w): j E N } is a strongly dense subset of 
O,(w). By identifying N x N with N we get a countable set S,, S,, S,,... of 
bounded linear random operators (Lemma 4.5) on fi x Y into X which fulfill 
(4.14). If L E L(Y, X) is an outer inverse of T(o,) for some q, then 
T E O,(q) for some integer m. Because of the strong density of 
(S,,Jq): j E N} in O,(w,) the result involving (4.15) follows. I 
COROLLARY 4.10. Let (0, -oP, p) be a a-finite, not necessarily complete 
measure space. Then the results of Theorem 4.9 hold, 17 “for all wO E a” is 
replaced by “for p-almost all co0 E a” in the statement preceding (4.15). 
Proof Let (Q, 2, P) be the completion of (Q, ,pP, u). Since & E 2, the 
assumptions of the corollary hold with (0, JS?, p) replaced by (0,2, p). So 
we can apply Theorem 4.9 and conclude the existence of functions Smi 
(m, j E N) which are strongly measurable with respect to 2 such that for 
each m E N and w E R, {Smj(o): j E fN} is strongly dense in O,(w). Let 
m E IN be arbitrary, but fixed, and @ be a countable generator of the u- 
algebra on K,(Y, X) generated by the strong topology. Such a g exists 
because of Lemma 4.3(a). Then for all D E @ and j E M, 
S;;(D) = B,,u Lb,, (4.16) 
where A Dj E J, L,JcNb,j with NDJE J, and &‘VDJ) = 0. Let M := 
UjEU UDeZND,j and define for each j E N 
Smj: 52 + K,(Y, X) 
w+ 
I 
zn,w if w@M 
0 if wEM’ 
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Then each Smj is strongly measurable with respect o JX?’ and for all w0 E a, 
{S,j(~,): j E N} is a subset of O,(o,), which is strongly dense for cc,-, & M. 
As ,u(M) = 0, the conclusion follows in the same way as in the proof of 
Theorem 4.9. n 
Remark 4.11. Similar results can be proved for inner inverses in an 
analogous way. Recall that a bounded inner inverse of T E L(X, Y) is an 
operator S E L (Y, X) such that 
TST = T. (4.18) 
There is one significant difference in obtaining measurability results for inner 
inverses of random operators as opposed to the preceding results about outer 
inverses: In Lemma 4.8 we could conclude O,(w) # 0 since 0 is an outer 
inverse of any linear operator. But as 0 is not an inner inverse unless T = 0, 
one has to add assumptions which guarantee that each T(o) has a bounded 
linear inner inverse of norm less than m for some m (independent of w). 
In a similar way one can prove the measurability of partial inverses of T 
which fulfill various combinations of the Moore-Penrose equations (1.1) in 
the Hilbert space case. Note that if one of the equations (l.l),, (1. 1)4 is 
involved, one has to replace the strong topology by the weak operator 
topology, since the forming of the adjoint is weakly, but in general not 
strongly continuous ([ Ill). 
5. MEASURABILITY OF GENERALIZED INVERSES 
OF RANDOM LINEAR OPERATORS BETWEEN BANACH SPACES 
Measurability results for generalized inverses of a random linear operator 
T appeared first in [33]; the results there provide information in the case 
where T is defined on a separable Hilbert space and is either bounded or has 
a bounded generalized inverse. Results on measurability of the generalized 
inverse (in the Hilbert space setting) where neither T nor Tt need to be 
bounded can be found in [38]. In this section we treat the case when T is 
defined on a separable Banach space. Here one encounters technical 
difficulties which have no counterpart in the Hilbert space case. To see this 
we recall (cf. Section 1) that the generalized inverse of a linear operator T 
between two Banach spaces exists if N(T) and R(T) have topological 
complements. Different choices of complements (equivalently: projectors) 
induce different generalized inverses. These projectors are rarely metric 
projectors. So if T is a random operator, we cannot conclude the 
measurability of projectors onto N(T) and R(T) from Theorem 3.4: in fact, 
since complements are not unique, in general there will be projectors onto 
N(T) and R(T) which fail to be random operators. *Hence one either has to 
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assume that measurable projectors exist or to impose conditions on T that 
imply the existence and measurability of (continuous) projectors onto N(T) 
and R(T). 
We will first use the “limit theorem approach” (see Section 2) by 
employing approximation schemes for generalized inverses. In the Banach 
space setting satisfactory approximation schemes for generalized inverses are 
so far only available for operators mapping a Banach space into itself; hence 
our results using the “limit theorem approach” will be restricted to this case 
(Theorems 5.1, 5.6, and 5.7). However, using a “selection theorem 
approach” we will be able to treat the case where the range space is different 
from the domain space (Theorem 5.9). 
THEOREM 5.1. Let T be a bounded linear random operator on R x X 
into X. Assume that for all w E Q, ((I - T(w)‘)“) converges (in the operator 
norm), and that (T(w)(Z - TV)“) converges (in norm) to the zero operator 
norm), and that (T(o)(Z- T(w)‘)“) converges (in norm) to the zero 
operator; P(w) := lim,_,(Z- TV)“. Then P is a random operator; for 
each w E Q, P(w) is a continuous linear projector with R(P(w)) = N(T(o)) 
and R(I - P(o)) = R(T(w)). Furthermore, TJ,,_, is a random operator on 
nxx. 
Proof It follows from [27, Theorem l] that for each w E Q, P(w) has 
the properties claimed; furthermore we can conclude that for each w E Q, 
T+(&q,~,,-~w = 2 T(w)V - T(N2)“t n=O (5.1) 
where the series in (5.1) converges in the operator norm. Using these facts 
and Lemmas 2.3 and 2.5 we can conclude that P and T$,,-, are random 
operators. I 
Remark 5.2. It follows from the assumptions of Theorem 5.1 that T has 
closed range and that for all w E D, X = N(T(o)) @ R(T(w)). In 
Theorem 5.1 we had to assume that ((I- T(o)‘)“) was uniformly 
convergent. In Theorem 5.6 we will give a measurability result for Tt without 
explicitly assuming the convergence of a similar sequence involving powers 
of T. Instead, we will make assumptions about the location of the spectrum 
of T. 
To obtain approximation schemes for the generalized inverse under those 
assumptions, we use extensions of the Neumann series expansion similar to 
those given, for example, in [26,45]. 
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LEMMA 5.3. Let L:X-+X be linear and bounded, p > 0, x0, y E X. 
Assume that for the spectrum a(L) we have 
a(L)sB L 
( 1 P ’ 
where 
B ($):= I&: Iz-(L-$)Is$J. 
(5.2) 
(5.3) 
Assume furthermore that o(L) has positive distance from aB(l//3), the 
boundary of B(l/P). F or any integer n, define 
X n+1 :=mn + (1 -P)x, +PY* (5.4) 
Then (x,) converges to the unique solution of 
x-Lx= y. (5.5) 
Proof. Let T, := /3L + (1 - /?)I. Then z E o(L) iff /Iz + (1 - /I) E a( T,). 
So for the spectral radius of T, we have 
PU’,) < 1. (5.6) 
This implies convergence of the Neumann series in the operator norm: 
f T,m= (I- T,)-‘. (5.7) 
m=O 
An easy calculation shows that for the sequence defined in (5.4) we have 
X n+1= T,Jx, +P 2 T;y. 
In=0 
(5.8) 
Using this and (5.7), we conclude that 
lim x, = /?(Z - T,)-‘y. (5.9) n-too 
Thus by definition of T,, (x,) converges to the unique solution of 
Z-daL+(l-~Y)x=PY 
which is also the unique solution of (5.5). 1 
LEMMA 5.4. Let L: X+ X be linear and bounded. Assume that o(L) is 
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contained in an open ball in the complex plane whose center lies in (-00, 1) 
and whose boundary passes through 1. If r denotes the radius of such a ball, 
let 
0 <P < l/r. (5.10) 
Then for any x0, y E X, the sequence deflned in (5.4) converges to the unique 
solution of (5.5). 
Proof. Let p be as in (5.10). By assumption we have for every z E o(L) 
that Iz - (1 - r)l < r. The ball with center (1 - r) and radius r is contained 
in the set B(l/P) f rom (5.3). So a(L) c int B(1//3). Because of the 
compactness of a(L), the distance from o(L) to aB(l/j3) is positive. So we 
can apply Lemma 5.3. I 
THEOREM 5.5. Let L: X-t X be linear and bounded. Assume that o(L) is 
contained in a closed ball in the complex plane with radius r whose center 
lies in (-00, 1) and whose boundary passes through 1. Let 
and assume 
A :=I-L (5.11) 
X=N(A)@R(A). (5.12) 
The projector onto N(A) induced by (5.12) will be denoted by P (so that 
Q := I - P is the projector onto R(A) parallel to N(A)). Let 0 < p < l/r. 
Then: 
(a) (I - /?A)” converges in the operator norm to P. 
(b) For all y E R(A), the series 
f B(I - PAY’Y (5.13) 
II==0 
converges to Ad,o y; the convergence is uniform on bounded subsets of R(A). 
(c) The sequence 
X n+, :=PLxn + (1 -Pk +Pv (5.4) 
converges (/or arbitrary x0 E X) if and only ify E R(A); in this case we have 
lim x, = Pxo + A;,, Y. 
n-m (5.14) 
Thus, tf y E R(A), every solution of (5.5) can be obtained as a limit of the 
sequence in (5.4) by choosing x,, suitably. 
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Proof: Let z := L 1 R(A), x := ZRcal - 2, Fb := ZRcaj -PI. Choose 
F:== l/,/3 > r. In the notation of (5.3) we have 
B(r)\{ 1 } C int B(F). (5.15) 
A’ maps the Banach space R(A) onto itself, N(A) = (0). By the Open 
Mapping Theorem, A has a bounded inverse, thus 
1 GG o(L). (5.16) 
As a(E) c a(L), we can conclude from (5.15), (5.16), and the assumptions 
about o(L) that 
o(2) E int B(f). (5.17) 
So we can apply Lemma 5.4 to the operator 2 on R(A) with P instead of r 
and conclude that for all x0, y E R(A), the sequence 
X n+, :=a + (1 -P>x, +Py 
converges to the unique solution of 
(5.18) 
x-Lx= y 
in R(A), which is Af,o y. 
Now let x0 E X, y E X, and define (x,) by (5.4). Then an easy calculation 
shows that for all n E R\1 
Px n+, =% +PPYv 
Qxn+l = (I-PA)Qx,, +PeY. 
(5.20) and the convergence of (5.18) yield 
lim Qx,, I = A;,,@. “-too 
(5.19) 
(5.20) 
(5.21) 
If y E R(A), then (5.21) and (5.19) show that 
lim x,=A~,y+Px,. 
n+m 
(5.22) 
If y &R(A), (5.4) diverges because of (5.19). As the solution set of 
x-Lx=yisAi,,y+ N(A), the preceding completes the proof of part (c). 
As in the proof of Lemma 5.3 (using the information about a$) obtained 
above) we see that 
P(Q < 1. (5.23) 
409/83/2-I7 
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So CzYO FD converges in the operator norm on R(A) to (ZRC,4j - TD) ‘. 
which proves (b). To prove (a), we observe that for x E X we have for all 
n~iN, (I--PA)“x=(Z-PA)“Px+(Z-PA~Qx=Px+(Z-PA)~Qx and 
thus 
IW-PA)“x-WI G IIU-PAYQII . Ilxll, (5.24) 
which implies 
IW-PAY-PI1 G II~II. (5.25) 
Because of (5.23), lim,+, I( c[I = 0, which together with (5.25) completes the 
proof. I 
The results of Theorem 5.5 are of independent interest for deterministic 
operators. We will now use them to prove another measurability result for 
the generalized inverse of a random linear operator. 
THEOREM 5.6. Let T be a bounded linear random operator on R XX 
into X. Assume that for all w E 0, 
0) X= N(T(w)) @ R(T((u)). 
By P(w) we denote the induced projector onto N(T(o)). 
(ii) o(T(o)) is contained in a closed disk in the complex plane with 
radius r(o) whose center lies on (0, to) and passes through 0. 
Furthermore we assume that there exists a measurable function g: R + Ri 
such that r(w) < g(w) for all w E R (this holds, in particular, if 
supUEn r(w) < +co). Then P and Ti(T),NCT, are random operators. 
Proof For each w E 0, L(w) := I- T(o) fulfills the assumptions of 
Theorem 5.5. Let p(w) := 1/(2g(o)) < l/r(w). p is measurable. From 
Theorem 5.5(a) we conclude that for all w E a, (Z -p(w) T(o))” converges 
to P(o); thus P is a random operator. Let y EX. It follows from 
Theorem 5.5(c) that for all w E Q, 
f. P(w)U -P(o) T(~))“V - P(w))Y = T+Wmw~w~w~~ Y. 
Because of the randomness of P and Lemma 2.3, all terms in this convergent 
series are measurable. Thus by Lemma 2.5, T&Tj,NCTJ is a random 
operator. I 
In Theorems 5.1 and 5.6 the range of T has to be closed. The next result 
deals with the case of a non-closed range. 
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THEOREM 5.1. Let X be reflexive and T a bounded linear random 
operator on R x X into X. Assume that for all w E R, X = N(T(w)) 0 -- 
R(T(o)) and ((I - T(w)*)” x ) is convergent for all x E X. Then T&,N(Tj is a 
random operator from 0 x X into X. 
Proof It follows from [26, Theorem 5.31 (with A = B := 7’) that for each 
o E R and x E N(T(o)) + R(T(o)) 
= 2 (Z - T(w)*)“T(w)x. 
n=o 
(5.26) 
Let x E X be fixed, but arbitrary and define for each n E N, 
w j
I 
V - T(4’)“W)x ifx E N(T(w)) t R(T(w)) 
0 otherwise (5.27) 
It follows from the randomness of T, Lemma 2.3, and Lemma 2.7 that all h, 
are measurable. Because of (5.26) and (5.27), JJzzp= h, converges to a 
measurable function h: 52 + X. For any open D c X, 
(w E Q: x E D(T+(w)) and Tt(w)x E D} 
= {o E Q: x E D(T+(o))} n {o E R: h(w) ED} (5.28) 
because of (5.26) and the fact that D(Tt(o)) =R(T(w)) + N(T(o)). But 
(5.28) together with the measurability of h and Lemma 2.7 implies that Tt is 
a random operator from R x X into X. 1 
All the results obtained so far in this section use the limit theorem 
approach and are restricted to the case of a random operator mapping a 
Banach space into itself. Using a selection theorem approach, we are able to 
handle the case where domain and range spaces may be different; the 
random operator will be required to have a closed range, however. 
LEMMA 5.8. Let T. Q xX+ Y be a bounded linear random operator 
with closed range, M: R + 2x measurable such that for all w E Q, M(w) is a 
subspace of X with X = N(T(w)) @I M(w). Let 
(TIM)-‘:GrR(T(.))+X (5.29) 
be defined such that for each w E R and y E R(T(w)), (T 1 M)- ‘(co, y) is the 
unique element x in M(w) with T(o)x = y. Then (T 1 M)-’ is a bounded 
linear random operator with stochastic domain R(T(.)). 
604 ENGLANDNASHED 
Proof: Define U: R X Y+ 2x U (0} by U(w, y) := (x E X: T(o, x) = y). 
As in the proof of Lemma 2.4 we see that each U(., y) is measurable. 
Because of [20, Theorem 3.531 M17 U(., y) is measurable. For any 
(w Y> E GWWN)~ 
Ww)n U(w y)= Nwf-‘(w, Y>b (5.30) 
For any (w, y) @ Gr(R(T(.))), U(w, y) = 0. So for any y E Y and open 
DGX, 
{w E R: y E R(T(w)) and (T] M)-‘(w, y) ED} 
={w~D:y~R(T(w))}n{o~a:M(o)nu(o,y)nDf~~}. (5.31) 
The first set on the right-hand side of (5.31) is in .cP because of Lemma 2.4 
and [20, Theorem 3.5.31. This together with the measurability of 
Mn U(., y), (5.30), and Lemma2.4 implies that (r] M)-’ is a random 
operator with stochastic domain R(T(.)). 0 
THEOREM 5.9. Let T: R x X+ Y be a bounded linear random operator 
with closed range, let M: SJ + 2x and S: Q + 2’ be measurable such that for 
all w E ~2, M(w) and S(o) are subspaces of X and Y, respectively, with 
X= N(T(w)) 0 M(w) and Y = R(T(o)) @ S(o). Then Th,, is a bounded 
linear random operator on a X Y. 
Proof. For any linear operator L we denote its graph (as subset of X X Y 
or Y x X) by y(L). We reserve the symbol “Gr” for the graph of a set-valued 
map (cf. Definition 2.1) in order to avoid confusion. 
We use the notation of Lemma 5.8 and its proof. 
Since 7’t is the unique linear extension of (T ( M)-’ (defined on R(T)) and 
0 (on S) to all of Y, we have for all o E R 
IV+@)) = y((TI W’(w)) + (S(w) x PII. (5.32) 
Since w + S(w) X {O} is a measurable map into 2 ” ‘, we can conclude from 
[20, Theorem 5.61 that there exist measurable functions u,, Us,...: Q + Y x X 
such that for all o E Q, 
S(w) x {O} = {u,(w), u,(w),...}. (5.33) 
Since T is a continuous random operator, we have for every open set 
DcYxX, 
{wER: {(y,x)E Yxx: T(w)x=y}nD#t} 
= u {w E f2: (T(w)z, z) ED} E cc9, (5.34) 
LEZ 
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where 2 is a countable dense subset of X. Because of (5.34), the set-valued 
map 
co--, {(y,x)E Yxx: T(w)x= y) (5.35) 
is measurable. We observe that for all o E D, 
y((T~M)-‘(w))=((y,x)EYxX:T(o)x=y~n(YxM(o)).(5.36) 
This together with the measurability of Y x M(e), the measurability of the 
map in (5.35), and [20, Theorem 3.5.31 implies that y((T] M))‘) is 
measurable. By [20, Theorem 5.61 it then follows that there exist measurable 
functions u, , u2 ,...: n + Y x X such that for all w E fi, 
Y((Tl M)-‘(4) = (Ul(~), u*bb-*I* (5.37) 
From (5.32), (5.33) and (5.37) we conclude that for each w E 52, 
(5.38) 
This together with [20, Theorem 5.61 implies the measurability of y(Tt). 
It remains to be shown that this implies that Tt is a random operator. To 
this end, let YE Y be arbitrary, but fixed, and C a closed subset of X. 
Because of the continuity of each T+(o) and the measurability of y(T+) we 
have 
(co E S2: T+(w)J% C) 
= n (WESZ:y(~(,))n[{yEY:Ily-~llgn-‘}xc]#Izr}E~. 
nsN 
So p is a random operator. I (5.39) 
As an immediate consequence we obtain a measurability result about the 
projectors onto N(T) and R(T) as indicated in Remark 3.8. 
COROLLARY 5.10. Let T, M, and S be as in Theorem 5.9. For each 
o E i2, let P(w) be the projector onto N(T(o)) parallel to M(o), Q(U) the 
projector onto R(T(o)) parallel to S(w). Then P and Q are random 
operators. 
Proof: As P = I - TtT and Q = mt, the result follows from Theorem 5.9 
and Lemma 2.3. fi 
Similar results can be obtained under the assumptions of Theorems 5.1, 
5.6, or 5.7. 
As it was discussed in 1381, a random operator equation with more than 
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one solution will in general also have non-measurable solutions. The results 
of this section enable us to investigate the structure of the set of all 
measurable projectional (least-squares) solutions of a linear random operator 
equation as a subset of the set of all such solutions. 
THEOREM 5.11. Let T: R x X + Y be a bounded linear random operator. 
Let T+(o) be the generalized inverse of T(w) with respect to given de- 
compositions X = N(T(o)) @ M(w), Y = R (T(U)) 0 S(w). Let y: JJ + Y 
be measurable such that for all w E J2, y(w) E D(T+(w)). Assume 
that Tt( . )y( . ) is measurable. Then there exist measurable functions 
x1, x2 ,...: I2 + X such that for all u E JI, (x,(w), x2(w) ,... } is a dense subset 
of the set of all projectional solutions of T(o)x = y(w) (i.e., the solution set 
of T(w)x = Q(w) y(w), where Q(w) is the projector onto R(T(w)) parallel to 
S(w)). 
Proof Because of Lemma 2.4 and 120, Theorem 5.6 1, there exist 
measurable functions n, , n,,...: 0 + X such that for all w E Q, N(T(w)) = 
{n,(w), n,(R),... 1. 
As the set of all projectional solutions of TX = y is given by Tfi + N(T), 
we can put 
xk(w) := T+(o) y(w) + nk(m) (5.40) 
for all w E Q, k E N. 1 
Remark 5.12. The assumptions of Theorem 5.11 are fulfilled, e.g., under 
the assumptions of Theorems 5.1, 5.6, or 5.9. It follows from 
[33, Theorem 2.21 that the assumptions of Theorem 5.11 are also fulfilled if 
X and Y are separable Hilbert spaces and Tt is the Moore-Penrose 
generalized inverse. Thus we get: 
COROLLARY 5.13. Let X and Y be separable Hilbert spaces, 
T: R x X + Y a bounded linear random operator, Tt its Moore-Penrose 
generalized inverse, y: a -+ Y measurable such that for all w E JI, 
y(w) E D(T+(o)). Then there are measurable functions x, , x2 ,...I 0 -+X such 
that for all co E R, {x,(w), x2(w),...) is a dense subset of the set of all least- 
squares solutions of T(w)x = y(w). 
Using the method of the proof of Theorem 5.9, we can also establish 
measurability of the Drazin inverse of a linear random operator. 
THEOREM 5.14. Let T: 0 x X+ X be a bounded linear random operator 
with Jinite ascent and descent (which then are necessarily equal; see [43]). 
For each w E 0, let a(w) be the ascent of T(o). Assume that there exists an 
integer k such that for all w E R, a(W) < k. Then the Drazin inverse Td of T 
is a bounded linear random operator on 6’ x X. 
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Proof: By Lemma 2.3, p is a bounded linear random operator. For all 
w E R, p(o) has closed range and X=R(Tk(m))@N(Tk(o)). By 
Lemma 2.4, R(Tk( . )) and N(p( . )) are measurable. As in the proof of 
Lemma 5.8 we see that (T ] R(p))- ’ is a bounded linear random operator 
with stochastic domain R(p( . )). As r’ is the unique linear extension of 
(TJR(T’+))-’ (d f d e me on R (Tk)) and 0 (on N(p)) to all of X, the result 
follows by a proof analogous to the proof of Theorem 5.9. 1 
6. A GLIMPSE AT POSSIBLE APPLICATIONS 
Results about measurability of various generalized inverses have wide 
range applications to random integral and differential equations. As some of 
the possible applications are discussed in detail in [38], we make only some 
remarks. 
The applicability of random operators in the sense discussed here to 
random integral equations hinges on the following simple proposition. 
PROPOSITION 6.1. Let k: G x (0, l]‘-+ IR be such that for all o E J2, 
k(o, ., .) is jointly continuous at all (s, t) which do not lie on any offinitely 
many curves t = #i(s) (independent of w) and separately continuous 
everywhere. For x E L, 10, 1 ] and w E an, define 
K(w, x) := -’ k(w, ., t) x(t) dt. ! 0 
(6.1) 
Then the following statements are equivalent: 
(i) K is a random operator on L,[O, l] into itself. 
(ii) K ( C[O, l] is a random operator on C[O, l] into itself. 
(iii) k is a “random kernel,” i.e., for all s and t in [0, 11, k(., s, t) is 
measurable. 
The most important application of Proposition 6.1 is to the case of kernels 
which are jointly continuous for s # t and separately continuous everywhere. 
This includes Green’s functions and generalized Green’s functions for 
boundary value problems for ordinary differential equations. 
Let k: 0 x [0, l]* + m be measurable in w and jointly continuous in (s, t) 
and let K: R X L 2 [0, 1 ] --, L Z [ 0, 1 ] be the induced random Fredholm integral 
operator (6.1). Let I be a measurable real- or complex-valued function on R. 
If (I-n(w) K(w)) is invertible for all w E Q, then the (usual) resolvent 
operator is a random integral operator as in Lemma 6.1. If y is the resolvent 
kernel, then w + ~(0, ., a; n(w)) is measurable from f2 into L,[O, l]*. 
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In [38] we consider also the case where (Z-L(w) K(w)) is not 
necessarily invertible and construct a random analogue to the Hurwitz 
pseudoresolvent (kernel). We characterize all measurable pseudoresolvents. 
From this and the observation that Z, is a pseudoresolvent if and only if 
I + Jr, is a bounded inner inverse (see (4.18)) of Z - AK, we get a 
measurability result for inner inverses of Z-AK without the additional 
assumptions mentioned in Remark 4.11. 
Another application is to random boundary value problems of the form 
n-1 
Jzo {aij(w)f”‘(a) + Pij(“)f”‘(b)l = O3 
i = I,..., k, where 0 ( k < 2n. (6.3) 
If 0 is allowed to be an eigenvalue of the differential operator in (6.2), the 
Green’s function does not exist. However, a “generalized Green’s function” 
can be constructed (see, e.g. [30]). Using Proposition 6.1 and a represen- 
tation of the generalized Green’s function as a suitable generalized inverse of 
the differential operator (6.2) on a domain incorporating the boundary 
conditions (6.3) we show in [38] that the generalized Green’s function is a 
random kernel in the sense of Proposition 6.1 provided all coefficients in 
(6.2) and (6.3) are random variables. 
Finally we remark that some of the measurability results for linear 
random operators have interesting applications to nonlinear random operator 
equations. In particular, we can treat “nonlinear alternative problems” 
Lx = F(x), (6.4) 
where L is a linear random operator with nontrivial nullspace and F is a 
nonlinear random operator. 
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