In this paper, we establish two Carleman estimates for a stochastic degenerate parabolic equation. The first one is for the backward stochastic degenerate parabolic equation with singular weight function. Combining this Carleman estimate and an approximate argument, we prove the null controllability of the forward stochastic degenerate parabolic equation with the gradient term. The second one is for the forward stochastic degenerate parabolic equation with regular weighted function, based on which we obtain the Lipschitz stability for an inverse problem of determining a random source depending only on time in the forward stochastic degenerate parabolic equation.
Introduction
Let (Ω, F , {F t } t≥0 , P) be a complete filtered probability space on which a one-dimensional standard Brownian motion {B(t)} t≥0 is defined such that {F t } t≥0 is the natural filtration generated by B(·), augmented by all the P-null sets in F . Let I = (0, 1) and Q T = I × (0, T ). Then, we consider the following forward stochastic degenerate parabolic equation
(x, t) ∈ Q T , y(1, t) = 0, t ∈ (0, T ), and y(0, t) = 0 for α ∈ (0, 1), x α y x (0, t) = 0 for α ∈ [1, 2) , t ∈ (0, T ),
y(x, 0) = y 0 (x), x ∈ I, (1.1) and the following backward stochastic degenerate parabolic equation
t ∈ (0, T ), and y(0, t) = 0 for α ∈ (0, 1), x α y x (0, t) = 0 for α ∈ [1, 2) , t ∈ (0, T ), y(x, T ) = y T (x), x ∈ I.
Obviously, the equation is degenerate at the left-end point x = 0. The main objective of this paper is to obtain Carleman estimates for backward/forward stochastic degenerate equations. As applications, we then apply these Carleman estimates to study a null controllability problem and an inverse random source problem. More precisely, for given subdomain ω = (x 1 , x 2 ) such that 0 < x 1 < x 2 < 1, we consider the following two problems:
Null controllability. Find a pair control (g, G) such that the solution y of the following stochastic degenerate parabolic with the gradient term:
dy − (x α y x ) x dt = (ay x + by + g1 ω )dt + (cy + G)dB(t), (x, t) ∈ Q T , y(0, t) = y(1, t) = 0, t ∈ (0, T ), y(x, 0) = y 0 (x),
x ∈ I, where α ∈ 0, 1 2 and 1 ω is the characteristic function of the set ω. Remark 1.1. For deterministic case, [32] pointed out that the restriction α ∈ 0, 1 2 was optimal for establishing the Carleman estimate under a ∈ L ∞ (Q T ) according to the methods as [1, 9] . [10] gave a further explanation about this restriction. In other words, α ∈ 0, 1 2 is essentially caused by the tool used to prove the null controllability, i.e. Carleman estimates, and is also the best result based on the method used in this paper. parabolic equation:
y(x, 0) = y 0 (x), x ∈ I, (1.4) by the observation data y| ωT and y(x, T ).
Carleman estimate is an important tool to study null controllability and inverse problems, which is a weighted estimate for a solution to a partial differential equation. There are rich references on Carleman estimates for deterministic partial differential equations, see [6, 18, 19, 20, 21, 30, 33, 34, 35] . In recently years, Carleman estimates for stochastic partial differential equations are getting more and more attention. We refer to [5, 31] for stochastic parabolic equation, [39] for stochastic hyperbolic equation, [14] for stochastic Korteweg-de Vries equation, [13] for stochastic complex Ginzburg-Landau equations and so on. However, to the best of our knowledge, there is no paper considering Carleman estimates for stochastic degenerate equations.
One successful application of Carleman estimate in stochastic partial differential equations is to study related control problems for various mathematical models with stochastic effect [15, 24, 27, 31, 38] . As for null controllability for the deterministic degenerate equations, we refer to [1, 9] for degenerate parabolic equation, [10, 32] for degenerate parabolic equation with the gradient terms, [2, 7, 11, 12] for coupled degenerate systems and so on. On the other hand, there are few work on inverse problems for stochastic partial differential equations. We refer to [26] the uniqueness of an inverse source problem for the stochastic parabolic equation. An inverse source problem of determining two kinds of sources simultaneously for a stochastic wave equation was studied in [36] . Global uniqueness of an inverse problem of simultaneously determining random source and initial data for the stochastic hyperbolic equation in [28] . This method then was extended to stochastic Euler-Bernoulli beam equation [37] . As for applications of regularization techniques in the numerical methods for inverse random source problems, we refer to [4] or [3] .
In this paper, we first focus on Carleman estimates for stochastic degenerate parabolic equations. More precisely, we will prove two Carleman estimates for backward/forward stochastic degenerate parabolic equation, respectively with singular/regular weight functions. We apply the first Carleman estimate with singular weight function to study the null controllability for stochastic degenerate parabolic equation with the gradient term (1.3), in whose proof we only assume that the coefficient of the first order term a ∈ L ∞ F (0, T ; L ∞ (I)). Since the equation is degenerate, we could not apply directly the Carleman estimate to absorb the first order term, if a ∈ L ∞ F (0, T ; L ∞ (I)). To overcome this difficulty, we have to improve this Carleman estimate by using the method in [17, 10] for deterministic differential equations, also see [25] for stochastic differential equations. For this reason, we only obtain the null controllability result for α ∈ (0, 1 2 ). On the other hand, unlike the deterministic counterparts, the solution of a stochastic differential equation is not differentiable with respect to time variable, Carleman estimate with singular weight function could not be applied to inverse random source problem. Hence we would like to borrow some ideas from [28] to prove the second Carleman estimate with regular weight function. Applying this Carleman estimate, we obtain a Lipschitz stability for our inverse random source problem.
Throughout this paper, we denote by L 2 F (0, T ) the space of all progressively measurable stochastic process X such that E( T 0 |X| 2 dt) < ∞. For a Banach space H, we denote by L 2 F (0, T ; H) the Banach space consisting of all H-valued {F t } t≥0 -adapted processes X(·) such that E( X(·) L 2 (0,T ;H) ) < ∞, with the canonical norm; by L ∞ F (0, T ; H) the Banach space consisting of all H-valued {F t } t≥0 -adapted bounded processes; and by L 2 F (Ω; C([0, T ]; H)) the Banach space consisting of all H-valued {F t } t≥0 -adapted continuous processes X(·) such that E( X(·) 2 C([0,T ];H) ) < ∞, with the canonical norm. The remainder of this paper is organized as follows. In next section, we prove the well-posedness of forward/backward stochastic degenerate parabolic equation with the first order term. In section 3, we show two Carleman estimates for backward/forward stochastic degenerate parabolic equations. In next two sections, based on these two Carleman estimates we study the null controllability and the inverse random source problem, respectively.
Well-posedness
In this section, we use an approximate argument to prove the well-posedness of the following stochastic degenerate parabolic equation
and y(0, t) = 0 for α ∈ (0, 1),
1)
To deal with degeneracy at x = 0, we have to introduce following weighted space:
and
We endow the space H 1 α (I) with the norm
Further we set
Definition. A stochastic process y is said to be a weak solution of the forward stochastic degenerate parabolic equation (2.1) if y ∈ H 1 α and y(0) = y 0 in I, P − a.s. and it holds for
and y 0 ∈ L 2 (Ω, F 0 , P; L 2 (I)). Then (2.1) admits a unique weak solution y ∈ H 1 α .
Proof. Letting ε ∈ (0, 1), we consider the following nondegenerate approximate problem:
Then by [22] or [16] , it is easy to check that (2.2) admits a unique weak solution y ε ∈ H 1 . Now we prove a uniform estimate in ε for y ε :
where C is depending on I, T and α, but independent of ε. By Itô formula and the equation of y ε , we obtain
Then taking mathematical expectation and applying Gronwall inequality yields that
Moreover, it follows from the Burkholder-Davis-Gundy inequality and (2.5) that
Substituting (2.6) into (2.7), we obtain (2.4) . Similarly, we have for any ε 1 , ε 2 ∈ (0, 1) that
Therefore, {y ε } is a Cauchy sequence in H 1 α . Letting ε → 0, we find that (2.1) admits a weak solution y ∈ H α (the limit of y ε in H α ). The uniqueness of solution could be directly deduced from (2.4).
Next we consider the stochastic degenerate parabolic equation with gradient term:
x ∈ I.
(2.9)
In comparison with (2.1), the main difficulty is how to deal with the gradient term under a ∈ L ∞ F (0, T ; L ∞ (I)). Due to degeneracy, we could not control this term directly. We apply the method in [32] to overcome this difficulty. Based on this reason, we only prove the well-posedness of (2.9) when α ∈ (0, 1).
, f, F ∈ L 2 F (0, T ; L 2 (I)) and y 0 ∈ L 2 (Ω, F 0 , P; L 2 (I)). Then (2.9) admits a unique weak solution y ∈ H 1 α . Proof. We also use an approximate argument to prove this result. Let y ε ∈ H 1 be the unique solution of the following problem: 
For a sufficiently small κ > 0 we have
For any ε ∈ (0, 1), we choose κ sufficiently small such that C κ,α < 1 4C . Then, from (2.12) and (2.13) we deduce that Qt ay ε x y ε dxdt ≤
Substituting (2.14) into (2.11) and taking mathematical expectation yields that
by Gronwall inequality. The remainder of the proof is almost the same as the one in Theorem 2.1.
Remark 2.1. If a has the decomposition a = x α 2ã with someã ∈ L ∞ F (0, T ; L ∞ (I)) as in [11] , the term of ay ε x y ε could be absorbed directly by the terms on the left-hand side of (2.11). Then we can obtain the well-posedness of (2.9) for all α ∈ (0, 2). Or if a ∈ L ∞ F (0, T ; W 1,∞ (I)), we also obtain the well-posedness for α ∈ (0, 2).
Carleman estimates for stochastic degenerate parabolic equation
In this section, we will show two Carleman estimates for stochastic degenerate parabolic equations. One is for the backward stochastic degenerate parabolic equation. We will apply this Carleman estimate to prove the null controllability result for the forward stochastic degenerate parabolic equation with the gradient term. So that we use a singular weight function in this Carleman estimate. The other one is for the forward stochastic degenerate parabolic equation, which will be used to study our inverse random source problem. Unlike the deterministic case, we could not differentiate the stochastic equation with respect to time. For this reason, in order to prove the Lipschitz stability of our inverse problem, we have to introduce a regular weight function to put the term of unknown random source on the left-hand side of Carlmen estimate.
Carleman estimate for backward stochastic degenerate equation
We first introduce some weight functions. For ω = (x 1 , x 2 ), we choose ω (i) := (x
1 ) and χ(x) ≡ 0 for x ∈ (x (2) 2 , 1). For a suitable positive constant β, we introduce
and η 2 ∈ C 2 (I) such that η 2 (x) > 0, x ∈ I, η 2 (0) = η 2 (1) = 0 and |η 2,x (x)| > 0, x ∈ I \ ω (1) and
2 ).
Let us define
where λ is a positive parameter and M is a sufficiently large constant such that
Now we introduce weight function in the first Carleman estimate
We easily see that
In order to deal with degeneracy, we first prove the following uniform Carleman estimate in ε.
Then for any ε ∈ (0, 1), there exist positive constants
Remark 3.1. Given any ε ∈ (0, 1), the equation (3.4) is not degenerate. Therefore, the regularity u ∈ H 1 we assumed in Theorem 3.1 is reasonable.
Letting ε → 0 in Theorem 3.1, we can obtain the following Carleman estimate:
. Then for any ε ∈ (0, 1), there exist positive constants λ 1 = λ 1 (ω, I, T, α, M ),
α , which implies that xu 2 ∈ W 1,1 (I) and xu 2 → 0 as x → 0 by Lemma 3.5 in [9] . Then we set β = 2 − α and choose ε → 0 in (3.3) to obtain (3.5).
To prove Theorem 3.1, we need the following two lemmas. One is Hardy-Poincaré inequality [29] . The detailed proof could be found in [8] or [1] . The other one is the Cacciopoli inequality for the stochastic parabolic equation, whose proof is detailed in Appendix and omitted here.
Then for any ε ∈ (0, 1), we have
. Then there exist positive constants
Now we prove Theorem 3.1.
Proof of Theorem 3.1. We split the proof into the following four steps.
Step 1. A weighted identity for backward stochastic degenerate parabolic operator. Let l 1 = sϕ 1 , θ 1 = e l1 and U = θ 1 u ε . Then we have
where
Hence,
Now we deal with the term I 1 I 2 . By applying Itô formula, we obtain
On the other hand, a direct calculation yields
Therefore, by (3.11)-(3.13), we obtain the following weighted identity
Step 2. Carleman estimate for degenerate part.
In this step, we will prove the Carleman estimate for degenerate part 0, x
we obtain
Now we estimate X 1 , X 2 and X 3 . Obviously, by (3.16) we have
Obviously,
For X 3 , we have
Then substituting (3.17)-(3.20) into (3.14), we find that
Integrating both side of (3.21) on Q T and taking mathematical expectation, we have
By using Young's inequality and Lemma 3.2, we have
Similarly,
By using (3.2), we can prove for all α ∈ (0, 2) that
We first fix ǫ 1 = 1 |3−2α−β| . For α ∈ (0, 1), (3.27) can be simplifies as
. Moreover, when α = 1, we easily see C
α,β = 0 and then (3.27) . Therefore, (3.27) holds for all α ∈ (0, 2), if β satisfies (3.2). Further for sufficiently small ǫ 2 we have C
α,β > 0. Consequently, there exist λ 1 and s 1 such that for all λ > λ 1 and s > s 1 , it holds that
Now we deal with the boundary term of K 2 . For α ∈ (0, 1), by using (3.10) we have
By using Itô formula and (3.10) again, we have
Therefore, combining (3.29)-(3.31), we obtain for all α ∈ (0, 2) that
Moreover, by (3.16), (dU ) 2 = θ 2 1 |F 1 | 2 dt and β > 1 − α 2 for all α ∈ (0, 2), we have the following estimate:
Then substituting (3.33) and (3.34) into (3.28) yields
Next, we eliminate the boundary term on x = 1. We consider the following stochastic parabolic equation ofũ ε = χu ε :
and ũ ε (0, t) = 0 for α ∈ (0, 1),
Applying (3.35) toũ and using the definition of χ, we find that
Together with ϕ 1 = ϕ for x ∈ (0, x
2 ), we deduce (3.15) from (3.37). Step 3. Carleman estimate for nondegenerate part. Now we derive the Carleman estimate for nondegenerate part (x (2) 2 , 1) × (0, T ):
To do this, letting u ε = (1 − χ)u ε , then we have
and u ε (0, t) = 0 for α ∈ (0, 1),
By the classic Carleman estimate for stochastic nondegenerate parabolic equation, e.g. [25] or [36] , we have
1 , 1), together with (3.40), we obtain (3.38).
Step 4. End of the proof. Combining (3.15) and (3.38 ) and adding to both sides of the inequality the term
we obtain 
Carleman estimate for forward stochastic degenerate equation
In this subsection, we will introduce a regular weight function into a new Carleman estimate for the backward stochastic degenerate equation, in which the random source and the initial data are put on the left-hand side. This allows us to prove the stability for our inverse random source problem.
We set
where η i (i = 1, 2) are same as the ones in section 3.1. We introduce regular weight function
So that, similar to (3.1) we also have
2 , 1) × (0, T ).
(3.42) Theorem 3.5. Let α ∈ (0, 2), f 2 ∈ L 2 F (0, T ; L 2 (I)), F 2 ∈ L 2 F (0, T ; H 1 (I)) and β such that (3.2). Then for any ε ∈ (0, 1), there exist positive constants λ 2 = λ 2 (ω, I, T, α), s 2 = s 2 (ω, I, T, α, λ) and C 5 = C 5 (ω, I, T , α), C 6 = C 6 (ω, I, T, α, λ) such that
and v ε (0, t) = 0 for α ∈ (0, 1), Based on Theorem 3.5, letting β = 2 − α and ε → 0, we could drop the boundary term in (3.43) as in Theorem 3.2. Then we obtain the following result:
and β such that (3.2). Then for any ε ∈ (0, 1), there exist positive constants λ 2 = λ 2 (ω, I, T, α), s 2 = s 2 (ω, I, T, α, λ) and C 5 = C 5 (ω, I, T , α), C 6 = C 6 (ω, I, T, α, λ) such that
and v(0, t) = 0 for α ∈ (0, 1),
v(x, 0) = 0, x ∈ I. Proof of Theorem 3.5. Let L 1 = sΦ 1 , Θ 1 = e L1 and V = Θ 1 v ε . Then we have
Then by a similar argument to (3.14), we have
Noticing that the weight function is regular, we have
(3.51)
Then by a similar process to obtain (3.28), we can prove that there exist λ 2 and s 2 such that for all λ > λ 2 and s > s 2 , it holds that
Now we analyze the terms of R 2 , R 3 and R 4 . For the boundary term of R 2 , noticing that
For the term of R 4 , by (dV ) 2 = Θ 2 1 |F 2 | 2 dt and 
In order to deal with Carleman estimate for nondegenerate part, we use Φ 2 as weight function in Carleman estimate. Letting L 2 = sΦ 2 , Θ 2 = e L2 and repeating the above process, we have the following estimate:
for sufficient large λ and s such that s ≥ C(λ), where γ = min{2α − 2, α − 1}. Now we apply (3.56) and (3.57) to obtain two Carleman estimates for degenerate part and nondegenerate part, respectively. Obviously,ṽ = χv ε satisfies
and ṽ ε (0, t) = 0 for α ∈ (0, 1), ((x + ε) αṽε x )(0, t) = 0 for α ∈ [1, 2), t ∈ (0, T ).
(3.58)
Therefore, by applying (3.56) toṽ and using (3.42), we have
Similarly, applying (3.57) tov = (1 − χ)v ε yields that
Then, we further obtain for any ǫ > 0 that
for sufficient large s and λ. Combining (3.59) and (3.61) and adding to both sides of the inequality the term
Similar to Lemma 3.4, we have the following Cacciopoli inequality for forward stochastic degenerate parabolic equation:
Finally, substituting (3.64) into (3.63) and choosing ǫ sufficiently small, we can absorb the term of F 2 on the right-hand side of (3.64) and then obtain (3.43 ). This completes the proof of Theorem 3.5.
Null controllability
In this section, we will apply Theorem 3.1 to prove the null controllability result for the forward stochastic degenerate parabolic equation (1.3), i.e. the following Theorem 4.1.
Theorem 4.1. Let α ∈ (0, 1 2 ) and a, b, c ∈ L ∞ F (0, T ; L ∞ (I)). Then for any y 0 ∈ L 2 (Ω, F 0 , P; L 2 (G)), there exists a pair of controls (g, G) ∈ L 2 F (0, T ; L 2 (I)) × L 2 F (0, T ; L 2 (I)) such that the solution y of (1.3) satisfies y(x, T ) = 0 in I, P-a.s.
Since the system (1.3) is degenerate, we first transfer to study a uniform null controllability in ε for a nondegenerate approximate system. More precisely, letting 0 < ε < 1, we consider
where y ε 0 → y 0 in L 2 (Ω, F 0 , P; L 2 (I)).
It is well known that the key ingredient for studying the null controllability is to obtain observation inequality for the corresponding adjoint equation. An important tool is Carleman estimate, in whose proof the main difficulty is how to deal with the first order term in the stochastic degenerate parabolic system. In order to use the terms on the left-hand side of Carleman estimate to absorb this term directly, we need x − α 2 a ∈ L ∞ F (0, T ; L ∞ (I)), which means that the coefficient a of the first order term goes to zero at some polynomial rate as x → 0. More reasonable condition is a ∈ L ∞ F (0, T ; L ∞ (I)). For this condition on a, we will apply a duality technique to establish a new Carleman estimate for the stochastic degenerate parabolic equation with convection term.
In next subsection we first prove a Carleman estimate for the following corresponding adjoint system of (4.1):
x ∈ I. Next based on this Carleman estimate, we obtain observation inequality and then prove the null controllability result, i.e. Theorem 4.1.
Carleman estimate for a backward stochastic degenerate equation with convection term
Our main result in this subsection is the following estimate, whose proof is based on a duality argument introduced by Imanuvilov and Yamamoto [17] for deterministic parabolic equation, or introduced by Liu [25] or Yan [38] for stochastic parabolic equation. In order to prove Theorem 4.2, we consider the following controlled forward stochastic parabolic equation:
where (h, H) ∈ L 2 F (0, T ; L 2 (ω)) × L 2 F (0, T ; L 2 (I)) is a pair control. Then, we have the following controllability result, whose proof will be put in the Appendix. 
(4.6)
Now we prove Theorem 4.2.
Proof of Theorem 4.2. By Lemma 4.3, we know that there exists a pair of controls (h, H) such that the solution w of (4.5) corresponding to (h, H) satisfies w(x, T ) = 0 in I, P-a.s. Then by using Itô formula and integrating by parts, we obtain the following duality between w and z:
By Young's inequality, we further find that 
which implies Applying Young's equality and Hardy-Poincaré inequality (3.7), we obtain
Choosing ǫ sufficiently small and substituting (4.13) into (4.12), we find that The remainder of the proof is to eliminate the last term on the right-hand side of (4.14) . In order to overcome the degeneracy in this term, we transfer to consider the equation of z in a interval outside of x = 0. For some given 0 < ν < x (1) 1 3 , we set I ν = (ν, 1) and Q ν,T = I ν ×(0, T ). Further we introduce a cut-off function ρ ∈ C 2 (Ī) such that 0 ≤ ρ(x) ≤ 1 for x ∈ I, ρ(x) ≡ 1 for x ∈ (3ν, 1) and ρ(x) ≡ 0 for x ∈ (0, 2ν). Additionally, we choose a weight functionφ such that
2 , 1).
(4.15)
Then we easily see that
andφ (x, t) = ϕ(x, t), (x, t) ∈ (2ν, 1) × (0, T ). (4.16) Lettingz = ρz, we now consider
x ∈ I ν ,
By the Carleman estimate for stochastic nondegenerate parabolic equation, e.g. Theorem 6.1 in [31] , we obtain that there exists a constant C depending on ω, I, T, α and ν, but independent of ε such that
Using the definition of ρ and (4.16), we further obtain
On the other hand, we easily obtain that
for ν ∈ 0, 1 4 and ε ∈ (0, ν). Then from (4.19) and (4.20) it follows that
(4.21)
By substituting (4.21) into (4.14), we obtain Finally, choosing ν sufficiently small such that (4ν) 2−3α C ≤ 1 4 and then s sufficiently large such that 1 2 s min t∈[0,T ] ξ > max C(ν), C(ν) (2ν) α , we can absorb the last three terms on the right-hand side of (4.22) and then obtain (4.4) . This completes the proof of Theorem 4.2.
Proof of Theorem 4.1
In this section, we will show the null controllability result for system (1.3), i.e. Theorem 4.1. To do this, we first prove the following observation inequality. Proof of Theorem 4.1. The proof is based on a classical dual argument and an approximate method. We introduce a linear subspace of L 2 F (0, T ; L 2 (ω)) × L 2 F (0, T ; L 2 (I)):
endowed with the norm
We further define a linear functional on X as follows:
By Lemma 4.4, we see that for any ε ∈ (0, ν), there exists constant C independent of ε such that
which means that L is a bounded linear functional on X. We can extend L to be a bounded linear functional on L 2 F (0, T ; L 2 (ω)) × L 2 F (0, T ; L 2 (I)) and use the same notation for this extension. Now by Riesz representation, we know that for any ε ∈ (0, ν), there exists a unique pair of controls (g ε , G ε ) ∈ L 2 F (0, T ; L 2 (ω)) × L 2 F (0, T ; L 2 (I)) such that
By the duality between z and y ε
we see that for any ε ∈ (0, ν), there exists a pair of controls (g ε , G ε ) ∈ L 2 F (0, T ; L 2 (ω)) × L 2 F (0, T ; L 2 (I)) such that y ε (x, T ) = 0, P-a.s. Since the equation (4.1) is linear, we could further obtain that {(g ε , G ε )} is Chauchy sequence such that
for any ε 1 , ε 2 ∈ (0, ν). Notice that the constant C in (4.36) is independent of ε. Therefore together with y ε 0 → y 0 in L 2 (Ω, F 0 , P; L 2 (I)) in I, letting ε → 0, we obtain a control (g, G) ∈ L 2 F (0, T ; L 2 (ω)) × L 2 F (0, T ; L 2 (I)) that drives the corresponding solution y to zero at time T . This completes the proof of Theorem 4.1.
Stability for inverse problem
In this section, we apply Carleman estimate (3.45) to prove the Lipschitz stability for our inverse random source problem, i.e. the following Theorem 5.1.
Theorem 5.1. Let α ∈ (0, 2), r ∈ L ∞ F (0, T ; W 1,∞ (I)) such that |r(x, t)| ≥ r 0 > 0 for (x, t) ∈ Q T , P − a.s., h (i) ∈ L 2 F (0, T ) for i = 1, 2. Then there exists a positive constant C = C(ω, I, T, α, r 0 ) such that
L 2 F (0,T ;L 2 (ω)) + y (1) − y (2) (·, T ) L 2 (Ω,FT ,P;L 2 (I)) ,
where y (i) is the solutions to (1.4) corresponding to h (i) for i = 1, 2, respectively.
and ỹ(0, t) = 0 for α ∈ (0, 1),
y(x, 0) = 0, x ∈ I. Finally, using 0 < Φe 2sΦ < C(λ, s) due to the regular weight function, we deduce (5.1) from (5.4) and complete the proof of Theorem 5.1.
Appendix
Here, we prove Lemma 3.4 and Lemma 4.3.
Proof of Lemma 3.4. Let ρ 1 ∈ C 2 (I) be a cut-function such that 0 ≤ ρ 1 (x) ≤ 1 for x ∈ I, ρ 1 (x) ≡ 1 for x ∈ ω (1) and ρ 1 (x) ≡ 0 for x ∈ I \ ω. By using Itô formula, (du ε ) 2 = F 2 1 dt and the equation of u ε , we have d ρ 1 ξ(u ε ) 2 e 2sϕ =2ρ 1 ξu ε e 2sϕ du ε + ρ 1 (ξe 2sϕ ) t (u ε ) 2 dt + ρ 1 ξe 2sϕ (du ε ) 2 =2ρ 1 ξu ε e 2sϕ [− ((x + ε) α u ε
x ) x dt + f 1 dt + F 1 dB(t)] + ρ 1 (2sξϕ t + ξ t )(u ε ) 2 e 2sϕ dt + ρ 1 ξ|F 1 | 2 e 2sϕ dt.
(A.1)
Then integrating both side of (A.1) in Q T and taking mathematical expectation in Ω, we find Here we have used (ρ 1 e 2sϕ ) x (x + ε) α x ≤ C(λ)s 2 ξ 2 e 2sϕ in ω (1) , where C is independent of ε. Noting that ρ 1 ≡ 1 in ω (1) , we immediately deduce (3.8) from (A.2) and complete the proof of Lemma 3.4. Now we prove Lemma 4.3, whose proof is similar to the one in [25] or [38] . Different from those papers, here we need that the estimate (4.6) is not depending on ε, which is important to study our null controllability. So that we list a detailed process here.
Proof of Lemma 4.3. As [38] , for any τ > 0 we set where w is the solution of (4.5) corresponding to (h, H). By the variational method in [23] , we see that for any given τ 
