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esting yet related issue is why a particular circuit topology is present in a cell when the same function can supposedly be
obtained from an alternative architecture. Here we analyzed two topologically equivalent genetic circuits of coupled positive
and negative feedback loops, named NAT and ALT circuits, respectively. The computational search for the oscillation volume
of the entire biologically reasonable parameter region through large-scale random samplings shows that the NAT circuit exhibits
a distinctly larger fraction of the oscillatory region than the ALT circuit. Such a global robustness difference between two circuits
is supplemented by analyzing local robustness, including robustness to parameter perturbations and to molecular noise. In addi-
tion, detailed dynamical analysis shows that the molecular noise of both circuits can induce transient switching of the different
mechanism between a stable steady state and a stable limit cycle. Our investigation on robustness and dynamics through exam-
ples provides insights into the relationship between network architecture and its function.INTRODUCTIONA challenge in systems biology is how to understand the
relationship between genotype and phenotype, in which
the genotype is determined by the information encoded in
the DNA sequence and the phenotype by the context-depen-
dent expression of the genome. Gene circuitry, which
bridges the enormous divide between genotype and pheno-
type, is therefore to interpret the context and orchestrate the
patterns of expression. The complexity is rooted either in an
enormous variety of molecular mechanisms that are com-
bined into complex genetic circuits or the diverse patterns
of gene expression in response to environmental and devel-
opmental signals—or both. At present, it has become
increasingly clear that our knowledge of even the well-
studied organisms is still fragmentary and incomplete. We
still lack the ability to predict the organism’s response to
a novel mutation in its gene sequence or to a novel com-
pound in the environment.
The enormous diversity of molecular mechanisms and
regulatory circuitry naturally raises a question about the
base for the complex relationship between genotype and
phenotype. Are these variations the result of historical acci-
dents in the evolutionary process that happen to work well
enough to survive selection? Or are they the result of natural
selection to perform subtly different functions governed by
some rules that can, in turn, help predict when a given
design might evolve to perform a particular function in a
specific context?Submitted February 9, 2010, and accepted for publication May 26, 2010.
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0006-3495/10/08/1034/9 $2.00To our knowledge, there has not been a clear answer to
this issue for natural systems thus far, but some exciting
progress has been made. For example, Savageau and his
colleagues (1–6) published a series of nice works to under-
stand and/or elucidate the relationship between a fully char-
acterized gene sequence and the phenotypic repertoire of an
organism, and to conclude, therefore, some general design
principles for elementary gene circuits. Related studies
also include the work of Ma et al. (7), where they computa-
tionally searched all possible three-node enzyme network
topologies to identify those that could perform adaptation,
and found that only two major core topologies emerge as
robust solutions. One was the proposal of a negative feed-
back loop with a buffering node and an incoherent feedfor-
ward loop with a proportioner node. The other possibility
was from the work of Cagatay et al. (8), where they com-
pared the Bacillus subtilis circuit that regulates differentia-
tion into the competence state to an engineered circuit
with an alternative architecture in silico and in vivo. Caga-
tay’s group obtained some interesting results that reveal
a tradeoff between temporal precision and physiological
response range that is controlled by distinct noise character-
istics of alternative circuit architectures.
Recently, genetic circuits with different regulatory pat-
terns or topologies have been shown to generate similar
dynamics and function (see (8) and the related references
therein). This raises an equal question as to why a particular
circuit topology is present in a cell when the same function
can supposedly be obtained from an alternative architecture.
This question is closed to robustness, as phenotypic robust-
ness usually describes how variation on the level of geno-
type is translated into variation on the level of phenotype.
Experimental investigation into it is challenging because
biological circuits are typically comprised of manydoi: 10.1016/j.bpj.2010.05.036
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ponents control physiological processes that are not fully
understood. In addition, the processes themselves are behav-
iorally complex and therefore difficult to measure quantita-
tively. In contrast, theoretical investigations would become
easy if simple modules with particular functions are consid-
ered. This is because mathematical models and computer
modeling have been verified as powerful tools for analyzing
simplified biological systems (9–15).
From a theoretical perspective, however, one must
address three critical issues just as Alves and Savageau (2)
pointed out:
1. Biologically meaningful behaviors must be identified
or hypothesized and characterized by quantitative
measures.
2. A representation of alternatives must be capable of
describing the phenomenon of interest in quantitative
terms.
3. Comparisons require analyses that explore biologically
reasonable ranges of parameter values and use statistical
methods to evaluate the results.
Based on the framework of Alves and Savageau’s (2)
handling issues and for simplicity, we selected two topolog-
ically equivalent genetic circuits of interlocked positive and
negative feedback loops for investigation. (By topological
equivalence, we mean that two circuits have the same path
signs or loop gains, in which one gain is defined as the
product of all regulatory signs in the path or loop with one
positive/negative sign standing for activating/repressive
regulation.) These two circuits, which are schematically
shown in Fig. 1, are the native circuit (NAT circuit) and
the circuit with an alternative architecture (ALT circuit),
respectively.
The NAT circuit has been identified in many model
organisms (16–21) and engineered through a synthetic
biology method (22), whereas the ALT circuit has also
been identified in some model organisms (see (23) and the
related references therein) and has been studied theoreti-
cally (21,23). Such a selection is formed on the followingA B
C D
FIGURE 1 (A and B) Schematic of network structures for two gene regu-
latory circuits. (C and D) Their implementations at the level of transcrip-
tion. In panel D, transcription factors X and Y regulate gene x through the
cooperative AND-gate logic.molecular basis for construction of synthetic genetic circuits
in Escherichia coli (see (24)): Both circuits consist of two
components, denoted by X and Y, respectively. Component
X acts as an autoactivator, thereby constituting a positive
loop. However, it also activates Y that, in turn, represses X
in the NAT circuit, which also represses Y that, in turn, acti-
vates X in the ALT circuit—thereby constituting a negative
loop. Therefore, the ALT circuit can be viewed as a mutation
of the NAT circuit with altered connectivity, implying that it
can also be engineered in E. coli using a synthetic method
(22,24). Because constitutive components of both circuits
are known (8,9,12) and the structures are very simple,
they may serve as a model system for studies aimed
at understanding the relationship between genotype and
phenotype.
To show differences in robustness between two circuits,
we performed global and local robustness analysis. By
global robustness, we mean that it characterizes properties
of a system’s parameter region, such as the size or volume
of oscillatory regions in the parameter space (25,26).
In contrast, local robustness is the ability to maintain func-
tion in the face of external or internal environmental
changes. It measures either the mean insensitivity of func-
tion characteristics (i.e., robust performance) or the persis-
tence of a qualitative behavior (i.e., robust stability) in the
presence of perturbations. For an oscillatory system, the
robust performance mainly concerns the sensitivity of char-
acteristics such as oscillation period and amplitude (27),
whereas robust stability concerns the persistence of oscilla-
tions (28). The local robustness is an important property of
biological systems (29), and has been studied extensively
for diverse biological systems (30–32). We computationally
searched for the oscillatory volume of the entire biologically
reasonable parameter region for both circuit systems
through large-scale random samplings, and found that the
NAT circuit exhibits a distinctly larger fraction of the para-
meter region than the ALT circuit, indicating that the former
has better global robustness than the latter. Regarding local
robustness, we analyzed four different quantifiers, i.e., the
mean parameter perturbation fraction, the mean maximal-
Floquetier fraction, and the mean period and amplitude vari-
ance coefficients (see Methods for their meanings). The four
quantifiers supplement to show the robustness difference
between two circuits. Thus, the global and local robustness
investigations altogether showed architecture-dependent
robustness for the two circuits in the oscillation case, with
the results indicating that the NAT circuit is superior to
the ALT circuit.
We further analyzed dynamics of both circuits to show
more differences between them. Interestingly, in contrast to
what the genetic toggle switch system exhibits (33), we found
that each circuit can exhibit bistability in the sense that
both a stable steady state and a stable limit cycle are coexis-
tent. The bistable characteristic of both circuits, however, is
completely different. Whereas the NAT circuit has a unique,Biophysical Journal 99(4) 1034–1042
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the phase space, the ALT circuit has three steady states—
one is stable and the other two are unstable, with the stable
steady state located at the outside of the limit cycle in the
phase space. Moreover, the molecular noise of both circuits
can induce transient switching between the two stable states.
Such an investigation shows architecture-dependent bist-
ability for the two circuits. This result, combined with the
results by robustness analysis, provides insights into the rela-
tionship between network structure (genotype) and function
(phenotype) for a class of genetic circuits.MODELS AND METHODS
Models
Two gene circuits are schematically shown in Fig. 1. Note that Fig. 1, A and
B, shows their network architectures, while Fig. 1, C and D, shows their
implementations at the level of transcription. Note also that they are topo-
logically equivalent, as both are composed of interlocked positive and nega-
tive feedback loops with the same loop gains. To derive our deterministic
mathematical models, we integrated all biological processes such as tran-
scription, translation, promoter binding, etc., into a single step, and used
the standard quasi-steady-state equilibrium assumption that the mRNA
molecule dynamics is much faster than the protein dynamics (34). To that
end, we can arrive at the following set of differential equations for both
circuits (see the Supporting Material):
dX
dt
¼ a1 b1 þ X
n

Kn1 þ Xn
ð1 þ ðY=K2ÞnÞ
 l1X
dY
dt
¼ a2b2 þ X
n
Kn3 þ Xn
 l2Y
; (1)
dX
dt
¼ a1

b1 þ Xn

b2 þ Yn


Kn1 þ Xn

Kn2 þ Yn
 l1X
dY
dt
¼ a2
1 þ ðX=K3Þn  l2Y
: (2)
Here X and Y represent the protein concentrations of the corresponding
genes x and y. The value a1 or a2 is the maximum rate of the regulated
expression (more precisely, the half-maximal expression arising at the
concentration of X or Y equal to the Michaelis constant Ki (i ¼ 1, 2, or
3), representing the strength of gene regulation). The values li (i ¼ 1, 2)
are the degradation rate constants. The values bi (i ¼ 1, 2) represent the
inverse of the fold-change of enhanced transcription rates when the
promoter is occupied by the activator. The parameter n is the Hill coefficient
(we assumed that all transcription factors are bound to operator sites in
subunits of the same number). Note that we only considered that the tran-
scription factors X and Y regulate gene x cooperatively (more precisely,
through the cooperative AND-gate logic), and did not consider other
possible regulation mechanisms (see (35,36) and the references therein).
The ranges of system parameters used in the simulation are set as
ai˛[102, 1] (unit : molecules/s), li˛[105, 102] (unit : s1) bi¼riKin
(ri˛[103, 102]) with i ¼ 1,2, and Kj˛[102, 104] (unit : molecule) with
j ¼ 1,2,3. These are estimated (see the Supporting Material for details)
according to the published parameter values for fundamental processes in
gene expression (9,34,37–42), and n will take integer values of >1, but
in most cases, we set n ¼ 2.Biophysical Journal 99(4) 1034–1042Methods
Robustness analysis and its flow chart
Robustness, in the context of biological networks, broadly indicates that
a system remains viable under different perturbations. Defining robustness
in a precise form is a challenging task, given that robustness to different
kinds of perturbations (e.g., environmental variation, molecular noise in
chemical networks, or changes due to mutations) might involve different
features of an existing network (26).
Conventional robustness analysis methods can be divided into two
classes: global and local methods. Here, we give some comments on the
existing robustness analysis methods.
First, the global robustness method mainly characterizes properties of
a system’s parameter space, such as the size or volume that allows the
system to generate a dynamical behavior of interest (i.e., oscillation).
Second, a parameter bifurcation diagram (14,43,44) often characterizes
how qualitative properties of a system, such as the stability of steady states
or attractors, changes as some of the model parameters are varied (45). The
structure of a bifurcation diagram, however, can be influenced by changes
in some of other parameters that may be not considered in bifurcation anal-
ysis, so this approach has limitations. Third, multivariate continuation
methods (46) cannot show a strong advantage over unrestricted sampling
for high-dimensional systems because they reduce the sampling space
only by one dimension. Fourth, in contrast to global methods, most of local
methods mainly analyze how perturbations affect a model behavior for
a specified set of parameters (31,33,34).
The main limitation of the local methods is precisely this: they may not
reflect the change of the model behavior under all possible parameter sets.
Finally, we point out that most of robustness analysis methods in the liter-
ature are local (47). Examples include sensitivity analysis (48) that studies
the effect of perturbations to a given set of parameters on model behavior,
and its applications to circadian oscillators (27,49). Moreover, the local
methods used are usually based on the linearization of a system and there-
fore hold for variations of only a few percent of the parameter values. Other
works used stochastic simulations to estimate the robustness of a system to
molecular noise (50). Efforts to extend a local analysis to systematic param-
eter variations in high dimensions (14,44) are often limited by computa-
tional cost. In addition, we point out that for a parameterized oscillatory
system, different statistical tools can be applied to determine which param-
eters most affect its oscillatory behavior. Because parameter values for
a particular function in a biological model are often constrained heavily
within a bandwidth in the parameter space, this nature is useful in esti-
mating oscillatory regions of parameter space. (Note that our numerical
simulations showed that the oscillatory region for both circuits seems con-
nected, so we did not consider the connectivity issue.) By comparing the
shape and volume of oscillatory regions and susceptibility to specific
parameter changes as well as the effect of molecular noise on amplitude
and period, one should be able to show some differences in robustness
between different oscillatory systems. This, in turn, can help predict the
relationship between genotype and phenotype.
Here, we combined a global with a local method to analyze robustness of
both circuits. More precisely, we introduced several geometrical indices to
analyze the distribution of surface points in the parameter region that allows
each circuit system to generate oscillations, and considered only such
an oscillation case when analyzing robustness. For clarity, we used Fig. 2
to show the flow chart of our work. Simply speaking, for the above two
mathematical models, we first sampled points in the parameter space to
analyze global robustness; then we randomly perturbed each point in a
certain parameter region to allow the system to produce oscillations for
each periodic orbit for us to analyze local robustness; and finally, we com-
puted variance coefficients to show the effect of molecular noise on ampli-
tude and period. It should be pointed out that because a system’s robustness
depends on the shape and size of the parameter region that allows the
system to generate a behavior of interest (26), it is necessary to separately
investigate the global and local robustness (e.g., given the same volume for
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FIGURE 2 Flow chart of robustness analysis for parameterized oscilla-
tory systems, where the arrow represents the flow direction.
Architecture-Dependent Robustness 1037a two-dimensional parameter region specified for the oscillation function,
the circlelike region implies that the system is more robust in contrast to
the rectanglelike region with a very small width).
Specifically, for each circuit, we used numerical simulation to assess its
ability to perform oscillation function in a reliable fashion. For this, up to
1,000,000 (M¼ 106) parameter sets were sampled uniformly in logarithmic
scale in the nine-dimensional parameter space (see Eq. 1 or 2, where the
parameter n is fixed, e.g., n ¼ 2) using the Latin hypercube sampling
method (51). Thus, the first step of our approach involves the random
sampling of a large set V, which can span the biologically feasible parameter
space. Then, we found such points in V, which constitute a subset V03 V
(see Fig. 2), that for each point of V0, the circuit system exhibits a stable
sustained oscillation (to determine whether a system exhibits an oscillatory
behavior, we gave a method in the Supporting Material by which a typical
oscillation is displayed with an appropriate set of parameter values). Note
that the volume occupied by the set V0 only provides a first, crude charac-
terization of the given circuit’s robustness. To allow robustness comparison
between the two models, we introduced a quantifier, which can measure the
global robustness and is defined as RT ¼ jV0j/jVj (47). Therefore, the larger
the RT, the better the global robustness. For convenience, RT is also called
the ‘‘oscillation fraction’’.
Because the global robustness analysis does not show the persistence of
a qualitative behavior of interest (e.g., oscillation), the next step of our
method makes use of all identified viable parameter sets to carry out local
robustness analysis. For this, we introduced four quantifiers (47) (explained
below). To start, for each point in the set V0, we let each component of the
parameter vector be randomly perturbed N times (e.g., N ¼ 1000) through
the commonGaussian distribution with the zero mean at the same time, thus
leading to a small region VL (see also Fig. 2).
RP. The quantifier RP computes the fraction of the N parameter sets (i.e.,
the rate of the number of parameter sets that yield oscillatory behaviors
over N). RP computes the mean fraction for all the points in V0. The index
RP describes a system’s mean robustness to its parameter perturbations,
which we therefore called the ‘‘mean parameter perturbation fraction’’.
Note that the larger the RP, the better the local robustness.
RA. The quantifier RA similarly computes the fraction of the N parameter
sets, i.e., the rate of the number of parameter sets that yield that the maximal
norms of all Floquet multipliers (or Floquetiers for brevity) except for the
unit norm Floquetier are <1 over N, and RA then computes the mean frac-
tion for all the points in V0. For convenience, RA is also called the ‘‘mean
maximal-Floquetier fraction’’. It should be pointed out that RA can describe
robustness of a periodic orbit in the sense of Lyapunove stability because
Floquetiers measure how fast the oscillator returns to its cycling behavior
when its trajectory is transiently perturbed according to the Floquetier
theory (52), and that its computation can be simplified (see the Supporting
Material for details). Note that the smaller the RA, the better the local
robustness.sper, samp. Finally, we quantified the effect of molecular noise on ampli-
tude and period that altogether characterize oscillation. Given a set of
molecular numbers and a reaction volume, Gillespie’s algorithm (53) first
generates a time series of each variable for each parameter set in V0.
Then, sper and samp compute variance coefficients for period and amplitude
based on this generated time series (see the SupportingMaterial for details).
Furthermore, sper and samp compute the averages of sper and samp for all the
points in V0. For convenience, sper and samp are called the ‘‘mean period
coefficient’’ and the ‘‘amplitude variance coefficient’’, respectively. Note
that the smaller the sper or samp, the better the robustness.
We emphasize that the four quantifiers, RP, RA, sper, and samp, altogether
can compensate for the deficiency of global robustness analysis in some
cases, as mentioned above. In addition, we point out that RA describes
the robust stability whereas RP, sper, and samp describe robust performance
(see Introduction).
Numerical computation
Simulations were performed using MATLAB 2009b (The MathWorks,
Natick, MA). The system of ordinary differential equations was numeri-
cally solved by the subroutine ode45. To quantify robustness to molecular
noise, we used the standard Monte Carlo technique, i.e., the famous Gilles-
pie algorithm, to perform stochastic simulation (53).RESULTS
Here, we combined the global with local robustness analysis
methods to show architecture-dependent robustness for the
above two models in the oscillation case. We presented
results first on global robustness described by the oscillation
fraction (RT), and then on local robustness described by four
quantifiers: RP, RA, sper, and samp (see Methods). In addi-
tion, we showed that both circuit systems exhibit bistability
with different characteristics and that molecular noise can
induce switching between a stable steady state and a stable
limit cycle—an interesting dynamical phenomenon that, to
our knowledge, is seldom found in biological systems.Global robustness
We randomly sampled M ¼ 106 parameter vectors covering
an enormous range of several orders of magnitude for each
parameter. The numerical results are shown in Fig. 3, A and
B, where n ¼ 2. Specifically, Fig. 3 A shows the viable
volume fraction (RT) for both circuit models, where the
viable volume is interpreted as the average allowable varia-
tion per parameter that leaves the oscillation intact. From
this figure, one can observe that RT for the NAT circuit is
significantly higher than that for the ALT circuit. More
precisely, RT z 0.0083 for the NAT circuit whereas RT z
0.0017 for the ALT circuit, indicating that the former is
approximately fivefold-times the NAT circuit. Fig. 3 B
displays the distribution of oscillatory regions in the
(l1, b1) phase plane for both circuits, where one can observe
that the NAT circuit exhibits greater robustness at low values
of b1 (this is possibly because of the dominant repression
or degradation). Combining Fig. 3’s panel A with panel B
shows that the NAT circuit has much better global robust-
ness than the ALT circuit.Biophysical Journal 99(4) 1034–1042
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FIGURE 3 Results of robustness analysis for both circuit models. (A) The
volume fraction (RT) for both circuits. (B) The corresponding parameter
regions that allow both circuit systems to generate oscillations in the (lx,
bx) phase plane, where x¼ 1. (C) The mean fraction for local random pertur-
bations of parameters (RP). (D) The distribution of the fraction for local
random perturbations of parameters (RP). (E) The mean fraction for the
maximal norm of two Floquet multipliers (RA). (F) The distribution of the
fraction for the maximal norm of the Floquet multipliers (RA). Here n ¼ 2.
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size, we also sampled other (e.g.,M¼ 105) sets of parameters
for each circuit. As done inMa et al. (7), we defined aQ value
as the number of sampled parameter sets that yield an oscil-
latory behavior. TheQ values from theM¼ 106 samples and
the M ¼ 105 samples are highly correlated. We found that
sampling with only M ¼ 105 sets of parameters can identify
most of oscillatory behavior, and that the global robustness of
the NAT circuit is also much better than that of the ALT
circuit, as the RT of the NAT circuit is three-times larger
than that of the ALT circuit in this case. In addition, we
also tested whether the qualitative result depends on the
Hill coefficient n and choice of parameter ranges. Some of
these numerical results are shown in the SupportingMaterial,
which indicate that our qualitative conclusion is unrelated to
the choice of n and parameter ranges.
The above result on global robustness is the main argu-
ment to support the conclusion that the NAT circuit is
more favored to implement the oscillation function than
the ALT circuit. An intuitive explanation for this conclusion
is as follows.With the NAT circuit, regardless of the strength
of the positive link between X and Y, the negative feedback
loop can always be established. With the ALT circuit,
however, if the negative link between X and Y is weak (i.e.,
a large K3 in Eq. 2), then the negative feedback loop is
completely lost. This argument is consistent with the resultsBiophysical Journal 99(4) 1034–1042in Fig. 3 B, where a high degradation rate and a low basal
expression of X always cause the lost of oscillations in the
ALT circuit. Furthermore, the ALT circuit is fragile to topo-
logical perturbations. The loss of the negative regulation can
cause the runoff expression of X. On the other hand, it has
theoretically been proven that the existence of a negative
feedback is a necessary condition for a regulatory system
to generate oscillations (13,23).Local robustness
First, we used two quantifiers RP and RA (see Methods) to
show differences in local robustness between two circuits
(see Fig. 3, where the corresponding distributions are also
displayed). Specifically, Fig. 3,C andD, shows the numerical
results for RP and the corresponding distribution, whereas
Fig. 3, E and F, shows the numerical results for RA and the
related distribution. We observed from Fig. 3, C and E, that
there is a small difference in RP between two circuits, but
there is a significantly large difference in RA. Because RP
and RA for the NAT circuit are larger and smaller than those
for the ALT circuit, respectively (Fig. 3,C and E), the former
circuit has better local robustness than the latter. The corre-
sponding distributions (Fig. 3) further verify this conclusion,
e.g., at low values of b, the NAT circuit exhibits oscillation
but the ALT circuit does not (Fig. 3 B).
Comparing Fig. 3’s panel C with its panel A, we observed
that a high average RT leads to a high average RP. This
would be due to connectivity of the oscillatory region for
both circuits (the large-scale numerical simulations seem
to have verified it). However, because of the different shape
of the oscillatory region (Fig. 3 B), this would mean that the
ALT circuit is more robust than the NAT circuit at RP ¼ 1
(Fig. 3 D). Note that there is a sudden jump at RA ¼ 105
for both circuits (Fig. 3 F). This is mainly due to our statis-
tical method. Because a number of Floquetiers’ maximal
norms are very small, we took them as the RA ¼ 105
case when doing statistics, leading to a high fraction of
Floquetiers’ mean maximal norm for both circuits. In addi-
tion, we also perturbed each set of parameters in V0 with
a larger N, and computed the corresponding RP and RA.
The results still yield our conclusion (data not shown).
In short, such an investigation on local robustness further
supplements the conclusion obtained by analyzing global
robustness.
Next, we turn to analyzing the effect of molecular noise
on period and amplitude. For biochemical reactions,
stochastic fluctuations (or molecular noise) are inevitable,
as some molecular species are often present in small copy
numbers. To capture the effect of the molecular noise, we
computed the variance coefficient for fluctuated period
and amplitude of each circuit (see Methods). Fig. 4 shows
the related numerical results, where the Hill coefficient
n is set as 2. As a whole, there is a small difference between
two circuits because the two quantifiers sper and samp have
A B
C D
FIGURE 4 The effect of molecular noise on period and amplitude.
(A and B) The mean variance coefficient and its distribution for period.
(C and D) The mean variance coefficient and its distribution for amplitude.
Here n ¼ 2.
Architecture-Dependent Robustness 1039similar height (Fig. 4, A and C). The corresponding distribu-
tions (Fig. 4, B and D) show the small difference between
two circuits. In fact, we observed from these two figures
that the distribution of variance coefficient for period or
amplitude is unimodal and has a similar shape. The numer-
ical results in Fig. 4 indicates that altering connectivity in
a genetic oscillator of coupled positive and negative feed-
back loops does not significantly change the robustness of
its period and amplitude to molecular noise. In addition,
to test whether this qualitative conclusion depends on n,
we also computed sper and samp for other integer values of
n (data are not shown) and found that it is kept constant.
Despite this, it is worth noting that we can find many
common parameter sets such that sper and samp values for
the NAT circuit are much larger than those for the ALT
circuit, and can also find many common parameter sets
such that sper and samp values for the ALT circuit are much
larger than those for the NAT circuit. In other words, for an
arbitrarily given set of parameter values, we cannot deter-
mine which circuit has greater advantage in handling molec-
ular noise over the other; as indicated in Fig. 4, the average
effect is basically similar between the two.
The small difference in the mean variance coefficients
between the two circuits would appear to stem from their
having a topologically equivalent structure (i.e., coupled
positive and negative feedback loops), and would be corre-
lated with their inherent complex dynamics. This will be
analyzed in the next subsection.Bistability
The bistability in the conventional sense means that a
dynamical system has two distinct stable steady states, andcan exhibit a switch behavior under the excitation of
external stimuli or molecular noise (54,55). Biological
examples with this bistability include the l-phage lysis-
lysogeny switch (56,57), several mitogen-activated protein
kinase cascades in animal cells (58), and cell-cycle regula-
tory CI circuits in Xenopus and Saccharomyces cerevisiae
(54,15). Usually, bistable systems in the biological context
are thought of as those involved in the generation of switch-
like biochemical responses (58,59), the establishment of cell
cycle oscillations and mutually exclusive cell cycle phases
(15), the production of self-sustaining biochemical memo-
ries of transient stimuli (60), or the rapid lateral propagation
of receptor tyrosine kinase activation (61).
Interestingly, the above two biological models can also
exhibit bistability except for a simple behavior correspond-
ing to the evolution toward a limit cycle for any initial
conditions (refer to the Supporting Material). Here, the
bistability means coexistence between a stable steady state
and a stable limit cycle (i.e., two different kinds of attrac-
tors), where each stable state possesses its own basin of
attraction—i.e., a region in the phase space from each point
of which the system evolves toward this attractor. Such
a coexistence phenomenon was previously found in chemi-
cal reactions (62) and in multipally regulated biochemical
systems (63), and was studied mainly by Goldbeter et al.
(64). We identified that both circuit systems have a different
mechanism of generating bistable attractors that constitutes
a so-called bistable oscillator (a complex oscillation mode).
In theory, such a complex oscillation mode can be classified
according to the number of steady states, namely:
Case 1. Coexistence of a stable limit cycle and a stable steady
state inamultiple-steady-state situation (e.g., a stable
steady state and a stable limit cycle are separated by
the unstable manifold of a saddle point).
Case 2. Coexistence of stable limit cycle and a locally
stable steady state in a unique-steady-state situa-
tion (e.g., the attracting basins of two attractors
are separated by an unstable limit cycle).
For the NAT circuit, we found only Case 2 through
adequate sampling of model parameters. Such a situation
is also referred to as ‘‘hard excitation’’, by which the bio-
logical relevance of the switching behaviors was partially
elucidated (64). Furthermore, we investigated the influence
of molecular noise on switch behaviors, referring to Fig. 5,
A and B, which shows a typical result. From this figure,
we found that the molecular noise can constantly drive
stochastic transitions between the stable steady state and
the stable limit cycle. In contrast, for the ALT circuit, we
numerically found only Case 1, and that molecular noise
can also induce stochastic switching between the two stable
states (Fig. 5, C and D). Such an effect of molecular noise
on the bistable oscillator for both circuits was partially
observed in a recent experiment (65). In addition, the
PER-TIM model was shown to support the existence ofBiophysical Journal 99(4) 1034–1042
A B
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FIGURE 5 The bistability exhibited in two circuit systems, where a stable
steady state and a stable limit are coexistent. (A and B) For the NAT circuit,
where the parameter values are set as a1 ¼ 6.9568 (mol/s), a2 ¼ 0.9018
(mol/s), l1 ¼ 5.02429  104 (s1), l2 ¼ 3.5042  105 (s1), K1 ¼
0.121  103 (mol), K2 ¼ 0.341  103 (mol), K3 ¼ 0.472  103 (mol), b1 ¼
3.7  103, and b2 ¼ 2.1 103. (C and D) For the ALT circuit, where the
parameter values are set as a1 ¼ 2.8265 (mol/s), a2 ¼ 0.3099 (mol/s), l1 ¼
3.6523  104 (s1), l2 ¼ 1.0165  105 (s1), K1 ¼ 0.81  103 (mol),
K2 ¼ 1.3921  103 (mol), K3 ¼ 0.306  103 (mol), b1 ¼ 3.37  103, and
b2 ¼ 2.87  103. Panels A and C show the phase diagram for trajectories,
where two nullclines (dashed and solid curve) and steady states (solid circle
stands for the stable steady state; open circles represent unstable steady
states) are also shown. Panels B andD show that molecular noise can induce
a switch between two stable states, where, locally, an enlarged time series
(D, inset) displays periodic motions of two components clearly. Here n¼ 2.
1040 Zhang et al.hard excitation, which may play a role in the mechanism of
long-term suppression of circadian rhythms by light pulse
(66). The biological relevance of the switching behaviors,
however, is expected to require further elucidation.
The deeper dynamical analysis shows that the NAT circuit
system can have both a unique stable steady and a stable
limit cycle for a given set of parameter values; the ALT
circuit system has, except for a stable limit cycle, three
steady states (in which only one is stable; the other two
are saddle and unstable focus, respectively). Moreover, for
the NAT circuit, the stable steady state is located at the
inside of the limit cycle; for the ALT circuit, it is located
at the outside of the limit cycle in the phase space (see
Fig. 5). The limit cycle is generated through bifurcation of
the saddle node on invariant circle (67) for the NAT circuit
system, but for the ALT circuit system, it is generated
through a homoclinic bifurcation (data are not shown).
Additionally, in our numerical simulations, we did not find
the NAT circuit system to have a limit cycle similar to
that exhibited by the ALT circuit system (or vice versa).
Note that in Global Robustness and Local Robustness
(the above two subsections of Results), we did not con-
cern ourselves with how a limit cycle is generated, but
considered it insofar as a stable limit cycle was numerically
found.Biophysical Journal 99(4) 1034–1042DISCUSSION AND CONCLUSIONS
We have shown that two circuits with topologically equiva-
lent interlinking patterns of regulatory interactions can
exhibit architecture-dependent robustness and bistability,
which implies a closed relationship between genotype and
phenotype. Moreover, our (global and local) robustness
analysis has indicated that the NAT circuit is superior to
the ALT circuit, from which we can reasonably speculate
that the NAT circuit would have preferred natural selection
compared to the ALT. Because both circuits are composed
of interacting positive and negative loops, the most type of
common network architecture in, e.g., biological circadian
systems, our work is significant for understanding the core
architectures of biological clocks, and helpful for under-
standing the related design principles in synthetic biology
(22). However, we here point out that our robustness anal-
ysis cannot exclude the possibility that the ALT circuit
exists in real biological systems, e.g., it can exist in a real
biological system (see the example mentioned in Introduc-
tion, which implies that the ALT circuit would play a partic-
ular role that the NAT circuit cannot play if we consider it in
the framework of the entire network).
Our deterministic models are simplified in some aspects;
e.g., detailed biological processes such as transcription,
translation, and promoter binding are combined into a single
step, and we make the standard quasi-steady-state equilib-
rium assumption that the dynamics of the mRNA molecules
is much faster than that of the proteins. Such a simplification,
however, does not significantly affect our qualitative result
(numerical computations were done but data were not
shown). In addition, when doing stochastic simulation by
using the Gillespie algorithm, we have also simplified the
related biochemical reactions using Hill functions, e.g.,
each molecular species is modeled as a birth-death process
with appropriate transition rates. But the stochastic simula-
tion for the full biochemical reactions can show similar
results (data not shown here), with the difference only in
the case of a very small number of species molecules.
Regarding our robustness analysis, we here give some
additional comments. As is well known, the way of gener-
ating a limit cycles may be different for different dynamical
systems, and the usual bifurcation types include supercrit-
ical/subscriptical Hopf bifurcation, saddle node on invariant
circle, homoclinic bifurcation, etc. Thus, oscillatory behav-
ior in a neighborhood of the bifurcation point in general
exhibits a poor robustness to perturbations. However,
because our analysis method has used large-scale random
samplings and several statistic indices (e.g., the oscillation
fraction, the mean parameter perturbation fraction, the
mean maximal Floquetier fraction, and the mean amplitude
and period variance coefficients) to quantify the system
robustness, our results on robustness are convincing. Also
of note: The connectivity of parameter regions, which
can yield a system capable of generating oscillations, is
Architecture-Dependent Robustness 1041a nonnegligible factor—but one which involves the descrip-
tion of more elaborate dynamics for which (to our knowl-
edge) there has not been an available theory. Some
biological systems could have multiconnected regions, but
fortunately, such a case does not appear for our models,
and moreover, our robustness analysis approach need not
consider a connectivity issue.
From the viewpoint of dynamics, although we have
shown some interesting dynamical behaviors (e.g., molec-
ular noise can induce transient switching between a stable
steady state and a stable limit cycle), the ALT circuit model
merits further investigation. Such a phenomenon as we
describe has not been investigated previously, to our
knowledge. Perhaps, by investigating switch mechanisms
for both circuits, one would find the essential relationship
between genotype and phenotype, thus explaining why the
NAT circuit architecture is selected to implement the oscil-
latory function. The corresponding investigations are under-
way, and some detailed results will be published elsewhere.
We wish to conclude with this comment: A biological
system often contains many uncertain factors (e.g., some
unknown system parameters). Thus, from the viewpoint of
robustness as taken in this article, studying biological
networks has practical significance. In this sense, our
work provides a paradigm for other similar studies.SUPPORTING MATERIAL
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