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ABSTRACT
MLOS is a Data Science powered infrastructure and method-
ology to democratize and automate Software Performance
Engineering. MLOS enables continuous, instance-level, ro-
bust, and trackable systems optimization.
1 INTRODUCTION
Software Performance Engineering (SPE) is hard because per-
formance depends on the software and hardware environment
where the system is run and what workload it is processing.
This situation is even more difficult, since these influences are
not static in time. In response to these challenges, real-world
SPE has developed as an amorphous collection of experi-
ments and tribal best practices aimed at tuning parameters
and policies to satisfy non-functional performance require-
ments (e.g., latency, throughput, utilization, etc.). Consider
as an example the design and tuning of a hash table. Imple-
menting a working in-memory hash table is relatively simple.
But tuning it requires a deep understanding of the workload,
complex hardware capabilities and interactions, and local as
well as global performance/resource trade-offs of the entire
system—as shown in our experiments in §3.
Our key observation is that: while business logic develop-
ment is a necessary and high-value activity, manual tuning of
parameters/heuristics is an often low-yield (yet important) ac-
tivity for engineers. The key reasons for the current situation
are: 1) lack of integrated tools to explore a large parameter
space by running, and tracking experiments, 2) a need to
continuously re-tune systems as hardware/software/workload
(hw/sw/wl) context evolve, and 3) the manual nature of the
process, that forces one-size-fits-all configurations.
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As a consequence, instead of being a pervasive and contin-
uous activity (like unit testing), SPE is relegated to elite teams
with local expertise and ad-hoc knowledge and tools. The cost
of SPE can only be justified where performance is critical—
Microsoft and Intel employ 100s of performance engineers
that jointly tune core systems for every major hw/sw release.
The alternative is accepting sub-optimal performance. Intel’s
performance engineers shared that, most system software is
typically 30-40% away from what the hardware can achieve1.
This situation is exaggerated by increasingly diverse hardware
available in the cloud and on the edge.
Thanks to advancements in data management and machine
learning, a fundamental shift in how systems are built and
tuned is possible and required. In short, we argue in favor
of melding Data Science into the practice of Software En-
gineering to make SPE mainstream. Beyond the maturation
of Data Science (DS), MLOS2 is enabled by the move to
the cloud. Cloud operations provide us with: workload ob-
servability, increased incentives to optimize software, and an
unprecedented experimentation platform.
We present MLOS, an infrastructure and engineering prac-
tice aimed at systematizing and automating the performance
tuning of a system via Data Science. With MLOS, we em-
power engineers with tooling for data-driven optimizations.
This improves the end-to-end process of development and
long term maintenance costs, increases documentation and
reproducibility of performance tuning, and leads to more per-
formant, efficient, well tuned systems—discussed in §2.
We observe that the SPE process closely mimics the DS
process, and MLOS brings the rigor and tools of DS to it.
Like SPE, DS relies on experimentation, and changing pa-
rameters as often as necessary. However, in existing systems
software, many parameters are hard-coded and long build
times prohibit rapid experimentation. We believe this is a
major impediment to data-driven, automated SPE. So, one
key architectural decision we make in MLOS is to separate
the core system and the data-driven tuning of it. In §2.1 we
describe the infrastructure in more detail, highlighting this
fundamental architectural choice.
1That is the typical boost that their specialized SPE team achieves when
engaged to tune previously unoptimized software for a new hardware release.
2Short for Machine Learning [Optimized|Operating] Systems.
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Traditional SPE
public class BufferPool {
    int pageSize = 2048;
    int numPages = 50;
...
}
BUILD DEPLOY
BENCHMARK
4096
BUILD DEPLOY
BENCHMARK
CODE EDIT
(STATIC)
ONLINE
(PRODUCTION)
mlos.registerParams(…)
public class BufferPool {
    int pageSize = mlos.get(“pagesize”);
    int numPages = mlos.get(“numPages”);
...
}
public void testBufferPool(){
  mlos.time(doWork());
}
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Figure 1: The MLOS Developer Experience
In building MLOS, we are faced with hard challenges:
(1) Creating a “natural” development experience, enabling
engineers to take advantage of advanced and rigorous DS
processes. Annotations+Automation allow for a rich DS ex-
perience with minimal effort. (2) Introducing observabil-
ity/tunability without disrupting the performance of the tar-
get system. We achieve this using a side-agent and channel
to create low-cost communications with a DS experience.
(3) Global optimization across thousands of parameters is
an open problem. We cope with this by decomposing the
problem (as business logic does using APIs) into microbench-
marks for sub-components and by introducing a Resource
Performance Interface (RPI)—the SPE equivalent of an API.
We highlight the results of applying our initial MLOS
implementation to tackle (1) and (2) by optimizing core data
structures in SQL Server in §3.
At Microsoft, we are developing and using MLOS within
SQL Server engineering and are in the process of open-
sourcing all of the general purpose system components [2].
Furthermore, we are collaborating with several academic in-
stitutions with the intention to create an initial class and lab.
2 THE MLOS DEVELOPER EXPERIENCE
MLOS aims to democratize and automate SPE. Specifically,
we leverage existing Data Science technologies, including:
notebooks [1], model training [13, 20], tracking [24] and
deployment [5]. We concentrate our net-new development
on what we believe to be a key gap that prevents system
developers from using DS for SPE efficiently: the lack of
observability and tunability of low level system internals.
Figure 1 highlights the difference between traditional SPE
and MLOS. For traditional SPE, the developer’s “tuning loop”
involves: hard-coding "magic" constants (or at best exposing
them as start-up parameters), recompiling/redeploying (or
restarting) the system, running an experiment, and analyzing
the results. This process is lengthy, manual, and error-prone.
By contrast, MLOS enables externally observable and dy-
namically tunable constants, and allows the developer to
“drive” and track experiments in a fashion akin to a DS ex-
perience. The loop is faster and more carefully tracked (e.g.,
we record all experiment conditions, including OS/HW coun-
ters). Moreover, MLOS enables automated parameter tun-
ing, allowing for continuous and dynamic re-tuning, as well
as instance-level optimization (i.e., optimize for a specific
hw/sw/wl context).
Our primary concern in designing MLOS is to create a nat-
ural development experience. The use of auto-parameters (the
term we use to refer to DS-tuned system parameters) must be
natural and easier than hard-coding a constant. The first step
in this journey is providing APIs and annotation mechanisms
that are native to the system language. In SQL Server (C++),
we leverage C# language Attributes to declare certain param-
eters as tunable, and associate metrics to critical section of
the component code for observability. As we extend MLOS
to more languages, we will select mechanisms idiomatic to
each language (e.g., Java annotations).
Through code-gen mechanisms (§ 2.1), each of these pa-
rameters and their associated metrics is made observable
and tunable external to the core system without impacting
the delicate performance inner-loop of the system—our sec-
ond core challenge. This externalization allows us to pro-
vide an agile notebook-driven experience (similar to a stan-
dard DS workbench). This enables a software engineer with
rudimentary DS skills to visualize, analyze, model, and op-
timize component parameters. We require the developer to
provide (micro)benchmarks, but minimal input regarding the
choice of optimization function (e.g., maximize the through-
put of a component), subject to certain constraints (e.g., mem-
ory/cpu/latency caps) and the choice of workload(s).
In many cases simple AutoML or well chosen default op-
timization pipelines will likely provide a significant initial
lift over the manual configuration. The reason is simple: we
compare a static/global configuration of parameters to a one
dynamically tuned for a given hw/sw/wl. Another value-add
from MLOS is that the developer need only provide a few
application level metrics specific to their component (e.g.,
timing of a critical section) and MLOS automatically gathers
a large amount of contextual information (e.g., OS/HW coun-
ters). These are leveraged to gain additional insight and can
help in modeling a system. Finally, in MLOS we follow DS
best practices and integrate with tools such as MLFlow [24]
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Figure 2: The MLOS Architecture
for versioning and tracking of all models/experiments. On
its own this provides rigor and reproducibility and makes the
SPE process continuous rather than a one-off optimization
that grows stale over time. To this end we expect that in most
cases the “Data Science” aspects of MLOS will deliver gains,
more than its ML sophistication.
Resource Performance Interface (RPI) A developer can
optimize either the end-to-end system (e.g., TPC-E on SQL
Server) or a specific component (e.g., microbenchmark on
spinlocks, as we do in §3). Locally optimizing individual
components out of context may not align with end-to-end
optimization since those components typically share and com-
pete for resources in the larger system. For this reason we
introduce the notion of a Resource Performance Interface
(RPI). Conceptually an RPI allows the developer to define
the context of the component in the larger system in the form
of resource and performance expectations. Practically, this
describes an acceptable “envelope” of resources for a given
component stressed by a chosen workload. Note that the val-
ues here may be initially specified by the developer, or learned
from an existing system (e.g., during build-test runs). RPIs
provide the grounding for systematic performance regression
testing, at the component level. This is key to decompose the
performance behavior of a large system, and it is the moral
equivalent of an API for the non-functional performance as-
pects of a system. Importantly, the RPI is not specified as
part of the system code, but as part of the DS experience.
The rationale for this is that the same piece of business logic,
might be used in different parts of a system or in different
environments and could be optimized differently. More pre-
cisely this means that the same API could be associated with
multiple RPIs depending on the context of usage.
Next, we describe how we deliver this developer experience.
2.1 The MLOS Architecture
A fundamental choice in MLOS is to enable DS-driven op-
timization without fundamentally modifying the underlying
system. The practical motivation comes from our initial target
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Figure 3: Tuning of two hash-tables in SQL Server
case: SQL Server. This massive codebase is hard to modify,
and the size of it makes the build process very costly, slowing
the experimental SPE loop. Next we describe the mechanics
of how we decouple the system from the modeling and tun-
ing of it. The key challenge here is to provide observability
and tunability with minimal impact to the underlying system
performance—a performance variant of the Socratic oath.
MLOS is depicted in Figure 2 and operates as follows:
(1) Given an annotated code base (per §2), MLOS performs
code gen of: a) hooks in the system, b) a low latency shared
memory communication channel, and c) the MLOS Agent (a
daemon operating side-by-side the main system). This is a
high-performance mechanism to externalize all tuning.
(2) A Data Science experience is enabled on top of the appli-
cation metrics and OS/HW counter data collected. Developers
can leverage popular data science tools for visualization, mod-
eling, and tracking of experiments.
(3) The Data Science experience also provides generic APIs
to drive system-specific workloads, allowing us to focus on
collecting data points of interest interactively or automatically
during CI/CD and complement observations of live systems.
(4) Models, Rules, and Optimizations are deployed via the
DS experience into the MLOS Agent, where they are hosted
for online inferencing based on live and contextual conditions
(e.g., observed load on the server, internal system metrics).
(5) Finally commands are sent via the shared memory channel
and enacted by the MLOS hooks (e.g., updated the value for
the maximum spin count of a spinlock).
This approach creates the independence required for fast
experimentation, and reduces to a minimum the impact on the
system inner-loop. Clearly not all parameters are easily tuned
dynamically, as some would incur costly re-initialization op-
erations. As we gain experience with MLOS in practice we
will develop simple development patterns and libraries of
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Figure 4: HW/OS Counters to tune in a resource-aware fashion
components that are amenable to dynamic tuning. This is why
we focus our first application of MLOS to core datastructures
and functions in SQL Server: SQLOS [18].
3 EVALUATION
Our first experiments focus on tuning the parameters of
hashtables in SQL Server. Figure 3 shows the effects of tun-
ing two instances (OpenRowSet and BufferManager). We
observe: 1) DS-driven optimization can improve against SQL
Server highly tuned parameters by 20% to 90% (the initial
point in the strategy graphs), 2) the optimization surface for
the same component may vary with the workload (smooth
for OpenRowSet and very jagged for BufferManager) and
3) Random Search (RS) performs very competitively with
Bayesian Optimization (BO), shown using Gausian Processes
(GP), GP with Mattern 3/2 kernels, and 4) optimizing multi-
ple parameters at a time can be faster than one at a time (lines
marked as (1) in graph). In other experiments (ommited due
to space) BO was more efficient, indicating that the choice
of optimization mechanism is non-trivial and our agile DS
experience is indeed important.
Next we showcase how the ability of MLOS to gather
HW/OS counters during experiments allows us to adapt to
different operating conditions. Leveraging a similar Hashtable
experiment Figure 4 shows that a larger hashtable (more buck-
ets, hence more memory), reduces collisions (app metric)
leading to better latency. Interestingly, up to 5MB of allo-
cation this also offers a good reduction of cpu-cycles and
cache-misses (HW metrics), but this effect disappears beyond
that. This indicates that at least 5MB allocation is advisable to
save CPU resources in most conditions, but that past that the
tradeoff of collisions/memory dominates. Importantly, auto-
matic collection of HW/OS counters make it easy to observe
these tradeoffs, and the MLOS optimizer allows the developer
to focus on the desired objective (e.g., a tradeoff of resources
and performance) abstracting away the parameter fiddling. Fi-
nally, we note that MLOS can perform this tuning continously
adapting to changing hw/sw/wl conditions.
Our last experiment showcases how the workload may
influence optimal parameters choice. Figure 5 shows the per-
formance of a spinlock when changing the maximum spin-
ning before backoff. We show 7 workloads each comprised
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Figure 5: Optimal spinlock polling length varies by workload.
of several threads performing little work, and one perform-
ing a larger and larger number of operations under the lock.
Subtle changes in the workload (or hardware platform) can
substantially affect the optimal choice of parameters.
Discussion These experiments show great promise for
component-level optimizations. A key open challenge: how
to tackle the impractical parameter space for global optimiza-
tion. Our current practical solution is to leverage the power
of RPIs combined with developer intuition. More research in
this space is needed.
4 RELATEDWORK
MLOS and Software 2.0 [3] are related, but not the same.
MLOS does not make a distinction between developers who
write code ("Developer 1.0") and those that curate data and
train models ("Developer 2.0"). Instead, MLOS augments sys-
tems developers with enough data science tools and method-
ology to meet the challenges of the day. Similarly, MLOS
isn’t geared at problems that can only be solved by replac-
ing functions with models (e.g. image recognition). Instead,
it fuses traditional solutions (e.g. OS/HW measurement of
benchmarks) to problems solvable with them (e.g. hashtable
optimization) with data science to organize and optimize
them for the context in which they are applied. Recent work
[8, 12, 15, 17] on replacing sub-components of a DBMS with
models is incredibly promising, but as of the time of this
writing still brittle for our production applications.
Another key area of related work, is tools that tune ex-
ternal parameters of a system [9, 19, 22, 25]. Closer points
of comparison are approaches such as [14, 16, 21, 23] that
leverage ML to guide/improve existing query optimizers. All
of these efforts are complementary to MLOS, which focuses
on making system internals observable and tunable. We are
in fact, considering to port some of them onto the MLOS
infrastructure.
Past efforts have also tried to address this problem at a
library [6, 10] or compiler level [4, 7, 11]. In some ways these
are early applications of MLOS style optimization for those
areas. While complementary, though don’t focus on exposing
the DS for the developer to improve with as well.
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5 CONCLUSION
Software Performance Engineering (SPE) is a very valuable
but costly activity. With MLOS we fill an infrastructure gap
that will enable developers to leverage the tools and practices
of Data Science (DS).
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