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 1 
Abstract 
System identification (SID, also known as structural identification in this context) is the 
process of extracting a system’s modal properties from sensor measurements. Typically, 
a mathematical model is chosen for data fitting and the identification of model 
parameters yields modal property estimates. Historically, SID has relied on 
measurements from fixed sensors, which remain at specific locations throughout data 
collection. The ultimate flaw in fixed sensors is they provide restricted spatial 
information, which can be addressed by mobile sensors. In this dissertation, a 
framework is developed for extracting structural modal estimates from data collected by 
mobile sensors.  
The current state of mobile sensor networks applications in SHM is developing; 
research has been diverse, however limited. Reduced setup requirements for mobile 
sensor networks facilitate data collection, thus enable expedited information updates on 
a structure’s health and improved emergency response times to natural disasters. This 
research focuses on using mobile sensor data, i.e., data from sensors simultaneously 
recording in time, while moving in space, for comprehensive system identification of 
real structural systems. Mobile sensing data is analyzed from two perspectives, each 
requires different modeling techniques: an incomplete data perspective and a complete 
data perspective.  
In Chapter 2, Structural Identification using Expectation Maximization (STRIDE) is 
introduced, a novel application of the Expectation Maximization (EM) algorithm and 
approach for output-only modal identification. Chapter 3 revisits STRIDE for 
consideration of incomplete datasets, i.e., data matrices containing missing entries. Such 
instances may occur as a result of failed communications or packet losses in a wireless 
sensor network or as a result of sensing and sampling methods, e.g., mobile sensing. It is 
demonstrated that sensor network data containing a significant amount of missing 
  2 
observations can be used to achieve a comprehensive modal identification. Moreover, a 
successful real-world identification with simulated mobile sensors quantifies the 
preservation of spatial information, establishing benefits of this type of network, and 
emphasizing an inquiry for future SHM implementations.  
In Maximum Likelihood (ML) estimation theory, on which STRIDE is based, the 
precision of ML point estimates can be measured by the curvature of the likelihood 
function. Chapter 4 presents closed-form partial derivatives, observed information, and 
variance expressions for discrete-time stochastic state-space model entities. Confidence 
intervals are constructed for natural frequencies, damping ratios, and mode shapes 
using the asymptotic normality property of ML estimators.  
In anticipation of high-resolution scanning, mobile sensor data is also perceived to 
belong to a general class of data called dynamic sensor networks (DSNs), which 
inherently contain spatial discontinuities. Chapter 5 introduces state-space approaches 
for processing data from sensor networks with time-variant configurations for which a 
novel truncated physical model (TPM) is proposed. In typical state-space frameworks, a 
spatially dense observation space on the physical structure dictates a large state variable 
space, i.e., more total sensing nodes require a more complex dynamic model. The result 
is an overly complex dynamic model for the structural system. As sensor networks 
evolve and with increased use of novel sensing techniques in practice, it is desirable to 
decouple the size of the structural dynamic system from spatial sampling resolution 
during instrumentation. The TPM is presented as a novel technique to reduce physical 
state sizes and permit a general class of DSN data, with an emphasis on mobile sensing. 
Also, the role of basis functions in the approximation of mode shape regression is 
established. Chapter 6 discusses the identification of the TPM using an adjusted STRIDE 
methodology. 
3 
1.  
Introduction 
1.1. Motivation 
Imagine driving over the roadway of a bridge with a smart phone and diagnosing the 
structural health of a bridge in real time. Consider a network of vehicles equipped with 
smart phones that produces a steady flow of structural response data. Through the 
development of a framework for the use of mobile sensor networks in system 
identification, this fantasy becomes a realistic and efficient solution for collecting 
structural health monitoring (SHM) data. The reduced setup efforts of mobile sensors 
facilitate more frequent data collection, therefore enhanced structural information, and 
are applicable to rapid condition assessment immediately following a natural disaster. 
Mobile sensor networks are an emerging topic of interest in SHM; the benefits of 
such networks are targeted to remedy shortcomings of fixed sensor array configurations. 
With mobile sensor networks, few sensors can be implemented to collect data containing 
dense spatial information (Cerda et al. 2012; Fabien et al. 2009; Singhvi et al. 2005; 
Unnikrishnan and Vetterli 2012). Additionally, candidate sensor areas are less limited 
resulting in an immense number of potential mobile sensor paths. The placement of 
fixed sensors is constrained: locations must contain profitable responses, be accessible, 
and have minimal environmental hazards, thus the amount of suitable sensing areas is 
limited. Consequently, mobile sensor networks are easier to implement and more cost-
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effective compared to a dense array of fixed sensors. The ultimate flaw of fixed sensors 
is they provide restricted spatial information, which can be addressed by mobile 
sensors.  
The current state of mobile sensor networks applications in SHM is developing; 
research has been diverse, however limited as discussed in (Matarazzo and Pakzad 2013, 
2014). Zhu et al. (2010; 2012) developed flexure-based mobile sensing nodes (FMSNs), a 
moving SHM sensor procedure that collected data at fixed nodes, but these sensors did 
not record data while in-motion. Sibley et al. (2002) and Dantu et al. (2004) designed a 
small, inexpensive robot platform, Robomote, permitting mobile non-SHM coverage of 
large-scale sensor networks; the challenges summarized in this work were not specific to 
SHM applications. Partial system identification (SID) studies included a moving vehicle 
to investigate identifiability of frequencies for a single bridge span with frequency 
domain techniques in Lin and Yang (2005), and Cerda et al. (2012).  
The practice of novel sensing strives to make important structural condition 
information more accessible to researchers, engineers, governmental organizations, and 
the public. For example, employing mobile sensor networks is towards more frequent 
data collection and up-to-date statuses of this Nation’s bridges. Furthermore, mobile 
devices or smartphones with advanced computing capabilities are excellent sensor 
candidates. Such devices carry valuable communication functionalities, which could be 
used for expediting information updates on a structure’s health, triggering notifications 
to engineers and society, or improving emergency response times.  
1.2. Problem Description and Scope 
The goal of this work and this document is to establish a theoretical foundation and 
provide recommendations for the application of mobile sensor networks for output-only 
system identification (SID) with an emphasis on constructed bridge systems. It is 
fundamental to realize a mobile sensor network is defined to record measurements in 
  5 
time while in in motion. Furthermore, in the scope of this dissemination, proposed 
analyses methods must be capable of producing comprehensive modal identifications, 
i.e., including estimates for frequency, damping, and mode shapes. This capability is 
essential for adequately testing the following hypothesis: given the same number of 
sensors, a mobile sensor network provides superior spatial information when compared 
to a fixed sensor network. 
It is assumed that sensor mobility does not reduce data quality, i.e., the physical 
motion of the sensors does not distort sensor measurements. More precisely, mobile 
sensors are assumed to have the ability to record the exact response of a structural 
system at discrete points, in discrete time. Furthermore, a mobile sensor network is 
always reducible to an equivalent fixed sensor network. In other words, a stationary 
mobile sensor network collects identical data as a fixed sensor network at coincidental 
locations and times. This assumption eliminates direct application of vehicle-embedded 
sensors for data collection. The reader is referred to Appendix A.1 for a literature review 
on dynamic-vehicle interaction: the phenomena that governs the success of this 
particular data collection technique. 
1.3. Approach 
Common output-only SID algorithms are incompatible with mobile sensing data; they 
have been designed to process data from fixed sensor networks. This research begins 
with the introduction of a novel output-only method for modal identification: Structural 
Identification using Expectation Maximization (STRIDE), which due to its flexible 
framework, is applied throughout this dissertation and adapted to accommodate 
various forms of data. This work considers mobile sensing data from two perspectives, 
which require different modeling approaches:  
I) Incomplete data perspective: Mobile sensing data is equivalent to an incomplete data 
matrix from a spatially dense fixed sensor network, that is, one with missing entries 
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in time and space. In this perspective, the size of the incomplete data matrix is 
dependent on the number of sensing nodes covered by moving sensors. 
II) Complete data perspective: Mobile sensing networks belong to a general class of 
dynamic sensor network (DSN), whose data inherently contain spatial 
discontinuities. The size of the complete data matrix is dependent on the 
observations to be included in the model. 
In Chapter 3, the incomplete data perspective classifies the unique features of mobile 
sensing data through comparisons to a dense fixed sensor array, i.e., how is mobile 
sensor data different from dense fixed sensor data?  After verifying the hypothesis that 
mobile sensors can carry more prosperous spatial information, a new perspective is 
sought to minimize data matrices and model sizes. In Chapters 5 and 6, the complete 
data perspective of mobile sensor data is formally introduced as part of a whole new 
class of data, dynamic sensor networks (DSN), targeted to store measurements from a 
very large quantity of sensing nodes efficiently, thus minimizing the sizes of 
corresponding structural models. 
1.4. Nomenclature 
Unless otherwise noted, the mathematical notation throughout this dissertation is as 
follows: scalars are in regular font style, vectors are bold, matrices are italic, and time 
step indices are subscripts. At the end of some chapters, nomenclature tables are 
provided. 
!7!
2. #
Structural!Identification!using!Expectation!
Maximization!(STRIDE)!
Contributions#
• Use maximum likelihood time-domain state-space model parameters to estimate 
structural modal properties, i.e., frequencies, damping, and mode shapes, of two 
real-life bridge structures in ambient vibration conditions. 
• Divide the initial EM estimation of the six model parameters into two groups due to 
their separate nature. Incorporate a variety of existing output-only system 
identification (SID) algorithms for initial estimates of the state and observation 
matrices  A0  and  C0  and provide guidelines for initialization of the remaining four 
parameters which govern stochastic phenomenon 
• Recommendations on the selection of model order and defined likelihood function 
convergence criteria 
 !
!
!
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• Two STRIDE applications using ambient vibration data collected from wireless 
sensor networks (see Sections 2.4 and 2.5) in which accuracy and computational 
efforts of STRIDE are compared with those of ERA-NExT, ERA-OKID-OO, and AR. 
• A detailed account of floating point operations (FLOPs) required in STRIDE (see 
Appendix A.2). 
• A complete derivation of the six parameter update equations required by the M-step 
(see Appendix A.3) including an explanation of a non-trivial assumption embedded 
in the state input covariance and observation update formulae. 
2.1. Introduction#
This!chapter!introduces!the!Expectation!Maximization!(EM)!algorithm!to!be!used!for!
Structural!Identification,!together!known!as!STRIDE.!The!goal!of!EM!is!to!determine!the!
maximum!likelihood!estimates!(MLE)!of!parameters!in!a!specified!model!by!alternating!
between!two!general!steps:!the!expectation!step!(EHstep)!and!the!maximization!step!(MH
step).!It!was!first!proposed!in!Rubin!et!al.!(1977)!as!a!general!iterative!approach!to!
calculate!MLE!when!the!observations!under!consideration!represent!incomplete!data.!In!
these!cases,!the!complete!data!of!interest!is!not!observed!but!can!be!mapped!indirectly!
from!observed!incomplete!data.!For!the!case!of!this!chapter!and!in!the!context!of!a!stateH
space!model,!the!incomplete!data!are!the!observations! yk !and!the!complete!data!are!the!
states! xk .!!
The!EM!algorithm!has!remained!popular!in!likelihood!applications!due!to!its!ease!of!
implementation!and!general!form.!Work!by!Harvey!and!Pierse!(1984),!Phillips!et!al.!
(1979),!and!Jones!(1980)!introduced!the!role!of!Kalman!filter!and!smoothing!equations!
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(Kalman!1960)!for!forecasting!and!identification!of!ARMA!parameters!using!maximum!
likelihood!estimation.!Shumway!and!Stoffer!(1982)!and!Digalakis!et!al.!(1993)!used!these!
Kalman!filter!and!smoothing!equations!within!the!EHstep!of!EM!to!form!specific!
parameterHupdating!equations!(MHstep)!for!the!stochastic!stateHspace!model.!The!
equations!that!update!model!parameters!and!maximize!the!conditional!log!likelihood!of!
the!model!are!obtained!by!equating!appropriate!partial!derivatives!to!zero!(to!be!shown!
in!the!MHstep,!Section!3.2).!
While!the!EM!algorithm!has!proven!to!be!at!least!initially!more!attractive!than!
gradientHbased!search!methods!or!NewtonHRaphson!techniques!since!EM!does!not!
require!partial!derivative!calculations!or!solutions!to!nonlinear!equations,!its!drawbacks!
are!well!documented!and!are!explained!fully!in!Rubin!et!al.!(1977)!and!Wu!(1983).!For!
brevity,!some!main!points!summarized!in!Wu!(1983)!are!rehearsed!here:!
EM!PROs!
• The!conditional!likelihood!converges!monotonically!from!below!to!some!maximum!
value! of! the! sequence.! In! general,! if! this! likelihood! has! several! maxima! and!
stationary!points,!the!choice!of!starting!point!determines!which!type!of!point!the!EM!
sequence!will!converge!to.!
• Computations!are!relatively!easy!to!program,!if!not!readily!available.!
EM!CONs!
• Initial! parameter! estimates! are! required.! The! convergence! of! an! EM! sequence! to! a!
local!or!global!maxima!or!stationary!point!may!depend!on!the!choice!of!the!starting!
point.!
 !
!
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• EM!algorithm!tends!to!converge!slowly!in!later!iterations.!
• Matrices! of! second!partial! derivatives! are! not! calculated! by! default,! thus! standard!
errors!of!parameter!estimates!are!not!readily!available.!
STRIDE! has!many! benefits!when! compared!with! other! system! identification! (SID)!
algorithms:!
1. STRIDE! is! capable! of! providing! accurate! modal! estimates! at! significantly! lower!
model!orders!!
2. When! considering! multiple! runs! of! an! SID! algorithm! at! increasing! model! orders!
(which! is! often! required! for! a! comprehensive! modal! identification),! STRIDE! can!
accurately! identify! modal! properties! using! a! comparable,! sometimes! smaller,!
number! of! cumulative! FLOPs! when! compared! to! ERAHNExT,! ERAHOKIDHOO!
(Chang! and!Pakzad! (2013)! has! shown! that! several! other! outputHonly! SID!methods!
are!even!more!computationally!expensive!than!these!two),!or!AR.!
3. Each!iteration!of!STRIDE!requires!the!same!number!of!FLOPs!as!the!previous,!while!
ERAHNExT,!ERAHOKIDHOO,!or!AR!requires! increasingly!more!FLOPs!as! the!model!
order! increases.! Consequently,! iterations! for! STRIDE! affect! cumulative! FLOPs!
linearly! and! model! orders! for! ERAHNExT! and! ERAHOKIDHOO! affect! cumulative!
FLOPs!cubically.!
4. A! model! selection! procedure! is! not! necessary.! Assuming! the! user! has! defined!
adequate!convergence!criteria,! the! final! iteration!of!STRIDE!is!designed!to!produce!
the!most!accurate!modal!estimates!of!all!the!iterations.!
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5. STRIDE!iterates!on!a!single!model!order! p !to!provide!more!stable,!accurate!damping!
ratio!estimates!than!the!SID!algorithms!requiring!model!order!selection.!
6. EM!has!been!a!popular!method!to!determine!MLE!for!a! few!decades.!Accordingly,!
many!useful!modifications! are! available:! acceleration! of! EM!via!Aitken’s! or! Louis’!
methods,! computation! of! Fisher! Information! and! Hessian! Matrices! (Louis! 2013),!
penalized!likelihood!(Green!1990),!robust!EM!method!for!inputHoutput!timeHdomain!
(Gibson!and!Ninness!2005),!etc.!Krishnan!(2008)!provides!a!comprehensive!volume!
of!the!EM!algorithm!and!detailed!explanations!of!all!its!modifications.!
The!remainder!of!this!chapter!is!organized!as!follows:!Section!2.2!provides!the!
stochastic!stateHspace!model!and!likelihood!function!for!a!linear!dynamic!system;!
Section!2.3!introduces!STRIDE,!providing!all!necessary!equations,!convergence!criterion,!
initial!parameter!choices,!and!model!order!selection;!Section!2.4!and!Section!2.5!provide!
realHworld!STRIDE!applications!using!ambient!vibration!data!collected!at!the!
Northampton!Street!Bridge!and!Golden!Gate!Bridge,!respectively!where!the!
performance!and!efficiency!of!STRIDE!is!compared!to!those!of!common!outputHonly!SID!
techniques;!conclusions!are!given!in!Section!2.6.!
2.2. Likelihood#of#Linear#Dynamic#System#
This!section!provides!the!stochastic!stateHspace!model!and!its!likelihood!function!to!be!
used!for!outputHonly!structural!modal!identification!of!a!linear!dynamic!system.!The!
statistical!approach!of!determining!MLE!for!modal!identification!is!not!a!new!concept.!
Guillaume!et!al.!(1998;!1999),!Vanlanduit!et!al.!(2003),!and!Verboven!et!al.!(2002)!used!
 !
!
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frequencyHdomain!ML!approaches!to!estimate!polynomial!coefficients!of!the!frequency!
response!functions.!In!Guillaume!et!al.!(1999),!this!method!was!also!derived!to!work!for!
outputHonly!data!and!successfully!identified!frequencies!and!damping!ratios!along!
corresponding!standard!deviations!for!a!carHlike!subframe!example.!In!Verboven!et!al.!
(2002),!this!same!method!provided!a!full!modal!analysis!for!a!slat!track,!detecting!
changes!in!modal!parameters!(modeHtracking)!due!to!controlled!structural!changes.!!
Recently,!the!EM!framework!in!Shumway!and!Stoffer!(1982)!has!been!adapted!for!
structural!modal!identification!by!Pridham!and!Wilson!(2004)!and!Cara!et!al.!(2012)!as!
well!as!this!chapter.!Despite!the!shared!approach,!there!is!a!crucial!methodological!
difference!among!these,!which,!in!fact,!occurs!prior!to!the!implementation!of!EM,!
namely!the!initial!estimation!of!the!six!model!parameters!in!the!stochastic!stateHspace!
model.!Pridham!and!Wilson!(2004)!presented!EMHSSI!as!a!combined!subspaceHEM!
formulation,!relying!on!the!Stochastic!Subspace!Identification!(SSI)!method!for!
estimation!of!all!six!parameters,!then!Shumway!and!Stoffer’s!EM!for!refinement.!In!
addition!to!supporting!an!initial!SSI,!Cara!et!al.!(2012)!developed!a!Random!
Initialization!procedure!for!initializing!all!six!parameters!simultaneously.!STRIDE,!on!
the!contrary,!uses!two!independent!approaches!to!initialize!the!six!model!parameters,!
separating!initial!estimates!of!the!two!system!dynamic!matrices!from!those!of!aleatory!
entities!due!to!their!different!nature.!STRIDE!initialization!is!detailed!in!Section!3.6.!
While!successful,!the!methods!presented!in!the!literature!neither!clearly!demonstrate!
their!suitability!for!comprehensive!modal!identification,!i.e.,!frequency,!damping,!and!
mode!shape!estimation,!of!real,!largeHscale!civil!structures,!nor!their!advantages!over!
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wellHestablished!SID.!Throughout!this!chapter,!the!performance!and!computational!
requirements!of!STRIDE!are!compared!directly!to!those!of!such!SID.!
2.2.1. Stochastic#State<Space#Formulation#
The!stateHspace!formulation!provides!a!practical!approach!to!modeling!a!linear!time!
invariant!dynamic!system!of!interest!as!well!as!the!measurement!process.!The!
observation!equation!(2.1)!describes!how!discreteHtime!field!measurements!relate!to!the!
states!of!the!governing!dynamic!system!and!the!state!equation!(2.2)!describes!how!these!
states!behave!over!time.!More!specifically,!in!a!structural!health!monitoring!(SHM)!
context,!the!linear!time!invariant!dynamic!system!is!a!structural!system,!the!observations!
are!accelerometer!data,!and!the!states!are!the!displacement!and!velocity!responses!of!the!
structure!at!a!particular!location.!!
 xk = Axk−1 +ηk !  
k =1,2,…,K
!
!(2.1)
#
 yk = Cxk + νk !  
k =1,2,…,K
!
(2.2)#
#
Where,!
! !
# (2.3)#
The!observed!accelerations!at!the! N !sensing!locations!are!represented!by!the! N×1!
vector! yk !at!timeHstep! k .!For!a!stateHspace!model!of!order! p ,!these!observations!are!
mapped!to!the! pN×1!unobserved!stochastic!state!vector! xk !using!the! N×pN !observation!
matrix! C .!Note! p !represents!the!number!of!time!lags!included!in!the!time!series!model!
 
uk  is the sampled displacement vector at time step k
uk  is the sampled velocity vector at time step k
uk  is the sampled acceleration vector at time step k  
xk =
uk
!uk
⎡
⎣
⎢
⎢
⎢⎢
⎤
⎦
⎥
⎥
⎥⎥
 yk =
uk
 !
!
!
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(Box!et!al.!2008;!Brockwell!and!Davis!2002);!it!is!an!integer!that!relates!the!observation!
size!to!the!state!size.!The!theoretical!formulation!of!the!stateHspace!model!defines!the!
minimum!model!order!equal!as!two.!The!unobserved!states!are!a!quantity!of!interest!
because!their!behavior!over!time!dictates!the! pN×pN !state!matrix!A.!The! N×1!
observation!error/noise!terms! νk #are!assumed!to!be!zeroHmean,!uncorrelated!Gaussian!
vectors!with! N×N !covariance!matrix! R ;!this!is!a!common!statistical!assumption!for!this!
type!of!timeHseries!model!(Chang!and!Pakzad!2013;!Digalakis!et!al.!1993;!Jones!1980;!
Shumway!and!Stoffer!1982).!The! pN×1!vector!of!state!inputs! ηk !represents!the!dynamic!
loading!of!the!structure.!This!dynamic!loading!(or!system!input)!is!not!often!measured!
in!practice.!In!SHM,!this!is!referred!to!as!an!outputHonly!system,!that!is,!only!the!output!
of!the!system!is!measured;!the!input!is!not!measured!and!is!often!assumed!to!be!a!
random!process.!Here,!it!is!assumed!that!the!state!loading!terms!are!zeroHmean,!
uncorrelated!Gaussian!vectors!with! pN×pNcovariance!matrix! Q ;!a!common!statistical!
assumption!for!outputHonly!identification!(Chang!and!Pakzad!2013;!Huang!2001;!Peeters!
and!De!Roeck!1999).!Finally,!the!initial!state! x1 is!assumed!to!be!a!Gaussian!vector!with!
mean!vector! µ !and! pN×pN !covariance!matrix! V ;!the!initial!state!and!covariance!matrix!
are!described!for!the!first!time!step!( k = 1).!
!  x1∼N(µ,V ) !
(2.4)#
!  ωk ∼N(0,Q) !
(2.5)#
!  νk ∼N(0,R) !
(2.6)#
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2.2.2. Log<Likelihood#of#a#State<Space#Model#
One!approach!to!validate!or!gain!insight!on!a!given!set!of!stateHspace!model!parameters!
is!to!investigate!the!likelihood!of!these!parameters!given!the!observed!data.!For!
convenience!of!reference,!all!six!stateHspace!parameters!are!collectedly!referred!to!as!the!
superHparameter! Ψ !(in!regular!font!style,!but!not!a!scalar).!
!  Ψ= (µ,V ,A,Q,C,R) !
(2.7)#
This!superHparameter!is!similar!to! Θ !found!in!Chapter!6!of!Shumway!and!Stoffer!
(2011),!except!the!observation!matrix! C !is!also!included!here.!The!logHlikelihood!
function!for!the!stateHspace!model!can!be!written!directly!in!terms!of!the!superH
parameter,!the!observations,!and!the!states.!The!function!will!be!denoted!by!
 
ln LX,Y Ψ( )( ) –!
the!subscripts! X !and! Y !indicate!that!this!is!a!completeHdata!likelihood!function!since!it!
depends!on!the!observations!and!the!states.!
!
 
ln LX,Y Ψ( )( ) =−
pN
2
ln 2π( )− 12 lnV −
1
2
x1−µ( )
T
V−1 x1−µ( )
−
KN
2
ln 2π( )−K2 ln R −
1
2
yk −Cxk( )
T
R−1 yk −Cxk( )
k=1
K
∑
−
K−1( )pN
2
ln 2π( )−K−12 ln Q −
1
2
xk −Axk−1( )
T
Q−1 xk −Axk−1( )
k=2
K
∑
! (2.8)#
The!overall!goal!is!to!solve!for!the!superHparameter!that!maximizes!this!likelihood!
equation!(2.8),!thus!yielding!MLE!for!the!model.!Equation!(2.8)!implies!that!state!
measurements!are!available;!however,!this!is!not!the!case,!thus!the!equation!cannot!be!
used!directly.!The!whole!purpose!of!the!stateHspace!equations!(2.1)!and!(2.2),!is!to!
separate!the!observations!from!the!states!because!the!states!cannot!be!directly!observed!
(this!is!referred!to!as!“incomplete!data”!versus!“complete!data”!to!coincide!with!the!
terminology!of!Rubin!et!al.!(1977)!and!Shumway!and!Stoffer!(2011)).!In!short,!this!issue!
 !
!
!
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is!remedied!using!the!Kalman!filter!and!smoother!equations!in!the!EHstep.!The!EM!
algorithm!maximizes!the!conditional*expectation!of!the!complete!data!likelihood!
 
G Ψ j+1 |Ψ j( ) !for!each!iteration! j .!!
!
 
G Ψ j+1 | Ψ j( ) = E ln LX,Y Ψ j( )( ) | y1,…,yK⎡⎣⎢
⎤
⎦⎥ !
(2.9)#
Equation!(2.9)!introduces!the!conditional!expectation!of!equation!(2.8),!which!will!be!
used!in!place!of!the!actual!logHlikelihood!function!of!equation!(2.8).!From!a!
computational!perspective,!it!is!more!convenient!to!utilize!equation!(2.9)!in!its!
innovations!form,!i.e.,!directly!in!terms!of!the!prediction!error! εk and!its!covariance! Σk ,!
which!both!depend!on!the!superHparameter! Ψ .!
!
 
ln LY Ψ( )( ) =−
KN
2
ln 2π( )−K2 lnΣk Ψ( )−
1
2
εk Ψ( )
T
Σk Ψ( )
−1
εk Ψ( )
k=1
K
∑
!
(2.10)#
Equations!(2.9)!and!(2.10)!are!similar!to!those!found!in!Chapter!6!of!Shumway!and!
Stoffer!(2011)!except!that!these!presented!here!include!the,!often!ignored,!constant!terms.!
2.3. STRIDE#
The!purpose!of!this!section!is!to!introduce!the!STRIDE!algorithm!given!the!stochastic!
stateHspace!model!with!incomplete!data.!The!iterative!procedure!of!the!general!EM!
algorithm,!which!is!primarily!comprised!of!two!steps,!the!EHstep!and!the!MHstep,!was!
introduced!in!Rubin!et!al.!(1977).!The!following!procedure!is!presented!in!a!manner!
similar!to!Shumway!and!Stoffer!(2011)!where!it!is!described!to!alternate!between!the!
Kalman!filtering!recursive!equations!(2.14!–!2.21),!smoothing!recursive!equations!(2.22!–!
2.24),!and!the!multivariate!normal!maximum!likelihood!estimators.!
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1. Initialize:!select!superHparameter! Ψ0 for! j = 0 .!Begin!iterations! 
j = 0,1,… !
2. EHstep:!Use! the!Kalman! filter! (Kalman!1960)! and!RTS! smoother! (Rauch!et! al.! 1965)!
equations!to!estimate!the!states!and!covariances,!namely! xˆk and! 
Vˆk,k ,! Vˆk,k−1 for!all!time!
steps.! Next,! use! these! results! with! the! observations! and! superHparameter! from!
iteration!  j ,! to! compute! the! superHparameter! estimate! for! the! next! iteration! in!
equations!(2.28!–!2.33).!
3. Compute! the! conditional! expectation! of! the! likelihood! function.! From! a!
computational!perspective,! the!prediction!error/innovations! form!in!equation! (2.10)!
is!recommended.!
4. MHstep:!Update!the!superHparameter!estimate! 
Ψj→ 
Ψj+1 in!equation!(20).!
5. Repeat!steps!2!through!4!until!the!convergence!criterion!of!Section!2.3.5!is!met.!The!
final! ΨML !provide!MLE!for!the!system.!
The!goals!for!STRIDE!are!different!from!typical!solutions!to!MLE!problems.!For!the!
purposes!of!SID,!not!all!of!the!MLE!stateHspace!parameters!are!required;!only!two!
matrices!within!the!superHparameter!are!required!for!modal!identification.!The!
identification!is!based!on!the!observation!matrix! C !and!the!eigenHdecomposition!of!the!
state!matrix! A ,!thus!only!the!MLE!of!these!two!matrices!are!required!to!estimate!the!
natural!frequencies,!mode!shapes,!and!damping!ratios!of!the!structural!system.!The!
general!equations!for!the!EH!and!MHsteps!can!be!found!in!the!literature;!however,!all!
calculations!in!STRIDE!are!presented!within!this!chapter!to!clearly!display!the!required!
computational!efforts!(Appendix!A.2!contains!a!detailed!account!of!STRIDE!operations).*
 !
!
!
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2.3.1. E<Step:#Recursive#Kalman#Filter#and#RTS#Smoother#Equations#
In!this!section,!the!Kalman!filter!and!RTS!smoother!equations!are!provided,!constituting!
the!EHstep!of!the!EM!algorithm.!The!goal!of!the!EHstep!is!to!estimate!the!states!and!their!
covariances!using!the!observation!data!and!the!superHparameter!of!the!current!iteration!(
 j );!subsequently,!equation!(2.9)!can!be!computed.!!
In!the!following!equations,!the!estimated!states!and!their!covariances!will!be!denoted!
with!hats.!Additionally,!the!estimated!states,!state!covariances,!and!prediction!errors!
covariances!will!have!multiple!subscripts:!
 
xˆα|τ , Vˆα,α|τ ,! Vˆα,β|τ and! Σα| τ .!The!vertical!bar!
within!the!subscripts!is!intended!to!be!consistent!with!conditional!probability!notation,!
e.g.,! α | τmeans!alpha!given!tau.!More!specifically,!the!subscript!left!of!the!vertical!bar!(
α !for!the!estimated!states)!indicates!the!timeHstep!at!which!a!quantity!is!estimated.!The!
subscript!right!of!the!vertical!bar!( τ )!specifies!the!time!series!information!that!is!known!
(given)!at!the!time!of!estimation,!i.e.!specifically!the!observations y1,…,yτ .!The!state!
variance!
 
Vˆα,α|τ and!delayedHstate!filter!covariance! Vˆα,β|τ each!have!two!subscripts!left!of!the!
vertical!bar!(α !and!β ),!which!indicate!the!state!timeHsteps!under!consideration.!
Consequently,!the!values!of!these!subscripts!dictate!whether!each!equation!represents!
smoothing,!filtering,!or!forecasting/prediction,!as!they!specify!information!available!at!
the!time!of!estimation.!The!filtered!and!smoothed!state!and!state!covariance!estimates!
are!defined!below!in!equations!(2.11!–!2.13).!
!  xˆk|K = E xk | y1,…,yK
⎡
⎣⎢
⎤
⎦⎥ !
(2.11)#
!
 
Vˆk,k|K = E xk − xˆk|K( ) xk − xˆk|K( ) | y1,…,yK⎡⎣⎢
⎤
⎦⎥ !
(2.12)#
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!
 
Vˆk,k−1|K = E xk − xˆk|K( )
T
xk−1 − xˆk−1|K( ) | y1,…,yK
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(2.13)#
The!following!recursive!equations!originate!from!Kalman!(1960)!and!have!been!
presented!in!terms!of!the!state!space!model!throughout!the!literature!(for!examples,!see!
Box!et!al.!(2008)!or!Shumway!and!Stoffer!(1982)).!Basically,!the!Kalman!equations!
“complete”!the!stateHspace!model!data.!The!Kalman!filter!equations!use!the!Kalman!gain!
matrix! Kk !to!compute!minimum!mean!square!error!(MMSE)!estimates!of!the!states!and!
state!covariances!from!the!observations!and!current!superHparameter.!With!these!
quantities!available,!the!prediction!error! εk !is!defined!as!an! N×1!zeroHmean!Gaussian!
random!vector!with!covariance! Σk .!This!prediction!error!and!its!covariance!can!be!used!
to!compute!the!innovations!form!of!the!conditional!likelihood!introduced!in!equation!
(2.10).!The!forward!recursive!equations!are!computed!from!
 
k = 1,2,…,K .!!
With!prediction!equations!
!  xˆk|k-1 = Axˆk−1|k-1 !
(2.14)#
!  Vˆk,k|k−1 = CVˆk−1,k−1|k−1C
T +Q
!
(2.15)#
and!filter/update!equations.!
!  εk = yk−Cxˆk|k-1 !
(2.16)#
!  Σk|k = CVˆk,k|k−1C
T + R
!
(2.17)#
!  Kk =Vˆk,k|k−1C
TΣk|k
−1
!
(2.18)#
!  xˆk|k = xˆk|k-1 + Kkεk !
(2.19)#
!  Vˆk,k|k = (Ι−KkC)Vˆk,k|k−1 !
(2.20)#
!  Vˆk,k−1|k = (Ι−KkC)AVˆk−1,k−1|k−1 !
(2.21)#
!
The!fixedHinterval!smoothing,!RTS!smoother!equations!introduced!in!Rauch!et!al.!
(1965)!(embedded!within!the!EM!framework!of!Digalakis!et!al.!(1993)!and!Shumway!and!
 !
!
!
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Stoffer!(1982))!are!used!to!produce!MMSE!estimates!of!the!states!and!state!covariances!
given!the!observations,!current!superHparameter,!and!Kalman!filter!results,!further!
reducing!the!estimates!variances!of!the!states.!These!smoothed!estimates!of!the!states!
and!state!covariances!use!the!smoother!gain!matrix! Jk !to!obtain!the!optimal!linear!
combination!of!the!forward!and!backward!filter!estimates!(Crassidis!and!Junkins!2004).!
The!smoother!estimates!will!be!denoted!in!the!same!manner!as!those!from!the!Kalman!
filter.!The!backward!recursive!equations!are!computed!from!
 
k = K−1,K−2,…,1 .!
!  Jk−1 =Vˆk−1,k−1|k−1A
TVˆk,k|k−1
−1
!
(2.22)#
!  xˆk-1|K = xˆk−1|k-1 + Jk−1(xˆk|K− xˆk|k-1) !
(2.23)#
!  Vˆk−1,k−1|K =Vˆk−1,k−1|k−1 + Jk−1(Vˆk,k|K−Vˆk,k|k−1)Jk−1
T
!
(2.24)#
The!delayedHstate!smoother!covariance!is!computed!in!equation!(2.24);!its!initial!
value,!shown!below!in!equation!(2.25),!is!actually!computed!in!the!delayedHstate!filter!
equation!(11f)!during!the!final!Kalman!filter!run!( k = K ).!
!  VˆK,K−1|K = (Ι−KKC)AVˆK−1,K−1|K−1 !
(2.25)#
There!are!two!popular!methods!for!calculating!the!delayedHstate!smoother!
covariance!for!the!remaining!time!steps!
 
k = K−1,K−2,…,1 .!Shumway!and!Stoffer!(1981)!
first!derived!equation!(2.26)!based!on!the!preceding!delayedHstate!smoother!covariance,!
the!filtered!state!covariance!(2.20),!as!well!as!the!preceding!and!current!smoother!gains!
(2.22).!Shumway!and!Stoffer!(2011)!refer!to!the!quantity!in!(2.26)!as!the!“lagHone!
covariance!smoother”.!Note!that!equation!(2.26)!requires!at!least!temporary!storage!of!
the!previous!smoothing!step’s!smoother!gain! Jk−2 .!
!  Vˆk−1,k−2|K =Vˆk−1,k−1|k−1Jk−2
T + Jk−1(Vˆk,k−1|K−AVˆk−1,k−1|k−1)Jk−2
T
!
(2.26)#
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Digalakis!et!al.!(1993)!derived!equation!(2.27)!that!is!a!function!of!the!delayedHstate!
filter!covariance!(2.21),!the!filtered!state!covariance!(2.20),!and!the!smoothed!state!
covariance!(2.24).!Equation!(2.27)!does!not!require!information!from!previous!smoothing!
steps!and!is!preferable!over!(2.26)!for!this!reason.!!
!  Vˆk−1,k−2|K =Vˆk−1,k−2|k + (Vˆk−1,k−1|K−Vˆk−1,k−1|k )Vˆk−1,k−1|k
−1 Vˆk−1,k−2|k !
(2.27)#
2.3.2. M<Step:#Maximize#Conditional#Expectation#of#Likelihood#
Function#
Once!the!states!
 
xˆk|K and!their!covariances! 
Vˆk,k|K !&! Vˆk,k−1|K !have!been!determined!(predicted,!
filtered,!then!smoothed)!for!all!time!steps,!stateHspace!parameters!can!be!calculated!for!
the!next!iteration!( j+1).!The!parameter!updating!equations!are!obtained!from!taking!
partial!derivatives!of!the!conditional!log!likelihood!equation!(2.8),!setting!these!equal!to!
zero!(Hinton!and!Ghahramani!1996),!and!using!the!superHparameter!at!the!current!
iteration!( j ).!A!detailed!derivation!of!these!update!equations!is!provided!in!Appendix!
A.3!The!following!equations!represent!the!iteration!transition,!namely! j→ j+1 .!
!
 
Aj+1 = xˆk|Kxˆk−1|K
T +Vˆk,k−1|K
⎡
⎣⎢
⎤
⎦⎥k=1
K
∑ xˆk−1|Kxˆk−1|KT +Vˆk−1,k−1|K⎡⎣⎢
⎤
⎦⎥k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
!
(2.28)#
!
 
Cj+1 = ykxˆk|K
T
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
xˆk|Kxˆk|K
T +Vˆk,k|K
⎡
⎣⎢
⎤
⎦⎥k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
!
(2.29)#
!
 
Qj+1 =
1
K
xˆk|Kxˆk
T +Vˆk,k|K( )
k=1
K
∑ −Aj+1 xˆk−1|Kxˆk|KT +Vˆk−1,k|K( )
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ !
(2.30)#
!
 
Rj+1 =
1
K
ykyk
T
k=1
K
∑ −Cj+1 xˆk|KykT
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ !
(2.31)#
The!updates!for!initial!state!and!state!covariance!(smoothed!estimates!at! k = 1)!are!
determined!directly!from!the!filtered!and!smoothed!states!and!state!covariances.!!
 !
!
!
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!  
µ j+1 = xˆ1|K !
(2.32)#
!  Vj+1 =Vˆ1,1|K !
(2.33)#
Finally,!to!be!consistent!with!the!model!assumptions!in!Section!2.2.1,!the!user!must!
ensure!that!the!covariance!matrices! 
Qj+1 and! 
Rj+1 are!diagonal!matrices.!The!superH
parameter!is!now!updated,!ready!for!the!next!iteration,!namely! j+1.!
!  
Ψ j+1 = (µ j+1,Vj+1,Aj+1,Qj+1,Cj+1,Rj+1) !
(2.34)#
2.3.3. MLE#and#Corresponding#Modal#Properties#
In!this!section,!the!stateHspace!parameters! A !and! C *are!used!to!determine!the!structural!
modal!properties:!natural!frequencies,!mode!shapes,!and!damping!ratios.!Once!the!MLE!
of!the!superHparameter! ΨML !has!been!determined!at!final!iteration! j = J ,!the!
corresponding!modal!properties!can!be!calculated!from! AML !and! CML .*Let! ΛML !and! ΓML !
represent!the!matrices!of!eigenvalues!and!eigenvectors!of! AML !respectively.!The!diagonal!
terms!of!the!eigenvalue!matrix!dictate!the! pN×1!maximum!likelihood!frequency!
estimators!FML!and!the! pN×1!maximum!likelihood!damping!ratio!estimators! ζML .!The!
eigenvector!and!the!observation!matrices!are!used!to!compute!the! pN×pN !maximum!
likelihood!mode!shape!matrix!estimator! ΦML .!
!
 
FML =
2π log diag ΛML( )( )
Δt !
(2.35)#
!  ΦML = CML ⋅ΓML !
(2.36)#
!
 
ζML(%) =−cos !log diag ΛML( )( )( )⋅100% ! (2.37)#
In!equations!(2.35,!2.37),!if!an!eigenvalue!is!complex,!e.g., z = a +b ⋅i ,!where! i !is!the!
imaginary!number,!the!log!is!computed!as! log z( ) = log z + i⋅arctan b a( ) !where!
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−π≤arctan b a( )≤π .!In!(21c),! !log ΛML( ) is!the!phase!angle!of!the!complex!eigenvalue!in!
radians.!As!the!STRIDE!iterations!progress,!the!modal!estimates!stabilize!and!exhibit!
convergent!behavior!(Appendix!A.5!proves!the!MHstep!also!yields!MLE!for!state!matrix!
eigenvalues)!of!.!Similar!to!the!likelihood!function,!estimates!update!rapidly!in!earlier!
iterations!and!more!slowly!at!higher!iterations.!
2.3.4. STRIDE#Performance#for#a#Four<DOF#Simple#Beam#
The!challenge!of!verifying!modal!estimates!in!real!structures!has!motivated!the!analysis!
of!a!system!with!known!modal!properties.!The!example!originally!presented!in!Chang!
and!Pakzad!(2013)!is!analyzed!by!STRIDE!to!illustrate!accuracy!of!its!ML!modal!
estimates!with!respect!to!iterations!and!known!modal!properties.!Through!comparing!
the!performances!of!several!SID!algorithms,!Chang!and!Pakzad!(2013)!have!shown!that!
damping!ratio!biases!vary!by!model!order.!The!STRIDE!frequency!
 
eFn !and!damping! 
eζn !
errors!defined!below!in!equations!(22a!–!22b)!are!shown!in!Figure!1.!For!modes!two!
through!four,!stable,!accurate!damping!estimates!are!available!after!about!50!iterations.!
The!damping!for!the!first!mode!fell!under!2%!error!after!100!iterations!and!stabilized!
near!300.!Overall,!the!STRIDE!damping!estimates!are!more!stable!and!accurate!with!
respect!to!iterations!than!those!of!ERAHOKIDHOO,!ERAHNExTHAVG,!N4SID,!or!AR!are!
with!respect!to!model!order!as!presented!in!Figure!2.1!of!Chang!and!Pakzad!(2013).!
!
 
eFn = 1−
Fn,ML
Fn,exact !
(2.38)#
!
 
eζn = 1−
ςn,ML
ςn,exact !
(2.39)#
 !
!
!
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#
Figure!2.1.! STRIDE! frequency!and!damping!performance! for! the!4!DOF!Beam!Structure!presented! in!
(Chang!and!Pakzad!2013).!
2.3.5. Convergence#Criterion#for#STRIDE#
A!good!indicator!of!STRIDE!convergence!is!the!slope!of!the!conditional!likelihood!
function.!The!actual!slope! ∂G ∂ j
!
is!estimated!in!equation!(2.40),!using!the!difference!and!
average!of!the!two!most!recent!likelihood!values!(Murphy!2004;!Press!et!al.!1992).!
!
 
∂G
∂ j
≈
G Ψ j( )−G Ψ j−1( )
G Ψ j( ) + G Ψ j−1( )
2
⎛
⎝
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟
! (2.40)#
The!MLE!of!the!superHparameter!is!determined!once!the!conditional!likelihood!
function!reaches!its!maximum!value.!For!implementation,!the!current!superHparameter!
(at!iteration! j )!is!assumed!to!be!the!MLE!when!the!actual!slope!is!near!zero.!The!
convergence!criterion!of!STRIDE!is!userHdefined!by!choosing!a!slope!threshold! θ ;!
specifically,!the!convergence!condition!for!STRIDE!is!defined!in!equation!(2.41).!
STRIDE!has!converged!at!iteration!j!if!
!
 
∂G
∂ j
≤θ
!
(2.41)#
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An!adequate!slope!threshold!must!be!selected!to!ensure!the!conditional!likelihood!
function!has!practically!attained!its!maximum!value.!Based!on!application!examples!
presented!in!Sections!2.4!and!2.5,!a!slope!threshold!of! θ= 5×10−4
!
provided!accurate!
results!and!can!be!recommended!as!guideline!for!model!orders! p = 2!or!4.!Identification!
is!possible!at!a!larger!slope!threshold!(fewer!iterations),!but!it!may!be!beneficial!to!allow!
for!more!iterations!when!processing!new!data.!!
2.3.6. Initial#Parameter#Estimates#and#Model#Order#Selection#
The!EM!algorithm!requires!an!initial!estimate!of!the!superHparameter!to!commence,!
since!the!EHstep!computes!the!conditional!logHlikelihood!function!in!equation!(2.8),!i.e.,!
the!likelihood!function!given!the!observations!and!previous!iteration’s!superHparameter.!
This!section!will!discuss!the!selection!of!an!initial!superHparameter! Ψ0 !and!model!order!
 p !for!STRIDE.!The!initial!superHparameter!is!denoted!with!subscript!“0”!(for! j = 0 ).!
!  Ψ0 = (µ0,V0,A0,Q0,C0,R0) !
(2.42)#
The!goal!of!the!initial!superHparameter!is!to!provide!an!adequate!starting!point!for!
EM!while!requiring!no!aHpriori!knowledge!of!the!structural!system.!In!equations!(2.43!–!
2.45),! µ0 ,! V0 ,! Q0 ,!and! R0 ,!can!be!specified!to!represent!the!model!assumptions!described!
in!Section!2.2.1.!
!  µ0 = 0pNx1 !
(2.43)#
!  V0 = ΙpNxpN !
(2.44)#
!  Q0 = ΙpNxpN !
(2.45)!#
!  R0 = ΙNxN !
(2.46)#
 !
!
!
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The!state!error/loading!covariance!matrix! Q0 !is!set!to!be!the! pN×pN !identity!matrix.!
The!initial!state!mean! µ0 !is!set!to!be!a! pN×1vector!of!zeros.!The!initial!state!covariance!
matrix! V0 *can!be!assumed!to!have!the!same!magnitude!as!the!loading,!therefore!set!to!
the! pN×pN !identity!matrix,!but!may!also!be!determined!using! A0 !and! Q0 in!the!
Lyapunov!equation!(Boots!1999;!Lyapunov!1907).!Finally,!the!observation!error/noise!
covariance! R0 !is!assumed!to!be!the! N×N !identity!matrix.!The!covariance!matrices! Q0 !
and! R0 !are!set!to!be!diagonal!matrices.!!
The!two!system!matrices,* A0 *and* C0 ,!are!most!crucial!to!the!algorithm’s!performance!
for!the!outputHonly!case,!since!they!directly!affect!the!estimated!modal!properties.!These!
matrices!are!estimated!by!using!the!observation!data.!For!the!purposes!of!this!chapter,!
another!outputHonly!system!identification!(SID)!algorithm!is!implemented!to!provide!an!
initial!estimate!for!these!matrices.!To!guarantee!compatibility!with!STRIDE,!the!chosen!
initial!SID!algorithm(s)!must!be!capable!of!either!directly!or!indirectly!estimating! A0 *and*
 C0 !for!the!discreteHtime!domain!stochastic!stateHspace!model!given!in!Section!2.2.1,!e.g.!
N4SID!(Van!Overschee!and!De!Moor!1992),!AR!(Pakzad!et!al.!2011),!ERAHNExT!(James!
III!et!al.!1993),!ERAHNExTHAVG!(Chang!and!Pakzad!2012),!ERAHOKIDHOO!(Chang!and!
Pakzad!2013),!SSI!(Peeters!and!De!Roeck!2000),!or!others.!In!Sections!2.5!and!2.6,!ERAH
OKIDHOO!is!selected!to!compute!both! A0 *and* C0 !matrices.!
For!STRIDE,!the!model!order!choice!is!brief!compared!to!other!SID!algorithms!
because,!it!will!be!shown!in!Section!2.4!that!STRIDE!it!can!accurately!estimate!modal!
parameters!at!the!minimum,!and!default,!model!order! p = 2 .!A!higher!model!order,!e.g.,!
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 p = 4 ,!can!be!implemented!to!enhance!the!accuracy!at!a!marginally!higher!
computational!cost.!In!general,!a!need!for!a!higher!model!order!may!arise!if!few!sensing!
locations!are!used!in!analysis,!i.e.,! N !is!small,!but!many!modal!properties!are!desired.!In!
this!case,!it!is!desirable!to!increase!the!size!of!the! pN×pN !state!matrix!by!using!a!larger! p
,!thus!increasing!the!quantity!of!eigenvalues!in! A ,!and!estimated!modes.!
2.4. Northampton#Street#Bridge#(NHB)#Application#
The!Northampton!Street!Bridge!(NHB)!is!a!steel!cantilever!bridge!connecting!Easton,!PA!
and!Phillipsburg,!NJ!over!the!Delaware!River.!Its!center!span!is!91!meters!(300!feet),!its!
side!spans!are!each!38!meters!(125!feet),!and!carries!three!lanes!of!East/West!car!traffic!
and!two!sidewalks.!!
!
Figure!2.2.!NHB!Geometry!and!Sensor!Setup!
The!NHB!data!consisted!of!100,000!samples!collected!from!twentyHone!sensors!and!
oversampled!at!280!Hz!to!reduce!limit!the!effect!of!sensor!noise.!Eighteen!sensors!were!
placed!on!the!South!side!of!the!bridge!and!three!mirroring!sensors!were!placed!on!the!
North!side!of!the!bridge!as!shown!in!Figure!2.2;!the!sensor!channels!that!measure!
acceleration!perpendicular!to!the!roadway!of!the!bridge!were!considered!in!this!analysis!
for!the!identification!of!vertical!and!torsional!vibration!modes.!
Delaware River
18 SENSORS ON NORTH SIDE
3 SENSORS ON SOUTH SIDE
East West 
 
  
  
 !
!
!
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 A0 *and* C0 !were!calculated!from!ERAHOKIDHOO!( p = 2 )!using!the!measured!data.!
Next,!the!same!data!was!filtered!and!downsampled!to!consider!modal!properties!up!to!
10!Hz!and!used!in!STRIDE!( p = 2 )!with!convergence!threshold! θ= 5×10
−4 .!The!
remaining!stateHspace!parameters!were!estimated!in!accordance!with!Section!2.3.6.!
STRIDE!required!55!iterations!to!achieve!the!designated!slope!threshold.!
!
Figure!2.3.!Stability!diagram!using!ERAHNExT!for!NHB!data!(N!=!21!sensors;!K!=!25,000!samples).!
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!
Figure!2.4.!Stability!diagram!using!ERAHOKIDHOO!for!NHB!data!(N!=!21!sensors;!K!=!25,000!samples).!
ERAHNExT,!ERAHOKIDHOO,!and!AR!were!implemented!for!model!orders!2!through!
100!(using!SMIT!Chang!and!Pakzad!(2013))!producing!stabilization!diagrams!(those!of!
ERAHNExT!and!ERAHOKIDHOO!are!shown!in!Figures!2.3!and!2.4).!These!stabilization!
plots!were!used!to!select!the!model!order,!for!each!SID!algorithm,!that!provides!the!most!
accurate!modal!estimates.!
2.4.1. NHB#Results:#Comparisons#of#Estimated#Modes#
In!this!section,!a!detailed!comparison!of!the!modal!identification!results!from!STRIDE,!
ERAHNExT,!and!ERAHOKIDHOO!is!presented.!These!two!algorithms!were!chosen!
because!they!exhibit!a!useful!balance!of!computational!speed!and!accuracy!(Chang!and!
Pakzad!2013).!Additionally,!since!ERAHOKIDHOO!was!selected!to!provide! A0 *and* C0 !for!
STRIDE,!it!was!used!to!compare!to!higher!model!order!ERAHOKIDHOO!models.!STRIDE!
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results!are!also!briefly!compared!to!those!of!AR!with!respect!to!computational!FLOPS!
and!overall!performance!(see!Figures!2.7,!2.8,!and!Table!2.2).!
In!general,!modal!estimates!in!latter!STRIDE!iterations!are!more!accurate!than!the!
previous.!Consequently,!assuming!an!adequate!convergence!criteria!is!selected,!the!user!
can!effortlessly!choose!the!results!from!the!final!iteration,!and!attain!accurate!modal!
estimates!provided!by!the!algorithm!since!the!likelihood!function!is!near!its!maximum!
value.!!
To!obtain!accurate!modal!estimates!using!the!other!SID!methods,!the!user!must!
review!the!stabilization!diagram!and!select!the!model!order!providing!the!optimal!
estimates.!There!are!some!issues!with!this!model!selection!procedure:!the!process!can!be!
time!consuming!and!it!is!often!the!case!that!a!single!model!order!does!not!represent!the!
results!of!all!computed!model!orders,!i.e.,!does!not!provide!the!best!modal!parameters.!!
The!second!point!is!illustrated!in!the!NHB!analysis.!Using!the!stabilization!diagram!
for!ERAHNExT,!Figure!2.3,!model!order!36!was!chosen!to!represent!the!method,!despite!
missing!mode!six!(see!Table!2.1).!For!example,!in!model!order!80,!mode!six!was!
identified!but!mode!seven!was!absent.!Similarly!for!ERAHOKIDHOO,!model!order!100!
was!chosen!using!Figure!2.4#to!represent!the!method,!despite!missing!modes!seven!and!
ten!(see!Table!2.1).!At!model!order!44,!this!method!identified!modes!seven!and!ten,!but!
modes!three!and!five!were!not!identified.!Although!all!modes!were!identified!
throughout!the!range!of!model!orders!analyzed,!there!was!no!single!model!order!
(neither!in!ERAHNExT!nor!ERAHOKIDHOO)!that!included!modal!estimates!for!all!the!
modes.!To!obtain!a!comprehensive!modal!analysis!using!either!method,!the!user!would!
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be!required!to!compile!results!from!candidate!model!orders,!which!can!be!time!
consuming.!
!
Figure!2.5.!Six!selected!modes!from!identifications!of!NHB!data.!ERAHNExT!(p!=!36),!ERAHOKIDHOO!(p!
=!100),!and!STRIDE!(p!=!2).!
Table!2.1!details!the!modal!identification!results!of!all!three!methods.!Figures!2.5#
compares!six!selected!mode!shapes!among!the!three!methods.!STRIDE!was!the!only!
method!to!identify!ten!modal!frequencies!under!10!Hz.!ERAHNExT!failed!to!identify!
mode!six!and!ERAHOKIDHOO!failed!to!identify!modes!seven!and!ten.!The!frequency!
results!from!STRIDE!agreed!with!ERAHNExT!and!ERAHOKIDHOO.!There!were!some!
discrepancies!between!the!damping!ratios!for!modes!one,!four,!and!five;!however,!it!is!
important!to!note!that!the!results!from!SID!algorithms!have!a!damping!ratio!bias!which!
vary!at!each!model!order!(Chang!and!Pakzad!2013).!More!specifically,!at!lower!model!
orders!( p <10 ),!ERAHOKIDHOO,!ERAHNExTHAVG,!N4SID,!and!AR!have!been!shown!to!
provide!erroneous!damping!estimates,!exceeding!100%!error.!
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Table!2.1.!Identified!modes!of!NHB!below!10!Hz.!Vertical!and!torsional!modes!are!represented!by!V!or!
T,!respectively.!ST,!OO,!and!XT,!denote!STRIDE,!ERAHOKIDHOO,!and!ERAHNExT,!respectively.!“miss”!
denotes!a!completely!missed!mode.!Superscripts!ST,!OO,!and!XT!denote!respective!mode!shape!misses.!
Mode! 1! 2! 3! 4! 5! 6! 7! 8! 9! 10!
Type* V* T* V* V* V* V* T* V* T* T*
Fr
eq
ue
nc
ie
s!
(H
z)
! XT! 1.800! 1.987! 2.807! 4.422! 4.736! miss! 6.345! 8.992! 9.387! 9.872!
OO! 1.793! 1.991! 2.832! 4.402! 4.733! 5.227! miss! 8.960! 9.383! miss!
ST! 1.838! 2.020! 2.862! 4.505! 4.899! 5.227! 6.438! 9.026! 9.402! 9.734!
D
am
pi
ng
!(%
)! XT! 2.33! 1.86! 5.46! 1.16! 1.33! miss! 9.59! 0.825! 1.23! 1.75!
OO! 2.56! 0.89! 5.75! 1.17! 1.05! 1.23! miss! 1.25! 0.85! miss!
ST! 5.52! 2.92! 5.87! 2.87! 3.30! 4.56! 5.58! 0.92! 1.96! 3.61!
M
A
C
!
ST,!OO! 0.98! 0.98! 0.98! 0.98! 0.91! 0.84! missOO! 0.89! 0.30ST! missOO!
ST,!XT! 0.98! 0.98! 0.99! 0.97! 0.92! missXT! 0.95! 0.96! 0.25ST! 0.17ST!
OO,!XT! 1.00! 1.00! 1.00! 1.00! 1.00! missXT! missOO! 0.94! 0.98! missOO!
For!the!NHB!analysis,!STRIDE’s!initial!parameter!estimates!were!provided!by!ERAH
OKIDHOO!( p = 2 ),!which!contained!an!inflated!damping!ratio.!Similar!to!performance!in!
the!4!DOF!beam!example!presented!in!Figure!2.1,!damping!estimates!began!to!stabilize!
after!about!50!iterations.!The!STRIDE!NHB!analysis!achieved!the!slope!threshold!after!55!
iterations;!therefore!it!is!possible!some!damping!estimates!remained!inflated!as!a!result!
of!the!initial!SID!estimate.!
2.4.2. Computation#Comparison#
With!a!slope!threshold!chosen,!the!corresponding!number!of!iterations!will!vary!mostly!
depending!on!number!of!samples! K ,!number!of!sensors! N ,!and!model!order! p .!With!
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larger!data!samples!and!model!orders,!more!iterations!may!be!necessary!to!achieve!a!
desired!slope!threshold,!but!more!importantly,!each!iteration!requires!more!
computations.!Figure!2.6!shows!the!number!of!iterations!required!to!reach!a!variety!of!
slope!thresholds,!at!model!orders! p = 2!and!4!in!the!NHB!analysis.!The!number!of!
required!iterations!measures!the!computational!efforts!of!STRIDE!as!a!function!of!
converged!likelihood!slope.!Note!the!nonHfunctional!behavior!of!this!plot!is!due!minor!
imprecisions!in!the!likelihood!calculation.!For!some!iterations,!the!calculated!conditional!
likelihood!at!iteration! j+1!was!slightly!lower!than!that!at! j ,!resulting!in!an!apparent!
decrease!in!slope.!In!general,!fine!slope!improvements!for!high!likelihood!models!are!
most!expensive.!A!rather!sharp!demand!in!iterations,!and,!in!turn,!computational!efforts,!
is!apparent!near! θ< 5×10
−4 .!Consequently,!from!a!computational!perspective,!slope!
thresholds!near! θ= 5×10−4 !(or!a!bit!larger)!are!efficient!for!the!NHB!data.!
Figure!2.7!shows!the!estimated!FLOPs!for!ERAHNExT,!ERAHOKIDHOO,!and!STRIDE!
with!the!NHB!data!and!Figure!2.8!shows!the!cumulative!estimated!FLOPs.!Figure!2.7!
illustrates!how!each!iteration!of!STRIDE!requires!the!same!number!of!FLOPs!as!the!
previous,!while!ERAHNExT,!ERAHOKIDHOO,!and!AR!require!increasingly!many!FLOPs!
as!the!model!order!increases.!Consequently,!iterations!for!STRIDE!affect!cumulative!
FLOPs!linearly!and!model!orders!for!ERAHNExT,!ERAHOKIDHOO,!and!AR!affect!
cumulative!FLOPs!cubically.!Table!2.2!summarizes!the!cumulative!computational!costs!
for!these!methods.!ERAHNExT!required!the!least!cumulative!FLOPs,!STRIDE!used!just!
under!one!order!of!magnitude!more!cumulative!FLOPs,!while!ERAHOKIDHOO!and!AR!
required!about!two!orders!of!magnitude!more!cumulative!FLOPs.!
 !
!
!
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Table!2.2.!Summary!of!computational!efforts!and!performance!for!modal!analysis!of!NHB!data!using!
various!SID!algorithms!and!STRIDE.!
Method! Model!Order! Iterations!
Cumulative!Estimated!
FLOPs!
Identified!Modes!
ERAHNExT! 2!through!36! N/A! 9.00!x!1010!
9!out!of!10!
(missed!6)!
ERAHOKIDHOO! 2!through!100! N/A! 8.90!x!1012! 8!out!of!10!
(missed!!7!&!10)!
AR! 2!through!90! N/A! 3.29!x!1012!
6!out!of!10!
(missed!6,!7,!8,!&!10)!
STRIDE! 2! 55! 6.80!x!1011! 10!out!of!10!
!
!
Figure!2.6.!Number!of!STRIDE!iterations!required!for!decreasing!slope!thresholds!using!NHB!data!(N!=!
21!sensors;!K!=!7,143!samples).!Model!orders!are!color!coded!with!iteration!counts!at!selected!slopes!
10-410-310-2
0
20
40
60
80
100
120
140
160
Converged Slope
N
o.
 o
f i
te
ra
tio
ns
No. of Iterations VS. Converged Slope: NHB Data
 
 
p = 2, @ 1.2 x 10  FLOPs/it.10
p = 4, @ 8.5 x 10  FLOPs/it.10
155
124
81
50
65
36
!! 35!
!
Figure!2.7.!Estimated!FLOPs!for!NHB!data!(N!=!21!sensors).!ERAHOKIDHOO,!ERAHNExT,!and!AR!are!
plotted!against!model!order.!STRIDE!(p!=!2)!is!plotted!against!iterations.!
!
Figure!2.8.!Cumulative!Estimated!FLOPs!for!NHB!data!(N!=!21!sensors).!ERAHOKIDHOO,!ERAHNExT,!
and!AR!are!plotted!against!model!order.!STRIDE!(p!=!2)!is!plotted!against!iterations.!
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2.5. Golden#Gate#Bridge#(GGB)#Application#
Golden!Gate!Bridge!(GGB)!is!a!steel!suspension!bridge!that!connects!San!Francisco,!CA!
and!Marin!County,!CA!over!the!opening!of!the!Pacific!Ocean.!The!total!length!of!the!
bridge!is!2,737!meters!(8,981!feet),!with!a!center!span!of!1280!meters!(4,200!feet),!which!
was!the!largest!in!the!world!up!to!1964).!The!bridge!carries!six!lanes!of!North/South!car!
traffic!and!two!sidewalks.!!
!
Figure!2.9.!GGB!Geometry!and!Sensor!Setup!
The!GGB!data!consisted!of!80,000!samples!oversampled!from!ten!sensors!at!50!Hz;!
this!is!a!subset!of!the!data!in!Pakzad!and!Fenves!(2009),!Pakzad!(2010),!and!Pakzad!et!al.!
(2008).!Data!from!seven!sensors!on!the!West!side!of!the!bridge!and!three!sensors!on!the!
East!side!of!the!bridge!were!considered!in!this!study,!as!shown!in!Figure!2.9.!The!sensor!
channels!that!measured!acceleration!perpendicular!to!the!roadway!of!the!bridge!were!
used!to!identify!vertical!and!torsional!modes.!
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Figure!2.10.!Stability!diagram!using!ERAHNExT!for!GGB!data!(N!=!10!sensors;!K!=!10,000!samples)!
Initial!estimates!for! A !and! C !matrices!are!calculated!from!ERAHOKIDHOO!( p = 4 )!
using!the!measured!data.!The!data!was!filtered!and!downsampled!to!consider!frequency!
content!up!to!1!Hz!and!used!in!STRIDE!( p = 4 )!with! θ= 5×10
−4 .!The!remaining!stateH
space!parameters!were!estimated!in!accordance!with!section!3.6.!STRIDE!required!88!
iterations!to!achieve!the!designated!convergence!slope!threshold.!!
Identical!to!the!NHB!analysis,!ERAHNExT,!ERAHOKIDHOO,!and!AR!were!
implemented!for!model!orders!2!through!100!(via!SMIT!(Chang!and!Pakzad!2013)),!
producing!stabilization!diagrams!(ERAHNExT!and!ERAHOKIDHOO!are!shown!in!Figures!
2.10!and!2.11)!used!to!select!the!model!order,! p .!
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!
Figure!2.11.!Stability!diagram!using!ERAHOKIDHOO!for!GGB!data!(N!=!10!sensors;!K!=!10,000!samples)!
2.5.1. GGB#Results:#Comparisons#of#Estimated#Modes#
In!this!section,!a!detailed!comparison!of!the!modal!identification!results!from!STRIDE,!
ERAHNExT,!and!ERAHOKIDHOO!is!presented!for!GGB!data.!STRIDE!results!are!also!
briefly!compared!to!those!of!AR!in!terms!of!computational!FLOPS!and!overall!
performance!(see!Figures!2.14,!2.15,!and!Table!2.4).!Using!STRIDE,!estimates!for!all!
structural!modes!were!available!as!early!as!the!sixteenth!iteration!( θ = 0.10 );!however,!as!
discussed!previously,!earlier!iterations!of!STRIDE!are!subject!to!inflated!damping!ratios!
(due!to!the!initial!estimate!from!a!low!model!order!ERAHOKIDHOO)!and!were!not!
selected.!
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Figure!2.12.!Six!selected!modes!from!identifications!of!GGB!data.!ERAHNExT!(p!=!94),!ERAHOKIDHOO!(p!
=!78),!and!STRIDE!(p!=!4)!
Similar!to!the!NHB!analysis,!there!was!no!single!model!order!for!ERAHOKIDHOO!
that!included!modal!estimates!for!all!considered!modes.!Using!the!ERAHOKIDHOO!
stabilization!diagram,!Figure!2.11,!model!order!78!was!chosen!to!represent!the!method,!
despite!missing!two!modes!(seven!and!twelve,!see!Table!3).!Additionally,!in!model!order!
66,!modes!seven!and!twelve!were!identified!but!modes!three,!six,!and!ten!were!missing.!
This!inconsistency!reinforces!that!identification!results!in!algorithms!that!require!model!
order!selection!have!varied!results!at!different!model!orders;!in!this!case,!a!
comprehensive!modal!analysis!for!ERAHOKIDHOO!requires!a!combination!of!modal!
estimates!from!various!model!orders,!which!is!not!automated!and!can!be!time!
consuming.!
Table!2.3!summarizes!the!modal!identification!results!of!all!three!methods.!Figures!
2.12#compares!the!mode!shapes!for!six!selected!modes.!STRIDE!and!ERAHNExT!
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successfully!identified!all!fourteen!frequencies;!ERAHOKIDHOO!failed!to!identify!modes!
seven!and!twelve.!Similar!to!the!NHB!results,!the!frequency!results!from!STRIDE!were!
consistent!with!ERAHNExT!and!ERAHOKIDHOO,!with!some!variance!between!the!
damping!ratios!for!modes!one,!two,!three!and!six,!likely!a!result!of!the!aforementioned!
performance!of!SID!algorithms!at!low!model!orders.!It!is!important!to!reiterate!the!
difficulties!in!verifying!estimated!damping!properties!of!real!structural!systems.!!
Table!2.3.!Identified!vertical/torsional!modes!of!GGB!below!1!Hz.!Vertical!and!torsional!modes!are!
represented!by!V!or!T,!respectively.!ST,!OO,!and!XT,!denote!STRIDE,!ERAHOKIDHOO,!and!ERAHNExT,!
respectively.!“miss”!denotes!a!completely!missed!mode.!Superscripts!ST,!OO,!and!XT!denote!respective!
mode!shape!misses.!
Mode! 1! 2! 3! 4! 5! 6! 7! 8! 9! 10! 11! 12! 13! 14!
Type* V* V* V* V* T* V* V* T* V* T* V* T* T* T*
Fr
eq
ue
nc
ie
s!
(H
z)
! XT! 0.106! 0.132! 0.168! 0.218! 0.229! 0.268! 0.300! 0.340! 0.369! 0.444! 0.460! 0.565! 0.680! 0.813!
OO! 0.106! 0.132! 0.169! 0.218! 0.228! 0.269! miss* 0.340! 0.368! 0.430! 0.460! miss! 0.660! 0.812!
ST! 0.106! 0.131! 0.170! 0.218! 0.228! 0.271! 0.300! 0.350! 0.368! 0.444! 0.461! 0.586! 0.671! 0.819!
D
am
pi
ng
!(%
)!
XT! 0.81! 0.90! 0.63! 1.04! 1.43! 0.74! 0.54! 0.33! 0.52! 0.27! 0.68! 0.51! 0.23! 0.47!
OO! 0.65! 0.58! 0.86! 0.78! 1.00! 0.56! miss! 0.23! 0.52! 0.46! 0.65! miss! 0.39! 0.63!
ST! 2.32! 1.62! 4.94! 1.11! 0.92! 8.50! 0.40! 3.80! 0.69! 0.70! 0.93! 3.39! 1.28! 2.71!
M
A
C
!
ST,!OO! 1.00! 1.00! 0.99! 0.96! 0.94! 0.74! missOO* 0.81! 1.00! 0.01OO! 1.00! missOO! 0.10ST! 0.88!
ST,!XT! 0.99! 1.00! 0.98! 0.91! 0.98! 0.57! *1.00! 0.82! 1.00! 1.00! 0.99! 0.93! 0.52ST,!XT! 0.89!
OO,!XT! 0.99! 1.00! 0.99! 0.95! 0.97! 0.64! missOO! 0.99! 1.00! 0.02OO! 1.00! missOO! 0.09XT! 1.00!
!
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2.5.2. Computation#Comparison#
Figure!2.13!shows!the!number!of!iterations!necessary!to!achieve!a!variety!of!slope!
thresholds!at!model!orders! p = 2!and!4!for!the!GGB!data.!As!before,!the!nonHfunctional!
behavior!of!this!plot!is!due!minor!imprecisions!in!likelihood!computation.!As!in!the!
NHB!data,!a!sharp!demand!in!iterations,!and!in!turn!computational!efforts,!is!evident!
around! θ< 5×10
−4 .!This!also!implies!that!slope!thresholds!in!the!proximity!of! θ= 5×10−4
!
are!computationally!efficient!for!the!GGB!data.!
!
Figure!2.13.!Number!of!STRIDE!iterations!required!for!decreasing!slope!thresholds!using!GGB!data!(N!=!
10!sensors;!K!=!4,000!samples).!Model!orders!are!color!coded!with!iteration!counts!at!selected!slopes.#
Figure!2.14!shows!the!estimated!FLOPs!for!ERAHNExT,!ERAHOKIDHOO,!and!STRIDE!
with!the!GGB!data!and!Figure!2.15#shows!the!cumulative!estimated!FLOPs.!Figure!2.15!
shows!the!cumulative!computational!costs!of!each!SID!algorithm,!accounting!for!the!
model!order!selection!process,!i.e.,!repeated!analyses!at!increasing!model!orders!which!
is!required!to!determine!an!appropriate!model!order.!Simultaneously,!the!cumulative!
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computational!costs!of!STRIDE!versus!iteration!number!are!superimposed.!While!the!
abscissa!is!different!for!STRIDE!and!the!SID,!the!total!computation!costs!between!
methods!are!comparable.!Table!2.4!summarizes!these!cumulative!computational!costs!
for!all!three!methods:!ERAHNExT!required!the!least!cumulative!FLOPs,!STRIDE!required!
less!than!ERAHOKIDHOO!and!AR,!but!all!three!were!within!the!same!order!of!
magnitude.!
Table!2.4.!Summary!of!computational!efforts!and!performance!for!modal!analysis!of!GGB!data!using!
various!SID!algorithms!and!STRIDE.!
Method! Model!Order! Iterations!
Cumulative!Estimated!
FLOPs!
Identified!Modes!
ERAHNExT! 2!through!94! N/A! 2.02!x!1011! 14!out!of!14!
ERAHOKIDHOO! 2!through!78! N/A! 7.17!x!1011!
12!out!of!14!
(missed!!7!&!12)!
AR! 2!through!68! N/A! 1.89!x!1011! 14!out!of!14!
STRIDE! 4! 88! 4.60!x!1011! 14!out!of!14!
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!
Figure!2.14.!Estimated!FLOPs!for!GGB!data!(N!=!10!sensors).!ERAHOKIDHOO,!ERAHNExT,!and!AR!are!
plotted!against!model!order.!STRIDE!(p!=!4)!is!plotted!against!iterations.!
!
Figure!2.15.!Cumulative!Estimated!FLOPs!for!GGB!data!(N!=!10!sensors).!ERAHOKIDHOO,!ERAHNExT,!
and!AR!are!plotted!against!model!order.!STRIDE!(p!=!4)!is!plotted!against!iterations.!
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2.6. Conclusions#
This!chapter!introduced!Structural!Identification!using!Expectation!Maximization!
(STRIDE),!a!novel!application!for!the!EM!algorithm!and!approach!for!outputHonly!modal!
identification.!Most!required!calculations!in!STRIDE!come!directly!from!the!EM!
algorithm!in!the!stochastic!state!space!model!shown!(see!Box!et!al.!(2008),!Digalakis!et!al.!
(1993),!Hinton!and!Ghahramani!(1996),!Murphy!(2012),!or!Shumway!and!Stoffer!(2011))!
and!have!been!provided!in!this!chapter.!The!computation!of!initial!stateHspace!
parameters!required!for!commencement!of!STRIDE!was!discussed.!It!was!proposed!that!
an!alternative!outputHonly!SID!method!such!as!ERAHNExT!or!ERAHOKIDHOO!should!be!
used!to!calculate!initial! A !and! C !matrices,!and!all!other!stateHspace!parameters!can!be!
set!in!accordance!with!Section!2.3.6.!!
The!main!benefits!of!STRIDE!are!that!it!is!capable!of!providing!an!accurate,!
comprehensive!modal!analysis!at!model!orders!significantly!lower!than!those!of!other!
SID,!its!iterations!affect!cumulative!FLOPs!linearly!while!model!orders!affect!other!SID!
algorithms!cubically,!it!avoids!an!involved!model!order!selection!procedure,!(assuming!
adequate!convergence!criteria!is!defined)!by!conveniently!organizing!its!most!accurate!
results!at!the!latter!iterations,!and!it!has!provided!more!stable,!accurate!damping!ratio!
estimates!the!SID!algorithms!which!require!model!order!selection.!Finally,!STRIDE!is!
only!the!most!basic!implementation!of!the!EM!algorithm!–!there!have!been!countless!
modifications!(Krishnan!2008)!to!this!date!which!are!designed!to!remedy!its!least!
attractive!features!such!as!slow!convergence!or!lack!of!confidence!bounds.!!
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This!chapter!used!STRIDE!to!identify!modal!parameters!of!the!Northampton!Street!
Bridge!(NHB)!in!Easton,!PA!and!Golden!Gate!Bridge!(GGB)!in!San!Francisco,!CA!using!
collected!sensor!data.!Its!performance!was!validated!through!providing!results!
consistent!with!those!of!ERAHNExT,!ERAHOKIDHOO,!and!AR.!For!the!NHB!application,!
STRIDE!identified!ten!modes!under!10!Hz,!performing!better!than!ERAHNExT,!ERAH
OKIDHOO,!and!AR.!For!the!GGB!application,!STRIDE!identified!fourteen!modes!under!1!
Hz,!performing!as!well!as!ERAHNExT!and!AR,!but!better!than!ERAHOKIDHOO.!In!both!
applications,!STRIDE!used!fewer!cumulative!FLOPs!than!ERAHOKIDHOO.!
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3. #
Structural!Identification!for!Mobile!Sensing!
with!Missing!Observations!
Contributions#
• Present a new Expectation (E-step) and Maximization (M-step) formulation for 
STRIDE with missing data, joining approaches from Shumway and Stoffer (2011), 
Digalakis et al. (1993), and Sinopoli et al. (2004).  
• Establish convergence behavior and performance of STRIDE with various missing 
data patterns and magnitudes. Provide two missing data examples based on real-
world monitoring of a structural system. 
• Quantitatively demonstrate that given the same number of sensors, a mobile sensor 
network produces superior spatial information when compared to a static sensor 
network. 
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3.1. Introduction#
This!chapter!focuses!on!using!mobile!sensor!data,!i.e.,!data!from!sensors!simultaneously!
recording!in!time,!while!moving!in!space,!for!comprehensive!system!identification!of!
real!structural!systems.!Specifically,!this!chapter!addresses!the!anticipated!effects!of!
missing!observations!in!time!and!space,!which!is!an!inherent!attribute!of!this!mobile!
sensing!data!from!an!incomplete!data!perspective.!
Another!application!of!processing!techniques!for!data!with!missing!observations!is!
in!wireless!sensor!networks!(with!static!sensors).!Typically,!wireless!sensor!networks!
(WSN)!in!SHM!have!been!designed!to!minimize!or!eliminate!packet!losses!and!budget!
their!energy!requirements!(Pakzad!et!al.!2008,!Nagayama!et!al.!2007,!and!Lynch!and!Loh!
2006).!While!these!studies!have!shown!that!the!packet!loss!can!be!successfully!prevented!
in!a!WSN!for!a!power!and!communication!cost,!it!may!be!possible!to!allow!some!
missing!packets!by!relaxing!design!constraints,!and!still!achieve!accurate!estimates!of!
the!desired!features!from!the!data!with!an!acceptable!error.!Consequently,!this!could!
reduce!the!overhead!communication!and!power!costs!of!a!WSN!by!avoiding!data!
retransmission!and!the!computational!efforts!that!are!needed!to!assure!perfect!data!
delivery.!Lastly,!despite!developments!in!sensor!network!design,!environmental!effects!
may!always!limit!reliable!data!collection!and!transmission,!leaving!missing!data!as!an!
unavoidable!WSN!challenge.!In!this!chapter,!packet!losses!in!a!sensor!network!are!
modeled!as!missing!observations!in!a!time!series;!therefore,!the!presented!missing!data!
equations!enable!STRIDE!to!process!data!from!a!sensor!network!with!a!communication!
protocol!of!low!reliability.!
#!
!
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The!capabilities!of!common!outputUonly!(or!operational,!or!stochastic)!system!
identification!(SID)!algorithms!such!as!ERAUOKIDUOO!(Chang!and!Pakzad!2013),!ERAU
NEXT!(James!III!et!al.!1993),!ERAUNEXTUAVG!(Chang!and!Pakzad!2011),!AR!(Pakzad!et!
al.!2011),!SSI!(Peeters!and!De!Roeck!1999),!!N4SID!(Van!Overschee!and!De!Moor!1992),!
and!others!in!regards!to!data!containing!missing!observations!are!undocumented.!
Furthermore,!in!these!cases,!it!is!assumed!that!it!is!up!to!the!user!to!remedy!the!missing!
data!problem!prior!to!SID.!For!example,!“single”!or!“multiple”!imputation!is!a!statistical!
missing!data!strategy!that!replaces!unmeasured!observations!with!computed!values!
(which!vary!among!methods),!thus!completing!the!data.!Rubin!(1987)!details!these!
techniques!which!develop!datasets!compatible!with!familiar!full!data!analyses!(SID!
algorithms!in!the!context!of!this!chapter);!however,!Little!and!Rubin!(2002)!
demonstrated!that!imputations!can!introduce!biased!inferences,!systematically!
underestimated!standard!errors,!and!require!assumptions!about!the!predictive!
distribution!of!the!missing!values!–!such!issues!become!increasingly!problematic!for!
large!amounts!of!missing!data.!
This!chapter!presents!a!formulation!for!Structural!Identification!using!Expectation!
Maximization!(STRIDE)!(Matarazzo!and!Pakzad!2014)!which!permits!the!use!of!datasets!
containing!missing!observations;!therefore,!in!addition!to!its!documented!advantages!
over!other!SID!algorithms!which!are!discussed!in!Matarazzo!and!Pakzad!(2013b),!
STRIDE!becomes!the!first!modal!identification!method!to!formally!accept!data!with!
missing!observations.!With!this!feature,!STRIDE!can!process!data!from!mobile!sensor!
! 49!
networks,!or!data!with!missing!packets,!e.g.,!acquired!from!sensor!networks!with!less!
reliable!communication.!!
3.2. Mobile#Sensing#and#Missing#Data#
3.2.1. Mobile#Sensing#as#a#Missing#Data#Mechanism#
Observations!may!be!missing!from!a!dataset!for!a!number!of!reasons!depending!on!the!
nature!of!the!collected!data.!The!connection!between!missing!observations!and!some!
unmeasured!explanatory!variable!is!the!missing!data!mechanism:!the!underlying!
phenomena!responsible!for!the!missing!data.!Rubin!(2014)!discusses!the!importance!of!
understanding!why!data!may!be!missing!as!well!as!why!it!is!desirable!to!identify!this!
mechanism.!In!simple!terms,!the!data!Y!is!comprised!of!observed!and!missing!
components!Y!=!(Yobs,!Ymis),!as!in!Little!and!Rubin!(2002).!In!surveys,!the!missing!
component!could!be!participant!nonresponses!or!refusals.!In!the!case!of!refusals,!there!
are!often!specific!reasons!why!a!participant!willingly!chose!not!to!provide!information,!
which,!if!known,!would!provide!additional!insight!to!the!data!analysis.!Furthermore,!
Little!and!Rubin!(2002)!have!demonstrated!that!there!are!underlying!values!which!could!
have!been!observed,!but!may!have!been!limited!by!the!survey!technique!or!equipment.!
While!the!nature!of!time!series!data!is!quite!different!than!that!of!surveys,!this!sentiment!
remains!valid!in!SHM.!
Mobile!sensors!simultaneously!record!measurements!in!time!while!moving!in!space.!
With!respect!to!a!single!sampling!location!(or!degreeUofUfreedom),!an!incomplete!time!
#!
!
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series!is!developed.!As!mobile!sensors!repeatedly!scan!over!a!set!of!spatial!locations,!
structural!vibration!information!is!populated.!With!knowledge!of!the!mobile!sensors’!
sampling!paths,!the!missing!data!mechanism!with!respect!to!the!static!sensing!case!is!a!
known!function.!
!
Figure!3.1.!An#illustration!of!a!mobile!sensor!data!matrix;!assume!each!mobile!sensor!scan!records!N!
acceleration!measurements!at!N!sampling!locations;!d!is!the!delay!between!sensor!scans.!
In!other!words,!consider!a!hypothetical!dense!static!sensor!network!having!sampling!
locations!(a!spatial!grid)!coincident!with!those!of!the!mobile!sensing!network.!Matarazzo!
and!Pakzad!(2013a)!demonstrated!that!the!anticipated!mobile!sensing!data!is!a!specific!
subset!of!the!full!hypothetical!dense!static!sensor!dataset.!The!subset!corresponds!to!the!
movement!of!mobile!sensors!in!the!network,!which!defines!the!missing!data!mechanism.!
Lastly,!mobile!sensing!data!can!be!simulated!from!static!sensing!data!as!shown!in!
Matarazzo!and!Pakzad!(2014),!by!removing!observations!that!would!not!be!consistent!
with!a!known!path!of!the!mobile!sensors.!Figure!3.1!provides!an!illustration!of!a!mobile!
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sensing!network!and!its!resulting!data!matrix.!In!this!example,!a!single!mobile!sensor!
scans!across!a!simple!beam!and!records!N!acceleration!measurements!at!N!unique!
sampling!locations.!After!a!time!delay!of!d!samples,!the!mobile!sensor!path!is!repeated.!
The!resulting!data!matrix!is!incomplete!as!the!entries!that!do!not!coincide!with!the!
mobile!sensor!scans!are!the!missing!observations;!if!a!perfectly!functioning!static!sensor!
network!were!implemented!at!all!sensing!locations!in!Figure!3.1,!this!data!matrix!would!
be!complete!and!would!not!have!missing!observations.!!
3.2.2. Missing#Data#Analyses#in#Time#Series#Models#
While!survey!data!may!provide!sufficient!conceptual!examples!to!illustrate!the!
importance!of!an!underlying!missing!data!mechanism,!this!chapter!exclusively!analyzes!
time!series!data,!which!contains!fundamentally!different!characteristics!(see!Shumway!
and!Stoffer!(2011),!and!Box!et!al.!(2008)).!Consequently,!the!missing!data!strategies!have!
been!developed!to!preserve!such!properties.!Jones!(1962;!1971)!!derived!the!asymptotic!
variance!for!the!spectral!density!estimate!of!a!discrete!stationary!stochastic!process,!and!
Parzen!(1961)!analyzed!a!special!case!of!amplitude!modulated!series.!!
Jones!(1980)!used!maximum!likelihood!ARMA!fitting!in!the!case!of!missing!
observations,!introducing!that!certain!Kalman!filter!and!likelihood!calculations!may!be!
skipped!for!missing!observations.!This!work!quickly!influenced!numerous!related!
chapters!throughout!the!1980s.!Dunsmuir!and!Robinson,!(1981a;!b)!presented!alternative!
parametric!estimation!techniques!in!the!presence!of!missing!data!based!on!the!missing!
data!mechanism.!!
#!
!
 
52!
Shumway!and!Stoffer!(1982)!provided!a!foundation!to!expectationUmaximization!
(EM)!in!the!stateUspace!model!with!missing!observations,!using!the!Kalman!filter!and!
smoother!for!the!EUstep!and!providing!specific!MUstep!parameter!update!equations.!This!
strategy!considered!the!observation!matrix!C!to!be!a!known,!fixed!quantity;!its!current!
presentation!is!available!in!Shumway!and!Stoffer!(2011).!Harvey!and!Pierse!(1984)!
considered!ML!parameter!estimation!of!ARIMA!models!with!missing!data.!The!
approach!used!the!Kalman!filter!and!fixedUpoint!smoother!in!the!stateUspace!form!to!
estimate!and!predict!the!missing!values.!Stoffer!(1986)!presented!a!STARMAX!model!for!
spatioUtemporal!data!with!missing!observations!including!applications!in!fishing!data!
(Mendelssohn!and!Roy!1986).!!
Digalakis!et!al.!(1993)!revisited!EM!in!the!stateUspace!model!similar!to!Shumway!and!
Stoffer!(1982),!but!incorporated!the!observation!matrix!C!as!a!free!parameter,!i.e.,!this!
parameter!was!included!in!MUstep!updates,!and!provided!applications!in!speech!
recognition.!Sinopoli!et!al.!(2004)!considered!Kalman!filtering!with!intermittent!
observations,!assuming!the!arrival!of!the!observations!were!binary!random!variables!
and!provided!upper!and!lower!bounds!on!a!critical!arrival!probability!based!on!the!
stability!of!the!filtered!covariance.!Huang!and!Dey!(2007),!Kluge!et!al.!(2010),!Plarre!et!al.!
(2009),!Mo!and!Sinopoli!(2011),!and!Mo!et!al.!(2012)!have!also!studied!the!behavior!of!the!
Kalman!filter!with!missing!data.!
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3.3. STRIDE#Missing#Data#Equations#
Consider!K!samples!of!the!N!x!1!observation!vector!yk;!all!K!timeUsteps!are!referenced!
simultaneously!hereafter!as!“the!full!data”!and!denoted!by!YK!in!equation!(3.1).!In!this!
case,!the!full!data!is!complete!since!all!observations!are!available,!i.e.,!there!is!no!missing!
data.!In!the!case!of!missing!data,!the!full!data!denoted!as! YK
(Km ) in!equation!(3.2),!contains!
Km!time!steps!with!missing!observations!and! Ka = K−Km !is!the!available!time!steps.!That!
is,!the!number!of!available!time!steps!is!equal!to!the!total!number!of!samples!minus!the!
total!number!of!time!steps!with!missing!characteristics.!The!Km!time!steps!containing!
missing!observations!are!collectively!referenced!henceforth!as!“the!missing/unavailable!
data”!in!general,!or!“the!missing/unavailable!observations”!when!referring!to!specific!
time!steps.!In!the!case!of!mobile!sensing,!all!time!steps!contain!missing!observations!so!
that! k = km for!all!time!steps!and! Km = K .!Observations!that!do!not!have!any!missing!
characteristics!are!hereby!generally!called!“the!available!data”!or!with!respect!to!specific!
time!steps!“the!available!observations”!The!superscript!(mk)!denotes!the!number!of!
missing!observations!at!each!time!step;!this!is!equal!to!zero!at!available!observations.!At!
a!time!step!k,!when!mk!=!N,!all!observations!are!missing!and!when!0!<!mk!<!N!(integers!
only),!there!are!partial!observations.!!
!  YK = y1,y2,…,yK !
(3.1) 
!  YK
(Km ) = y1
(mk ),y2
(mk ),…,yK
(mk )
!
(3.2) 
!
 
k =
ka      if available, Ka  total 
km      if missing, Km  total 
⎧
⎨
⎪⎪
⎩⎪⎪ !
(3.3) 
Equation!(3.3)!provides!time!step!indices!for!the!available!(ka)!and!missing!(km)!data,!
respectively.!Note,!in!the!case!of!partial!observations,!i.e.,!some!observations!are!missing!
#!
!
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at!a!time!step,!the!observation!vector!at!k!=!km!( 
ykm
(mk ) )!would!contain!both!available!and!
missing!partitions!(to!be!shown!in!equation!(3.5)).!Shumway!and!Stoffer!(1982)!
presented!a!missing!data!EM!algorithm!strategy!for!the!stateUspace!model!that!
addressed!partially!observed!time!steps!by!partitioning!the!observation!equation!(2.1b).!
In!addition!to!the!current!matrix!and!vector!format!(italicized!and!bolded,!respectfully),!
submatrices!and!subvectors!are!hereby!underlined!to!emphasize!reduced!dimensions.!
Equation!(3.4)!revisits!the!observation!equation!(2.2)!for!k!=!km,!when!the!observed!data!
contains!missing!data!( YK
(Km ) ).!
!  
ykm
(mk ) = C(mk )xkm +υkm
(mk )
!
(3.4) 
Equation!(3.4)!is!split!into!available!and!missing!partitions!resulting!in!equation!(3.5).!
Note!this!is!only!appropriate!for!time!steps!containing!missing!observations,!i.e.,!k!=!km.!
!
 
ykm
ykm
(mk )
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
=
C
C(mk )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟
xkm +
υkm
υkm
(mk )
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟ !
(3.5) 
In!equation!(3.5),!the!N!x!1!observation!vector!
 
ykm
(mk ) is!partitioned!into!an!mk!x!1!vector!
 
ykm
(mk ) of!missing!observations!and!an!ak!x!1!vector!
 
ykm of!available!observations!with!N!=!
mk!+!ak.!Similarly,!the!observation!matrix! C
(mk ) !is!divided!into!missing!and!available!
partitions:!an!mk!x!pN!matrix! C
(mk ) and!an!ak!x!pN!matrix C .!Since!the!noise!is!assumed!
to!be!independently!distributed!in!STRIDE!(resulting!in!the!observation!noise!covariance!
to!be!diagonal!as!in!Matarazzo!and!Pakzad!(2013b)),!the!offUdiagonal!terms!of!R!are!zero!
matrices,!i.e.,!observed!noise!(corresponding!to!available!observations)!is!uncorrelated!
with!unobserved!noise!(corresponding!to!missing!observations):!
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!
 
R = cov
υkm
υkm
(mk )
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
=
R 0
0 R(mk )
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ !
(3.6) 
While!the!partition!positions!in!this!section!may!appear!restrictive!by!requiring!
available!observations!to!be!organized!above!missing!observations!within!the!
observation!vector,!this!is!in!fact!not!the!case;!it!is!not!necessary!to!organize!matrix!
positions!exactly!as!presented.!Shumway!and!Stoffer!(2011)!addressed!this!concern!by!
introducing!a!permutation!matrix.!Yet,!for!many!computational!and!coding!
implementations,!such!a!matrix!is!not!required;!simple!organization!of!array!indices!
within!computational!software!can!circumvent!these!types!of!issues.!!
In!review,!for!the!case!of!no!missing!data,!the!available!data!is!identical!to!the!full!
data.!For!the!case!of!missing!data,!the!full!data!contains!available!and!unavailable!
(missing)!parts.!Unavailable!observations!occur!at!time!steps!k!=!km,!when!mk!is!greater!
than!zero.!Furthermore,!data!parts!are!indicated!at!these!time!steps!by!ak!available!
observations!and!mk!unavailable!observations.!
3.3.1. Modified#ECStep:#Kalman#Equations#with#Missing#Observations#
The!Kalman!prediction!and!filter!equations!in!STRIDE!provide!minimum!mean!square!
error!(MMSE)!estimates!of!the!states!and!state!covariances!from!the!observations!and!
current!superUparameter!(these!estimates!are!denoted!with!hats)!as!defined!in!equations!
(3.7!–!3.11).!The!Kalman!equations!have!been!presented!in!terms!of!the!stateUspace!model!
in!Shumway!and!Stoffer!(1982),!Digalakis!et!al.!(1993),!Hinton!and!Ghahramani!(1996),!
Box!et!al.!(2008),!and!Matarazzo!and!Pakzad!(2013).!!
#!
!
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!  
xˆk|K ≡ E xk | YK,Ψ j⎡⎣⎢
⎤
⎦⎥ !
(3.7) 
!
 
Vˆk,k|K ≡E xk − xˆk|k( ) xk − xˆk|k( )
T
| YK,Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.8)  
!
 
Vˆk−1,k−1|K ≡E xk−1− xˆk−1|k( ) xk−1− xˆk−1|k( )
T
| YK,Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.9) 
!
 
Vˆk,k−1|K ≡E xk − xˆk|k( ) xk−1− xˆk−1|k( )
T
| YK,Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.10) 
!
 
Vˆk−1,k|K ≡E xk−1− xˆk−1|k( ) xk − xˆk|k( )
T
| YK,Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.11) 
In!events!when!some!observations!are!missing,!the!Kalman!filter!remains!the!
optimal!filter!(Kalman!1960).!To!process!data!of!this!class,!the!Kalman!equations!are!
modified!at!the!Km!time!steps!containing!missing!observations;!such!changes!directly!
affect!the!Kalman!filter!equations.!The!typical!Kalman!equations!make!predictions!for!
the!next!time!step!and!then!update!these!predictions!using!the!observation!at!that!time!
step.!If!observation!information!at!the!next!time!step!is!missing,!the!predictions!are!
unchanged!in!form;!however,!there!is!limited!or!no!information!available!for!the!filter!
calculations!to!update!the!state!estimates.!This!result!is!most!evident!in!the!case!where!
all!observations!are!missing!at!a!time!step!(see!Section!3.3.1.A),!where!the!observations!
provide!no!information!to!filter!step!and!the!predicted!value!is!unchanged,!i.e.,!the!
filtered!estimates!are!identical!to!the!predictions.!
In!short,!the!EUstep!missing!data!equations!are!derived!from!modified!conditional!
expectations!of!the!states!(since! 
xˆk|K becomes 
xˆk|K
(mk ) )!shown!in!equations!(3.12!–!3.16);!this!is!
due!to!the!fact!that YK has!now!become YK
(Km ) :!!
!
 
xˆk|K
(mk ) ≡ E xk | YK
(Km ),Ψ j
⎡
⎣⎢
⎤
⎦⎥ !
(3.12)#
!
 
Vˆk,k|K
(mk ) ≡E xk − xˆk|k
(mk )( ) xk − xˆk|k(mk )( )
T
| YK
(Km ),Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.13)#
!
 
Vˆk−1,k−1|K
(mk ) ≡E xk−1− xˆk−1|k
(mk )( ) xk−1− xˆk−1|k(mk )( )
T
| YK
(Km ),Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.14)#
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!
 
Vˆk,k−1|K
(mk ) ≡E xk − xˆk|k
(mk )( ) xk−1− xˆk−1|k(mk )( )
T
| YK
(Km ),Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.15)#
!
 
Vˆk−1,k|K
(mk ) ≡E xk−1− xˆk−1|k
(mk )( ) xk − xˆk|k(mk )( )
T
| YK
(Km ),Ψ j
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(3.16)#
Despite!the!change!in!notation!for!the!state!variables!(namely,!the!(mk)!superscript),!
the!states!and!state!covariances!are!not!partitioned!or!changed!directly;!only!observation!
dimensions!(size!N)!are!partitioned.!The!(mk)!superscript!indicates!that!the!observed!
data!used!as!an!input!to!the!Kalman!filter!contains!missing!information.!For!zeroUmean!
stationary!observations,!the!following!missing!data!substitutions!recommended!in!
Shumway!and!Stoffer!(1982;!2011)!!are!applicable!to!the!EUstep!in!STRIDE.!At!time!steps!
with!missing!observations!(k!=!km),!the!missing!partitions!can!be!assigned!to!follow!the!
values!in!equations!(3.17!–!3.20):!
!  
ykm
(mk ) = 0
!
(3.17)#
!  C
(mk ) = 0
!
(3.18)#
!  
υkm
(mk ) = 0
!
(3.19)#
!  R
(mk ) = Ι
!
(3.20)#
It!is!important!to!note!that!(3.19)!is!the!expected!value!of!the!observation!noise!and!
(3.17)!is!the!result!of!substituting!!(3.18)!and!(3.19)!into!equation!(3.4).!Additionally,!
equation!(3.20)!is!consistent!with!the!initial!parameter!estimate!R0!suggested!in!
Matarazzo!and!Pakzad!(2013b).!Finally,!although!C!is!assumed!known!in!Shumway!and!
Stoffer!(2011),!this!substitution!is!still!appropriate,!as!its!purpose!to!eliminate!these!
observations!from!the!Kalman!filter!remains!fulfilled.!Stoffer!(1982)!has!proved!that!
following!the!missing!data!Kalman!filter!calculations!provided!in!Section!3.1.1,!the!
filtered!states!and!covariances!can!proceed!through!the!RTS!smoother!equations!to!
#!
!
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produce!the!MMSE!estimates!defined!in!equations!(3.12!–!3.16)!–!these!smoothing!
calculations!remain!as!presented!in!Matarazzo!and!Pakzad!(2013b).!
While!the!observation!model!may!be!reduced,!to!exclude!the!mk!unavailable!
observations!at!the!time!step,!it!is!computationally!more!efficient!to!maintain!consistent!
model!dimensions!throughout!calculations.!Sinopoli!et!al.!(2004)!derived!Kalman!filter!
equations!including!a!binary!random!variable! γt !governed!by!an!arrival!probability! λ .!
A!bounded!critical!arrival!probability! λ< λc < λ !such!that!the!mean!state!covariance!is!
bounded!was!also!presented.!For!arrival!rates!lower!than!the!critical!value! λ≤λc ,!the!
state!covariance!diverges!for!some!initial!condition.!The!following!substitutions!are!
suitable!for!general!missing!data!mechanisms.!
3.3.1.A. Time#Steps#that#are#Missing#Some#Observations#
This!section!investigates!Kalman!filter!equations!for!time!steps!in!which!some!
observations!are!missing.!The!following!missing!data!results!are!obtained!from!
implementing!the!substitutions!of!(3.17!–!3.20)!into!partitioned!Kalman!filter!equations.!
!  
εkm
(mk ) = 0
!
(3.21)#
!  
Σkm
(mk ) = Ι
!
(3.22)!#
!  
Kkm
(mk ) = 0
!
(3.23)#
The!pN!x!N!Kalman!gain!matrix!is!unique!as!the!observation!dimension!is!along!its!
columns.!Equation!(3.23)!means!the!mk!columns!corresponding!to!missing!observations!
are!set!to!zero.!The!Kalman!prediction!equations!(3.24!–!3.25)!are!unchanged!in!form:!
!  
xˆkm|km−1
(mk ) = Axˆkm−1|km−1
(mk )
!
(3.24)#
!  
Vˆkm,km|km−1
(mk ) = AVˆkm−1,km−1|km−1
(mk ) AT +Q (3.25)#
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!
The!Kalman!filter/update!equations!(3.26!–!3.31)!are!partitioned!in!the!observation!
dimension!and!include!the!results!from!equations!(3.21!–!3.23):!
!
 
εkm
(mk ) =
εkm
εkm
(mk )
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟
=
ykm −Cxˆkm|km−1
(mk )
0
⎛
⎝
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟ !
(3.26)#
!
 
Σkm
(mk ) =
Σkm
Σkm
(mk )
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
=
CVˆkm|km−1
(mk ) CT + R
Ι
⎡
⎣
⎢
⎢
⎢⎢
⎤
⎦
⎥
⎥
⎥⎥ !
(3.27)#
!
 
Kkm
(mk ) = Kkm Kkm
(mk )⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
= Vˆkm|km−1
(mk ) CTΣkm
−1 0⎡
⎣
⎢⎢
⎤
⎦
⎥⎥ !
(3.28)#
!  
xˆkm|km
(mk ) = xˆkm|km−1
(mk ) + Kkm
(mk )εkm
(mk ) = xˆkm|km−1
(mk ) + Kkmεkm !
(3.29)#
!
 
Vˆkm,km|km
(mk ) = Ι−Kkm
(mk )C(mk )( )Vˆkm,km|km−1
(mk ) = Ι−KkmC( )Vˆkm,km|km−1
(mk )
!
(3.30)#
!
 
Vˆkm,km−1|km−1
(mk ) = Ι−Kkm
(mk )C(mk )( )AVˆkm−1,km−1|km−1
(mk ) = Ι−KkmC( )AVˆkm−1,km−1|km−1
(mk )
!
(3.31)#
3.3.1.B. Time#Steps#that#are#Missing#All#Observations#
This!section!provides!the!Kalman!filter!equations!for!time!steps!in!which!the!
observations!are!completely!unavailable!or!all!observations!are!missing,!hereafter!time!
step!blanks!(“blackouts”!in!Digalakis!et!al.!(1993)).!As!first!introduced!in!Jones!(1980)!
and!later!adapted!by!Harvey!and!Pierse!(1984),!Shumway!and!Stoffer!(1981),!and!
Digalakis!et!al.!(1993),!the!Kalman!prediction!is!not!updated!in!the!Kalman!filter!
equations.!As!a!result,!the!predicted!estimates!are!equal!to!the!filtered!estimates!for!these!
time!steps,!i.e.,!the!prediction!error!is!a!N!x!1!vector!of!zeros!and!the!Kalman!gain!is!a!
pN!x!N!zero!matrix!at!this!timeUstep.!The!following!missing!data!replacements!of!(3.32!–!
3.37)!correspond!to!equations!in!Sinopoli!et!al.!(2004)!with! γt = 0 .!
!  
εkm
(mk ) = 0
!
(3.32)#
!  
Σkm
(mk ) = Ι
!
(3.33)#
#!
!
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!  
Kkm
(mk ) = 0
!
(3.34)#
!  
xˆkm|km
(mk ) = xˆkm|km−1
(mk )
!
(3.35)#
!  
Vˆkm,km|km
(mk ) =Vˆkm,km|km−1
(mk )
!
(3.36)#
!  
Vˆkm,km−1|km−1
(mk ) = AVˆkm−1,km−1|km−1
(mk )
!
(3.37)#
In!other!words,!as!Jones!(1980)!first!stated,!large!blocks!of!consecutive!missing!
observations!slowly!reduce!the!information!about!the!past!in!the!state!vector:!the!
estimated!state!approaches!the!initial!state!vector!and!the!estimated!state!covariance!
approaches!the!initial!state!covariance!matrix.
! !
!
3.3.2. Modified#MCStep:#Likelihood#Function#with#Missing#
Observations#
With!estimated!(filtered!and!smoothed)!states!and!state!covariances!at!all!time!steps,!the!
next!iteration!of!stateUspace!parameters!can!be!computed!from!the!following!conditional!
expected!values.!In!short,!for!the!MUstep!missing!data!equations,!the!expected!values!
concerning!the!observations!are!affected!( YK becomes YK
(Km ) ).!Most!importantly,!the!
partition!substitutions!provided!for!the!Kalman!filter!in!the!EUstep!in!equations!(3.17!–!
3.20)!are!not!to!be!used!in!the!MUstep.!Partitioned!values!remain!as!specified!
rows/submatrices!of!the!current!parameter!at!iteration!j!unless!otherwise!noted,!i.e.,!
 
C(mk ) = Cj
(mk ) ≠ 0 !and! 
R(mk ) = Rj
(mk ) ≠ Ι .!
The!following!updating!equations!are!similar!to!those!in!Digalakis!et!al!(1993)!but!
are!explicitly!extended!to!the!parameter!updates!in!terms!of!the!observed!data,!
estimated!states,!state!covariances,!and!other!model!parameters!(which!may!be!
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partitioned).!Equation!(3.38)!defines!a!shorthand!notation!for!a!recurring!conditional!
expectation:!
!
 
E(Km,j) i( )⎡⎣⎢ ⎤⎦⎥ ≡ E i( ) | YK
(Km ),Ψ j
⎡
⎣⎢
⎤
⎦⎥ !
(3.38)#
!
 
E(Km,j) yk⎡⎣⎢ ⎤⎦⎥ =
yk
(mk )           if available
Cj
(mk )xˆk|K
(mk )      if missing
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪⎪
!
(3.39)#
!
 
E(Km,j) ykyk
T⎡
⎣⎢
⎤
⎦⎥ =
yk
(mk ) yk
(mk )( )
T
          if available
Cj
(mk )xˆk|K
(mk ) xˆk|K
(mk )( )
T
Cj
(mk )( )
T
+ Rj
(mk )      if missing
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
!
(3.40)#
!
 
E(Km,j) ykxk
T⎡
⎣⎢
⎤
⎦⎥ =
yk
(mk ) xˆk|K
(mk )( )
T
          if available
Cj
(mk )xˆk|K
(mk ) xˆk|K
(mk )( )
T
     if missing
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
!
(3.41)#
 
Aj+1 = E
(Km,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ E(Km,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
Aj+1 = xˆk|K
(mk ) xˆk−1|K
(mk )( )
T
+Vˆk,k−1|K
(mk )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=1
K
∑ xˆk−1|K(mk ) xˆk−1|K(mk )( )
T
+Vˆk−1,k−1|K
(mk )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1 !
(3.42)#
 
Qj+1 =
1
K−1
E(Km,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥ −
k=2
K
∑ E(Km,j) xkxk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑ E(Km,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(Km,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟
Qj+1 =
1
K−1
xˆk|K
(mk ) xˆk|K
(mk )( )
T
+Vˆk,k|K
(mk )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=2
K
∑ −Aj+1 xˆk−1|K(mk ) xˆk|K(mk )( )
T
+Vˆk−1,k|K
(mk )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
!
(3.43)#
 
Cj+1 = E
(Km,j) ykxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ E(Km,j) xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
Cj+1 = yka
(mk ) xˆka|K
(mk )( )
T
+
ykm
(mk ) xˆkm|K
(mk )( )
T
Cj
(mk )xˆkm|K
(mk ) xˆkm|K
(mk )( )
T
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
km=1
Km
∑
ka=1
Ka
∑
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
xˆk|K
(mk ) xˆk|K
(mk )( )
T
+Vˆk,k|K
(mk )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1!
(3.44)#
 
Rj+1 =
1
K
E(Km,j) ykyk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ − E(Km,j) ykxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑ E(Km,j) xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(Km,j) xkyk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟
Rj+1 =
1
Ka
yka
(mk ) yka
(mk )( )
T
−Cj+1xˆka|K
(mk ) yka
(mk )( )
T⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ka=1
Ka
∑
+
1
Km
ykmykm
T −Cj+1xˆkm|K
(mk )ykm
T
Cj
(mk ) −Cj+1
(mk )⎡
⎣⎢
⎤
⎦⎥
xˆkm|K
(mk ) xˆkm|K
(mk )( )
T
Cj
(mk )( )
T
+ Rj
(mk )
⎧
⎨
⎪⎪⎪⎪
⎩
⎪⎪⎪⎪
km=1
Km
∑
! (3.45)#
 
µ j+1 = xˆ1|K
(mk )
!
(3.46)#
 
Vj+1 =Vˆ1,1|K
(mk )
!
(3.47)#
#!
!
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The!updates!for!the!observation!matrix!C!and!the!observation!noise!covariance!R,!are!
unique!as!they!directly!refer!to!the!observation!equation,!where!missing!data!effects!are!
most!apparent.!In!equations!(3.44!–!3.45),!the!summation!over!all!K!observations!is!split!
into!a!sum!over!Ka!and!a!sum!over!Km.!The!sums!over!Ka!provide!the!statistics!for!
available!data;!the!sums!over!Km!are!partitioned!since!they!are!derived!from!the!
partitioned!conditional!expectations!in!equations!(3.39!–!3.41):!within!the!summation,!
the!top!submatrix!corresponds!to!the!ak!available!rows!while!the!bottom!submatrix!
corresponds!to!the!mk!unavailable!rows.!
3.4. Convergence#and#Performance#with#Missing#Data#
3.4.1. TenCDOF#Shear#Structure#Case#Study#
In!this!section,!a!simulated!acceleration!response!of!the!tenUstory!shear!frame!structure!
shown!in!Figure!3.2!is!considered!with!2%!damping!in!all!structural!modes.!The!
numerical!responses!were!generated!using!a!uniform!(interval!U0.5!to!0.5)!random!
excitation!at!each!DOF!and!Newmark’s!linear!acceleration!method.!It!is!important!to!
note!the!stochastic!stateUspace!model!in!equations!(2.1!–!2.2)!assumes!Gaussian!loading,!
not!uniform;!therefore,!a!successful!identification!in!this!case,!would!indicate!that!this!
model!assumption!is!not!restrictive.!To!simulate!measurement!noise,!white!noise!with!
standard!error!equal!to!5%!RMS!of!the!signal!is!added!to!the!response!at!each!DOF.!
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!
Figure!3.2.!TenUDOF!shear!story!structure!
To!simulate!missing!data,!three!missing!data!mechanism!cases!were!considered:!!
Case!1:!randomly!remove!observations!throughout!the!response!(partial!
observations!in!section!3.1.1.A),!!
Case!2:!randomly!remove!full!timeUsteps!(time!step!blanks!in!section!3.1.1.B),!and!!!
Case!3:!remove!unobserved!entries!from!deterministic!mobile!sensor!paths.!
For!the!removals,!the!missing!entries!of!the!noisy!response!matrix!are!replaced!with!
zeros!in!coherence!with!equation!(3.17).!The!degree!of!missingness!(percent!of!missing!
observations)!varies!from!0%!to!40%!in!these!cases!to!represent!a!range!of!candidate!
magnitudes.!To!better!capture!the!performance!variability!within!missingness!
magnitudes,!the!two!stochastic!missing!data!scenarios,!(Cases!1!and!2,!where!the!
missing!data!mechanism!is!a!random!process)!were!simulated!thirty!times.!
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!
Figure!3.3.!(A,!top!panel)#STRIDE!results!compared!with!exact!MDOF!values!for!Modes!1!–!5.!(B,!
bottom!panel)!STRIDE!results!compared!with!exact!MDOF!values!for!Modes!6!–!10!
In!the!mobile!sensing!scenario!(Case!3),!NMS!mobile!sensors!sample!data!at!NMS!out!
of!N!sensing!locations!at!every!timeUstep.!More!specifically,!for!each!group!of!NMS!
adjacent!sensors,!the!group!shifts!back!and!forth!(up!and!down)!in!a!harmonic!fashion,!
scanning!all!N!locations!–!the!group!(hence,!each!sensor)!changes!its!location!at!every!
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time!step.!For!the!tenUDOF!structure!groups!of,!6,!7,!8,!and!9!mobile!sensors!correspond!
with!40%,!30%,!20%,!and!10%!missing!data,!respectively.!
Table!3.1.!Modal!properties!of!10!DOF!structure.!Exact!results!are!compared!with!STRIDE.!
In!all!three!cases,!the!STRIDE!analyses!used!a!stateUspace!model!order!equal!to!four!
(after!this!denoted!(p!=!4)),!and!the!initial!state!matrix!A0!and!observation!matrix!C0!are!
estimated!by!ERAUNExTUAVG!(p!=!4).!The!remaining!stateUspace!parameters!are!set!in!
accordance!with!Matarazzo!and!Pakzad!(2013b).!In!the!case!of!full!data!(no!missing!
data),!hereafter!Case!0,!STRIDE!(p!=!4)!converged!to!MLE!after!108!iterations;!the!
corresponding!modal!estimates!are!compared!to!the!exact!MDOF!values!in!Table!3.1!and!
Figure!3.3.!Table!3.1#compares!STRIDE!modal!estimates!with!the!exact!natural!
frequencies!and!damping!ratios!for!the!tenUDOF!structure.!Overall,!STRIDE!successfully!
identified!all!ten!structural!modes!with!an!average!absolute!frequency!error!of!0.3%!over!
all!modes!and!an!average!damping!estimate!of!1.54%!(2.00%!is!the!exact!value!for!every!
mode).!The!average!of!all!ten!modal!assurance!criteria!(MAC)!values!(Allemang,!2003)!
calculated!between!the!estimated!and!exact!mode!shapes!is!0.98.!The!individual!mode!
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shapes!and!MAC!values!are!displayed!in!Figure!3.3.!The!following!sections!discuss!the!
behavior!and!performance!of!STRIDE!for!missing!data!Cases!1,!2,!and!3.!
3.4.2. Convergence#Behavior#
The!convergence!criterion!for!STRIDE!is!based!on!the!slope!of!the!conditional!likelihood!
function!(see!(Matarazzo!and!Pakzad!2013)).!The!actual!slope!is!estimated!as!the!
difference!divided!by!the!average!of!the!two!most!recent!likelihood!values.!The!user!
defines!a!specific!slope!threshold,! θ ,
!
to!decide!when!the!conditional!likelihood!function!
practically!attained!its!maximum!value.!Based!on!SHM!applications!in!Matarazzo!and!
Pakzad!(2015),
!
 θ= 5×10−4 !was!recommended!as!a!guideline!slope!threshold!for!model!
orders!p!=!2!and!4!and!is!selected!for!this!study.!
Figure!3.4A!shows!the!number!of!required!iterations!versus!the!degree!of!
missingness!with!±2σ!(σ!is!the!standard!deviation)!confidence!intervals!for!different!
degrees!of!missingness,!compiling!the!results!of!twenty!STRIDE!runs!for!Case!1!and!
Case!2!(since!these!two!represent!samples!of!random!missing!data!mechanism!
populations).!In!general,!this!plot!indicates!the!impact!of!the!missing!data!mechanism!on!
the!computational!costs!of!STRIDE!–!a!higher!number!of!iterations!requires!more!
floating!point!operations!(FLOPs).!The!leftmost!point!indicates!the!result!in!the!case!of!
no!missing!data!(122!iterations).!In!addition!to!the!three!cases!examined,!a!truncated!
data!analysis!sets!a!baseline!for!reduced!observations.!For!the!truncated!data!in!Figure!
3.4A,!the!number!of!iterations!remains!fairly!constant.!Note!that!individual!iterations!
become!computationally!less!expensive!as!K!decreases.!Cases!1!and!2!showed!similar!
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decreasing!required!iteration!trends!with!respect!to!increasing!missing!data.!In!general,!
Case!3!required!the!most!iterations!with!a!peak!of!149!iterations!for!20%!and!30%!
missing!data!(eight!and!seven!mobile!sensors).!Together,!these!plots!may!indicate!
missing!data!mechanisms!which!are!more!uniform!over!time,!e.g.,!Case!3,!maintain!
stable!identifications!as!the!degree!of!missingness!increases.!In!such!mechanisms,!the!
number!of!consecutive!missing!observations!is!limited,!restricting!the!growth!of!the!
prediction!error!variance!in!the!Kalman!filter.!!
Figure!3.4B!plots!the!normalized!maximum!likelihood!value!against!degree!of!
missingness!for!three!cases!and!truncated!data.!Note!the!likelihood!function!decreases!
linearly!as!the!number!of!time!samples!K!is!reduced.!Maximum!likelihood!values!are!
normalized!with!respect!to!the!value!attained!in!the!case!of!no!missing!data!(topUleft!
data!point!equal!to!100%).!!
3.4.3. ML#Modal#Estimate#Performance#
For!Case!0,!STRIDE!modal!estimates!are!compared!to!the!exact!MDOF!values!in!Table!
3.1!and!Figure!3.3.!Initially,!decreasing!likelihood!values!in!Figure!3.4!seem!to!imply!that!
STRIDE!results!for!Cases!1,!2,!and!3!may!yield!less!accurate!parameter!estimates!than!
Case!0;!however,!it!is!important!to!investigate!individual!mode!performances!to!assess!
potential!accuracy!decay.!
Figure!3.5!displays!the!frequency!and!damping!estimates!for!all!three!cases.!As!
shown!in!the!top!two!panels!of!Figure!3.5A,!in!all!three!cases,!all!ten!frequency!estimates!
remained!accurate!for!degrees!of!missingness!0!–!40%;!the!results!are!nearly!identical!to!
#!
!
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Case!0.!Additionally,!the!tight!confidence!bounds!in!Figure!3.4A!(for!Cases!1!and!2)!
indicate!a!low!variability!in!these!estimates.!!
!
Figure!3.4.!(A,!left!panel)!Required!STRIDE!iterations!for!convergence!with!±2σ.!All!three!cases,!range!
from!0!–!40%!missingness!shown!along!truncated!results.!(B,!right!panel)!STRIDE!maximum!likelihood!
values!with!±2σ.!All!three!cases!range!from!0!–!40%!missingness!shown!along!truncated!results.!!
Figure!3.5B!shows!the!damping!estimates!against!missingness!for!all!three!Cases;!
note!the!exact!damping!ratio!is!2%!for!all!ten!modes.!In!the!top!panel!of!Figure!3.5B!
(Case!1),!the!mean!damping!estimates!are!stable!and!maintain!accurate!for!all!ten!modes.!
In!the!middle!panel!of!Figure!3.5B!(Case!2),!the!mean!damping!estimates!for!the!
lower!modes!remain!consistent!with!Case!0!as!missingness!increases!while!the!higher!
modes!fluctuate.!Lastly,!the!bottom!panel!of!Figure!3.5B!(Case!3),!displays!a!stable,!
consistent!damping!performance!as!missingness!is!increased!with!the!least!variation!out!
of!all!three!cases.!!
This!study!presents!a!general!comparison!in!regards!to!the!accuracy!of!STRIDE!
modal!estimates!when!the!data!is!subjected!to!various!patterns!of!missingness.!Overall,!
the!results!indicate!that!an!accurate,!full!modal!identification!using!STRIDE!is!feasible!
even!with!a!dataset!missing!a!significant!amount!of!observations.!More!specifically,!
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given!a!fixed!degree!of!missingness!below!40%,!the!missing!data!mechanism!considered!
in!Case!3!(mobile!sensing)!yielding!the!most!accurate!results!out!of!the!three,!in!
principle,!supporting!mobile!sensors!as!an!alternative!to!static!sensors.!!
In!conclusion,!the!behavior!of!likelihood!value!with!respect!to!missingness!(Figure!
3.4B)!and!caseUwise!performances!within!Figure!3.5!display!that!a!reduced!maximum!
likelihood!value!does!not!necessarily!indicate!less!accurate!modal!estimates.!This!
distinction!is!important!as!likelihood!values!for!similar!models!and!data!are!often!
compared!in!likelihood!ratio!tests!(King!1989).!
#!
!
 
70!
!
Figure!3.5.!(A)!STRIDE!mean!frequency!estimates!for!all!three!cases!(±2σ!included!for!Cases!1!and!2),!
missingness!varies!from!0!–!40%.!(B)!STRIDE!mean!damping!estimates!for!all!three!cases!(±2σ!included!for!
Cases!1!and!2),!missingness!varies!from!0!–!40%;!modes!1!–!5!(top!panels);!modes!6!–!10!(bottom!panels)!
0 5 10 15 20 25 30 35 400
2
4
6
8
10
12
Case 1: Partial Observations at Random
Case 2: Time Step Blanks at Random
Case 3: Mobile Sensing
(a) Frequency (Hz) Estimates (b) Damping Ratio (%) Estimates
Fr
eq
ue
nc
y 
(H
z)
Degree of Missingness (%)
0 5 10 15 20 25 30 35 400
2
4
6
8
10
12
 
Fr
eq
ue
nc
y 
(H
z)
Degree of Missingness (%)
0 5 10 15 20 25 30 35 400
2
4
6
8
10
12
Fr
eq
ue
nc
y 
(H
z)
Degree of Missingness (%)
0 5 10 15 20 25 30 35 400
2
4
6
8
D
am
pi
ng
 R
at
io
 (%
)
Degree of Missingness (%
Modes 1 through 5
Modes 6 through 10
Modes 1 through 5
Modes 6 through 10
Modes 1 through 5
Modes 6 through 10
)
 
 
0 5 10 15 20 25 30 35 400
2
4
6
8
10
D
am
pi
ng
 R
at
io
 (%
)
Degree of Missingness (%)
 
 
ζ1
ζ2
ζ3
ζ4
ζ5
ζ6
ζ7
ζ8
ζ9
ζ10
ζ1
ζ2
ζ3
ζ4
ζ5
ζ6
ζ7
ζ8
ζ9
ζ10
ζ1
ζ2
ζ3
ζ4
ζ5
ζ6
ζ7
ζ8
ζ9
ζ10
0 5 10 15 20 25 30 35 40
0
2
4
6
 
D
am
pi
ng
 R
at
io
 (%
)
Degree of Missingness (%)
 
 
0 5 10 15 20 25 30 35 400
2
4
6
8
10
12
 
D
am
pi
ng
 R
at
io
 (%
)
Degree of Missingness (%)
 
 
0 5 10 15 20 25 30 35 400
1
2
3
4
D
am
pi
ng
 R
at
io
 (%
)
Degree of Missingness (%)
 
 
0 5 10 15 20 25 30 35 400
1
2
3
4
D
am
pi
ng
 R
at
io
 (%
)
Degree of Missingness (%)
 
 
! 71!
3.5. STRIDE#Missing#Data#Applications#
3.5.1. Golden#Gate#Bridge#Setup#
It!is!advantageous!to!facilitate!structural!modal!identification!in!cases!when!the!
collected!data!contains!missing!observations!(refer!to!Sections!3.1!and!3.2)#as!such!
instances!are!difficult!to!avoid!entirely.!Moreover,!the!assumption!that!missing!
observations!leave!the!remaining!data!fruitless!is!wasteful.!As!shown!in!the!previous!
section,!comprehensive!modal!information!can!be!extracted!from!vibration!data!even!
when!a!significant!amount!of!observations!are!unavailable.!
The!following!sections!discuss!two!applications!for!structural!identification!with!missing!
observations!using!data!collected!at!Golden!Gate!Bridge:!Network!Communication!
Reliability,!and!Mobile!Sensing.!These!applications!were!selected!to!provide!an!
innovative!solution!to!current!SHM!hurdles.!Figure!3.6!shows!the!wireless!sensor!
network!instrumentation!as!in!(Pakzad!et!al.!2008),!which!obtained!the!data!used!in!
these!applications!for!simulation!of!different!missing!data!scenarios.!FortyUnine!total!
sensing!locations!were!considered!in!the!following!analyses:!fortyUsix!sensing!locations!
on!the!west!side!of!the!main!span!and!three!sensing!locations!on!the!east.!Details!of!the!
sensor!network!design!and!implementation!can!be!found!in!Pakzad!et!al.!(2008),!and!
#!
!
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Pakzad!and!Fenves!(2009).
!
Figure!3.6.!Static!Golden!Gate!Bridge!sensor!network!instrumented!in!Pakzad!et!al.!(2008)!and!
simulated!mobile!sensor!groups!considered!in!this!study.!
Prior!to!progressing!into!missing!data!STRIDE!analyses,!it!is!essential!to!establish!
baseline!STRIDE!results!for!the!case!of!no!missing!data,!or!simply,!full!data.!The!
analyses!in!these!sections!focus!on!structural!modes!of!Golden!Gate!Bridge!under!1!Hz;!
likewise,!observed!acceleration!data!is!filtered!and!downsampled!accordingly.!Within!
the!comprehensive!study,!(Pakzad!and!Fenves!2009)!determined!twelve!vertical!and!
seven!torsional!structural!modes!below!1!Hz!using!AR!models!with!the!vertical!
accelerometer!channels;!these!results!are!provided!in!the!first!and!fifth!rows!of!Table!3.2.!
STRIDE!(p!=!2,! θ= 5×10−4 )!refers!to!a!STRIDE!analysis!at!model!order!two!(absolute!
minimum!model!order!for!the!stateUspace!model)!with!a!slope!threshold!of! 5×10−4 .!The!
initial!state!matrix!A0!and!observation!matrix!C0!are!estimated!by!ERAUOKIDUOO!(p!=!2).!
As!before,!the!remaining!stateUspace!parameters!are!set!in!accordance!with!Matarazzo!
and!Pakzad!(2013b).!STRIDE!converged!to!MLE!at!a!maximum!logUlikelihood!after!sixty!
iterations.!This!full!data!(“full”)!STRIDE!analysis!successfully!identified!nineteen!modes;!
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the!estimated!frequencies!and!damping!ratios!are!listed!in!the!second!and!sixth!rows!
alongside!the!AR!results!in!Table!3.2!and!are!in!accordance.!There!is!some!variation!
among!damping!estimates!below!the!eighth!mode,!however!damping!is!known!to!vary!
between!identification!methods!(Chang!and!Pakzad!2013)!and!furthermore,!it!is!difficult!
to!verify!the!true!value!of!damping!ratios!for!real!structures.!Despite!this!trait,!the!
results!offer!a!notable!performance!for!a!minimum!model!order!identification!algorithm.!
3.5.2. Missing#Packets#(M.P.)#
In!this!section,!the!communication!reliability!of!a!wireless!sensor!network!is!
simulated.!In!this!application,!it!is!assumed!that!during!data!collection!of!the!fortyUnineU
sensor!data!set!used!in!the!previous!section,!the!sensor!network!malfunctions!and!
packets!are!dropped!at!random.!To!expedite!the!process!of!obtaining!structural!
information!from!the!available!data,!it!is!advantageous!to!process!the!data!asUis!with!
missing!observations!in!time!and!space.!
For!the!simulated!data!set,!20%!of!the!observations!are!randomly!removed!
throughout!the!response!(partial!observations,!in!a!similar!manner!to!Case!1!in!Section!
3.4)!indicating!a!case!of!a!significant!packet!loss.!Here,!“removal”!means!replacing!
(imputing)!the!missing!observations!with!zeros,!which!is!consistent!with!Kalman!filter!
substitution!(3.17).!STRIDE!(p!=!2,! θ= 5×10−4 )!is!implemented!with!initial!state!matrix!
A0!and!observation!matrix!C0!estimated!using!ERAUOKIDUOO!(p!=!2).!In!the!following!
section,!throughout!Table!3.2,!and!Figure!3.7,!the!results!of!this!analysis!are!referred!to!
as!“M.P.”.!
#!
!
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3.5.2.A. Missing#Packets#(M.P.)#Results#
STRIDE!converged!to!ML!estimates!after!seventyUfour!iterations.!The!third!and!
seventh!rows!of!Table!3.2#show!frequency!and!damping!estimates!for!all!nineteen!modes!
alongside!full!data!STRIDE!and!AR!results.!!
The!frequency!estimates!compare!very!well!with!those!of!fullUdata!STRIDE!and!
nearly!identical!to!the!AR!results!for!all!nineteen!modes.!The!damping!estimates!also!
concur;!in!general,!these!estimates!are!lower!than!the!fullUdata!STRIDE!estimates,!
perhaps!indicating!the!fullUdata!results!contain!inflated!estimates!due!to!fewer!iterations.!
A!simple!remedy!to!this!would!be!to!select!a!more!stringent!(lower!valued)!slope!
threshold,!e.g.,! θ= 1×10−4 ,!consequently!requiring!additional!iterations.!
Figure!3.7A!shows!four!selected!M.P.!mode!shapes!superimposed!(1,!4,!14,!and!19)!
on!those!from!fullUdata!STRIDE!(“full”).!Table!3.2!includes!MAC!values,!which!were!
computed!between!M.P.!and!full!mode!shapes!using!all!fortyUnine!nodes,!quantifying!
mode!shape!consistency!among!data!loss.!Overall,!the!M.P.!spatial!results!are!quite!
consistent!and!accurate!the!mean!MAC!value!was!0.95.!!
3.5.3. Mobile#Sensing#(M.S.)#
In!this!section,!a!mobile!sensor!strategy!is!simulated!using!the!fortyUnineUsensor!
dataset!described!in!the!previous!section.!In!this!application,!a!group!of!nine!mobile!
sensors!scans!fortyUsix!nodes!on!the!west!side!of!the!main!span!and!a!single!mobile!
sensor!scans!three!nodes!on!the!east!side.!More!specifically,!the!group!of!nine!mobile!
sensors!is!pictured!in!Figure!3.6!and!covered!a!range!of!fifteen!sensing!nodes!using!
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spaced!sensor!clusters!oriented!in!the!following!manner:!three!adjacent!sensors!(nodes!1!
–!3),!three!empty!nodes!(4!–!6),!three!adjacent!sensors!(nodes!7!–!9),!three!empty!nodes!
(10!–!12),!and!three!adjacent!sensors!(nodes!13!–!15).!This!sensor!group!scans!all!fortyUsix!
locations,!back!and!forth!(similar!to!Case!3!in!Section!3.4),!thus,!simultaneously!
collecting!information!across!time!and!space.!
For!the!simulated!data,!the!dataset!was!repeated,!effectively!doubling!the!
number!of!samples.!The!motivation!behind!the!increased!sample!size!is!based!on!the!
assumption!that!a!more!accessible,!convenient!data!collection!method!such!as!mobile!
sensing!would!promote!frequent,!longUterm!monitoring,!i.e.!more!data.!Given!the!
deterministic!missing!data!mechanism!defined!by!the!mobile!sensor!setup,!nearly!82%!of!
the!observations!are!removed!from!the!response!(dropped,!or!not!used!in!the!simulated!
data!set);!the!missing!observations!are!removed!by!replacing!with!zeros.!With!this!data,!
STRIDE!(p!=!2,! θ= 5×10−4 )!is!implemented!using!initial!state!matrix!A0!and!observation!
matrix!C0!estimated!by!ERAUOKIDUOO!(p!=!2).!In!the!following!section,!throughout!
Table!3.2!and!Figure!3.7,!the!results!of!this!analysis!are!referred!to!as!“M.S.”.!
3.5.3.A. M.S.#Results#
STRIDE!converged!to!ML!estimates!after!152!iterations.!The!fourth!and!eighth!rows!
of!Table!3.2#display!frequency!and!damping!estimates!for!all!nineteen!modes!as!well!as!
full!data!STRIDE!and!AR!estimates.!As!in!the!M.P.!results,!the!frequency!estimates!agree!
with!those!of!fullUdata!STRIDE!and!match!the!AR!results!for!all!nineteen!modes.!!
#!
!
 
76!
Table!3.2.!Comparison!of!Golden!Gate!Bridge!modal!estimates:!AR!(Pakzad!and!Fenves!2009),!STRIDE!
(full!data),!M.P.!STRIDE!(20%!missing),!and!M.S.!STRIDE!(82%!missing).!Symmetric!(S),!AntiUsymmetric!(A),!
and!Torsional!(T)!mode!labels!are!shown.!MAC!values!calculated!between!full!data!and!M.P.!as!well!as!
between!full!data!and!M.S.!
Mode! 1! 2! 3! 4! 5! 6! 7! 8! 9! 10!
Type2 A! S! S! A! T,2A! S! T,2S! A! T,2A! S!
Fr
eq
ue
nc
y!
(H
z)
! AR! 0.106! 0.132! 0.170! 0.216! 0.230! 0.301! 0.340! 0.371! 0.445! 0.461!
STRIDE! 0.108! 0.136! 0.191! 0.217! 0.229! 0.295! 0.330! 0.369! 0.444! 0.461!
M.P.! 0.106! 0.132! 0.170! 0.217! 0.228! 0.300! 0.340! 0.368! 0.444! 0.461!
M.S.! 0.106! 0.132! 0.169! 0.217! 0.220! 0.299! 0.340! 0.369! 0.443! 0.462!
D
am
pi
ng
!(%
)!
AR! 2.10! 2.40! 2.30! 1.60! 2.20! 1.60! 1.80! 0.80! 0.80! 1.00!
STRIDE! 5.74! 3.15! 8.74! 1.80! 1.36! 1.29! 7.60! 0.91! 0.59! 0.87!
M.P.! 1.78! 1.58! 2.47! 1.33! 0.68! 0.90! 0.49! 0.72! 0.40! 0.70!
M.S.! 0.72! 0.67! 0.90! 0.48! 0.91! 0.53! 0.28! 0.53! 0.19! 0.47!
M
A
C
! M.P.2 1.00! 0.99! 0.89! 1.00! 0.90! 0.98! 0.92! 1.00! 0.57! 1.00!
M.S.2 1.00! 0.98! 0.84! 0.95! 0.34! 0.98! 0.89! 0.99! 0.99! 0.99!
Mode! 11! 12! 13! 14! 15! 16! 17! 18! 19!
Type2 A! T,2S! S! T,2A! A! T,2S! S! T,2A! A!
Fr
eq
ue
nc
y!
(H
z)
! AR! 0.550! 0.566! 0.660! 0.682! 0.769! 0.812! 0.887! 0.945! 1.000!
STRIDE! 0.549! 0.565! 0.661! 0.682! 0.768! 0.812! 0.884! 0.943! 1.000!
M.P.! 0.550! 0.565! 0.661! 0.681! 0.768! 0.812! 0.884! 0.947! 1.000!
M.S.! 0.542! 0.562! 0.660! 0.681! 0.767! 0.813! 0.885! 0.945! 1.000!
D
am
pi
ng
!(%
)!
AR! 1.40! 0.90! 0.70! 0.20! 0.60! 0.50! 0.70! 0.90! 0.60!
STRIDE! 1.41! 0.47! 0.42! 0.34! 0.52! 0.44! 0.70! 0.77! 0.74!
M.P.! 1.62! 0.37! 0.40! 0.28! 0.46! 0.43! 0.67! 0.62! 0.66!
M.S.! 0.66! 0.38! 0.43! 0.14! 0.45! 0.29! 0.37! 0.24! 0.87!
M
A
C
! M.P.2 1.00! 0.97! 1.00! 1.00! 1.00! 1.00! 1.00! 0.97! 1.00!
M.S.2 0.75! 0.96! 0.92! 0.97! 0.98! 0.94! 0.97! 0.92! 0.98!
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!
Figure!3.7.!(A,!left!panel)!Superposition!of#west!side#mode!shapes!1,!4,!14,!and!19.!Full!data!(“full”)#
STRIDE!and!missing!packet!(“M.P.”)!data!STRIDE.!MAC!values!computed!using!all!fortyUnine!sensing!
locations.!(B,!right!panel)#Superposition!of#west!side#mode!shapes!1,!4,!14,!and!19.!Full!data!(“full”)#STRIDE!
and!mobile!sensing!(“M.S.”)!data!STRIDE.!MAC!values!computed!using!all!fortyUnine!sensing!locations.!
The!damping!estimates!are!in!accordance!with!the!other!estimates!shown!in!Table!
3.2.#Similar!to!the!M.P.!results,!these!values!are!generally!lower!than!the!fullUdata!
STRIDE!estimates!and!M.P.,!suggesting!inflated!estimates!result!from!fewer!iterations.!
Again,!it!is!difficult!to!confirm!true!damping!ratios!in!real!structures.!
Figure!3.7B!shows!four!M.S.!mode!shapes!(1,!4,!14,!and!19)!superimposed!over!fullU
data!STRIDE!(“full”)!results.!Overall,!the!spatial!results!are!accurate!and!consistent!with!
aforementioned!analyses;!MAC!values!were!computed!between!M.P.!and!full!mode!
shapes!using!all!fortyUnine!nodes,!the!mean!MAC!value!is!0.91.!!
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Perhaps!the!most!propitious!results!of!this!analysis!were!within!mode!shapes!15,!17,!
and!19!(mode!shape!19!is!displayed!at!the!bottom!of!Figure!3.7B).!Due!to!intricate!
geometry!present!in!higher!modes,!typically!a!high!spatial!resolution!is!required!to!
uniquely!reconstruct!such!mode!shapes!based!on!the!number!of!inflection!points!(N!
inflection!points!require!at!least!N+1!sensors).!Given!the!modal!coordinates!at!the!
supports,!the!number!and!location!of!static!sensors!implemented!inherently!limits!the!
observed!spatial!content.!For!example,!to!uniquely!reconstruct!the!first!mode!shape,!(top!
of!Figure!3.7)!which!contains!one!point!of!inflection,!at!least!two!static!sensors!would!be!
required.!Similarly,!as!mode!shapes!15,!17,!and!19!have!nine!points!of!inflection!or!more,!
it!is!not!possible!to!uniquely!reconstruct!these!shapes!from!nine!static!sensors.!However,!
the!M.S.!results!show!that!nine!moving!sensors!can!produce!an!excellent!spatial!
resolution!for!high!order!mode!shapes,!in!fact,!comparable!to!fortyUsix!static!sensors.!
MAC!values!of!0.97!and!higher!provide!quantitative!evidence!that!mobile!sensors!can!
preserve!a!high!spatial!resolution!while!using!significantly!fewer!sensors.!
3.6. Conclusions#
In!this!chapter,!the!STRIDE!algorithm!was!reviewed!and!necessary!equations!to!process!
data!sets!with!missing!observations!were!presented;!with!these!additions,!STRIDE!
becomes!the!first!modal!identification!method!to!formally!accept!data!with!missing!
observations,!permitting!analyses!with!mobile!sensing!data!and!other!incomplete!
datasets.!!
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The!EUstep!approach!in!Section!3.3!is!based!on!a!partitioned!observation!equation!
and!appropriate!Kalman!filter!partition!substitutions!are!constructed!at!time!steps!with!
missingness!properties!which!satisfy!the!expected!value!of!the!observation!equation.!
Consequently,!the!Kalman!filter!remains!optimal!estimates!for!the!states!and!state!
covariances,!which!are!then!processed!by!RTS!smoother!equations!yielding!MMSE!
estimates!defined!in!equations!(3.12!–!3.16)!thus!completing!the!EUstep.!The!modified!MU
step!equations!are!derived!from!conditional!expectations!in!equations!(3.39!–!3.41),!
which!describe!the!states!and!observation!statistics!using!the!available!data.!MUstep!
update!formulas!are!explicitly!extended!to!write!the!parameter!updates!in!terms!of!these!
statistics!and!the!current!parameter!estimates.!The!updates!for!the!observation!matrix!
and!observation!noise!covariance!are!presented!in!terms!of!available!and!unavailable!
portions!using!matrix!partitions.!
Section!3.4!investigated!the!convergence!behavior!and!performance!of!STRIDE!with!
missing!data!using!a!tenUDOF!shear!structure!for!three!missing!data!mechanisms!(Cases!
1!–!3)!in!which!missingness!varied!from!0!to!40%.!Cases!1!and!2!represented!random!
missing!data!mechanisms!while!Case!3!exemplified!a!mobile!sensing!platform!where!the!
missing!observations!were!predetermined!and!relatively!uniform!over!time.!The!results!
demonstrated!that!an!accurate!comprehensive!modal!analysis!is!possible!when!a!large!
portion!(40%)!of!observations!are!missing.!This!Case!provided!the!most!accurate!results!
with!the!most!consistent!convergence!behavior,!accrediting!the!efficiency!of!mobile!
sensor!networks!for!SID!in!SHM.!In!more!uniform!mechanisms!such!as!Case!3,!the!
number!of!consecutive!missing!observations!is!limited,!restricting!the!growth!of!the!
#!
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prediction!error!variance!in!the!Kalman!filter.!Within!the!case!studies,!accurate!modal!
estimates!were!obtained!despite!relatively!low!likelihood!ratios,!e.g.,!normalized!
likelihood!values!below!50%!in!Cases!1!and!3!provided!reliable!modal!estimates!(see!
Figure!5.3a).!
Finally,#Section!3.5!presented!two!applications!to!exemplify!common!STRIDE!
implementation!using!Golden!Gate!Bridge!ambient!vibration!data!collected!using!a!
wireless!sensor!network!(Pakzad!and!Fenves!2009;!Pakzad!et!al.!2008).!A!missing!
packets!application!(“M.P.”)!was!simulated!by!randomly!removing!20%!observations!
and!a!mobile!sensing!network!(“M.S.”)!was!simulated!using!10!moving!sensors!which!
moved!back!and!forth!over!fortyUnine!sensing!nodes,!resulting!in!82%!missing!data.!Both!
applications!successfully!identified!nineteen!vibration!modes!(vertical!and!torsional)!
below!1!Hz!with!high!frequency!accuracy!and!damping!consistency!using!STRIDE!at!a!
minimum!model!order!(p!=!2).!As!discussed!in!(Chang!and!Pakzad!2013;!Matarazzo!and!
Pakzad!2015),!obtaining!such!results!using!alternate!SID!methods!often!requires!
multiple!SID!implementations!at!increasing!high!model!orders.!
The!mobile!sensing!results!for!mode!shapes!15,!17,!and!19!(mode!shape!19!is!
displayed!at!the!bottom!of!Figure!3.7B)!were!especially!promising!as!they!verified!and!
quantified!the!preservation!of!spatial!information!in!modal!analyses!for!these!types!of!
sensor!networks.!In!this!application,!nine!moving!sensors!on!the!west!side!of!the!main!
span!accurately!estimated!high!order!mode!shapes!which!contained!over!nine!inflection!
points!and!higher;!an!achievement!not!possible!for!nine!static!sensors.!Furthermore,!the!
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spatial!resolutions!in!these!shapes!were!comparable!to!those!of!49!static!sensors,!as!
implied!in!MAC!values!of!0.97!and!above!calculated!for!these!shapes.!
This!chapter!has!demonstrated!that!STRIDE!is!capable!of!full,!accurate!modal!
analyses!at!low!model!orders!(p!=!2!or!4)!when!observations!are!missing.!The!case!
studies!and!applications!presented!quantify!the!information!reduction!as!a!result!of!
missing!observations.!The!pattern!in!which!data!is!missing!remains!an!important!factor!
in!the!accuracy!of!modal!estimates.!Furthermore,!the!successful!missing!packet!(M.P.)!
identification!application!indicates!the!presence!of!valuable!structural!vibration!
information!within!SHM!data!in!circumstances!with!copious!packet!losses!(limited!
sensor!network!reliability)!and!is!motivation!for!engineers!to!analyze!such!data.!
Intentional!missing!data!mechanisms!such!as!mobile!sensing!efficiently!identified!
structural!modal!properties!using!significantly!fewer!sensors,!encouraging!realUworld!
mobile!sensor!network!implementations!in!future!SHM!projects.!
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4. #
Sensitivity!Metrics!for!Maximum!Likelihood!
Modal!Identification!
Contributions#
• Closed-form partial derivatives, observed information, and variance expressions for 
the following stochastic state-space model parameters and features which influence 
modal property estimates: observation matrix, state matrix, state matrix eigenvalues, 
and state matrix eigenvectors 
• Variance expressions and confidence intervals for maximum likelihood estimates 
(MLE) of modal properties 
• Validation through comparison with Monte Carlo Bootstrap 
4.1. Introduction#
The!true!behavior!of!a!structural!system!is!influenced!by!the!interaction!of!many!
epistemic!and!aleatory!random!variables!in!the!physical!world.!These!random!variables!
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introduce!uncertainty!into!otherwise!deterministic!systems,!consequently!reducing!
confidence!in!structural!assessments.!Through!techniques!such!as!stochastic!modeling!or!
Monte!Carlo!simulations,!engineers!can!better!discern!and!predict!the!true!performance!
of!a!structural!system!by!quantifying!the!effects!of!such!random!variables.!
In!structural!health!monitoring!(SHM),!it!is!necessary!to!include!field!measurements,!
which!contain!deterministic!and!stochastic!attributes,!within!a!model!that!represents!the!
dynamic!behavior!of!a!structural!system.!In!general,!collected!data!is!analyzed!to!explain!
structural!behavior!(AbdelJGhaffar!&!Scanlan,!1985;!Kwasniewski!et!al.,!2006;!Shahidi!et!
al.,!2015)!or!infer!properties!of!existing!structures!(Juang!&!Phan,!2001;!Pakzad!&!
Fenves,!2009;!Peeters!&!De!Roeck,!1999;!Pi!&!Mickleborough,!1989).!Linear!stochastic!
models!can!be!composed!of!two!subsystems:!a!deterministic!part,!which!represents!an!
exact!mathematical!formulation,!and!a!stochastic!part,!which!defines!the!influence!and!
behavior!of!random!variables!(Chang!&!Pakzad,!2013).!!
This!chapter!is!focused!on!structural!modal!identification,!more!specifically,!the!
theoretical!precision!of!maximum!likelihood!estimators!(MLE),!a!common!class!of!
statistical!estimators!for!modal!properties!(Andersen,!n.d.;!Guillaume,!Verboven,!&!
Vanlanduit,!1998;!Matarazzo!&!Pakzad,!2015).!The!quantification!of!uncertainty!as!a!
result!of!parameter!estimation!for!a!broad!class!of!statistical!estimators!would!prove!to!
be!a!useful!metric!for!evaluation!or!selection!of!identification!techniques.!This!work!is!
towards!the!goal!of!better!understanding!how!estimated!modal!parameters!may!differ!
from!their!true!values..!In!a!broad!sense,!it!is!essential!that!the!variation!resulting!from!
the!estimation!technique!is!lower!than!the!expected!variation!of!the!structural!property!
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itself.!Without!any!measure!of!precision!of!an!estimation!approach,!this!question!is!left!
unanswered,!leaving!practice!as!the!only!method!to!verify!the!efficiency!of!such!an!
estimator.!
Maximum!likelihood!(ML)!theory!provides!a!popular!framework!for!parameter!
estimation!and!model!identification!of!statistical!models.!With!an!intuitive!goal!and!
measureable!performance,!ML!methods!offer!an!efficient!approach!(Long,!1997).!Under!
regularity!conditions,!ML!estimates!(MLE)!have!many!desirable!features!(Fox,!2008;!
Reinert,!2009):!
• MLE!are!consistent;!
• MLE!are!asymptotically!unbiased,!but!may!be!biased!for!finite!samples;!
• MLE!are!asymptotically!efficient;!they!have!the!smallest!asymptotic!variance!out!of!
all!asymptotically!unbiased!estimators,!approximately!equal!to!the!CramérJRao!
lower!bound;!and!
• MLE!are!asymptotically!normally!distributed.!
In!ML!estimation!theory,!the!likelihood!function!contains!important!information!
regarding!how!model!parameters!represent!data.!ClosedJform!likelihood!functions!and!
derivatives!are!valuable!as!they!facilitate!enhanced!model!analyses!including!precision!
of!point!estimates.!As!King!(1989)!states!“a!measure!of!the!likelihood!function’s!
curvature!is!also!a!measure!of!the!precision!of!the!ML!estimate”.!As!documented!in!the!
literature!(King,!1989;!Klein!&!Neudecker,!2000;!Rubin,!Dempster,!&!Laird,!1977;!
Shumway!&!Stoffer,!2011),!the!standard!errors!of!the!ML!point!estimators!are!
determined!by!evaluating!the!Hessian!matrix!at!the!critical!likelihood!point.!It!is!
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desirable!to!determine!an!analytical!solution!for!information!and!covariance!matrices!as!
they!are!required!by!subsequent!processes,!e.g.!likelihood!ratio!test,!Wald!test!statistic,!
score!test,!and!interval!estimation.!!
A!majority!of!studies!considering!precision!of!ML!estimates!have!focused!on!
frequencyJdomain!models.!The!approach!in!(Verboven,!Guillaume,!Cauberghe,!
Vanlanduit,!&!Parloo,!2004)!used!a!numerical!Jacobian,!computed!at!the!final!iteration!of!
the!GaussJNewton!algorithm.!Mahata!et!al.!(2006)!analyzed!nonparametric!noise!
statistics!and!derived!conditions!for!consistent!estimates.!Pintelon!et!al.!(2007)!
implemented!the!Delta!Method!(Oehlert,!1992)!to!produce!asymptotic!variance!estimates!
for!transfer!function!model!parameters!based!on!a!firstJorder!Taylor!series!likelihood!
approximation.!This!method!assumed!that!parameter!covariance!for!system!matrices!
were!available!along!the!MLE!through!the!estimation!technique,!which!is!rarely!the!case!
in!stateJspace!ML!methods.!!
In!some!ML!algorithms!such!as!NewtonJRaphson!or!Expectation!Maximization!(EM)!
(Rubin!et!al.,!1977;!Shumway!&!Stoffer,!2011)!numerical!Hessian!matrices!can!be!
produced!at!the!final!iteration.!The!SEM!algorithm!(Meng!&!Rubin,!1991)!provides!an!
approach!to!computing!analytical!varianceJcovariance!matrices;!however,!its!
applicability!to!a!multivariate!stateJspace!model!is!not!covered.!It!is!preferable!to!have!
analytical!expressions!for!the!sensitivity!of!the!likelihood!function!with!respect!to!
specific!stateJspace!model!parameters.!
This!chapter!derives!closedJform!expected!information!and!covariance!matrices!for!
four!stochastic!stateJspace!model!entities:!observation!matrix,!state!matrix,!eigenvalues!
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of!state!matrix,!and!right!eigenvectors!of!state!matrix.!The!importance!of!the!selected!
model!features!is!in!that!they!directly!influence!modal!property!estimates!of!the!
structural!system.!Sensitivity!metrics!on!these!quantities!help!engineers!better!
understand!the!true!precision!of!an!estimated!modal!parameter.!Additionally,!using!the!
asymptotic!covariance!matrices!and!the!asymptotic!Normality!property!of!ML!
estimators,!confidence!intervals!are!constructed!for!natural!frequencies,!damping!ratios,!
and!mode!shapes.!The!metrics!presented!in!this!chapter!are!applicable!to!modal!
identification!methods!within!the!stateJspace!model,!e.g.,!AR!(He!&!De!Roeck,!1997),!
N4SID!(Van!Overschee!&!De!Moor,!1992),!ERAJOKIDJOO!(Chang!&!Pakzad,!2013),!
STRIDE!(Matarazzo!&!Pakzad,!2015),!SSI!(Peeters!&!De!Roeck,!1999),!or!others.!
4.1.1. Conditional#Expectation#of#Log:Likelihood#Function#
Recall!the!stochastic!stateJspace!model,!given!in!equations!(4.1!–!4.5),!which!defines!the!
behavior!of!a!linear!discrete!time!invariant!system!with!time!steps!k!=!1,!2!,...,K.!The!size!
of!the!observation!vector! yk is!O!and!the!size!of!the!state!vector! xk is!S;!refer!to!Table!6!
for!further!model!details.!
!  xk = Axk−1 +ηk ! (4.1)#
!  yk = Cxk +υk ! (4.2)#
!  x1∼N(µ,V ) ! (4.3)#
!  ηk ∼N(0,Q) ! (4.4)#
!  
υk ∼N 0,R( ) ! (4.5)#
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The!completeJdata!logJlikelihood!function!for!this!stochastic!stateJspace!model!is!a!
mixture!of!three!independent!Gaussian!densities.!Define!the!superJparameter! Ψ !as!the!
collection!of!all!six!model!parameters
 
Ψ= µ, V , A, Q, C, R( ) .!
!
 
ln LX,Y Ψ( )( ) =−
S
2
ln 2π( )− 12 lnV −
1
2
x1−µ( )
T
V−1 x1−µ( )
−
KO
2
ln 2π( )− 12 ln R −
1
2
yk −Cxk( )
T
R−1 yk −Cxk( )
k=1
K
∑
−
K−1( )S
2
ln 2π( )− 12 ln Q −
1
2
xk −Axk−1( )
T
Q−1 xk −Axk−1( )
k=2
K
∑
! (4.6)#
Equation!(4.6)!implies!state!variables!are!available!for!this!likelihood!calculation.!In!
this!chapter,!it!is!assumed!that!the!states!have!been!computed!given!the!data!and!ML!
parameters.!With!the!MLE!model!parameters! Ψˆ ,!expected!state!variables!and!minimum!
meanJsquare!error!(MMSE)!variances!can!be!computed!through!Kalman!filter!(Kalman,!
1960;!Shumway!&!Stoffer,!1981)!and!RTS!smoother!recursions!(Rauch,!Striebel,!&!Tung,!
1965).!As!a!result!the!conditional!expectation!of!(4.6)!is!implemented!and!calculated!in!
(4.7):!!
!
 
G Ψ( ) = E ln LX,Y Ψ( )( ) | y1,…,yK⎡⎣⎢
⎤
⎦⎥ !
(4.7)#
4.2. Information#Metrics# #
This!section!discusses!the!relationship!between!the!information!contained!within!a!
parameter!and!the!likelihood!function,!which!is!more!specifically!determined!by!
curvature!of!the!likelihood!function.!The!observed!information!matrix!is!the!negative!
expectation!of!the!Hessian!matrix!(denoted!by! 
H( ) )!of!the!likelihood!function,!G,!with!
respect!to!a!parameter,!or!parameter!element,! ψ∈Ψ !is!shown!in!equation!(4.8).!The!
#!
!
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Hessian!matrix!is!the!second!partial!derivative!of!the!conditional!expectation!of!the!
likelihood!function!G:!
!  
Ι ψ( )≡−E H ψ( )⎡⎣⎢ ⎤⎦⎥ =−E
∂2G
∂ψ2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
!
(4.8)#
The!following!subsections!focus!on!the!relationship!above!to!determine!closedJform!
expected!information!matrices!for!four!model!features:!observation!matrix,!state!matrix,!
eigenvalues!of!state!matrix,!and!right!eigenvectors!of!state!matrix.!Derivations!begin!
with!appropriate!first!partial!derivatives!of!the!expected!likelihood!function.!Since!the!
likelihood!function!is!a!scalar!value,!the!resulting!first!partial!derivatives!terms!will!have!
the!same!matrix!dimensions!as!the!dependent!variable,!e.g.,! C !and! ∂G ∂C !have!
identical!dimensions!just!as! λd !and! ∂G ∂λd !are!both!scalars.!Second!partial!derivative!
terms!require!the!derivative!of!a!matrix!with!respect!to!another!matrix;!these!matrices!
will!have!dimensions!larger!than!the!dependent!variable;!see!Table!8!for!details.!To!
present!this!result!in!closedJform!the!implementation!of!singleJentry!matrices,!matrix!
vectorization,!and!other!indexing!techniques!will!be!utilized.!
4.2.1. Observed#Information#of#Observation#Matrix#
Following!the!definition!in!equation!(4.8),!the!information!for!the!observation!matrix!C!is!
straightforward:!
!
 
Ι C( )≡−E H C( )⎡⎣⎢ ⎤⎦⎥ = −E
∂2G
∂C∂CT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
!
(4.9)#
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The!derivation!of!the!observation!matrix!information!begins!with!the!first!partial!
derivative!of!the!expected!likelihood!function!G.!Using!the!symmetry!of!R!and!RJ1,!the!
resulting!partial!derivative! ∂G ∂C !is!a!firstJorder!sensitivity!matrix!with!size! O×S .!
!
 
∂G
∂C
= −
1
2
∂
∂C
E yk −Cxk( )
T
R−1 yk −Cxk( )
⎡
⎣
⎢
⎤
⎦
⎥
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
k=1
K
∑
= −
1
2
−2R−1 E ykxk
T⎡
⎣⎢
⎤
⎦⎥ −CE xkxk
T⎡
⎣⎢
⎤
⎦⎥( )
k=1
K
∑
= R−1 E ykxk
T⎡
⎣⎢
⎤
⎦⎥ −CE xkxk
T⎡
⎣⎢
⎤
⎦⎥( )
k=1
K
∑
= R−1 E ykxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ −R−1C E xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
!
(4.10)#
For!the!Hessian!with!respect!to!the!observation!matrix,!the!derivative!of! ∂G ∂C !
must!be!determined!with!respect!to!each!element!of!the!observation!matrix.!
!
 
∂2G
∂C∂Cij
=
∂
∂Cij
R−1 E ykxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ −R−1C E xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
=−R−1 ∂C
∂Cij
E xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
=−R−1δij
O×S E xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
!
(4.11)#
where! 
δij
O×S is!an! O×S !singleJentry!matrix!(a!matrix!with!zeros!everywhere!except!
unity!at!entry!ij!(Pedersen!et!al.,!2008))!representing!the!derivative!of!the!observation!
matrix!with!respect!to!one!of!its!entries.!The!following!Hessian!is!constructed!by!
calculating!(4.11)!for!every!element!of!the!observation!matrix,!producing!(4.12).!
!
 
∂2G
∂C∂Cij
≡
∂2G
∂C11∂Cij
∂2G
∂C12 ∂Cij
!
∂2G
∂C1S ∂Cij
∂2G
∂C21∂Cij
∂2G
∂C22 ∂Cij
"
" #
∂2G
∂CN1∂Cij
!
∂2G
∂CNS ∂Cij
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥ !
(4.12)#
#!
!
 
90!
Next,!the!elementJwise!derivative!matrices!from!above!are!vectorized!and!become!
the!columns!of!the! OS×OS !full!Hessian!(block)!matrix!(where!OS!is!the!product!of!O!
and!S),!
 
∂2G ∂C∂CT( ) ,!in!(4.13).!When!vectorized,!ij!rowJcolumn!coordinates!are!
mapped!to!a!rowJwise!linear!indices!(Eddins!&!Shure,!2001),!i.e.,!
 
vec ∂
2G
∂C∂CL
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!for!L!=!1,!
2,!…,!OS.!
!
 
∂2G
∂C∂CT
≡ vec ∂
2G
∂C∂C1
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
vec ∂
2G
∂C∂C2
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
… vec ∂
2G
∂C∂COS
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
! (4.13)#
Alternatively,!if!both!the!states!and!the!observation!error!covariance!are!real,!this!
Hessian!can!be!expressed!simply!using!the!Kronecker!product:!!
!
 
∂2G
∂C∂CT
= E xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ ⊗ −R−1( )
T
! (4.14)#
Finally,!the!observed!information!of!the!observation!matrix!is!obtained:!!
!
 
Ι C( ) = −E ∂
2G
∂C∂CT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
!
(4.15)#
4.2.2. Observed#Information#of#State#Matrix#
The!state!matrix!information!follows!from!the!definition!in!equation!(4.8):!
!
 
Ι A( )≡−E H A( )⎡⎣⎢ ⎤⎦⎥ = −E
∂2G
∂A∂AT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ ! (4.16)#
The!first!partial!derivative!of!the!likelihood!function!with!respect!to!the!state!matrix!
is!given!below,!utilizing!symmetry!of!input!covariance,!Q!and!QJ1.!Next,!the!second!
partial!derivative!is!computed,!obtaining!the!likelihood!Hessian!with!respect!to!the!state!
matrix.!
!! 91!
!
 
∂G
∂A
= −
1
2
∂
∂A
E xk −Axk−1( )
T
Q−1 xk −Axk−1( )
⎡
⎣
⎢
⎤
⎦
⎥
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
k=2
K
∑
= −
1
2
−2Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ −AE xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥( )
k=2
K
∑
= Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ −AE xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥( )
k=2
K
∑
= Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
! (4.17)#
!
 
∂2G
∂A∂Aij
=
∂
∂Aij
Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
=−Q−1 ∂A
∂Aij
E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
=−Q−1δij
S×S E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
! (4.18)#
where! 
δij
S×S
!
is!an S×S !singleJentry!matrix.!The!matrix!provided!in!equation!(4.19)!is!
calculated!for!each!element
 
Aijof!the!state!matrix!and!constitutes!a!block!matrix!element!
of!the!full!Hessian:!
!
 
∂2G
∂A∂Aij
≡
∂2G
∂A11∂Aij
∂2G
∂A12 ∂Aij
!
∂2G
∂A1S ∂Aij
∂2G
∂A21∂Aij
∂2G
∂A22 ∂Aij
"
" #
∂2G
∂AS1∂Aij
!
∂2G
∂ASS ∂Aij
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.19)#
ElementJwise!derivative!matrices!from!above!are!vectorized,!reJindexed,!and!
arranged!as!columns!to!form!the! S
2×S2 !full!Hessian!matrix!in!equation!(4.20).!When!
vectorized,!rowJwise!linear!indices!replace!rowJcolumn!coordinates,!i.e.,
 
vec ∂2G ∂A∂AL( )( ) = vec ∂2G ∂A∂Aij( )
!
for!L!=!1,!2,!…,!S2.!
!
 
∂2G
∂A∂AT
≡ vec ∂
2G
∂A∂A1
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
vec ∂
2G
∂A∂A2
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
… vec ∂
2G
∂A∂A
S2
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
! (4.20)#
This!Hessian!can!also!be!expressed!more!simply!using!the!Kronecker!product,!as!
long!as!the!states!and!state!input!covariance!are!both!real:!!
#!
!
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!
 
∂2G
∂A∂AT
= E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ ⊗ −Q−1( )
T
! (4.21)#
Finally,!the!observed!information!of!the!state!matrix!is!available:!
!
 
Ι A( ) = −E ∂
2G
∂A∂AT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ ! (4.22)#
4.2.3. Observed#Information#of#State#Matrix#Eigenvalues#
The!final!two!subsections!focus!on!eigenfeatures!of!the!state!matrix.!Consider!the!
eigendecomposition!of!the!state!matrix,! A = ΓΛΘ ,!where! Γ !is!the!matrix!of!right!
eigenvectors,! Λ is!the!diagonal!eigenvalue!matrix,!and! Θ is!the!matrix!of!left!
eigenvectors!( Θ= Γ −1 ).!As!before,!the!information!of!the!eigenvalues!of!A!follows!from!
the!definition!in!equation!(4.8):!
!
 
Ι Λ( )≡−E H Λ( )⎡⎣⎢ ⎤⎦⎥ = −E
∂2G
∂Λ∂ΛT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ ! (4.23)#
The!likelihood!score!with!respect!to!a!state!matrix!eigenvalue!is!a!diagonal!matrix!
since!the!eigenvalue!matrix!is!diagonal.!
!
 
∂G
∂Λ
≡
∂G
∂λ1
0 0 0
0 ∂G
∂λ2
0 0
0 0 ! 0
0 0 0 ∂G
∂λS
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.24)#
In!the!equation!above,!the!eigenvalues λd ,!for! d = 1,2,…,S ,!are!the!diagonal!elements!
of!the!eigenvalue!matrix Λ .!In!equation!(4.25),!the!chain!rule!is!implemented!to!
formulate!the!likelihood!score!with!respect!to!an!individual!state!matrix!eigenvalue.!
Note! ∂G ∂λd !is!a!scalar,!while! ∂G ∂A !and! ∂A ∂λd !are! N×N !matrices.!The!inner!
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product!of!vectorized!partial!derivatives!is!used!to!establish!the!likelihood!score!with!
respect!to!a!state!matrix!eigenvalue.!
!
 
∂G
∂λd
=
∂G
∂A
∂A
∂λd
! (4.25)#
!
 
∂G
∂λd
= vec ∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec ∂A
∂λd
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.26)#
The!first!term!in!equation!(4.26),!the!partial!derivative!of!likelihood!with!respect!to!
the!state!matrix,!has!been!determined!in!the!previous!section.!The!partial!derivative!of!
the!state!matrix!with!respect!to!one!of!its!eigenvalues,!the!second!term!in!the!equation!
above,!is!computed!using!the!product!rule:!
!
 
∂A
∂λd
=
∂
∂λd
ΓΛΘ( ) = Γ ∂Λ
∂λd
Θ
= Γδd
S×SΘ
! (4.27)#
where! ∂Λ ∂λd ≡ δd
S×S
!
is!an! S×S !singleJentry!matrix!(a!matrix!with!zeros!everywhere!
except!unity!at!the!dth!diagonal).!Note!the!diagonal!nature!of! Λ !means!singleJentry!
matrices!for!nonJdiagonal!terms!are!equal!to! S×S !matrices!of!zeros,!i.e.,! δL≠d
S×S = 0S×S ,!
verifying!that! ∂G ∂Λ !is!diagonal!as!presented!in!equation!(4.24).!Also!note!that! ∂A ∂Λ !
is!an! S
2×S2 !block!diagonal!matrix!containing! S×S !matrix!elements!as!shown!in!
equation!(4.28).!
!
 
∂A
∂Λ
≡
∂A
∂λ1
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥
0S×S 0S×S 0S×S
0S×S ∂A
∂λ2
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥
0S×S 0S×S
0S×S 0S×S ! 0S×S
0S×S 0S×S 0S×S ∂A
∂λS
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.28)#
#!
!
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For!the!diagonal!elements!of! ∂G ∂Λ ,!the!terms!of!equation!(4.25)!are!obtained!
through!(4.17)!and!(4.27).!
!
 
∂G
∂λd
= vec Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec Γδd
S×SΘ( ) ! (4.29)#
The!reader!is!referred!to!Appendix!A.5!for!a!discussion!on!the!role!of!equation!(4.29)!
in!the!MJstep!of!the!EM!algorithm!for!stateJspace!models!(Matarazzo!&!Pakzad,!2015;!
Shumway!&!Stoffer,!1982).!The!Hessian!of!G!with!respect!to! Λ !is!an! S×S !matrix!that!
describes!the!likelihood!function!curvature!with!respect!to!a!state!matrix!eigenvalue.!!
!
 
∂2G
∂Λ∂ΛT
≡
∂2G
∂λ1∂λ1
∂2G
∂λ1∂λ2
!
∂2G
∂λ1∂λS
∂2G
∂λ2 ∂λ1
∂2G
∂λ2 ∂λ2
"
" #
∂2G
∂λS ∂λ1
!
∂2G
∂λS ∂λS
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.30)#
The!Hessian!entries!are!in!terms!of!two!diagonal!elements!of! Λ ,! ∂
2G ∂λd∂λh( )with!
 d,h = 1,2,…,S .!The!chain!rule!is!applied!to!compute! ∂
2G ∂λd∂λh( ) ,!a!scalar!value:!
!
 
∂2G
∂λd ∂λh
=
∂
∂λh
∂G
∂λd
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.31)#
Implementing!the!product!rule!and!temporarily!omitting!the! 
vec( ) !operator!to!
simplify!notation!used!within!the!definition!of! ∂G ∂λd
!
in!equation!(4.29)!appropriate!
matrices!will!be!vectorized!after!simplification:!
!
 
∂2G
∂λd ∂λh
=
∂
∂λh
∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
∂A
∂λd
+
∂G
∂A
∂2 A
∂λd ∂λh
! (4.32)#
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The!term!
 
∂2 A ∂λd∂λh( ) = 0 ,
!
so!that!only!the!first!term!in!(4.32)!remains.!The!
likelihood!curvature!with!respect!to!state!matrix!eigenvalues!can!be!calculated,!thus!
constructing!the!elements!of!the!full!Hessian!in!(4.30).!
!
 
∂2G
∂λd ∂λh
=
∂
∂λh
∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
∂A
∂λd
=
∂
∂λh
Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
Γδd
S×SΘ
= −Q−1Γδh
S×SΘ E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
Γδd
S×SΓ−1
= vec −Q−1Γδh
S×SΘ E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec Γδd
S×SΘ( )
! (4.33)#
Finally,!the!information!matrix!for!the!state!matrix!eigenvalues!is!obtained:!
!
 
Ι Λ( ) = −E ∂
2G
∂Λ∂ΛT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ ! (4.34)#
4.2.4. Observed#Information#of#State#Matrix#Eigenvectors#
Following!the!definition!of!parameter!information,!the!observed!information!of!state!
matrix!(right)!eigenvectors!is!given!below:!
!
 
Ι Γ( )≡−E H Γ( )⎡⎣⎢ ⎤⎦⎥ = −E
∂2G
∂Γ ∂Γ T
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ ! (4.35)#
Repeating!the!procedures!of!the!previous!sections,!the!first!partial!derivative!of!the!
likelihood!function!with!respect!to!the!eigenvector!matrix!is!computed:!
!
 
∂G
∂Γ
≡
∂G
∂Γ11
∂G
∂Γ12
!
∂G
∂Γ1S
∂G
∂Γ 21
∂G
∂Γ 22
"
" #
∂G
∂ΓS1
!
∂G
∂ΓSS
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.36)#
#!
!
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Each!element!of!(4.36)!is!the!likelihood!score!with!respect!to!an!element!of! Γ ,!
 
∂G ∂Γ ij !with! i, j = 1,2,…,S .!!Similar!to!the!eigenvalue!scores,!implementing!the!chain!rule,!
the!inner!product!of!vectorized!partial!derivative!matrices!is!found!as:!
!
 
∂G
∂Γ ij
=
∂G
∂A
∂A
∂Γ ij
! (4.37)#
!
 
∂G
∂Γ ij
= vec ∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec ∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.38)#
The!product!rule!is!then!used!to!expand!on!the!second!term!of!equation!(4.38)!
!
!  
∂A
∂Γ ij
=
∂A
∂Γ ij
ΓΛΘ( ) = ∂Γ
∂Γ ij
ΛΘ+ΓΛ
∂Θ
∂Γ ij !
(4.39)#
where!
 
∂Γ ∂Γ ij ≡ δij
S×S
!
is!an! S×S !singleJentry!matrix!with!zeros!everywhere!except!
unity!at!entry!ij.!The!derivative!of!a!left!eigenvector!element! Θrc with!respect!to!right!
eigenvector!element!
 
Γ ij !is!formulated!below:!
!
 
∂Θrc
∂Γ ij
≡
∂Θ
∂Γ ij
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥rc
! (4.40)#
With!indices!r,c!=!1,!2,!…,!S!,!the!corresponding!block!matrix! ∂Θ ∂Γ !
is!constructed!
from!the!following!element!matrices:!
!
 
∂Θ
∂Γ ij
≡
∂Θ11
∂Γ ij
∂Θ12
∂Γ ij
!
∂Θ1S
∂Γ ij
∂Θ21
∂Γ ij
∂Θ22
∂Γ ij
"
" #
∂ΘS1
∂Γ ij
!
∂ΘSS
∂Γ ij
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
=
−Θ1iΘj1 −Θ1iΘj2!−Θ1iΘjS
−Θ2iΘj1−Θ2iΘj2 "
" #
−ΘSiΘj1 ! −ΘSiΘjS
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.41)#
The!column!of!the!first!term!and!the!row!of!the!second!term!in!the!left!eigenvector!
product!are!i!and!j,!respectively;!the!row!of!the!first!term!and!the!column!of!the!second!
term!in!the!left!eigenvector!product!are!defined!by!their!locations!within!the!score!
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matrix,!i.e.,!
 
∂Θrc ∂Γ ij ≡−ΘriΘjc .!With!all!terms!in!equation!(4.41)!defined,!the!evaluation!
of!the!likelihood!score!with!respect!to!a!right!eigenvector!element,!a!scalar!value,!is!
available:!
!
 
∂A
∂Γ ij
= δij
S×SΛΘ+ΓΛ
∂Θ
∂Γ ij
! (4.42)#
!
 
∂G
∂Γ ij
= vec ∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec ∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= vec ∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
T
vec ∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
= vec Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec δij
S×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.43)#
Next,!the!Hessian!of!G!with!respect!to!a!right!eigenvector!element!is!defined!as!a!
matrix:!!
!
 
∂2G
∂Γ ∂Γmn
≡
∂2G
∂Γ11∂Γmn
∂2G
∂Γ12 ∂Γmn
!
∂2G
∂Γ1S ∂Γmn
∂2G
∂Γ 21∂Γmn
∂2G
∂Γ 22 ∂Γmn
"
" #
∂2G
∂ΓS1∂Γmn
!
∂2G
∂ΓSS ∂Γmn
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.44)#
In!general,!the!Hessian!entries!above!with!respect!to!two!elements!of! Γ !are!
 
∂2G ∂Γ ij∂Γmn( )≡∂ ∂G ∂Γ ij( ) ∂Γmn !with! i, j,m,n = 1,2,…,S .!For!calculation!of!the!Hessian!
entries!implement!the!chain!rule!and!temporarily!omit!the! 
vec( ) !operator!in!the!
definition!of!
 
∂G ∂Γ ij to!simplify!notation:!
!
 
∂2G
∂Γ ij ∂Γmn
=
∂
∂Γmn
∂G
∂A
∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
=
∂
∂Γmn
∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
∂A
∂Γ ij
+
∂G
∂A
∂
∂Γmn
∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.45)#
The!first!term!of!(4.45)!is!expanded:!
#!
!
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!
 
∂
∂Γmn
∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
∂A
∂Γ ij
=
∂
∂Γmn
Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
δij
S×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
=−Q−1 ∂
∂Γmn
ΓΛΘ( ) E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑ δijS×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
=−Q−1 δmn
S×SΛΘ+ΓΛ
∂Θ
∂Γmn
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ δijS×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.46)#
where! δmn
SxS
!
is!an! S×S !singleJentry!matrix!with!zeros!everywhere!except!unity!at!
entry!mn.!
The!second!term!of!(45)!is!expanded:!
 
∂G
∂A
∂
∂Γmn
∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
∂
∂Γmn
δij
S×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
δij
S×SΛ
∂Θ
∂Γmn
+ δmn
S×SΛ
∂Θ
∂Γ ij
+ΓΛ
∂2Θ
∂Γ ij ∂Γmn
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!
(4.47)!
In!this!equation,!
 
∂2Θ
∂Γ ij ∂Γmn
≡
∂2Θ11
∂Γ ij ∂Γmn
∂2Θ12
∂Γ ij ∂Γmn
!
∂2Θ1S
∂Γ11∂Γmn
∂2Θ21
∂Γ ij ∂Γmn
∂2Θ22
∂Γ ij ∂Γmn
"
" #
∂2ΘS1
∂Γ ij ∂Γmn
!
∂2ΘSS
∂Γ ij ∂Γmn
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
=
∂
∂Γmn
−Θ1iΘj1 −Θ1iΘj2 ! −Θ1iΘjS
−Θ2iΘj1 −Θ2iΘj2 "
" #
−ΘSiΘj1 ! −ΘSiΘjS
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
=
Θ1mΘniΘj1 +Θ1iΘjnΘn1 Θ1mΘniΘj2 +Θ1iΘjnΘn2 ! Θ1mΘniΘjS +Θ1iΘjnΘnS
Θ2mΘniΘj1 +Θ2iΘjnΘn1 Θ2mΘniΘj2 +Θ2iΘjnΘn2 "
" #
ΘSmΘniΘj1 +ΘSiΘjnΘn1 ! ΘSmΘniΘjS +ΘSiΘjnΘnS
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
!
(4.48)!
the!elements!of!the!Hessian!of!the!left!eigenvector!matrix!with!respect!to!the!right!
eigenvector!above!are!constructed!!using!the!following!definition!for! i, j,m,n,r,c = 1,2,…,S :!
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!
 
∂2Θrc
∂Γ ij∂Γmn
≡
∂
∂Γmn
∂Θrc
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
=
∂
∂Γmn
−ΘriΘjc( ) =ΘrmΘniΘjc +ΘriΘjmΘnc ! (4.49)#
Next,!in!anticipation!of!a!scalar!
 
∂2G ∂Γ ij∂Γmn( ) ,!the!terms!are!vectorized!so!the!result!
is!also!scalar.!Equation!(4.46),!from!the!first!term!of!(4.45)!becomes:!
!
 
∂
∂Γmn
∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
∂A
∂Γ ij
= vec −Q−1 δmn
S×SΛΘ+ΓΛ
∂Θ
∂Γmn
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
⋅vec δij
S×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!
(4.50)#
Equation!(4.47),!from!the!second!term!of!(4.45),!becomes:!
!
 
∂G
∂A
∂
∂Γmn
∂A
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= vec Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅
vec δij
S×SΛ
∂Θ
∂Γmn
+ δmn
S×SΛ
∂Θ
∂Γ ij
+ΓΛ
∂2Θ
∂Γ ij ∂Γmn
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
! (4.51)#
Finally,!through!combination!of!(4.50)!and!(4.51),!(4.52)!is!determined:!
 
∂2G
∂Γ ij ∂Γmn
= vec −Q−1 δmn
S×SΛΘ+ΓΛ
∂Θ
∂Γmn
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
⋅vec δij
S×SΛΘ+ΓΛ
∂Θ
∂Γ ij
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
+vec Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec δij
S×SΛ
∂Θ
∂Γmn
+ δmn
S×SΛ
∂Θ
∂Γ ij
+ΓΛ
∂2Θ
∂Γ ij ∂Γmn
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!
(4.52)!
4.3. Covariance#Metrics#
This!section!relates!the!information!matrices!derived!in!the!previous!sections!to!the!
corresponding!asymptotic!covariance.!From!ML!estimation!theory,!the!asymptotic!
parameter!covariance!matrix!is!the!inverse!of!the!parameter!information!matrix!(King,!
1989):!
!
 
cov ψ( )≡ Ι ψ( )⎡⎣⎢ ⎤⎦⎥
−1
≡ −E H ψ( )⎡⎣⎢ ⎤⎦⎥
⎡
⎣⎢
⎤
⎦⎥
−1
= −E ∂
2G
∂ψ2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
−1
! (4.53)#
#!
!
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Furthermore,!the!asymptotic!parameter!variances!and!standard!errors!can!be!
extracted!from!the!diagonals!of!the!covariance!matrix:!
!
 
var ψ( )≡ diag cov ψ( )( )≡ diag Ι ψ( )⎡⎣⎢ ⎤⎦⎥
−1⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟ ! (4.54)#
!
 
σ ψ( )≡ diag cov ψ( )( ) ≡ diag Ι ψ( )⎡⎣⎢ ⎤⎦⎥
−1⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟ ! (4.55)#
In!most!practical!purposes,!ML!estimates!will!differ!from!the!true!model!parameters.!
Thus,!it!is!important!to!make!the!distinction!between!true!asymptotic!parameter!
covariance,!which!would!result!from!infinitely!many!samples,!and!the!estimated!
asymptotic!parameter!covariance,!for!finite!sample!sizes.!The!computations!are!identical!
in!form!to!the!equations!in!this!chapter;!true!model!parameters!are!substituted!with!
MLE,!namely! ψ= ψˆ ,!for!each!parameter.!
4.3.1. Parameter#Variance#Results#
The!asymptotic!parameter!covariance!equations!(4.56)!–!(4.59)!directly!follow!from!
equation!(4.53),!implementing!the!Hessian!expressions!from!equations!(4.14),!(4.21),!
(4.33)!and!(4.52).!
!
 
cov C( )≡ −E ∂
2G
∂C∂CT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
−1
! (4.56)#
!
 
cov A( )≡ −E ∂
2G
∂A∂AT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
−1
! (4.57)#
!
 
cov Λ( )≡ −E ∂
2G
∂Λ∂ΛT
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
−1
! (4.58)#
!
 
cov Γ( )≡ −E ∂
2G
∂Γ ∂Γ T
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
−1
! (4.59)#
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The!mode!shapes!are!computed!using!the!observation!matrix!and!right!state!
eigenvector!matrix.!Similarly,!these!estimated!parameters!and!their!respective!variances!
(see!equations!(4.56)!and!(4.59))!are!used!to!compute!the!mode!shape!variance.!Since!the!
mode!shape!matrix!is!defined!as!the!product!of!two!random!variables! Φ= CΓ ,!an!entry!
of!the!mode!shape!matrix!is!
 
Φij = CiΓ j ,!computed!using!the!ith!row!of!the!observation!
matrix!and!the!jth!column!of!the!right!state!eigenvector!matrix.!The!variance!of!the!mode!
shapes!is!constructed!elementJwise:!
!
 
var Φij( )≡ var Ci( )var Γ j( )+ var Ci( ) Γ j2( )+Ci2 var Γ j( ) ! (4.60)#
!
 
var Φ( )≡
var Φ11( ) var Φ12( )! var Φ1S( )
var Φ21( ) var Φ22( ) "
" #
var ΦO1( ) ! var ΦOS( )
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
! (4.61)#
The!frequency!and!damping!ratio!variances!are!not!as!simple;!they!are!nonJlinear!
functions!of!the!eigenvalues.!!!
!
 
fn =
2π
Δt
ln λn( ) ! (4.62)#
!
 
ζn =−cos arctan ln λn( )( )( ) ! (4.63)#
Since!an!analytical!form!of!these!variances!is!desirable,!the!authors!initially!
implemented!a!firstJorder!TaylorJSeries!expansion!to!approximate!the!moments!of!the!
modal!properties.!However,!this!approximation!did!not!prove!to!be!consistent!with!
Monte!Carlo!simulations;!this!is!a!result!of!the!highly!nonJlinear!behavior!of!the!
logarithm!function!in!the!bounded!domain!of!the!eigenvalues!(the!norm!of!each!
eigenvalue!is!less!than!one!(Juang!&!Phan,!2001)).!Despite!this!challenge,!the!variance!of!
#!
!
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the!frequencies!and!damping!ratios!can!be!accurately!computed!after!constructing!their!
95%!confidence!intervals!through!a!perturbation!technique!detailed!in!the!following!
section.!
4.3.2. Distribution#and#Interval#Estimation#
Depending!on!the!asymptotic!distribution!of!the!parameter,!the!computed!standard!
errors!are!used!to!construct!an!estimation!interval.!Under!regularity!conditions!of!the!
ML!point!estimate!from!Section!4.1,!say!a!scalar!estimator! ψˆ ,!the!distribution!of!the!MLE!
is!Gaussian:!!
!
 
ψˆ−ψ∼N 0, Ι ψ( )⎡⎣⎢ ⎤⎦⎥
−1⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ ! (4.64)#
!
 
ψˆ−ψ∼N 0,var ψ( )( ) ! (4.65)#
The!distribution!of!the!MLE!is!also!asymptotically!centered!on!the!true!parameter!
since!the!MLE!bias!diminishes!to!zero!at!rate
 
O K−1( ) !(Quenouille,!1956).!
!
 
ψˆ ≈N ψ,var ψ( )( ) ! (4.66)#
The!application!of!equation!(4.64)!to!the!elements!of!the!observation!and!state!
matrices!is!a!logical!extension!of!ML!theory.!It!is!clear!that!all!six!model!parameters!are!
governed!by!this!theory,!but!does!this!apply!to!the!eigenvalues!and!eigenvectors!of!the!
state!matrix?!In!Appendix!A.5,!it!is!demonstrated!that!the!eigenvalues!are!also!MLE!and!
are!therefore!asymptotically!normal.!At!this!point,!the!eigenvectors!are!assumed!to!also!
be!asymptotically!normal!with!verification!through!Monte!Carlo!simulations.!Finally,!
with!
 
σ ψ( ) ,!the! 1−α
!
confidence!interval!is!constructed!as:!
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!  
ψˆ± z1−α/2σ ψ( ) ! (4.67)#
The!general!(4.67)!is!extended!to!the!multivariate!parameter!case!using!the!vec!
operator,!the!parameter!covariance!matrices!of!the!previous!section,!and!the!definition!
of!standard!deviation!(54):!!
!
 
vec Λˆ( )± z1−α/2vec σ Λˆ( )( ) ! (4.68)#
!  
vec Φˆ( )± z1−α/2vec σ Φˆ( )( ) ! (4.69)#
Confidence!intervals!for!frequency!and!damping!ratios!can!be!accurately!computed!
through!perturbation!of!the!eigenvalue!from!the!MLE!as!shown!in!equations!(4.70)!and!
(4.71);!the!following!intervals!have!been!verified!to!be!within!1%!of!Monte!Carlo!
simulations.!
!
 
fˆLL fˆUL
⎡
⎣⎢
⎤
⎦⎥
=
2π
Δt
ln λn ± z1−α/2σ λn( )( ) ! (4.70)#
!
 
ζˆLL ζˆUL
⎡
⎣⎢
⎤
⎦⎥
= −cos arctan ln λn ± z1−α/2σ λn( )( )( )( ) ! (4.71)#
If!variances!are!desired!for!frequencies!or!damping,!the!limits!of!the!interval!can!be!
rearranged!to!solve!for!the!standard!errors!directly.!
!
 
fn ± z1−α/2σ fn( ) = fˆLL fˆUL
⎡
⎣⎢
⎤
⎦⎥
! (4.72)#
!
 
ζn ± z1−α/2σ ζn( ) = ζˆLL ζˆUL
⎡
⎣⎢
⎤
⎦⎥
! (4.73)#
4.4. Application#
This!section!implements!tools!developed!throughout!the!first!three!sections!in!a!practical!
system!identification!application.!The!identification!of!a!four!degreeJofJfreedom!(DOF)!
#!
!
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shear!structure,!documented!in!Figure!4.1,!is!considered!for!illustration.!ClosedJform!
Gaussian!ML!parametric!variances!and!confidence!bounds!are!compared!to!those!
approximated!through!nonparametric!Monte!Carlo!bootstrapping.!!
!
Figure!4.1.!FourJstory!shear!structure,!structural!properties,!damping,!and!loading#
4.4.1. Monte#Carlo#Bootstrap#
Bootstrap!methods!have!become!a!popular!strategy!for!estimating!the!bias!and!variance!
of!desired!statistics,!in!this!case!model!parameters,!due!to!their!general!applicability!and!
ease!of!implementation.!Efron!(1979)!introduced!the!bootstrap!as!a!generalized!version!
of!the!QuenouilleJTukey!Jackknife!(Quenouille,!1956),!of!which!an!informative!review!is!
available!from!Miller!(1974).!Bootstrapping!methods!are!an!effective!alternative!to!
closedJform!variance!estimation!and!have!vast!applications!in!time!series!problems!
(Efron!&!Tibshirani,!1986;!Masset,!2008;!Pakzad,!Dryden,!&!Fenves,!2009).!
Furthermore,!bootstrap!results!contain!desirable!asymptotic!properties,!e.g.,!when!
the!number!of!Monte!Carlo!simulations!and!the!number!of!samples!approach!infinity,!
the!bootstrap!estimator!is!equivalent!to!the!ML!estimator!(Bickel!and!Freedman!1981).!In!
ML!estimation,!bootstrapping!is!especially!favorable!for!models!involving!complex!
k
m p1(t)
m
m
m
m = 1.0
ζ1 = 0.86 % 
ζ2 = 0.67 %
ζ3 = 0.86 %
ζ4 = 0.67 %
lb-sec2
    in
k
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likelihood!functions!of!which!closedJform!derivatives!are!arduous!or!impossible.!The!
application!in!this!section!follows!the!approach!for!bootstrapping!the!Gaussian!ML!
estimator!for!the!stateJspace!model!that!is!presented!by!Stoffer!and!Wall!(1991).!Refer!to!
Bickel!and!Freedman!(1981)!for!additional!properties!of!the!bootstrap!estimator.!
4.4.2. Four#Degree:of:Freedom#Shear#Structure#
The!identification!of!a!fourJdegreeJofJfreedom!(DOF)!shear!structure!shown!in!Figure!
4.1!is!examined.!The!shear!structure!has!four!natural!frequencies!under!6!Hz!and!
damping!ratios!below!1%!for!all!modes.!A!successful!identification!of!this!structure!
includes!accurate!frequency,!damping,!and!mode!shape!estimates.!The!goal!of!this!
application!is!to!compute!closedJform!sensitivity!metrics!of!ML!estimates!and!compare!
to!bootstrap!estimates.!The!structural!response!of!the!shear!structure!was!simulated!
through!the!theoretical!stateJspace!model!for!a!structural!system!(Juang!&!Phan,!2001)..!
More!specifically,!the!observations!for!the!model!were!noiseless!story!accelerations!in!
response!to!independent!and!identically!distributed!random!excitations!at!each!mass.!!
STRIDE!(Matarazzo!&!Pakzad,!2015)!was!chosen!for!outputJonly!modal!
identification!using!the!observed!data!which!consisted!of!two!thousand!samples!at!12!
Hz.!STRIDE!was!implemented!at!model!order!six!( p = 6 )!with!slope!threshold!
 θ= 5×10−4 !to!obtain!MLE!of!the!super!parameter.!Various!equations!presented!in!this!
chapter!were!computed!at!these!MLE!to!determine!information!and!covariance!metrics.!
The!results!using!these!ML!and!the!equations!presented!in!this!chapter!will!be!
henceforth!denoted!as!Gaussian!ML!(GML).!
#!
!
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The!bootstrap!consisted!of!one!thousand!Monte!Carlo!simulations!of!the!procedure!
presented!in!Stoffer!and!Wall!(1991).!In!this!approach,!the!standardized!innovation!
sequence!is!sampled! K !times!without!replacement!to!produce!bootstrapped!
observations.!With!these!observations!and!the!super!parameter!fixed!at!the!MLE!from!
STRIDE,!the!stateJspace!model!is!complete.!Finally,!the!likelihood!is!constructed!and!a!
bootstrapped!super!parameter!can!be!computed!for!each!Monte!Carlo!run;!these!
bootstrapped!super!parameters!represent!a!sample!of!the!true!parameter!population!in!
ML!estimation.!It!is!expected!that!the!variances!and!confidence!intervals!obtained!
through!closedJform!formulae!will!be!smaller!than!the!bootstrap!results.!
4.4.3. Discussion#
Tables!4.1!and!4.2!provide!95%!confidence!intervals!and!compare!natural!frequency!
results.!True!values,!MLE,!GML!standard!errors,!bootstrap!means,!and!bootstrap!
standard!errors!are!presented.!First,!note!that!all!four!true!frequencies!are!enclosed!
within!both!GML!and!bootstrap!confidence!bounds.!Second,!note!GML!standard!errors!
are!considerably!smaller!than!bootstrap!standard!errors;!this!result!is!most!evident!from!
the!last!column!of!Table!4.1.!As!a!result,!GML!confidence!intervals!are!tighter!than!
bootstrap!confidence!intervals.!
Tables!4.3!and!4.4!are!analogous!to!the!first!two!tables!for!damping!ratios.!In!general,!
the!GML!damping!ratios!are!at!least!one!order!of!magnitude!less!precise!than!GML!
frequency!estimates.!Nevertheless,!it!is!important!to!note!that!the!true!damping!values!
were!included!within!the!GML!and!bootstrap!confidence!bounds.!However,!bootstrap!
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standard!errors!are!overall!significantly!larger!than!those!from!GML.!For!example,!
consider!the!third!damping!ratio!in!row!three!of!Table!4.3,!in!which!the!GML!has!nearly!
seven!hundred!times!the!precision!of!the!bootstrap.!In!short,!this!application!suggests!
that!bootstrapping!is!not!suitable!for!estimating!MLE!damping!precision.!
Table!4.1.!True!frequencies,!Gaussian!ML!results,!Bootstrap!statistics,!and!relative!deviation!
Figure!4.2!provides!detailed!comparisons!between!GML!and!bootstrap!results!for!
each!frequency!estimate.!The!top!panel!of!each!figure!superimposes!the!asymptotic!
GML!PDF!over!bootstrap!histograms!and!a!bootstrap!Gaussian!fit.!GML!confidence!
bounds!and!the!true!value!are!also!indicated!in!this!subplot.!Note!for!all!four!top!panels,!
the!GML!PDF!has!lighter!tails!than!the!bootstrap!PDF,!reiterating!a!lower!variance.!The!
middle!panel!of!these!figures!shows!the!GML!CDF!and!bootstrap!CDF.!Note!the!
medians!are!nearly!coincident!in!for!all!frequencies.!The!bottom!panel!displays!a!QQ!
plot!for!the!bootstrapped!frequency!estimates!and!demonstrates!that!the!normality!
assumption!is!valid.!Figure!4.3!shows!QQ!plots!for!the!bootstrapped!damping!estimates.!
The!drifting!tails!in!these!plots!show!that!the!normality!assumption!is!not!valid!for!
damping,!at!least!for!the!finite!sample!size.!!
True!Value!
(Hz)!
Gaussian!ML:! fˆn,σ fˆn( ) !!
! Bootstrap!Stats:!
 
fn
∗,σ fn
∗( ) !
Relative!
Deviation
 
σ fn
∗( ) σ fˆn( ) !Estimate!and!
95%!CI!
SD!
Mean!and!95%!
CI!
SD!
 f1 ! 0.9574! 0.9592!±!0.0046! 0.0024! ! 0.9594!±!0.0063! 0.0032! 1.4!
 f2
!
2.7566! 2.7592!±!0.0077! 0.0039!
!
2.7594!±!0.0093! 0.0047! 1.2!!
 f3
!
4.2234! 4.2213!±!0.0076! 0.0039!
!
4.2211!±!0.0133! 0.0068! 1.8!!
 f4
!
5.1808! 5.1775!±!0.0034! 0.0018!
!
5.1773!±!0.0137! 0.0070! 4.0!!
#!
!
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Figure!4.5!shows!the!true!mode!shapes!for!the!shear!structure!with!superimposed!
GML!and!bootstrap!estimates!and!confidence!bounds.!MLE!and!bootstrap!averages!are!
consistent!with!the!true!mode!shapes.!Similar!to!the!frequency!results,!the!GML!
confidence!bounds!are!tighter!for!higher!modes.!Overall,!the!bootstrap!confidence!
bounds!are!wider!than!the!GML!ones,!and!fluctuate!without!a!distinct!pattern!as!modal!
frequency!increases.!
Overall,!the!GML!results!are!as!expected!by!consistently!estimating!lower!parameter!
variances!than!those!from!bootstrap.!As!the!sample!size!becomes!large,!both!GML!and!
bootstrap!variance!estimates!approach!the!CramérJRao!lower!bound;!however,!for!finite!
samples,!the!metrics!presented!in!this!chapter!have!provided!more!accurate!sensitivity!
estimates.!
Table!4.2.!ClosedJform!Gaussian!ML!and!Bootstrap!asymptotic!95%!Frequency!Confidence!Intervals!
!
!
!
!
!
Mode!
Gaussian!ML! ! Bootstrap!Stats#
 fˆLL !(Hz)!  fˆUL (Hz)!
 
fˆUL− fˆLL( )
fn !
 fLL
∗
(Hz)!  fUL
∗
!(Hz)!
 
fUL
∗ − fLL
∗( )
fn !
1! 0.9547! 0.9639! 0.96!%! ! 0.9531! 0.9657! 1.3!%!
2! 2.7515! 2.7669! 0.56!%! ! 2.7501! 2.7687! 0.67!%!
3! 4.2137! 4.2289! 0.36!%! ! 4.2078! 4.2344! 0.63!%!
4! 5.1740! 5.1809! 0.13!%! ! 5.1636! 5.1911! 0.53!%!
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Table!4.3.!True!damping,!Gaussian!ML!results,!Bootstrap!statistics,!and!relative!deviation!
!
Table!4.4.!ClosedJform!Gaussian!ML!and!Bootstrap!asymptotic!95%!Damping!Confidence!Intervals.!*!
denotes!negative!damping!estimates!during!Bootstrapping!which!resulted!from!large!damping!standard!
errors!combined!with!small!damping!ratios;!such!values!should!be!ignored!for!all!practical!purposes!but!are!
kept!here!to!demonstrate!variability!within!the!Bootstrapping!procedure.!
!
!
True!Value!
(%)!
Gaussian!ML:! ζˆn,σ ζˆn( ) !!
! Bootstrap!Stats:!
 
ζn
∗ ,σ ζn
∗( ) !
Relative!
Deviation
 
σ ζn
∗( ) σ ζˆn( ) !Estimate!and!
95%!CI!
SD!
Mean!and!95%!
CI!
SD!
 ζ1
!
0.8620! 0.9837!!±!0.8525! 0.4350!
!
1.1093!±!0.7168! 0.3657! 0.841!!
 ζ2
!
0.6667! 0.6696!±!0.0343! 0.0175!
!
0.7315!±!0.3453! 0.1762! 10.1!!
 ζ3
!
0.8620! 0.9061!±!0.1366! 0.0697!
!
1.2273!±!4.3460! 2.2173! 31.8!!
 ζ4
!
0.6667! 0.7511!±!0.1483! 0.0757!
!
1.1176!±!4.1312! 2.1077! 27.9!!
Mode!
Gaussian!ML! ! Bootstrap!Stats#
 ζLL (%)!  ζUL (%)!
 
ζUL −ζLL( )
ζn !  
ζˆLL !  ζˆUL !
 
ζˆUL −ζˆLL( )
ζn !
1! 0.1312! 1.8306! 197!%! ! 0.3924! 1.8261! 166!%!
2! 0.6353! 0.7025! 10!%! ! 0.3862! 1.0768! 104!%!
3! 0.7696! 1.0427! 31!%! ! J3.1186!*! 5.5733! 1008!%!*!
4! 0.6035! 0.8994! 44!%! ! J3.0136!*! 5.2488! 1239!%!*!
#!
!
 
110!
Figure!4.2.!(A!–!D!for!modes!1!–!4,!respectively)!Bootstrap!Histogram,!Bootstrap!Gaussian!fit!PDF,!
Gaussian!ML!PDF,!Gaussian!95%!Confidence!intervals,!and!True!Values!(top!panels).!Bootstrap!CDF!and!
Gaussian!ML!CDF!(middle!panels).!QQ!plot!for!Bootstrap!(bottom!panels).!
! !
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Figure!4.3.!(A!–!D!for!modes!1!–!4,!respectively)!QQ!plots!for!Bootstrap!Damping!estimates!
!
Figure!4.4.!Bootstrap!mode!shapes!with!95%!confidence!intervals,!Gaussian!MLE!with!95%!confidence!
intervals,!and!True!values.!
!
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4.5. Conclusion#
This!chapter!presented!a!set!of!sensitivity!metrics!to!be!used!along!likelihoodJbased!
modal!identification!methods.!The!closedJform!partial!derivatives!of!the!likelihood!
function!are!directly!related!to!observed!information!and!variance!expressions!for!
discreteJtime!stochastic!stateJspace!model!parameters.!Derivatives!were!provided!for!the!
observation!matrix,!the!state!matrix,!as!well!as!eigenvalues!and!eigenvectors!of!the!state!
matrix.!Standard!error!formulae!and!confidence!intervals!were!constructed!for!natural!
frequencies,!damping!ratios,!and!mode!shapes!by!implementing!asymptotic!
characteristics!of!ML!estimators.!While!the!equations!supplement!to!the!STRIDE!modal!
identification!algorithm,!they!are!applicable!to!any!modal!identification!technique!
formulated!within!the!stateJspace!model.!!
An!application!to!structural!modal!identification!compared!closedJform!asymptotic!
parameter!metrics!to!Monte!Carlo!bootstrap!estimates.!For!frequency!estimates,!
Gaussian!ML!PDFs!consistently!showed!lighter!tails!than!bootstrap!histograms!and!
Gaussian!fits!indicating!a!lower!estimation!uncertainty.!All!closedJform!95%!confidence!
bounds!for!the!frequency!and!damping!ratio!included!the!true!values.!The!normality!
assumption!for!asymptotic!frequency!distribution!was!validated,!however,!this!
assumption!did!not!hold!for!damping!estimates.!Bootstrapping!was!insufficient!in!
accurately!estimating!damping!ratio!standard!errors.!MLE!and!bootstrap!means!were!
consistent!with!the!true!mode!shapes.#
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Appendix!A.5!contains!a!brief!proof!that!eigenvalues!for!an!MLE!state!matrix!are!
also!MLE.!This!follows!directly!from!the!state!matrix!MJstep!of!the!EM!algorithm,!since!
it!simultaneously!equates!the!first!derivative!of!the!likelihood!function!with!respect!to!
an!eigenvalue!to!zero.!!
This!work!applied!ML!theory!to!establish!a!better!understanding!how!modal!
parameters!estimated!through!ML!may!differ!from!their!true!values.!In!this!chapter,!the!
precision!of!MLE!was!demonstrated!to!be!higher!than!bootstrapping!while!still!
enclosing!the!true!values.!In!short,!the!asymptotic!advantages!of!MLE!are!distinct!and!
valuable,!further!supporting!ML!methods!for!structural!modal!identification.!
! #
#!
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4.6. Nomenclature#Tables#
Table!4.5.!Index,!subscript,!and!dimension!descriptions.!Consider!an!R!x!S!matrix!
Index! Description!
i! Row!subscript!
j! Column!subscript!
m! Alternate!row!subscript!
n! Alternate!column!subscript!
L! Linear!index!subscript!
P! Alternate!linear!index!subscript!
d! Diagonal!subscript!
h! Alternate!diagonal!subscript!
r! Second!alternate!row!subscript!
c! Second!alternate!column!subscript!
R! Alternate!row!size!
C! Alternate!column!size!
 
⎡
⎣⎢
⎤
⎦⎥ !
Matrix!
 
⎡
⎣⎢
⎤
⎦⎥ ij !
Alternate!notation!for!matrix!element!at!row!
i,!column!j!
k! TimeJstep!subscript!
K! Total!number!of!time!samples!
!
! !
!! 115!
Table!4.6.!StateJspace!model!parameters,!features,!and!other!terms.!
Matrix! Size! Description! Element!
O! Scalar! Observation!size! J!
S! Scalar! StateJspace!size! J!
G! Scalar!
Conditional!expectation!of!logJlikelihood!
function!
J!
C!  O×S ! Observation!matrix! Cij!
A!  S×S ! State!matrix! Aij!
 Γ !  S×S ! Eigenvector!matrix!of!state!matrix!  Γ ij !
 Θ !  S×S !
Inverse!eigenvector!matrix!(left!
eigenvectors)!  
Θij !
 Λ !  S×S !
Diagonal!eigenvalue!matrix;!lowercase!for!
diagonal!element!  
λd !
Q%  S×S ! Structural!loading!covariance! Qij!
 
E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ !  S×S !
Sum!of!mean!square!statistics!for!states!at!
times!k!and!kJ1!  
E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
ij
!
 
E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ !  S×S !
Sum!of!mean!square!statistics!for!states!at!
times!kJ1!and!kJ1!  
E xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
ij
!
 δmn
RxC !  R×C !
Single!entry!matrix:!zeros!everywhere,!
except!entry!mn!has!unity!  
δmn
RxC⎡
⎣⎢
⎤
⎦⎥ ij !
!
! !
#!
!
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Table!4.7.!First!partial!derivative!block,!matrices,!vectors,!and!elements!
Matrix! Size! Description! Element!
 
∂G
∂C
!  O×S ! 1st!partial!(score)!of!G!w.r.t.!C!
 
∂G
∂C ij
!
 
∂G
∂A !
 S×S ! 1st!partial!(score)!of!G!w.r.t.!A!
 
∂G
∂A ij !
 
vec ∂G
∂A
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
!  S
2×1 ! Vectorized!
 
∂G
∂A
!
 
∂G
∂A L
!
 
∂G
∂Γ
!  S×S ! 1st!partial!(score)!of!G!w.r.t.! Γ !
 
∂G
∂Γ ij
!
 
∂G
∂Θ
!  S×S ! 1st!partial!(score)!of!G!w.r.t.! Θ !
 
∂G
∂Θij
!
 
∂G
∂Λ
!  S×S !
1st!partial!(score)!of!G!w.r.t.! Λ ;!diagonal!
matrix!  
∂G
∂λd
!
 
∂A
∂λd
%  S×S ! 1st!partial!of!A!w.r.t.!one!of!its!eigenvalues!
 
∂A ij
∂λd
!
 
vec ∂A
∂λd
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!  S
2×1 ! Vectorized!
 
∂A
∂λd
!
 
∂A i
∂λd
!
 
∂A
∂Γmn !
 S×S ! 1st!partial!of!A!w.r.t.!an!eigenvector!element!
 
∂A ij
∂Γmn
=
∂A
∂Γmn
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥ ij !
 
vec ∂A
∂Γmn
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!  S
2×1 ! Vectorized!
 
∂A
∂Γ ij
!
 
∂A i
∂Γkl
!
 
∂Γ
∂Γmn !  
S×S !
1st!partial!of!eigenvector!matrix!w.r.t.!one!of!its!
elements!  
∂Γ ij
∂Γmn
=
∂Γ
∂Γmn
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥ ij !
 
∂Θ
∂Γmn
!  S×S !
1st!partial!of!right!eigenvector!matrix!w.r.t.!left!
eigenvector!element!  
∂Θij
∂Γmn
=
∂Θ
∂Γmn
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥ ij
!
!
! !
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Table!4.8.!Second!partial!derivative!terms:!block!matrices,!vectors,!and!elements.!Block!matrix!elements!
are!encapsulated!with!brackets.!
Matrix! Size! Description! Element!
 
∂2G
∂C∂CT
!  S×S !
2nd!partial!(Hessian)!of!G!w.r.t.!C%and!an!
element!of%C!  
∂2G
∂C ∂Cij
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
!
 
vec ∂
2G
∂C∂CT
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
!
 S×S ! Vectorized!
 
∂2G
∂C∂CT
!
 
∂2G
∂C ∂CL
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥ !
 
∂2G
∂A∂AT !
 S×S !
2nd!partial!(Hessian)!of!G!w.r.t.!A%and!an!
element!of!A!
 
∂2G
∂A∂Aij
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ !
 
vec ∂
2G
∂A∂AT
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
!
 S×S ! Vectorized!
 
∂2G
∂A∂AT
!
 
∂2G
∂A∂AL
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥ !
 
∂2G
∂Γ ∂Γmn !
 S×S !
2nd!partial!(Hessian)!of!G!w.r.t.! Γ and!an!
element!of! Γ !  
∂2G
∂Γ ij∂Γmn !
 
vec ∂
2G
∂Γ ∂Γmn
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!
 S
2×1 ! Vectorized!
 
∂2G
∂Γ ∂Γmn
!
 
∂2G
∂Γ ij∂Γmn
!
 
∂2G
∂Γ ∂Γ T
!  S
2×S2 !
2nd!partial!(block!Hessian)!of!G!w.r.t.! Γ !
Columns!are!
 
vec ∂
2G
∂Γ ∂Γmn
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!  
∂2G
∂Γ ∂Γmn
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥
!
 
∂2G
∂Λ∂λh
!  S×S !
2nd!partial!(block!Hessian)!of!G!w.r.t. Λ and!
element!of Λ ;!diagonal!matrix!  
∂2G
∂λd∂λh
!
 
vec ∂
2G
∂Λ∂λh
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!
 S×1! Vectorized!
 
∂2G
∂Λ∂λh
!
 
∂2G
∂λd∂λh
!
 
∂2G
∂Λ∂Λ
!  S×S !
2nd!partial!(block!Hessian)!of!G!w.r.t.! Λ !
Columns!are!
 
vec ∂
2G
∂Λ∂λh
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
!  
∂2G
∂Λ∂λh
⎡
⎣
⎢
⎢⎢
⎤
⎦
⎥
⎥⎥
!
!
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5.  
A Truncated Physical Model!for!Dynamic!
Sensor!Networks!and Its Applications 
Contributions 
• Definition of dynamic sensor networks for use in structural health monitoring. 
• Three theoretical state-space models capable of processing data from a dynamic 
sensor network, including a novel truncated physical model, which is proven to be 
the most efficient in terms of parameter and model sizes. 
• Concept of approximating the regression coefficients for modal ordinates at one set 
of sensing nodes onto modal ordinates at another set with basis functions, such as 
sinc or spline. 
5.1. Introduction 
Structural!health!monitoring!(SHM)!endeavors!began!as!observations!of!operational!
vibrations!of!longAspan!bridges!as!early!as!1937!(Carder!1937)!with!increasing!
participation!through!the!1960s!(Vincent!1962).!By!the!late!1970s,!numerous!modal!
identification!studies!(AbdelAGhaffar!1976;!McLamore!et!al.!1971;!Rainer!and!Selst!1976;!
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Trifunac!1970)!had!established!promising!results!and!provided!the!motivation!for!
modern!techniques.!Through!recent!advancements!in!processing,!storage,!mobile!
computing,!and!sensing!technology,!SHM!techniques!have!evolved!into!repeatable,!
sophisticated!analyses,!often!embedding!statistical!frameworks!or!using!statistical!tests!
for!decisionAmaking!(Anderson!et!al.!n.d.;!Dorvash!et!al.!2014;!Juang!and!Pappa!1984;!Lei!
et!al.!2003;!Shahidi!et!al.!2015;!Smyth!et!al.!2003).!A!glimpse!of!the!recent!growth!in!
system!identification!methods!is!particularly!evident!through!the!comparison!of!AbdelA
Ghaffar!and!Scanlan!(1985)!and!Pakzad!and!Fenves!(2009)!–!two!analyses!of!ambient!
vibrations!observed!at!the!Golden!Gate!Bridge,!separated!by!two!decades.!
However,!all!past!SHM!efforts!have!had!one!common!attribute:!a!reliance!on!fixed!
sensor!networks!during!data!collection!and!processing.!In!system!identification!(SID),!
this!dependency!restricts!the!spatial!information!available!in!mode!shapes!(Matarazzo!
and!Pakzad!2015).!Despite!numerous!implementations!of!spatially!dense!sensor!
networks!(Dorvash!et!al.!2014;!Inaudi!and!Glisic!2010;!Pakzad!et!al.!2008;!Shahidi!et!al.!
2015;!Zhu!et!al.!2012)!!once!instrumented,!each!sensor!has!remained!at!its!position!
throughout!collection!of!a!single!dataset1.!Moreover,!for!the!exception!of!Matarazzo!and!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1 In the a context of this chapter, a single dataset is defined as a time series matrix of measured values to be 
processed simultaneously. Some studies have, in fact, recorded data with moving sensors; however, in such cases, either 
the data was split into several smaller datasets based on each sensor configuration and analyzed as static network data 
(Zhu et al. 2012) or spatial information (precise location of the sensor) was either not measured or ignored entirely (Cerda 
et al. 2012; Gonzalez et al. 2012; Lin and Yang 2005; McGetrick et al. 2009; Yang et al. 2004). Note in absence of the 
sensors’ spatial information, the dataset is not compatible with state-space approaches and a comprehensive system 
identification is not possible. 
!!
!
 
120!
Pakzad!(2014;!2015a),!SHM!processing!is!currently!limited!to!analyzing!one!static!sensor!
network!configuration!at!a!time.!Data!from!multiple!sensor!configurations!must!be!split!
into!multiple!datasets!and!analyzed!separately!as!in!Zhu!et!al.!(2012).!To!be!clear,!this!is!
not!intended!to!be!a!criticism!on!the!direction!of!SHM;!this!is!simply!an!exploration!into!
a!new!frontier!of!sensing!and!data!processing.!
The!development!and!implementation!of!new!sensor!technologies!as!well!as!the!
techniques!for!processing!new!forms!of!datasets!efficiently!are!motivated!by!both!an!
improvement!in!extractable!structural!information!and!a!reduction!in!network!setup!
efforts.!Subsequent!new!data!classes!often!have!inherently!different!properties!in!
comparison!to!typical!fixed!sensor!data,!which!dominate!SHM!today,!and!create!unique!
processing!challenges,!e.g.,!fusion!of!data!sampled!at!different!rates!(Smyth!and!Wu!
2007),!data!with!missing!observations!or!data!from!mobile!sensors!networks!(Matarazzo!
and!Pakzad!2015),!or!prohibitively!large!data!dimensions!of!BIGDATA!(Matarazzo!et!al.!
2015).!
This!paper!proposes!and!examines!dynamic!sensor!network!data.!In!brief,!data!from!
a!dynamic!sensor!network!(DSN)!is!an!amalgamation!of!measurements!from!numerous!
sensing!configurations.!The!merit!of!DSN!data!is!its!high!capacity!for!storing!spatial!
information;!measurements!from!a!very!large!quantity!of!sensing!nodes!can!be!
condensed!into!a!much!smaller!matrix.!For!example,!highAresolution!mobile!sensor!
networks!or!BIGDATA!are!efficiently!represented!in!DSN!data.!!
This!paper!is!organized!as!follows.!Section!5.2!defines!fundamental!properties!of!
DSN!and!corresponding!DSN!datasets.!Section!5.3!presents!two!stateAspace!models!that!
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have!been!suited!for!processing!DSN!data!and!introduces!the!truncated!physical!model!
(TPM)!as!an!efficient!model!for!processing!data!of!this!class.!Section!5.4!discusses!the!use!
of!sinc!and!spline!basis!functions!for!approximating!the!“mode!shape!regression”!term,!
which!is!included!in!the!stateAspace!models!considered.!Section!5.5!utilizes!the!proposed!
TPM!for!two!novel!sensing!techniques:!HighAResolution!mobile!sensing!and!BIGDATA.!
Section!5.6!summarizes!challenges!in!processing!DSN!data!and!reviews!the!advantages!
of!the!TPM.!Section!5.7!provides!a!catalog!of!the!nomenclature!used!among!the!stateA
space!models.!!
5.2. Properties of Dynamic Sensor Network (DSN) Data 
This!section!introduces!the!concept!of!a!dynamic!sensor!network!(DSN)!and!the!form!of!
its!corresponding!DSN!data.!The!dynamic!nature!of!DSN!is!well!exemplified!by!a!
network!of!sensors!that!physically!move!in!space!while!recording!data!in!time.!In!this!
case,!each!sensor!channel!is!a!timeAseries!from!various!points!in!space,!and!when!
concatenated,!the!sensor!channels!form!a!DSN!data!matrix.!It!is!fundamental!that!the!
coordinates!of!each!sensor!are!known!for!every!sample.!Assume!sensor!locations!are!
stored!in!a!sensorAposition!matrix.!Through!use!of!this!sensorAposition!matrix,!the!DSN!
data!entries,!which!are!mixed!spaceAtime!measurements,!can!be!decoded!and!properly!
included!in!a!mathematical!model.!!
Spatial!discontinuities!are!the!definitive!characteristic!of!DSN!data!and!are!evident!
by!inspection!of!the!sensorAposition!matrix.!In!this!case,!sensing!locations!vary!with!time!
due!to!sensor!mobility!and!in!general,!timeAsteps!when!any!sensor’s!position!changes!
!!
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indicate!a!spatial!discontinuity!in!the!DSN!data!matrix.!This!paper!focuses!on!analyzing!
DSN!data!in!this!form,!i.e.,!as!a!single!matrix,!without!splitting!the!data!at!these!spatial!
discontinuities,!into!configurationAbased!subsets!(groups).!The!remainder!of!this!section!
further!defines!properties!of!DSN,!DSN!data,!and!their!applications.!In!Section!5.3,!
modeling!approaches!are!proposed!to!account!for!the!spatial!discontinuities!present!in!
DSN!data.!!
5.2.1. Sensors, Sensing Nodes, and Observations 
In!fixed!sensor!networks,!sensing!nodes!are!exactly!the!points!where!the!sensors!are!
installed.!Typically,!when!these!measurements!are!incorporated!into!the!stateAspace!
model,!the!system!states!(structural!DOF)!are,!by!default,!assigned!to!these!same!sensing!
nodes.!In!DSN,!sensing!nodes!define!the!measurement!space:!the!spatial!grid!where!the!
sensors!have,!can,!or!will!record!data.!Therefore,!in!DSN!it!is!necessary!to!differentiate!
between!these!entities.!For!a!given!DSN!data!matrix,!let!the!observations!be!the!total!
number!of!columns! NO !in!the!matrix,!let!the!total!number!of!sensing!nodes!be! N ,!and!let!
the!total!number!of!sensors!(measurement!channels)!be! Nmc .!The!ratios!between!these!
entities!vary!with!each!sensing!technique,!but!in!general,! N !is!a!very!large!integer.!
5.2.2. General Types of DSN 
A!physical!DSN!system!is!not!required!to!obtain!DSN!data.!!There!are!three!general!
types!of!DSN!data,!each!characterized!by!the!source!of!the!inherent!spatial!
discontinuities:!online,!offline,!and!hybrid.!Online!DSN!data!comes!from!a!physical!
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DSN,!a!timeAvarying!sensor!arrangement!that!records!data,!without!pause,!using!
multiple!sensing!configurations!(groups).!In!this!case,!switches!between!groups!are!due!
to!the!physical!movement!of!some!(if!not!all)!sensors!during!data!collection.!Offline!DSN!
data!is!extracted!from!a!fixed!sensor!network!after!data!collection.!For!offline!DSN,!
nearly!all!data!parameters,!such!as!sensor!group!sizes,!group!switching!schedules,!etc.,!
are!defined!by!the!user!after!data!collection.!Lastly,!hybrid!DSN!data!combine!online!
and!offline!DSN,!sensing!subgroups!are!extracted!from!a!physical!DSN,!but!after!data!
collection.!The!following!two!subsections!consider!an!application!of!online!and!offline!
DSNs,!respectively.!
5.2.3. High-Resolution Mobile Sensing for Online DSN 
In!highAresolution!mobile!sensing,!relatively!few!moving!sensors!scan!a!very!large!
number!of!sensing!nodes.!A!general!illustration!of!this!form!of!online!DSN!is!provided!
in!Figure!5.1,!where!a!group!of!three!moving!sensors!collects! N−2 !samples!over!N!
sensing!nodes.!The!sensing!group!moves!at!a!constant!velocity!and!shifts!to!a!new!set!of!
nodes!after!each!sample,!more!specifically,!after!each!sampling!each!sensor!moves!to!the!
next!node!to!its!right.!The!constant!physical!observation!switching!of!this!sampling!
mechanism!causes!spatial!discontinuities!in!the!DSN!data!matrix!at!every!time!step.!
Data!collection!begins!when!all!sensors!are!at!sensing!nodes!on!the!left!and!ends!when!
all!sensing!nodes!have!been!scanned,!i.e.,! N−2 !samples!in!total.!In!this!case,!the!
observation!size!is!equal!to!the!number!of!sensors,!both!of!which!are!much!smaller!than!
the!number!of!sensing!nodes,!i.e.,! NO = Nmc !and! NO,Nmc ≪N .!
!!
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!
Figure!5.1.!General!illustration!of!processing!highAresolution!mobile!sensor!data.!Three!moving!sensors!
simultaneously!pass!through!N!sensing!nodes!while!sampling.!The!sensors!move!rightward!in!increments!
of!one!node!per!sample!with!NA2!samples!in!total.!The!corresponding!online!DSN!data!matrix!is!provided!
with!spatial!discontinuities!at!every!sample.!
5.2.4. Processing BIGDATA as Offline DSN data 
In!one!definition,!BIGDATA!refers!to!a!very+large!data!matrix!containing!samples!from!a!
very!large!number!of!sensors!(equally!many!sensing!nodes),!the!result!of!a!largeAscale!
SHM!endeavor.!It!is!not!feasible!nor!in!many!cases!is!it!necessary!to!process!all!of!this!
BIGDATA!simultaneously,!if!at!all;!even!simple!operations!such!as!uploading!all!
measured!data!for!processing!could!require!significant!computational!efforts!(Matarazzo!
et!al.!2015).!A!useful!strategy!is!to!extract!an!informationApacked!subset,!an!offline!DSN!
dataset,!from!the!BIGDATA!population,!i.e.,!a!userAselected!data!matrix!in!which!a!vast!
amount!of!spatial!information!is!condensed!into!a!small!size.!A!benefit!of!this!approach!
is!the!high!versatility!of!offline!DSN!data.!Given!BIGDATA,!there!are!numerous!
potential!offline!DSN!datasets!since!the!user!has!the!ability!to!choose!each!single!entry!of!
the!subset,!which!can!be!of!any!size!(of!course,!not!exceeding!BIGDATA!dimensions).!
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Figure!5.2.!General!illustration!of!processing!BIGDATA!using!three!observations!and!three!sensing!
groups.!Group!1!consists!of!nodes!2,!g,!and!i;!Group!2!consists!of!nodes!3,!fA1,!and!f;!Group!3!consists!of!
nodes!f+1,!h,!and!NA1.!!The!corresponding!offline!DSN!data!with!K!total!samples!contains!two!spatial!
continuities,!one!at!k!=!J!and!another!at!k!=!L.!
A!general!illustration!of!this!type!of!offline!DSN!data!is!provided!in!the!example!in!
Figure!5.2!where!three!distinct!sensing!groups!form!the!data!matrix:!Group!1!includes!
nodes!2,!g,!and!i;!Group!2!includes!nodes!3,! f−1,!and! f ;!Group!3!includes!nodes! f +1 ,!
 h ,!and! N−1 .!!The! K×NO !DSN!data!matrix!contains!spatial!discontinuities!at! k = J !and!
 k = L !corresponding!with!userAselected!sensing!groups.!In!this!case,!the!observation!size!
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is!three!( NO = 3 ),!which!is!much!smaller!than!the!number!of!fixed!sensors!instrumented!
at!the!sensing!nodes,!i.e.,! NO≪Nmc !and! Nmc = N .!
5.3. State-Space Models for Dynamic Sensor Networks (DSN) 
This!section!introduces!stateAspace!models!for!DSN,!which!constitute!indirect!modeling!
of!state!DOF!responses.!The!following!subsections!present!and!discuss!three!stateAspace!
models!tailored!to!model!DSN!data!properly!and!efficiently.!The!first!two!subsections!
present!stateAspace!representations!modified!to!simultaneously!consider!a!small!number!
of!observations!( NO !data!columns)!and!a!large!number!of!sensing!nodes!(N!locations),!as!
implied!through!the!use!of!DSN!data.!The!following!adjustments!to!the!stateAspace!
model!have!a!physical!significance!as!they!relate!the!structural!response!at!one!location!
to!the!response!at!another.!Despite!their!similar!forms,!each!stateAspace!implementation!
has!distinct!attributes!and!challenges.!!
In!the!third!subsection,!a!new!truncated!physical!model!(TPM)!is!introduced!as!an!
efficient!solution!for!this!modeling!task.!In!this!context,!an!efficient!model!maintains!
accuracy!and!requires!minimal!computational!efforts;!this!is!dictated!by!the!sizes!of!
model!parameters!(matrices),!which!are!dependent!on!the!state!variable!and!observation!
definitions.!
Consider!the!second!order!continuousAtime!equation!of!motion!for!a!linear!NADOF!
system,!where!N!is!a!very!large!integer.!!
!
 
m!!u t( )+ cd !u t( )+ ku t( ) = Bfη t( ) !
(5.1)
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The!locations!of!the!N!lumped!masses!are!defined!by!the!spatial!vector!
 
s = s1 s2 … sN
⎡
⎣⎢
⎤
⎦⎥
T
.!Note!the!DOF!and!the!sensing!nodes!are!coincident.!Sampled!
structural!responses!(at!sampling!rate! fs = 1 Δt )!are!available!at!all!DOF!via!the!full!
spatial!vector! s ,!or!a!general!subset!of!these!DOF!called! si ,!which!is!comprised!of!some!
elements!in! s ,!i.e.,! si ⊂ s .!Various!spatial!“subAvectors”!of!this!form!will!be!introduced!
to!reference!specific!DOF!subsets!instead!of!all!N!DOF.!The!structural!responses!
considered!are!defined!for!timeAsteps! k = 1, 2, …, K :!
 
uk si( ) !is!a!vector!of!displacements!at!DOF!defined!by! si !at!timeAstep!k!
 
!uk si( ) !is!a!vector!of!velocities!at!DOF!defined!by! si !at!timeAstep!k!
 
!!uk si( ) !is!a!vector!of!accelerations!at!DOF!defined!by! si !at!timeAstep!k!
In!this!section,!the!standard!stateAspace!model,!modal!stateAspace!model,!and!
truncated!physical!model!(TPM)!are!formulated!with!the!objective!of!using!field!
measurements!(observations)!at! NO !sensing!nodes!defined!by! sO ⊂ s !to!describe!the!
behavior!of!the!structural!system!through!the!state!variable! xk .!The!observation!vector!
 yk !describes!responses!at! 
NO !DOF!defined!by! sO ⊂ s !as!shown!in!equation!(5.2)!and!
remains!valid!for!all!subsequent!stateAspace!models.!
!  yk =
!!uk sO( ) !
(5.2)!
Some!final!notes!before!the!models!are!presented.!For!dynamic!sensor!networks!
(DSN),!the!locations!of!the!observations!will!be!a!function!of!timeAstep!k,!i.e.,! 
O = O k( ) .!
Consider! sO !as!the!k
th!row!(transposed)!of!a! K×NO !sensorAposition!matrix,! SO ,!
!!
!
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corresponding!to!the!sensors!in!the!DSN!data!matrix.!For!simplicity,!this!will!not!be!
explicitly!included!in!successive!notation.!Nomenclature!tables!are!provided!in!Section!
5.7!for!reference!to!model!entities.!Lastly,!theoretically,!the!model!orders!for!each!
subsequent!stateAspace!model,!p!are!all!equal!to!two;!however,!since!significantly!higher!
model!orders!are!commonly!considered!in!system!identification!applications,!a!general!
definition!is!presented!when!referring!to!vector!and!matrix!sizes.!
5.3.1. Standard State-Space Model 
This!subsection!presents!the!first!stateAspace!model!under!consideration!for!DSN:!the!
standard!stateAspace!model.!In!this!framework,!the!state!vector! xk ,!shown!in!equation!
(5.3),!represents!structural!responses!at!all! N !DOF!as!defined!by! s .!
!
 
xk =
uk s( )
!uk s( )
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥ !
(5.3)
!
Also,!given!the!full!mode!shape!matrix! 
Φ=Φ M s( ) ,!where! Φ !is!an! N×M !matrix!
(inherently!truncated!to! M= N !modes!due!to!mass!discretization),!subAmode!shapes!
matrices! 
Φi =Φ
M si( ) !describe!modal!ordinates!for!respective!spatial!subAvectors,!e.g.,!
 
ΦO =Φ
M sO( ) !is!an! NO×M !matrix.!Equations!(5.4)!through!(5.8)!provide!discreteAtime!
stateAspace!model!parameters:!
!
!
 
Ac ≡
0 Ι
−m−1k −m−1cd
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ !
(5.4)!
!
 
A≡ exp AcΔt( ) !
(5.5)!
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!
 
Bc ≡
0
−m−1Bf
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ !
(5.6)!
!
 
B≡ Ac
−1 A−Ι( )Bc !
(5.7)!
!
 
C ≡ Ca −m
−1k −m−1cd
⎡
⎣⎢
⎤
⎦⎥ !
(5.8)!
Once!the!parameters!are!defined,!the!secondAorder!differential!equation!is!expressed!
in!firstAorder!form!through!the!state!equation!(5.9)!and!the!observation!equation!(5.10)!
for!DSN.!
!
 xk = Axk−1 + Bηk−1 !
(5.9)
!
!
 yk =ΦOΦ
−1Cxk !
(5.10)!
Along!the!usual!model!parameters!(see!Juang!and!Phan!2001),!the!product! ΦOΦ
−1 !is!
added!to!the!observation!equation.!This!term!represents!the!regression!of!the!responses!
at! s !on!those!at! sO !and!is!the!key!to!modeling!the!dynamics!of!one!set!of!DOF!while!
observing!another;!this!entity!is!henceforth!called!the!“mode!shape!regression”!term.!
More!specifically,!the!acceleration!responses! 
!!uk s( ) = Cxk !are!first!converted!to!modal!
coordinates!through! Φ−1 ,!then!reverted!to!physical!coordinates!using! ΦO ,!finally!
representing! 
yk = !!uk sO( ) ,!in!other!words,! !!uk sO( ) =ΦOΦ
−1!!uk s( ) .!In!the!case!that!all!DOF!are!
observed,! sO = s ,! ΦOΦ
−1 = Ι ,!and!the!familiar!observation!equation! yk = Cxk !is!obtained.!!
In!review!of!the!standard!model,!the!state!variable!represents!all!N!DOF!and!the!
observations!measure!responses!at! NO !DOF.!Thus,! yk !is!an! NO×1!vector,! xk !is!a! pN×1!
vector,!the!state!matrix! A is! pN×pN ,!the!observation!matrix! C !is! NO×pN ,!and!the!mode!
shape!regression!matrix! ΦOΦ
−1 !is! NO×N !(recall! 
M= N ).!!
!!
!
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However,!this!model!is!unmanageably!large!when!N!is!very!large!and!thus!is!
unsuitable!for!DSN.!In!this!framework,!the!number!of!DOF!(state!variable)!is!coupled!
with!the!sensing!nodes;!they!are!coincident.!In!other!words,!a!high!spatial!resolution!
requires!an!overly!complex!dynamic!model.!Furthermore,!the!state!variable!size!is!very!
large!(too!large!for!system!identification!methods!as!one!of!the!users!of!such!models).!
For!common!networks,!required!computational!efforts!for!modelAorderAselectionAbased!
structural!modal!identification!of!static!sensing!networks!are!substantial!(Chang!and!
Pakzad!2012;!Pakzad!and!Fenves!2009)!and!greatly!sensitive!to!the!size!of!the!state!
variable.!For!very!large!N,!this!model!is!impractical!for!modal!identification!purposes.!In!
consideration!of!an!efficient!model!for!DSN,!it!is!illogical!for!all!sensing!nodes!and!states!
to!coincide!as!required!by!this!model;!it!is!desirable!to!implement!a!model!capable!of!
distinguishing!between!these!entities.!
5.3.2. Modal State-Space Model 
This!subsection!presents!the!second!stateAspace!model!under!consideration!for!DSN:!the!
modal!stateAspace!model.!In!this!approach,!the!observations!represent!the!same!entities!
as!before,!i.e.,!
 
yk = !!uk sO( ) ;!however,!the!states,!provided!by!equation!(5.11),!represent!
modal!responses.!
! ! (5.11)!
The!sampled!modal!responses!are!defined!for!all!time!steps! k = 1, 2, …, K and!all!
modes!
 
m = 1, 2, …, M .!
 
zk = qk
1 … qk
M !qk
1 … !qk
M⎡
⎣
⎢
⎤
⎦
⎥
T
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 qk
m
!is!a!vector!of!sampled!modal!displacements!for!mode!m!at!timeAstep!k!
 
!qk
m
!is!a!vector!of!sampled!modal!velocities!for!mode!m!at!timeAstep!k!
 
!!qk
m
!is!a!vector!of!sampled!modal!accelerations!for!mode!m!at!timeAstep!k!
Along!this!new!state!variable,!the!remaining!state!terms!are!defined!for!modal!space!
using!M!modal!equations!of!motion!(see!Chapter!12!of!Chopra!2007!for!details).!The!
modal!mass!matrix,!modal!stiffness!matrix,!modal!damping!matrix,!and!modal!inputs!in!
equations!(5.12)!through!(5.15)!are!found!using!modal!superposition!and!the!modal!
equations!of!motion.!
!
 M ≡ΦTmΦ
!
(5.12)!
!
 K ≡ΦTkΦ
!
(5.13)!
!
 Cd ≡Φ
TcdΦ ! (5.14)!
!
 υk ≡Φ
Tηk !
(5.15)!
The!full!mode!shape!matrix!and!the!sub!mode!shape!matrix!are!identical!to!those!in!
the!standard!stateAspace!model:! 
Φ=Φ M s( ) !is!an! N×M !matrix!and! ΦO =Φ
M sO( ) !is!an!
 NO×M !matrix.!Although!it!is!not!necessarily!required!in!this!model,!assume! M= N .!The!
modal!stateAspace!model!parameters!provided!in!equations!(5.16)!through!(5.20)!are!
analogous!to!the!physical!model!counterparts!from!equations!(5.4)!through!(5.8).!
!
 
Ac
M ≡
0 Ι
−M−1K −M−1Cd
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ !
(5.16)!
!
 
A M ≡ exp Ac
MΔt( )
!
(5.17)!
!
 
Bc
M ≡
0
−M−1Bf
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥ !
(5.18)!
!!
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!
 
B M ≡ Ac
M( )
−1
A M −Ι( )BcM ! (5.19)!
!
 
C M ≡ Ca
M
−M−1K −M−1Cd
⎡
⎣⎢
⎤
⎦⎥ !
(5.20)!
Finally,!note! pk
m
!is!a!vector!of!sampled!modal!inputs!for!mode!m!at!timeAstep!k:!
! ! (5.21)!
The!M!secondAorder!differential!equations!representing!the!modal!equations!of!
motion!are!expressed!in!firstAorder!form!through!the!modal!state!equation!(5.22)!and!a!
“physicalAmodal”!observation!equation!(5.23)!for!DSN.!!
!
 zk = A
M zk−1 + B
M υk−1 !
(5.22)
!
!
 yk =ΦOC
M zk !
(5.23)!
The!use!of!“physicalAmodal”!is!intended!to!acknowledge!that!observations!and!states!
are!in!different!coordinate!systems,!physical!and!modal,!respectively.!!In!this!model,!the!
observation!matrix!represents!modal!coordinates,!thus!mode!shape!regression,!i.e.,!preA
multiplication!by! Φ−1 ,!is!no!longer!necessary.!In!equation!(5.23),!modal!state!responses!
are!mapped!to!physical!measurements!through!the!modal!observation!matrix!and!
observation!sub!mode!shape!matrix! ΦO .!With!this!framework,!the!observation!subAvector!
 sO !and!corresponding!subAmode!shape!matrix! ΦO !account!for!variations!in!sensor!
configurations;!all!other!model!parameters!are!preserved.!
In!review!of!the!modal!model,!the!state!variable!represents!all!M!modal!responses!
and!the!observations!measure!physical!responses!at! NO !DOF.!Thus,! yk !is!an! NO×1!
vector,! xk !is!a! pM×1 !vector,!the!state!matrix! A !is! pM×pM ,!the!observation!matrix! C is!
 
υk = pk
1 … pk
M⎡
⎣
⎢
⎤
⎦
⎥
T
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 M×pM ,!and!the!sub!mode!shape!matrix!for!the!observations! ΦO !is! NO×M .!Now!if! 
M= N ,!
the!model!parameters!are!as!large!as!before!in!which!case,!the!modal!model!offers!no!
evident!improvement!over!the!standard!model.!However,!the!number!of!sensing!nodes!
is!no!longer!coupled!with!the!state!variable;!thus,!one!issue!with!the!previous!model!has!
been!resolved.!Furthermore,!if!the!modes!are!truncated!so!that!M!is!considerably!smaller!
than!N,!for!example! M= NO !(note! NO ≤M≤N ),!then,!the!advantages!of!this!model!become!
quite!apparent.!The!number!of!modal!responses!included!dictates!the!size!of!this!modal!
model,!whereas!the!size!of!the!standard!model!is!defined!by!the!total!number!of!sensing!
nodes..!Moreover,!the!practice!of!modal!truncation,!i.e.,!the!selection!of!M,!is!a!familiar!
decision!in!structural!dynamics!for!systems!with!large!DOF!and!the!assumption!leads!
clear!theoretical!consequences.!
With!the!state!variable!decoupled!from!the!model!DOF,!the!state!size!is!independent!
of!the!total!number!of!sensing!nodes!and!the!model!complexity!is!reduced!from! pN !in!
the!standard!model!to! pM !in!this!modal!model.!There!are!three!main!benefits!of!this!
reduction:!a!significantly!smaller!model;!model!complexity!is!userAselected!through!M;!
and!the!significance!of!this!selection!is!intuitive!as!it!is!equivalent!to!modal!truncation.!
In!conclusion,!the!modal!stateAspace!model!is!an!attractive!choice!for!modeling!
structural!systems!using!DSN!data.!However,!the!model!contains!two!pitfalls:!!
I. The! states! represent! modal! responses! while! the! observations! are! in! physical!
coordinates.! In! system! identification,! it! is! counterAintuitive! to! decompose! the!
measured! signal! into! modal! components! without! knowledge! of! the! modal!
!!
!
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properties! of! the! structural! system,! i.e.,! prior! to! identification.! Moreover,!
assuming! zk ,! A
M
,!and! C
M !are!available,!a!coordinate! transformation!would!be!
required! to! extract! corresponding! spatial! information! in! the! physical! space.! In!
short,! with! a! modal! state! variable,! physical! mode! shapes! are! not! available!
directly!after!model!identification.!
II. The! sub! mode! shape! matrix! for! the! observations! ΦO !is! a! function! of! timeAstep!
since! the! locations! of! the! observations! sO !vary! over! time,! i.e.,! O = O k( ) .! This!
feature!yields!a!linear!parameter!varying!(LPV)!stateAspace!model,!complicating!
system!identification!procedures.!
The!following!subsection!presents!a!truncated!physical!model!(TPM),!which!
maintains!the!benefits!of!the!modal!stateAspace!model!and!addresses!the!challenges!
listed!above.!
5.3.3. Truncated Physical Model (TPM) 
Previous!stateAspace!approaches!in!this!paper!have!adapted!existing!models!to!include!
DSN!data!as!observations,!primarily!mapping!states!to!measured!values!using!the!sub!
mode!shape!for!the!observations.!This!section!presents!a!novel!stateAspace!technique!for!
DSN!data:!the!truncated!physical!model!(TPM).!The!TPM!assumes!the!modal!stateAspace!
model!(from!the!previous!section)!was!the!result!of!a!coordinate!transformation! Τ !
which!mapped!modal!states! z !to!truncated!physical!states! x∗ !via! x∗ = Τz .!Motivated!
from!the!challenges!of!implementing!the!modal!stateAspace!model!for!DSN,!the!goal!of!
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the!TPM!is!to!transform!the!modal!matrices!so!that!the!state!variable!represents!
responses!in!physical!(not!modal)!coordinates.!It!will!be!shown!that,!after!this!
transformation,!a!truncated!modal!space!yields!a!reduced!(truncated)!physical!space!for!
the!states!while!the!sensing!nodes!are!unaffected.!The!benefits!of!modal!truncation!are!
mapped!into!a!reduced,!but!not!restricted,!physical!state!representation!of!the!dynamic!
system.!The!assumed!transformation!exclusively!activates! Nα !userAselected!DOF,!
specified!by! sα ⊂ s !and! sα ≠ s !(otherwise!the!benefits!of!this!transformation!are!lost),!
with! 
Φα =Φ
M sα( ) ,!where! Φα !is!an! Nα×M !matrix.!The!locations!specified!by! sα !are!
hereafter!named!virtual+probing+locations!(VPL).!It!will!be!shown!that!the!states!are!the!
responses!at!these!VPL.!
For!simplicity!and!minimum!model!size,!it!is!assumed!that!the!number!of!
observations!in!the!DSN!data!matrix,!the!number!of!modal!responses!included!in!the!
dynamic!system,!and!the!number!of!VPL!are!all!equal,!i.e.,! NO = M= Nα ;!note!the!
minimum!value!for!M!is!selected.!The! pNα×pM !transformation!matrix! Τ !is!defined!in!
equation!(5.24)!with!square,!block!diagonal!entries! Φα :!
!
 
Τ ≡
Φα 0
0 Φα
⎡
⎣
⎢
⎢
⎢⎢
⎤
⎦
⎥
⎥
⎥⎥ !
(5.24)!
The!transformation!matrix!relates!TPM!parameters!(denoted!by!superscript! ∗ )!to!
modal!model!parameters!(denoted!by!superscript! 
M
).!
!
 A
M ≡ Τ −1A∗Τ
!
(5.25)!
!
 B
M ≡ Τ −1B∗
!
(5.26)!
!!
!
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!
 C
M ≡C∗Τ
!
(5.27)!
The!equations!above!are!rearranged!(“backAtransformed”)!to!define!TPM!parameters!
in!terms!of!modal!model!parameters:!preAmultiply!both!sides!by! Τ !and!postAmultiply!
both!sides!by! Τ −1 !to!solve!for!the!TPM!parameters.!
!
 A∗ = ΤA
M Τ −1
!
(5.28)!
!
 B∗ ≡ ΤB
M
!
(5.29)!
!
 C
∗ ≡C M Τ −1
!
(5.30)!
The!backAtransformation,!results!in!physical!responses!at! sα !while!the!observations!
are!unaltered.!In!other!words,!unlike!the!modal!model,!the!TPM!is!exclusively!defined!in!
physical!coordinates.!Note! sα ≠ s !and! sα !contains!significantly!fewer!elements!than! s ,!
i.e.,! Nα≪N ,!otherwise!the!benefits!of!this!backAtransformation!would!be!lost.!The!
 pNα×1 !TPM!state!vector!is!defined!below!by!the!spatial!vector! sα ;!therefore,!the!
responses!at!the!VPL!dictate!the!dynamic!model:!
!
 
xk
∗ =
uk sα( )
!uk sα( )
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥ !
(5.31)
!
It!is!important!to!reiterate!that!this!reduction!in!physical!space!is!not!restrictive.!In!
other!words,!the!VPL!can!represent!any!userAselected!DOF!subset!defined!by! sα ⊂ s !and!
 Τ
!
accordingly,!a!trait!unique!to!the!TPM.!
!
 xk
∗ = A∗xk−1
∗ + B∗υk−1 !
(5.32)
!
!
 yk =ΩΦαC
∗xk
∗
!
(5.33)!
!! 137!
In!equation!(5.34),!a!mode!shape!regression!term!is!represented!by! Ω !an!! NO×M !
matrix:!
!
 Ω =ΦOΦα
−1
! (5.34)!
Similar!to!the!mode!shape!regression!term!found!in!equation!(5.11)!for!the!standard!
stateAspace!model,!the!term!in!equation!(5.34)!represents!the!regression!of!the!ordinates!
at!the!VPL!responses!(defined!by! sα )!on!to!those!at!the!observations!(defined!by! sO ).!In!
other!words,! Ω =ΦOΦα
−1 !maps!the!VPL!responses! 
!!uk sα( ) =ΦαC∗xk∗ !!to!the!observation!
responses! 
!!uk sO( ) ,!i.e.,! !!uk sO( ) = Ψ !!uk sα( ) .!Unlike!the!modal!model,!TPM!has!a!physical!
state!variable,!so!that!when!the!state!matrix!and!the!observation!matrix!are!available,!the!
corresponding!mode!shapes!cover!VPL!nodes,!i.e.,!physical!mode!shapes!can!be!
identified!directly!More!specifically,!the!eigendecomposition!of! A∗ !or! ΦαC
∗
!yields!
natural!frequencies,!damping!ratios,!and!sub!mode!shapes!at!VPL.!
In!review!of!the!TPM,!the!size!and!locations!(VPL)!of!the!truncated!physical!states!
are!userAdefined,!through! Nα !and! sα ,!respectively.!Also,!truncated!physical!states!are!
exact!truncated!physical!responses!at!the!VPL.!In!general,!the!observation!vector! yk !is!
 NO×1,!the!truncated!physical!state!vector! xk
∗ !is! pNα×1 ,!the!truncated!physical!state!
matrix! A∗ !is! pNα×pNα ,!the!truncated!physical!observation!matrix! C
∗
!is! M×pNα ,!the!sub!
mode!shape!term!for!VPL! Φα !is! Nα×M ,!and!the!mode!shape!regression!term! Ω !is! NO×M .!
With!the!assumption!for!minimum!model!size! Nα = NO = M ,!the!model!complexity!is!
reduced!significantly!and!becomes!directly!related!to!the!number!of!observations!in!the!
!!
!
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DSN!data!matrix.!More!specifically,! xk
∗ !is! pNO×1,! A
∗ !is! pNO×pNO ,! C
∗
!is! NO×pNO ,! Φα !is!
 NO×NO ,!and! Ω !is! NO×NO .!
In!conclusion,!the!TPM!establishes!an!intuitive!relationship!between!the!observation!
size!of!the!DSN!data!matrix!and!the!complexity!of!the!underlying!dynamic!states.!More!
importantly,!model!complexity!and!state!DOF!are!independent!of!the!full!set!of!sensing!
nodes.!This!is!a!vast!improvement!on!the!coupled!nature!between!states!and!sensing!
nodes!observed!in!the!standard!stateAspace!model.!Finally,!with!physical,!userAdefined!
VPL!states,!the!interpretation!of!identified!modal!properties!is!simplified.!
On!a!final!note,!the!merit!of! Ω !is!that!it!can!be!approximated!efficiently!by!a!basis!
function!for!spatial!reconstruction,!without!knowledge!of!the!true!structural!mode!
shapes.!With!this!approximation,!the!challenges!of!system!identification!of!a!LPV!stateA
space!model!(as!mentioned!at!the!end!of!the!previous!section)!can!be!reduced.!This!topic!
is!further!discussed!in!the!following!section.!!
5.4. Mode Shape Regression Using Basis Functions 
In!this!section,!the!role!of!basis!functions!for!the!use!in!the!TPM!!is!discussed.!It!is!shown!
that!the!mode!shape!regression!term! Ω !(introduced!in!equation!(5.34))!can!be!
approximated!by!the!use!of!basis!functions.!Furthermore,!accurate!estimates!of!DSN!
data!in!time!and!frequency!domain!become!available!in!the!TPM!through!a!simple!
technique,!without!additional!use!of!true!structural!mode!shapes.!Moheimani!et!al.!
(2003)!presented!linear!reconstruction!of!structural!mode!shapes!using!Shannon!
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sampling!theorem!for!discrete!signals,!henceforth!WKS2.!The!application!of!WKS!is!
revisited!using!nomenclature!familiar!to!the!previous!section;!then,!the!relation!is!
adapted!for!use!in!the!TP!stateAspace!model.!
The!approach!begins!with!an!ideal,!regular!sampling!case:!first!assume!sensing!
nodes!are!defined!by!
 
s = s1 s2 … sN
⎡
⎣⎢
⎤
⎦⎥
T
.!Equation!(5.35)!below!reformulates!equation!
7.39!from!Moheimani!et!al.!(2003)!for!approximation!of!the! N×M
!
full!mode!shape!
 
Φ=Φ M s( ) !using!an! Nχ×M
!!
subset!mode!shape!
 
Φχ =Φ
M sχ( ) ,!where!
 
sχ = sχ1 sχ2 … sχβ
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥
T
!
!is!uniformly!spaced!on!the!structure!at!
 
Δsχ !and!! 
sχ ⊂ s :!
!
 
Φˆ= sinc 1
Δsχ
s−sχ1( )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
sinc 1
Δsχ
s−sχ2( )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
… sinc 1
Δsχ
s−sNχ( )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
Φχ ! (5.35)!
Note!the!estimate! Φˆ
!
is!an! N×M !matrix!which!is!exact!at! Nχ
!
subset!locations,!i.e.,!
 
Φˆ sχ( ) =Φ sχ( ) =Φχ ,!because! sinc 0( ) = 1 .!Mode!shape!ordinate!approximations!at!
remaining!
 
N−Nχ
!
locations,!i.e.!
 
Φˆ s⊄ sχ( ) ,!are!interpolated!through!this!reconstruction.!
As!in!the!case!in!temporal,!it!is!essential!to!compute!the!highest!expected!frequency!
content!when!selecting!a!spatial!sampling!frequency.!In!the!case!of!a!simply!supported!
beam!with!N!uniformly!spaced!nodes!and!length!L,!in!order!to!avoid!spatial!aliasing,!
sensing!nodes!must!be!spaced!so!that!
 
Δsχ <L N .!Additional!details!on!the!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
2 Portions of this theorem and its extensions can be attributed to Whittaker (1915, 1928), Kotelnikov (1933), or 
Shannon (1998). In this chapter, the term WKS is adopted from Jerri (1977) which refers to the authors’ collective 
contributions. 
!!
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reconstruction!accuracy!and!its!corresponding!error!at!sensing!nodes,!namely!
 
ε ≡ Φˆ−Φ
2
,!can!be!found!in!reconstruction!literature!(Moheimani!et!al.!2003!;Jagerman!
and!Fogel!1956;!Jerri!1977;!Stenger!1976;!Whittaker!1915).!!
If!one!is!more!interested!in!the!interpolated!portions!of!the!mode!shape!estimate,!the!
formulation!can!be!modified!as!follows.!Consider!WKS!for!the!problem!of!estimating!
modal!ordinates!at!a!different!subset!mode!shape!matrix,!say! Φδ ,!using! 
Φχ .!In!other!
words,!define!a!different!subset!of!modal!ordinates! 
Φδ =Φ
M sδ( ) !of!equal!size,!i.e.,!
 
Nδ = Nχ ,!where!
 
sδ = sδ1 sδ2 … sNδ
⎡
⎣
⎢
⎤
⎦
⎥
T
!
and! sδ ⊂ s .!Additionally,!assume!no!overlapping!
locations!between!these!two!sensing!node!subsets,!i.e.,!their!union!is!null!
 
sχ ∩sδ =∅ !
(this!is!to!demonstrate!maximum!utility;!it!is!not!a!requirement).!The!estimation!of! Φδ !is!
given!in!equation!(5.36),!where!WKS!reconstruction!has!been!adjusted!to!exclusively!
represent!interpolation.!More!specifically,!the!following!equation!defines!linear!
regression!of!one!set!of!modal!ordinates!onto!another!where!the!entries!of!the!basis!
function!matrix! Ωsinc
!
are!the!regression!coefficients.!
!
 
Φˆδ = sinc
1
Δsχ
sδ −sχ1( )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
sinc 1
Δsχ
sδ −sχ2( )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
… sinc 1
Δsχ
sδ −sNχ( )
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
Φχ
Φˆδ =ΩsincΦχ
!
(5.36)!
Both!sides!of!the!equation!above!are!postAmultiplied!by!
 
Φχ
−1 !resulting!in!equation!
(5.37).!!
!
 
Ωsinc = ΦˆδΦχ
−1 ! (5.37)!
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It!is!evident!that!with! Φδ =ΦO !and! 
Φχ =Φα !through!the!proper!selections!of! sδ !and! sχ ,!
the!sinc!basis!matrix!is!an!estimator!for! Ω !(found!in!the!TPM,!equation!(5.34)).!Sinc!is!
not!the!only!basis!capable!of!estimating!the!mode!shape!regression!term.!As!discussed!in!
Butzer!et!al.!(1986),!Moheimani!et!al.!(2003),!and!Unser!(1999),!B4splines!are!a!
computationally!efficient!replacement!for!a!sinc!basis!and!carry!useful!curvature!and!
derivative!properties.!The!substitution!in!equation!(5.38)!provides!an!estimate!for! Ω ,!
which!is,!in!general,!less!accurate!than! Ωsinc ,!however,!B4splines!provide!the!“best!
performance!for!the!least!complexity”!(Unser!1999).!
!
 
Ωspline = β
n sδ −sχ1( ) βn sδ −sχ2( ) … βn sδ −sNχ( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
! (5.38)!
The!variableAcomplexity!and!performance!of!B4splines!is!characterized!by!the!
selection!of!degree!n.!In!many!applications,!the!cubic!spline,!n=3,!is!a!popular!choice!due!
to!its!minimum!curvature!property,!and!in!fact,!as!the!spline!degree!goes!to!infinity,!the!
cardinal!spline!filter!approaches!the!ideal!sinc!filter!(Aldroubi!et!al.!1992).!
Most!importantly,!the!requirement!of!uniformly!spaced!sensing!nodes!is!not!
necessarily!a!restriction!since!in!the!TPM,!the!VPL!are!arbitrary;!they!are!chosen!by!the!
user!out!of!all!sensing!nodes.!Therefore,!the!user!can!simply!program!VPL!to!be!
uniformly!spaced!nodes!and!achieve!optimal!results.!Also!note,!for!irregular!or!nonA
periodic!VPL,!the!WKS!relations!presented!in!this!section!remain!applicable,!however!
the!corresponding!error!has!a!different!form!(Beutler!1961,!1966).!
!!
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5.5. Processing Data from Novel Sensing Techniques 
This!section!presents!novel!sensing!applications!of!the!modal!model!and!the!truncated!
physical!model!(TPM).!As!discussed!in!Section!5.3,!the!TPM!computes!dynamic!sensor!
network!(DSN)!data!efficiently!at!a!model!complexity,!which!depends!on!the!modal!
truncation!–!not!the!quantity!of!sensing!nodes.!The!following!applications!are!intended!
to!demonstrate!the!vast!utility!expected!in!DSN.!The!implementation!of!a!minimum!
complexity!TPM!to!compute!DSN!data!is!essential!to!the!eventual!practice!of!such!
sensing!systems.!
In!both!applications,!SHM!of!a!flexible!beam!structure!using!5,000!sensing!nodes!is!
considered.!The!highAresolution!sensing!case!exemplifies!online!DSN!data!while!the!
BIGDATA!case!demonstrates!offline!DSN!data.!In!each!case,!the!spatial!discontinuities!
in!the!DSN!data!matrix!have!a!different!source.!In!highAresolution!sensing,!the!
discontinuities!are!due!to!the!physical!movement!of!the!sensors,!while!in!BIGDATA,!
they!are!a!result!of!userAselected!sensor!scheduling,!after!data!collection.!Moreover,!the!
specific!offline!DSN!application!extracted!from!the!raw!data!represents!only!a!single!
hypothetical!dataset!out!of!the!voluminous!possibilities!available!with!BIGDATA.!
5.5.1. High-Resolution Mobile Sensing Application 
In!this!section,!the!response!of!a!flexible!simple!beam!is!measured!by!nineteen!mobile!!
sensors!which!scan!5,000!sensing!nodes.!Four!models!are!considered!to!simulate!the!
resulting!online!DSN!dataset:!modal!model,!TPM,!TPM!with!sinc!bases,!and!TPM!with!
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cubic!splines.!The!modal!and!TPM!are!exact!and!theoretically!equivalent,!while!the!TPM!
with!a!basis!function!is!approximate.!
!
Figure!5.3.!Positions!of!mobile!sensors!at!selected!samples!in!highAresolution!mobile!sensing!
application.!Nineteen!sensors!scan!5,000!sensing!nodes!as!a!group,!shifting!rightward!to!the!next!node!after!
each!sample.!
In!this!application,!a!5,000!DOF!beam!is!subjected!to!a!vertical!white!noise!ground!
motion!at!the!supports!with!a!frequency!cut!off!at!30!Hz.!The!natural!vibration!
properties!of!the!beam!are!provided!in!Table!5.1,!with!natural!frequencies!ranging!from!
0.27!Hz!to!98.19!Hz.!!
Figure!5.3!depicts!the!mobile!sensing!network!for!this!application,!which!samples!at!
rate!200!Hz.!The!DSN!is!a!group!of!nineteen!neighboring!sensors!that!scan!the!structural!
response!by!shifting!together,!after!each!sample,!in!increments!of!one!sensing!node.!At!
sample!k!=!1,!the!sensor!group!measures!responses!at!sensing!nodes!one!through!
nineteen;!at!sample!k!=!2,!they!observe!sensing!nodes!two!through!twenty;!finally,!at!
sample!k!=!K!=!4,982,!they!observe!sensing!nodes!4,982!through!5,000.!The!resulting!
sensor positions at sample k = 1
HIGH-RESOLUTION MOBILE SENSING APPLICATION
nodes 1 through 19
nodes 2 through 20
sensor positions at sample k = 2
sensor positions at sample k = 4982
...
...
...
nodes 4982 through 5000
!!
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online!DSN!data!matrix!is!19!x!4,982!and!includes!information!from!all!5,000!sensing!
nodes.!
!Table!5.1.!First!nineteen!natural!vibration!properties!of!5,000!DOF!beam!
The!exact!modal!responses!are!calculated!for!the!first!nineteen!modes!(M=19)!using!a!
modal!stateAspace!model.!With!this!information,!the!exact!truncated!responses!can!be!
computed!at!all!DOF!through!the!use!of!a!spatially!dense!mode!shape!vector.!However,!
it!is!only!necessary!to!compute!responses!at!locations!and!times!where!the!DSN!is!
scheduled!to!cover.!As!presented!in!Section!5.3.2,!the!sub!mode!shape!term!is!added!to!
the!modal!stateAspace!model!to!calculate!the!observations!of!an!online!DSN.!The!
resulting!DSN!data!are!the!exact!truncated!measurements.!
Using!the!same!loading,!the!TPM!is!constructed!in!accordance!with!Section!5.3.3!
with!nineteen!VPL!selected!uniformly!across!the!beam.!The!modal!model!computed!
DSN!data!directly!from!modal!responses!of!the!state!variable.!The!TPM!computes!DSN!
data!(observations)!from!the!TP!states,!the!exact!truncated!physical!responses!at!VPL!
DOF.!!
Mode! 1! 2! 3! 4! 5! 6! 7! 8! 9! 10!
Frequency!
(Hz)!
0.273! 1.09! 2.45! 4.35! 6.80! 9.79! 13.33! 17.41! 22.03! 27.20!
Damping!(%)! 0.027! 0.108! 0.244! 0.434! 0.678! 0.977! 1.33! 1.74! 2.20! 2.71!
Mode! 11! 12! 13! 14! 15! 16! 17! 18! 19! A!
Frequency!
(Hz)!
32.91! 39.17! 45.97! 53.31! 61.20! 69.63! 78.60! 88.12! 98.19! A!
Damping!(%)! 3.28! 3.91! 4.58! 5.32! 6.10! 6.94! 7.84! 8.79! 9.79! A!
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5.5.2. Mobile Sensing Results 
In!Figure!5.4,!the!responses!at!mobile!sensors!one,!ten,!and!nineteen,!are!compared!over!
a!selected!range!of!samples.!The!individual!responses!of!the!moving!sensors!are!
redundant!as!the!range!of!sensing!nodes!covered!by!the!group!is!quite!small,!covering!
only!0.38%!of!the!beam!at!each!sample.!The!DSN!data!from!the!modal!and!TPM!are!
nearly!identical,!as!they!are!theoretically!equivalent;!any!differences!are!the!result!of!
computational!error,!predominantly,!the!matrix!inversion!required!in!the!TPM!by!
 Ω =ΦOΦα
−1 .!As!expected,!the!computational!error!for!the!mobile!sensing!DSN!data!(over!
94,000!entries)!is!small,!with!meanAsquared!error!(MSE)!equal!to!16.54!x!10A5.!!
!
Figure!5.4.!Comparison!of!data!from!Modal,!TPM,!and!TPM!with!basis!approximations!for!samples!900!
through!1100!of!mobile!sensors!A)!1,!B)!10,!and!C)!19.!
Figure!5.4!also!compares!measurements!from!mobile!sensors!one,!ten,!and!nineteen,!
computed!by!the!TPM!with!sinc!and!cubic!spline!bases.!The!overall!behavior!of!the!
mobile!sensor!data!is!captured!well!by!both!approximations.!As!quantified!in!Table!5.2,!
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the+sinc!function!outperforms!the!cubic!spline!in!accuracy!by!an!order!of!magnitude,!
with!MSE!equal!to!18.80!x!10A3!versus!41.16!x!10A2.!
!
Figure!5.5.!Averaged!PSD!estimates!of!data!from!Modal,!TPM!,!and!TPM!with!basis!approximations!
computed!via!Welch’s!method!for!highAresolution!mobile!sensing!application.!
!
Table!5.2.!Comparison!of!online!DSN!data!in!mobile!sensing!application.!Sum!of!squared!errors!and!
mean!squared!errors!(MSE)!are!computed!among!the!four!DSN!datasets:!modal,!TPM,!TPM!with!sinc,!and!
TPM!with!spline.!Time!domain!errors!are!computed!directly!from!DSN!data!matrices!while!power!spectral!
density!(PSD)!errors!are!computed!from!PSD!estimates!using!Welch’s!method.!DSN!data!matrices!are!19!x!
4982.!
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Modal
TPM
Sinc
Spline
Error!Type!
Sum!of!Squares!
in!Time!
Domain!!
Time!Domain!
MSE!
Sum!of!Squares!
of!PSD!
PSD!MSE!
Computational!
 
Ymodal−YTP( )
k,so
∑
2
! 15.66! 16.54!x!10
A5! 11.72!x!10A4! 60.21!x!10A9!
Sinc!basis!
 
YTP−YˆTP
sinc( )
k,so
∑
2
! 1,779.79! 18.80!x!10
A3! 50.00!x!10A3! 25.67!x!10A7!
Cubic!BAspline!
 
YTP−YˆTP
spline( )
k,so
∑
2
! 38,958.51! 41.16!x!10
A2! 351.92! 18.07!x!10A3!
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Figure!5.5!displays!the!power!spectral!density!(PSD)!estimate,!computed!using!the!
average!of!Welch’s!method!over!all!nineteen!sensors.!The!data!from!the!modal!model!
and!TPM!contain!nearly!identical!PSD!estimates!with!MSE!equal!to!60.21!x!10A9.!Figure!
5.5!also!provides!the!PSD!estimate!for!the!TPM!data!with!those!obtained!using!sinc!and!
cubic!spline!basis!approximations.!The!sinc!PSD!is!coincident!with!previous!TPM!PSD,!
while!the!spline!has,!overall,!less!power.!In!Table!5.2,!the!approximation!error!is!detailed,!
in!which!cubic!spline!MSE!is!four!orders!of!magnitude!higher!than!the!MSE!from!sinc.!
5.5.3. BIGDATA Processing Application 
In!this!subsection,!the!response!of!the!simple!beam,!with!modal!properties!given!in!
Table!5.1,!is!measured!using!5,000!sensors,!one!fixed!at!each!sensing!node.!A!harmonic!
load!with!frequency!2.45!Hz!is!applied!at!sensing!node!2500!resulting!in!an!ideal!forced,!
third!mode!structural!response.!With!responses!available!at!5,000!locations,!the!
processing!options!are!overwhelming.!In!this!application,!only!three!observations!are!
considered!in!the!offline!DSN!data!set.!!
As!pictured!in!Figure!5.6,!these!observations!are!programmed!to!represent!
measurements!in!two!specific!sensing!groups.!Group!1!includes!sensing!nodes!35,!1670,!
and!3335,!and!group!2!includes!sensing!nodes!840,!2500,!and!4100.!The!offline!DSN!
matrix!consists!of!data!from!group!1!until!the!500th!sample,!when!the!observations!
switch!to!group!2.!Clearly,!this!selection!only!represents!one!possible!subset!out!of!the!
many!possibilities!given!the!BIGDATA!population.!Moreover,!as!pictured!in!Figure!5.6,!
responses!in!Group!1!are!expected!to!be!very!small!in!magnitude,!due!to!the!proximity!
!!
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of!the!nodes!to!zeroAvalued!third!mode!ordinates,!and!thus!contain!little!information.!
When!Group!2!is!selected,!the!responses!are!expected!to!have!large!values!as!the!sensing!
nodes!(nearly!coincide!with!maximal!third!mode!ordinates.!
!
Figure!5.6.!BIGDATA!processing!application!considers!the!switching!between!two!groups.!Group!1!
consists!of!sensing!nodes!35,!1670,!and!3335!while!group!2!covers!nodes!840,!2500,!and!4100.!The!third!mode!
shape!of!the!structure!is!superimposed!to!demonstrate!the!expected!node!responses!to!a!third!mode!
harmonic!excitation.!
As!in!the!highAresolution!mobile!sensing!application,!the!modal!model,!TPM,!TPM!
with!sinc!bases,!and!TPM!with!cubic!splines!are!considered!to!simulate!the!offline!DSN!
dataset.!The!DSN!data!is!compared!in!time!and!frequency!domain.!
5.5.4. BIGDATA Results 
In!Figure!5.7,!a!plot!of!each!observation!is!provided!along!relevant!node!responses!to!
display!the!observation!switching!scheme.!For!example,!in!Figure!5.7A,!observation!1!is!
shown!with!nodes!35!and!840!for!all!samples.!During!samples!1!through!499,!sensing!
group!1!is!active,!so!that!observation!1!represents!samples!at!node!35.!During!samples!
500!through!1000,!sensing!group!2!is!active!and!observation!1!represents!samples!at!
1670 3335
SENSOR GROUP 1
SENSOR GROUP 2
BIGDATA PROCESSING APPLICATION
35
840 2500 4100
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node!840.!Figure!5.7B!and!Figure!5.7C!show!a!parallel!relationship!with!observation!2!
and!nodes!1670!and!2500,!as!well!as!observation!3!and!nodes!3335!and!4100.!!
!
Figure!5.7.!Observations!in!offline!DSN!data!matrix!and!related!sensor!node!responses!for!BIGDATA!
processing!application.!As!scheduled,!at!sample!500,!the!sensing!group!changes!so!that!each!observation!
represents!a!different!sensing!node.!
!
Figure!5.8.!The!modeled!BIGDATA!offline!DSN!observations!using!the!modal!model,!TPM,!and!TPM!
with!basis!approximations.!
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Table!5.3.!Comparison!of!offline!DSN!data!in!BIGDATA!application.!Sum!of!squared!errors!and!mean!
squared!errors!(MSE)!are!computed!among!the!four!DSN!datasets:!modal,!TPM,!TPM!with!sinc,!and!TPM!
with!spline.!Time!domain!errors!are!computed!directly!from!DSN!data!matrices!while!power!spectral!
density!(PSD)!errors!are!computed!from!PSD!estimates!using!Welch’s!method.!DSN!data!matrices!are!3!x!
1000.!
Figure!5.8!provides!the!true!DSN!values!computed!using!the!modal!and!TPM.!TPM!
approximations!with!sinc!and!cubic!spline!basis!are!also!included.!As!mentioned!
previously,!the!modal!and!TPM!datasets!are!theoretically!exact,!so!the!only!differences!
are!computational!as!indicated!with!an!MSE!equal!to!46.54!x!10A6!in!Table!5.3.!The!sinc!
and!B4spline!approximations!capture!the!overall!behavior,!however,!the!superior!
accuracy!of!sinc!basis!is!evident.!Quantitatively,!the!MSE!for!the!sinc!approximation!is!
two!orders!of!magnitude!lower!than!that!of!the!cubic!B4spline.!
In!Figure!5.9,!the!PSD!estimates!are!plotted!for!all!four!models.!Consistent!with!
previous!analyses,!the!overall!behavior!of!the!response!is!captured!by!all!four!models.!
The!modal!mode,!TPM,!and!TPM!with!sinc+basis!approximation!are!all!in!agreement!
while!there!is!overall!considerably!less!power!in!the!B4spline!approximation.!However,!
In!this!case,!the!computational!PSD!MSE!is!28.87!x!10A12!and!the!sinc!approximation!PSD!
MSE!is!43.46!x!10A8,!two!orders!of!magnitude!lower!than!the!B4spline!PSD!MSE.!
Error!Type!
Sum!of!Squares!
in!Time!
Domain!!
Time!Domain!
MSE!
Sum!of!Squares!
of!PSD!
PSD!MSE!
Computational!
 
Ymodal−YTP( )
k,so
∑
2
! 13.96!x!10A2! 46.54!x!10A6! 11.17!x!10A9! 28.87!x!10A12!
Sinc!basis!
 
YTP−YˆTP
sinc( )
k,so
∑
2
! 1.61! 53.81!x!10
A5! 16.82!x!10A5! 43.46!x!10A8!
Cubic!BAspline!
 
YTP−YˆTP
spline( )
k,so
∑
2
! 61.50! 20.50!x!10
A3! 38.84!x!10A4! 10.04!x!10A6!
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!
Figure!5.9.!Averaged!PSD!estimates!of!modal!model,!TPM,!and!TPM!with!basis!approximations,!
computed!via!Welch’s!method!for!BIGDATA!processing!application.!
While!this!application!utilized!many!sensors!to!capture!a!simple!response,!it!is!clear!
that!observation!switching!through!offline!DSN!provides!a!powerful!technique!for!
generating!aggregate!datasets!with!dense!structural!information.!For!example,!an!
optimal!sensor!network!strategy!(Chang!and!Pakzad!2014;!Guo!et!al.!2004;!
Papadimitriou!2004)!could!be!implemented!to!extract!an!optimal!(by!some!measure)!
offline!DSN!data!matrix!from!an!available!static!sensor!network,!perhaps,!BIGDATA!
population.!Moreover,!in!general!the!goal!is!to!use!this!strategy!to!build!“smart”!DSN!
datasets,!which!carry!rich!structural!information!in!a!relatively!small!size.!
5.6. Conclusions 
In!this!chapter,!dynamic!sensor!networks!(DSN)!data!sets!were!proposed!to!efficiently!
store!measurements!from!a!very!large!quantity!of!sensing!nodes!in!a!relatively!small!
matrix.!Note!a!physic!DSN!system!is!not!required!to!obtain!a!DSN!data!matrix.!Spatial!
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discontinuities!in!DSN!data!matrices!enable!a!high!capacity!for!storing!spatial!
information.!In!Section!5.2,!DSN!were!formally!defined!and!general!types!of!online!and!
offline!DSN!were!exemplified.!
In!Section!5.3,!classical!stateAspace!models!were!modified!to!represent!DSN!datasets!
and!associated!modeling!challenges!were!identified.!Primarily,!in!the!standard!stateA
space!model,!the!state!variable!coincides!with!sensing!nodes,!thus,!a!dense!spatial!grid!
dictates!an!overly!complex!dynamic!model.!A!truncated!physical!(TPM)!was!proposed!
as!a!computationally!efficient!technique!to!address!these!challenges.!The!TPM!is!
theoretically!equivalent!to!the!DSNAadjusted!modal!stateAspace!model!presented!in!this!
paper!and!establishes!an!intuitive!relationship!between!the!observation!size!of!the!DSN!
data!matrix!and!the!complexity!of!the!underlying!dynamic!states.!Additional!benefits!of!
the!TPM!include!an!unrestricted!physical!state!variable,!which!represents!userAdefined!
virtual+probing+locations!(VPLs);!in!other!words,!the!user!may!choose!which!sensing!nodes!
define!the!state!variable.!This!is!a!vast!improvement!on!the!coupled!nature!between!
states!and!sensing!nodes!seen!in!the!standard!stateAspace!model.!
In!Section!5.4,!the!approximation!of!the!mode!shape!regression!term,!defined!in!
equation!(5.34)!of!the!TPM,!through!basis!functions!is!discussed.!Using!WhitakerA
KotelnikovAShannon!(WKS)!reconstruction!theory,!sinc!or!spline!bases!are!implemented!
in!the!TPM!to!bypass!additional!mode!shape!matrices!in!the!observation!equation.!The!
result!simplifies!subsequent!system!identification!of!TPM!by!reducing!the!complex!
linear!parameter!varying!(LPV)!nature!of!the!model,!thus!avoiding!LPVAtype!
identification!algorithms.!
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HighAresolution!mobile!sensing!and!BIGDATA!processing!applications!were!
considered!in!Section!5.5!to!exemplify!novel!sensing!explorations!with!DSN!data.!In!
highAresolution!mobile!sensing,!information!from!the!responses!at!5,000!sensing!nodes!
was!measured!by!nineteen!moving!sensors!and!condensed!into!a!19!x!1!vector!at!each!
sample,!and!modeled!with!a!38!x!1!state!variable.!Note!theoretically,!in!the!standard!
state!space!model,!the!state!variable!would!be!restricted!to!a!10,000!x!1!vector.!The!
BIGDATA!processing!application!demonstrated!the!versatility!in!offline!DSN!datasets!
and!the!ability!to!process!a!“smart”!subset.!Given!a!very!dense!static!sensor!array!and!an!
enormous!data!matrix,!offline!DSN!provide!the!ability!to!build!an!informationApacked!
data!matrix!from!userAselected!sensor!measurements.!In!the!application,!the!second!
sensor!group!contained!significantly!more!structural!information!than!the!first!sensor!
group,!exhibiting!the!utility!in!offline!DSN!for!processing!BIGDATA.!
! !
!!
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5.7. Nomenclature 
Symbol! Size! Notes! Description!
 A !  pN×pN ! ! Standard!state!matrix!
 A
M
!  pM×pM !  M≪N ! Modal!state!matrix!
 A∗ !  pNα×pNα !  Nα = NO = M ! TPM!state!matrix!
 B !  pN×NO ! ! Standard!state!input!matrix!
 B
M
!  
pM×M !  M≪N ! Modal!state!input!matrix!
 B∗ !  pNα×M !  Nα = NO = M ! TPM!state!input!matrix!
 cd !  N×N !
! Structural!damping!matrix!for!N!DOF!
 Cd
M
!  
M×M !  
M≪N ! Modal!damping!matrix!for!M!modes!
 C !  NO×pN ! ! Standard!observation!Matrix!
 C
M
!  
M×pM !  M≪N ! Modal!Observation!Matrix!
 C
∗
!  
M×pNα !  Nα = NO = M ! TPM!Observation!Matrix!
 k !  N×N ! ! Structural!stiffness!matrix!for!N!DOF!
 K ! Scalar! !
Number!of!time!samples!(no.!of!rows!in!DSN!data!
matrix)!
 K
M
!  M×M !  
M≪N ! Modal!stiffness!matrix!for!M!modes!
 m !  N×N ! ! Structural!mass!matrix!for!N!DOF!
 M ! Scalar! ! Number!modes!included!in!analysis!
 M
M
!  M×M !  
M≪N ! Modal!mass!matrix!for!M!modes!
 n !
Scalar! ! Degree!of!B4spline! 
Ωspline !
 N !
Scalar! ! Total!number!of!sensing!nodes!in!model!(DOF)!
 NO ! Scalar! !
Observation!size!(no.!of!columns!in!DSN!data!
matrix)!
 Nmc !
Scalar! !
Number!of!sensors!(measurement!channels)!in!
dataset!
 p !
Scalar! ! StateAspace!model!order!(theoretically! p = 2 )!
 s !  
N×1! ! Vector!describing!locations!of!all!sensing!nodes!
 si !  
Ni×1! !
Vector!describing!locations!of!sensing!nodes!in!
subset!
 xk !  pN×1! ! Standard!state!vector!at!timeAstep!k!
 xk
*
!  
pNα×1 !  Nα = NO = M ! TPM!state!vector!at!timeAstep!k!
 yk !  NO×1! !
Observation!vector!at!timeAstep!k!(transposed!row!
of!DSN!data!matrix)!
 zk !  
pM×1
!  M≪N ! Modal!state!vector!at!timeAstep!k!
 ηk !  pN×1!
! Forcing!function!at!timeAstep!k!
 υk !  M×1!  M≪N ! Modal!input!at!timeAstep!k!
 Φ !  N×M !
! Mode!shape!matrix!for!M!modes!at!all!sensing!
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nodes!
 Φi !  Ni×M !
!
Mode!shape!matrix!for!M!modes!at!sensing!nodes!
in!subset!i!
 Ω !  
NO×M !  M= NO ! TPM!mode!shape!regression!term!
 Ωsinc !  
NO×M !  M= NO !
Sinc!basis!estimate!for!mode!shape!regression!
term!
 
Ωspline !  NO×M !  M= NO !
B4spline!estimate!of!degree!n!for!mode!shape!
regression!term!
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6. #
System!Identification!Using!Dynamic!
Observations!with!STRIDE!
Contributions#
• Development!of! the! likelihood!function!for! the!stochastic! truncated!physical!model!
(TPM)!
• Provision! of! a! methodology! for! identification! of! a! time! variant! stateGspace! model!
using!an!adjusted!STRIDE,!which!includes!new!MGstep!formulae!for!the!observation!
matrix!and!the!observation!noise!covariance!matrix!
• Discussion! on! the! influence! of! the! use! of! an! approximate! mode! shape! regression!
term!on!the!model!likelihood!and!the!EM!procedure!
 ! 157!
6.1. Introduction#
In!the!previous!chapter,!the!truncated!physical!model!(TPM)!was!introduced!as!an!
efficient!approach!to!include!data!collected!by!a!dynamic!sensor!network!(DSN)!into!the!
modeling!of!structural!systems.!In!this!chapter,!the!STRIDE!algorithm!is!proposed!for!
outputGonly!identification!of!such!models!using!DSN!data.!There!are!two!central!
technical!challenges!within!this!task:!I)!the!time!variant!nature!of!the!observation!
equation!and!II)!the!reliance!of!the!TPM!on!mode!shape!information!prior!to!
identification.!Technically,!a!time!variant!observation!equation!classifies!the!TPM!as!a!
linear!parameter!varying!model,!for!which!identification!approaches!(Bamieh!&!Giarré,!
2002)!can!be!quite!challenging.!In!the!case!of!the!TPM,!the!time!varying!portion!of!the!
model!is!limited!to!a!single!“mode!shape!regression”!parameter,!which!if!known,!
simplifies!the!identification!technique!considerably.!However,!complete!knowledge!of!
this!time!varying!parameter!requires!that!detailed!mode!shape!information!be!known!
before!the!dynamic!properties!of!the!structural!system!have!been!identified,!thus!posing!
a!logical!paradox.!
A!successful!modal!identification!using!DSN!data!would!be!a!significant!
achievement!in!the!field!of!structural!health!monitoring!(SHM);!a!whole!new!class!of!
versatile!datasets!would!suddenly!become!feasible!for!use.!With!fewer!restrictions!on!
SHM!data!format,!nextGgeneration!sensing!techniques!can!be!developed!to!minimize!
setup!costs!and!motivate!more!frequent!data!collection.!It!is!expected!that!important!
structural!condition!information!would!become!more!accessible!to!researchers,!
engineers,!governmental!organizations,!and!the!public.!Furthermore,!mobile!devices!or!
 !
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smartphones!with!advanced!computing!capabilities!are!reasonable!candidates!as!nextG
generation!sensors!and!carry!valuable!communication!functionalities,!which!could!be!
used!for!expediting!information!updates!regarding!a!structure’s!modal!properties,!
triggering!notifications!to!engineers!and!society,!or!improving!emergency!response!
times.!
6.2. Stochastic#Truncated#Physical#Model#(TPM)#
In!this!section,!the!TPM!is!adjusted!to!include!stochastically!driven!states!and!noisy!
observations!for!outputGonly!identification.!In!the!following!equations,!the!state!variable!
represents!the!structural!response!at!the!userGselected!virtual(probing(locations!(VPLs).!
That!is,! xk !is!identical!to! xk
∗ !of!the!previous!chapter.!Similarly,!the!state!matrix!is!
identical!to!the!TPM!state!matrix! A = A
∗ !while!the!observation!matrix!is!defined!as!
 C ≡ΦαC
∗ .!The!observation!matrix!is!defined!in!this!way!to!minimize!the!total!number!of!
parameters!to!be!identified!directly.!It!may!not!be!possible!to!uniquely!identify!
individual!terms!of!this!matrix!product;!moreover,!the!identification!of!this!product!is!
sufficient!for!estimating!structural!mode!shapes.!The!observations! yk !are!the!
measurements!of!the!DSN.!Finally,!the!mode!shape!regression!term!is! Ωk ≡ΦOΦα
−1
!and!
relates!the!modal!ordinates!of!the!VPL!to!the!sensor!locations!at!time!step!k;!this!term!
varies!over!time!and!is!synchronized!with!the!spatial!discontinuities!in!the!DSN!data.!
For!the!purpose!of!establishing!an!identification!framework,!it!will!be!assumed!that!the!
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mode!shape!regression!term!is!known!at!all!time!steps.!The!validity!of!this!assumption!is!
revisited!in!the!following!section!of!this!chapter.!
Equations!(6.1)!and!(6.2)!are!the!state!and!observation!equations!for!the!stochastic!
TPM!and!equations!(6.3)!–!(6.5)!define!aleatory!variables.!!
!  xk = Axk−1 +ηk−1
!
(6.1)
 !  yk =ΩkCxk + υk !
(6.2) 
!  x1∼N(µ,V ) # (6.3) 
!  ηk ∼N(0,Q) ! (6.4) 
!  
υk ∼N 0,R( )
!
(6.5) 
As!in!Chapter!2,!the!state!input! ηk !and!observation!error/noise! νk !terms!are!assumed!
to!be!zeroGmean!and!uncorrelated!Gaussian!vectors!with!diagonal!covariances! Q !and! R ,!
respectively.!The!superGparameter,!which!is!updated!with!each!iteration,!is!defined!in!
equation!(6.6)!as!in!Chapters!2!and!3;!note!the!time!variant!parameter! Ωk !is!not!included.!
!  Ψ= (µ,V ,A,Q,C,R) !
(6.6) 
The!complete!data!logGlikelihood!function!of!the!TPM!is!a!mixture!of!three!Gaussian!
densities!and!is!considered!to!be!a!function!of!the!superGparameter.!
!
 
ln LX,Y Ψ( )( ) =−
S
2
ln 2π( )− 12 lnV −
1
2
x1−µ( )
T
V−1 x1−µ( )
−
KO
2
ln 2π( )− 12 ln R −
1
2
yk −ΩkCxk( )
T
R−1 yk −ΩkCxk( )
k=1
K
∑
−
K−1( )S
2
ln 2π( )− 12 ln Q −
1
2
xk −Axk−1( )
T
Q−1 xk −Axk−1( )
k=2
K
∑
! (6.7) 
The!complete!data!(states)!are!unavailable!so!the!conditional!expectations!of!the!
states!will!be!computed!based!on!a!superGparameter!estimate.!The!conditional!
expectation!of!the!logGlikelihood!function!under!the!superGparameter!at!iteration!j!is!
defined!in!equation!(6.8).!
 !
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!
 
G Ψ j+1 | Ψ j( ) = E ln LX,Y Ψ j( )( ) | y1,…,yK⎡⎣⎢
⎤
⎦⎥ !
(6.8) 
With!the!stochastic!TPM!and!its!parameters!specified,!the!next!section!discusses!
required!adjustments!to!the!STRIDE!algorithm!to!identify!the!superGparameter!for!these!
types!of!models.!
6.3. STRIDE#Algorithm#Adjustments#
The!procedure!and!the!goal!of!STRIDE!remains!the!same!as!in!Chapters!2!and!3.!The!
algorithm!begins!with!an!initial!parameter!set! Ψ0 = (µ0,V0,A0,Q0,C0,R0) !and!iterates!
between!the!expectation!and!maximization!steps!(EGstep!and!MGstep,!respectively)!until!
the!slope!of!the!conditional!logGlikelihood!
 
G Ψ j+1 |Ψ j( ) !(henceforth! G )!has!practically!
attained!its!maximum.!The!EGstep!is!mostly!unaffected!by!the!new!features!of!the!TPM!
however,!two!of!six!MGstep!equations!must!be!revised.!More!specifically,!the!update!
formulae!for!the!observation!matrix!and!the!observation!noise!covariance!matrix!must!
be!derived!analytically!to!account!for!the!timeGvariant!behavior!of!the!observation!
equation!in!the!TPM.!Finally,!the!procedures!for!initial!superGparameter!estimation,!
guidelines!for!model!order!selection,!and!equations!for!extracting!modal!property!
estimates!from!maximum!likelihood!parameter!estimates!may!be!used!as!specified!in!
Chapter!2.!
6.3.1. EDStep#Adjustments#
In!the!EGstep,!the!goal!is!to!provide!minimum!meanGsquared!error!(MSE)!estimates!for!
the!hidden!state!variable!and!its!covariances.!Given!the!data!and!a!superGparameter!
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estimate,!the!conditional!expectation!of!the!states!and!state!covariances!are!desired!as!
defined!in!equations!(6.9)!–!(6.11).!
!  xˆk|K = E xk | y1,…,yK
⎡
⎣⎢
⎤
⎦⎥ !
(6.9) 
!
 
Vˆk,k|K = E xk − xˆk|K( ) xk − xˆk|K( ) | y1,…,yK⎡⎣⎢
⎤
⎦⎥ !
(6.10)  
!
 
Vˆk,k−1|K = E xk − xˆk|K( )
T
xk−1 − xˆk−1|K( ) | y1,…,yK
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥ !
(6.11)  
The!recursive!Kalman!filter!and!RTS!equations!introduced!in!Chapter!2!are!
applicable!to!the!TPM!and!are!identical!in!form,!however,!due!to!the!timeGvarying!
nature!of!the!TP!observation!equation,!an!equivalent!observation!matrix!must!be!used!at!
each!timeGstep!so!that! Ck =ΩkC .!With!this!simple!substitution,!filtered!and!smoothed!
estimates!for!the!state!and!state!covariance!are!computed!for!the!given!superGparameter.!
6.3.2. MDStep#Adjustments#
In!the!MGstep,!each!parameter!is!optimized!based!on!the!conditional!likelihood!function!
at!iteration!j.!Most!of!the!MGstep!formulae!presented!in!Chapter!2,!remain!valid!for!
identification!of!the!TPM!with!dynamic!observations.!The!two!updating!formulae!
pertaining!to!observation!equation!parameters!must!be!modified.!The!following!four!
updating!equations!remain!as!presented!in!Chapter!2:!
!
 
Aj+1 = xˆk|Kxˆk−1|K
T +Vˆk,k−1|K
⎡
⎣⎢
⎤
⎦⎥k=1
K
∑ xˆk−1|Kxˆk−1|KT +Vˆk−1,k−1|K⎡⎣⎢
⎤
⎦⎥k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
!
(6.12) 
!
 
Qj+1 =
1
K
xˆk|Kxˆk
T +Vˆk,k|K( )
k=1
K
∑ −Aj+1 xˆk−1|Kxˆk|KT +Vˆk−1,k|K( )
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟ !
(6.13)  
!  
µ j+1 = xˆ1|K !
(6.14)  
!  Vj+1 =Vˆ1,1|K !
(6.15)  
Updating!formulae!for!the!observation!matrix!and!the!observation!noise!covariance!
matrix!are!derived!through!maximization!of!the!conditional!logGlikelihood!function,!that!
 !
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is,!the!solution!of! ∂G ∂ψ= 0
!
for! ψ∈Ψ .!A!shorthand!notation! 
E(K,j) i( )⎡⎣⎢ ⎤⎦⎥ = E i( ) | y1,…,yK,Ψ j⎡⎣⎢ ⎤⎦⎥ !
is!adapted!to!simplify!a!recurring!conditional!expectation.!Equation!(6.16)!shows!the!
partial!derivative!of! G !with!respect!to!the!observation!matrix! C .!
!
 
∂G
∂C
=
∂
∂C
E(K,j) −1
2
yk −Cxk( )
T
R−1 yk −Cxk( )
k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
= R−1 ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥ −CE
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥( )
k=1
K
∑ = 0
!
(6.16)  
Next,!in!equation!(6.17)!the!individual!terms!are!vectorized!and!the!Kronecker!
product!is!implemented!to!remove!the!observation!matrix!
!
from!the!secondGterm!
summation.!
!
 
0 = vec Ωk
TykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−vec Ωk
TΩkCE
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
0 = vec Ωk
TykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
− E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
T
⊗Ωk
TΩk
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
vec C( )
vec Cj+1( ) = E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥
T
⊗Ωk
TΩk
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
vec Ωk
TykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
!
(6.17) 
The!last!line!of!equation!(6.17)!is!the!new!MGstep!formula!for!the!observation!
equation!
 
Cj+1 .!Next,!the!updating!formula!for!the!observation!noise!covariance!is!
considered;!equation!(6.17)!shows!the!partial!derivative!of! G !with!respect!to! R
−1 .!
!
 
∂G
∂R−1
=
∂
∂R−1
E(K,j) −K
2
ln R( )− 12 yk −ΩkCxk( )
T
R−1 yk −ΩkCxk( )
k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
=
K
2
R− 1
2
ykyk
T −ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥C
TΩk
T −ΩkCE
(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T −ΩkCE
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥C
TΩk
T( )
k=1
K
∑
Rj+1 =
1
K
ykyk
T −ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥C
TΩk
T −ΩkCE
(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T −ΩkCE
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥C
TΩk
T( )
k=1
K
∑
!
(6.18)  
The!updated!observation!matrix!is!used!for!the!observation!noise!covariance!
updating!formula.!
!
 
Rj+1 =
1
K
ykyk
T −ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥Cj+1
T Ωk
T −ΩkCj+1E
(K,j) xk⎡⎣⎢ ⎤⎦⎥ yk
T −ΩkCj+1E
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥Cj+1
T Ωk
T( )
k=1
K
∑
!
(6.19) 
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With!the!MGstep!formulae!provided!in!this!section,!the!superGparameter!for!the!TPM!
can!be!updated!and!EM!proceeds!to!the!next!iteration,!namely! j+1.!
!  
Ψ j+1 = (µ j+1,Vj+1,Aj+1,Qj+1,Cj+1,Rj+1) !
(6.20) 
6.4. Influence#of#Approximate#Mode#Shape#Regression#Relations#
The!time!variant!mode!shape!regression!term!poses!a!challenge!in!the!identification!of!
the!TPM.!In!the!development!of!this!adjusted!STRIDE!framework,!it!was!assumed!that!
the!exact!mode!shape!regression!relations! Ωk !were!available!with!the!data;!however,!in!
practice,!this!is!not!the!case!and!so!these!relations!must!be!estimated!by!another!method.!
The!previous!chapter!introduced!the!concept!of!reformulating!WhitakerGKotelnikovG
Shannon!(WKS)!(Kotelnikov,!1933;!Shannon,!1998;!E.!T.!Whittaker,!1915;!J.!M.!Whittaker,!
1928)!sampling!reconstruction!theory!exclusively!for!interpolation!of!structural!mode!
shapes.!More!specifically,!mode!shape!ordinates!at!one!set!of!sensing!nodes!were!related!
to!mode!shape!ordinates!at!another!set,!through!sinc!basis!functions.!The!relation!was!
rearranged!to!show!sinc!bases!can!estimate!the!mode!shape!regression!term! Ωk .!
Additionally,!it!was!demonstrated!that!the!B1spline!is!also!a!reasonable!estimator!for! Ωk .!
To!implement!this!approach!for!DSN!data!in!the!TPM,!the!locations!of!all!sensors!in!the!
DSN!must!be!known!at!all!times!and!virtual(probing(locations!(VPLs)!must!be!selected.!
For!best!results,!it!was!recommended!that!VPLs!were!uniformly!spaced.!
When!an!approximate!mode!shape!regression!term!is!used,!a!systematic!error!is!
introduced!into!the!likelihood!function!through!the!approximation!error! εk = Ωˆk−Ωk ,!
which!is!dependent!on!the!DSN!data!and!userGspecified!VPLs.!The!systematic!error!in!
 !
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the!model!is!the!approximation!error!propagated!through!the!likelihood!function.!With!
the!addition!of!this!error,!the!model!assumption!of!uncorrelated!Gaussian!observation!
errors,!as!defined!by! υk !and! R !
in!equation!(6.5),!is!violated.!The!observation!errors!are!
no!longer!completely!random!and!are!more!accurately!described!as!the!sum!of!a!
stochastic!part!
 
Ν Ψj,y( ) !and!a!systematic!part! Ε Ωˆ,Ψj,y( ) !as!depicted!in!equation!(6.21).!
!
 
yk−ΩˆkCjxk( )
T
Rj
−1 yk−ΩˆkCjxk( )
k=1
K
∑ =Ν Ψj,y( )+Ε Ωˆ,Ψj,y( ) ! (6.21) 
The!MGstep!is!designed!to!maximize!the!likelihood!function,!therefore,!minimize!
Gaussian!model!errors.!More!specifically,!in!Chapter!2,!the!EM!procedure!defined!by!
 
Ψ j →Ψ j+1 ,!is!guaranteed!to!increase!the!model!likelihood!as!iterations!progress;!this!is!
equivalent!to!a!guarantee!on!decreasing!the!assumed!stochastic!model!error.!When!the!
form!of!the!modeling!error!is!changed,!a!consistent!reduction!in!model!errors!through!
the!EM!procedure!cannot!be!guaranteed.!Nevertheless,!STRIDE!can!still!be!implemented!
successfully!because!the!MGstep!targets!the!minimization!of!
 
Ν Ψj,y( ) ;!it!is!expected!that!at!
least,!the!stochastic!part!of!the!error!diminishes!as!
 
Ψ j →Ψ j+1 .!The!influence!of!the!EM!
procedure!on!the!systematic!part!
 
Ε Ωˆ,Ψj,y( ) !is!highly!dependent!on!the!mode!shape!
regression!approximation!and!DSN!data!and!so,!its!behavior!cannot!be!accurately!
predicted.!!
It!is!anticipated!that!if! Ωˆ !is!a!reasonably!accurate!estimator!of! Ω ,!the!EM!procedure!
will!be!unchanged!until!a!certain!point.!When!the!stochastic!error!is!reduced!beyond!the!
systematic!error,!this!systematic!error!will!dominate!the!total!model!error!and!further!
iterations!may!be!ineffective.!Iterations!beyond!this!point!may!actually!decrease!the!
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likelihood!function!since!the!MGstep!formulae!do!not!impact!the!systematic!error!in!a!
predictable!manner.!Fortunately,!with!the!ideal!TPM!likelihood!function!available,!its!
computation!is!trivial!and!most!importantly,!in!these!cases,!STRIDE!can!still!determine!
MLE!for!the!superGparameter!through!one!simple!guideline:!if!an!iteration!(j)!yields!a!
decrease!in!the!likelihood!function,!end!the!EM!procedure!and!the!superGparameter!of!
the!previous!iteration!(jG1)!is!the!MLE.!In!the!next!section,!successful!TPM!identifications!
using!STRIDE!are!presented.!
6.5. Identification#of#a#Beam#Structure#using#Mobile#Sensors#
The!goal!of!this!section!is!to!identify!the!modal!properties!of!a!structural!system!using!
data!collected!from!a!dynamic!sensor!network!(DSN).!In!this!case,!the!DSN!data!are!the!
observations!of!the!time!variant!TPM,!which!is!to!be!identified!using!the!adjusted!
STRIDE!algorithm.!!
A!5,000!DOF!beam!structure,!with!natural!frequencies!ranging!from!0.27!Hz!to!98.19!
Hz,!introduced!in!the!previous!section!is!studied.!The!structure!is!subjected!to!a!vertical!
white!noise!ground!motion!at!the!supports!with!a!frequency!cut!off!at!25!Hz.!The!
structural!response!is!measured!by!a!group!of!nine!moving!sensors!that!are!equally!
separated!by!200!sensing!nodes!and!sample!at!50!Hz.!The!group!shifts!to!adjacent!
sensing!nodes!at!a!constant!speed!of!one!node!per!sample.!Sensing!nodes!1!through!
5,000!are!numbered!sequentially!beginning!from!the!left.!The!structural!response!is!
truncated!to!the!first!nine!modes!for!simulation!of!the!response!data,!and!the!
identification!of!the!first!four!modes!is!targeted.!!
 !
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!Figure 6.1. Positions of mobile sensors at selected samples. During data collection the mobile 
sensor group completes two full cycles over the bridge, covering all 5,000 sensing nodes. 
Figure!6.1!provides!the!sensor!positions!and!directions!for!selected!samples!in!the!
DSN!dataset.!The!sensing!group!begins!with!the!leftGmost!sensor!at!the!leftGmost!sensing!
node!of!the!beam!at!sample!k!=!1,!and!the!group!moves!rightward!until!the!rightGmost!
sensor!reaches!the!rightGmost!sensing!node!at!sample!k!=!1,000,!at!which!time,!the!
mobile!sensors!reverse!direction.!When!the!senor!group!returns!to!their!starting!points,!a!
full!cycle!is!completed;!the!sensing!group!performs!two!full!cycles,!collecting!4,000!
samples!in!total.!
The!DSN!dataset!that!would!result!from!the!physical!DSN!specified!above!is!
computed!using!the!exact!TPM.!Additionally,!1%!noise!was!added!to!DSN!data!to!
simulate!random!measurement!errors.!The!performance!of!the!adjusted!STRIDE!
algorithm!is!established!through!repeated!implementations!with!various!mode!shape!
sensor positions at sample k = 1
SCANNING A BEAM RESPONSE WITH NINE MOBILE SENSORS
Beginning of first cycle: sensors begin to move rightward
Half-way through first cycle: sensors begin to move leftward
sensor positions at sample k = 2,000
Beginning of second cycle: sensors begin to move rightward again
sensor positions at sample k = 4,000
End of second cycle. Data collection ends.
sensor positions at sample k = 1,000
...
...
...
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regression!terms!–!representing!both!a!range!of!approximation!techniques!and!VPL!
choices.!
6.5.1. Results#
For!identification,!twelve!repeated!STRIDE!algorithms!processed!the!same!DSN!dataset!
under!variations!of!the!TPM.!The!variations!included!three!mode!shape!regression!
terms:!exact,!sinc,!and!spline;!and!four!sets!of!equallyGspaced!VPLs!labeled! sA !through!
 sD ,!listed!in!Table!6.1.!
Table 6.1. Sensing node numbers for each VPL in all four sets considered. 
Subset! VPL!1! VPL!2! VPL!3! VPL!4! VPL!5! VPL!6! VPL!7! VPL!8! VPL!9!
 sA ! 250! 750! 1250! 1750! 2250! 2750! 3250! 3750! 4250!
 sB ! 375! 875! 1375! 1875! 2375! 2875! 3375! 3875! 4375!
 sC ! 500! 1000! 1500! 2000! 2500! 3000! 3500! 4000! 4500!
 sD ! 625! 1125! 1625! 2125! 2625! 3125! 3625! 4125! 4625!
The!VPL!selection!dictates!the!locations!at!which!modal!ordinates!are!estimated.!By!
repeating!the!identification!for!numerous!sets!of!VPLs,!more!spatial!information!can!be!
extracted!from!the!same!dataset.!More!specifically,!four!nonGoverlapping!sets!of!nine!
VPLs!will!yield!mode!shapes!with!thirtyGsix!estimated!ordinates:!a!dense!spatial!
resolution!given!relatively!few!sensors.!
STRIDE!identifications!used!initial!state!and!observation!matrices!estimated!by!ERAG
OKIDGOO!(Chang!&!Pakzad,!2013)!at!model!order!four!( p = 4 ).!The!slope!threshold!for!
STRIDE!was!selected!to!be! θ= 1×10−4 ,!however!as!mentioned,!if!at!after!any!iteration!the!
likelihood!decreases,!the!algorithm!will!stop!and!MLE!are!determined!from!the!
penultimate!iteration.!
 !
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Table 6.2. Exact modal properties of beam structure and those estimated using STRIDE. 
Identified modal properties are averaged over the four sets of VPL results. * denotes one or more 
appearance of a negative value among VPL results, in which case, its absolute value was used. 
Natural!Frequencies!(Hz)
!
Mode!
Exact!
Values!
STRIDE!with!Exact!
MSR!
STRIDE!with!Sinc!
MSR!
STRIDE!with!Spline!
MSR!
1! 0.2730! 0.2716! 0.2710! 0.2713!
2
!
1.088! 1.090! 1.089! 1.089!
3
!
2.448! 2.447! 2.447! 2.447!
4
!
4.352! 4.352! 4.351! 4.352!
Damping!Ratios!
!
Mode!
Exact!
Values!
STRIDE!with!Exact!
MSR!
STRIDE!with!Sinc!
MSR!
STRIDE!with!Spline!
MSR!
1! 0.027! 0.089*! 0.245*! 0.083*!
2
!
0.109! 0.472! 0.410! 0.400!
3
!
0.244! 0.023*! 0.025*! 0.023*!
4
!
0.434! 0.082! 0.086! 0.072!
In!Table!6.2,!the!STRIDE!estimates!for!frequency!and!damping!are!provided.!Each!
estimate!is!the!average!of!four!sets!of!VPL!results.!The!results!consider!STRIDE!
identifications!using!exact,!sinc,!and!cublic!spline!mode!shape!regression!(MSR)!terms.!
Frequency!and!damping!estimates!remained!consistent!throughout!variations!in!MSR!
terms.!For!all!MSR!types!and!all!structural!modes,!the!frequency!estimates!were!very!
accurate!and!were!nearly!identical!to!the!exact!values.!The!identified!damping!ratios!
were!not!as!accurate!and!typically!underestimated!the!true!values.!!
Table!6.3!provides!computed!modal!assurance!criteria!(MAC)!values!between!the!
identified!modal!ordinates!at!each!VPL!set!and!the!exact!mode!shape.!In!general,!the!
identified!mode!shapes!are!consistent!with!the!exact!mode!shapes,!as!indicated!by!the!
numerous!values!that!are!very!close!to!1.00.!The!MAC!values!decrease!slightly!as!MSR!is!
approximated!however,!the!sinc!MSR!approximation!was!highly!accurate,!as!its!
minimum!value!was!0.99.!Identifications!using!the!spline!MSR!approximation!were!also!
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very!accurate;!all!but!two!MAC!values,!which!correspond!to!the!first!mode!for!VPL!sets!
C!and!D,!fell!between!0.95!and!1.00.!
Table 6.3. MAC values computed between exact mode shape and corresponding VPLs. 
Twelve STRIDE identifications consider three mode shape regression terms and four sets of 
VPLs. 
MAC!Values:!Exact!MSR!Term
!
VPL!Set! Mode!1! Mode!2! Mode!3! Mode!4!
 sA ! 1.00! 1.00! 1.00! 1.00!
 sB ! 1.00! 1.00! 1.00! 1.00!
 sC ! 1.00! 1.00! 1.00! 1.00!
 sD ! 1.00! 1.00! 1.00! 1.00!
MAC!Values:!Sinc!MSR!Term
!
VPL!Set! Mode!1! Mode!2! Mode!3! Mode!4!
 sA ! 1.00! 1.00! 1.00! 1.00!
 sB ! 1.00! 1.00! 1.00! 0.99!
 sC ! 1.00! 1.00! 1.00! 0.99!
 sD ! 1.00! 1.00! 1.00! 1.00!
MAC!Value:!Spline!MSR
!
VPL!Set! Mode!1! Mode!2! Mode!3! Mode!4!
 sA ! 1.00! 1.00! 1.00! 0.98!
 sB ! 1.00! 0.99! 0.98! 0.95!
 sC ! 0.75! 1.00! 1.00! 1.00!
 sD ! 0.68! 1.00! 0.99! 0.99!
In!Figure!6.2,!the!identified!aggregate!mode!shapes!are!superimposed!on!the!exact!
values!for!the!first!four!structural!modes.!STRIDE!with!exact!MSR!terms!analyzed!the!
DSN!data!four!times,!one!at!each!VPL!group,!resulting!in!thirtyGsix!modal!ordinates.!
MAC!values!between!the!identified!aggregate!mode!shapes!and!the!exact!mode!shapes!
were!computed!and!are!all!nearly!1.00.!The!identification!demonstrates!an!accurate!
mode!shape!with!a!highGresolution;!however,!an!exact!MSR!assumes!mode!shape!
information!was!available!prior!to!identification.!!
 !
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!Figure 6.2. STRIDE mode shapes at thirty-six sensing nodes using Exact MSR terms 
In!Figure!6.3,!aggregate!mode!shapes!from!STRIDE!with!sinc!approximations!for!
MSR!terms!are!provided.!MAC!values!between!the!identified!aggregate!mode!shapes!
are!all!nearly!perfect.!Not!only!does!this!accuracy!demonstrate!the!utility!of!approximate!
MSR!terms,!but!it!is!clear!that!the!dense!spatial!information!required!to!form!these!
shapes!is!embedded!within!the!DSN!data,!further!supporting!the!efficiency!of!DSN!over!
fixed!sensor!networks.!
Lastly,!in!Figure!6.4!provides!the!aggregate!mode!shapes!identified!from!STRIDE!
with!cubic!spline!approximations!for!MSR!terms.!The!computed!MAC!values!indicate!an!
exceptional!identification!of!mode!shapes!two,!three,!and!four.!Three!outliers!at!sensing!
nodes!1000,!1125,!and!4625!can!be!seen!among!the!aggregate!ordinates,!which!estimate!
the!first!mode!shape.!After!a!closer!look,!it!becomes!evident!that!the!magnitudes!of!these!
points!are!fairly!accurate!and!it!is!the!signs!that!are!opposite.!Nonetheless,!the!identified!
modal!ordinates!permit!an!accurate,!spatially!dense!construction!of!all!four!mode!
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shapes.!Furthermore,!the!approximate!MSR!results!have!the!same!high!accuracy!as!the!
exact!MSR,!validating!the!use!of!sinc(and!spline(bases!for!identification!of!the!TPM!with!
DSN!data.!!
!Figure 6.3. STRIDE mode shapes at thirty-six sensing nodes using sinc MSR terms 
 
Figure 6.4. STRIDE mode shapes at thirty-six sensing nodes using spline MSR terms 
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6.6. Conclusions#
In!this!chapter,!a!method!for!structural!modal!identification!using!dynamic!sensor!
measurements!with!STRIDE!was!presented.!The!stochastic!truncated!physical!model!
(TPM)!and!its!likelihood!function!were!constructed!to!extend!the!utility!of!STRIDE!to!
identify!such!models!using!dynamic!sensor!network!(DSN)!data.!Two!central!technical!
challenges!of!this!approach!included!the!time!variant!nature!of!the!observation!equation!
and!the!apparent!reliance!of!the!TPM!on!mode!shape!information!prior!to!identification.!
The!MGstep!formulae!in!the!STRIDE!algorithm!was!adjusted!to!properly!account!for!the!
timeGvarying!mode!shape!regression!(MSR)!term!in!the!observation!equation.!!
In!practice,!the!exact!MSR!relations!cannot!be!known!prior!to!modal!identification,!
thus!they!must!be!approximated!through!some!technique.!Technically,!this!
approximation!introduces!a!systematic!error!and!violates!the!model!assumption!of!
purely!random!observation!errors,!so!that!the!EM!procedure!is!no!longer!guaranteed!to!
increase!in!likelihood!after!each!iteration.!However,!it!was!demonstrated!that!MSR!terms!
can!be!reasonably!estimated!by!sinc!or!spline!bases!and!STRIDE!can!successfully!
determine!maximum!likelihood!estimates!(MLE)!because!the!adjusted!MGstep!targets!the!
minimization!of!the!stochastic!modeling!error!in!the!observation!equation.!!
An!application!was!presented!to!demonstrate!a!successful!system!identification!
using!data!from!nine!mobile!sensors!covering!5,000!sensing!nodes!of!a!beam!structure.!
Repeated!STRIDE!using!approximate!MSR!terms!and!various!sets!virtual!probing!
locations!(VPLs)!provided!highly!accurate!frequency!estimates!as!well!as!very!dense!
mode!shapes!that!were!nearly!coincident!with!the!true!values.!Aggregate!mode!shapes!
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with!thirtyGsix!modal!ordinates!were!produced!from!modal!ordinates!identified!from!the!
VPL!sets.!The!successful!identification!a!structure!using!few!sensors!demonstrated!the!
utility!of!approximate!MSR!terms!and!certified!the!high!spatial!capacity!of!DSN!data,!
further!supporting!the!efficiency!of!DSN!over!fixed!sensor!networks.!
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7. #
Denouement!
7.1. Summary#
Modern!system!identification!(SID)!procedures!rely!on!fixed!sensor!networks!for!data!
collection,!in!which!suitable!sensing!areas!are!limited!and!resulting!data!contain!
restricted!information.!Mobile!sensors!simultaneously!record!data!in!time!while!moving!
in!space,!so!that!few!sensors!collect!data!containing!dense,!lessDrestricted!spatial!
information!and!provide!a!more!costDeffective!option!to!a!dense!array!of!fixed!sensors.!
This!work!considered!mobile!sensing!data!from!incomplete!and!complete!data!
perspectives!–!each!requiring!a!different!modeling!approach.!The!chapters!in!this!
dissertation!shared!the!central!theme!of!establishing!a!theoretical!foundation!for!the!use!
of!mobile!sensor!networks!in!outputDonly!SID.!
In!Chapter!2!the!Structural!Identification!using!Expectation!Maximization!(STRIDE)!
algorithm!was!introduced!as!a!novel!application!of!the!EM!algorithm!and!approach!for!
outputDonly!SID.!The!main!benefits!of!STRIDE!are!its!capability!for!providing!an!
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accurate,!comprehensive!modal!analysis!at!model!orders!significantly!lower!than!those!
of!other!SID,!its!iterations!affect!cumulative!FLOPs!linearly!while!model!orders!affect!
other!SID!algorithms!cubically,!it!avoids!an!involved!model!order!selection!procedure,!
and!it!has!provided!more!stable,!accurate!damping!ratio!estimates!the!SID!algorithms!
which!require!model!order!selection.!Finally,!STRIDE!is!only!the!most!basic!
implementation!of!the!EM!algorithm!–!there!have!been!countless!modifications!to!this!
date,!which!are!designed!to!remedy!its!least!attractive!features!such!as!slow!convergence!
or!lack!of!confidence!bounds!(these!were!derived!in!Chapter!4).!Performances!of!STRIDE!
were!validated!by!comparing!its!modal!estimates!to!those!of!ERADNExT,!ERADOKIDD
OO,!and!AR!for!a!simulated!beam!response!as!well!as!ambient!vibrations!from!the!
Northampton!Street!Bridge!and!the!Golden!Gate!Bridge.!In!both!realDworld!applications,!
STRIDE!required!fewer!cumulative!FLOPs!than!ERADOKIDDOO.!
In!Chapter!3,!the!incomplete!data!perspective!of!mobile!sensor!data!was!formally!
introduced!and!necessary!STRIDE!equations!to!process!data!sets!with!missing!
observations!were!presented.!With!modified!ED!and!MDsteps,!STRIDE!became!the!first!
modal!identification!method!to!formally!accept!data!with!missing!observations,!
permitting!analyses!of!incomplete!datasets,!such!as!mobile!sensor!data!or!corrupted!
fixed!sensor!data.!An!investigation!on!the!identification!of!a!simulated!tenDDOF!shear!
structure!demonstrated!that!an!accurate!comprehensive!modal!analysis!is!possible!when!
a!large!portion!(40%)!of!observations!were!missing.!!
Two!realDworld#applications!exemplified!common!STRIDE!implementations!using!
Golden!Gate!Bridge!ambient!vibration!data!collected!using!a!wireless!sensor!network.!A!
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missing!packets!application!simulated!lowDreliability!data!collection,!randomly!
removing!20%!observations!from!the!full!data,!and!a!mobile!sensing!network!was!
simulated!using!ten!moving!sensors!over!fortyDnine!sensing!nodes,!resulting!in!82%!
missing!data.!Both!applications!used!STRIDE!at!a!minimum!model!order!(p!=!2)!to!
successfully!identify!nineteen!vibration!modes!below!1!Hz!with!high!frequency!accuracy!
and!damping!consistency.!Obtaining!such!results!using!alternate!SID!methods!often!
requires!multiple!SID!implementations!at!increasing!high!model!orders.!
It!was!demonstrated!that!STRIDE!is!capable!of!comprehensive,!accurate!modal!
analyses!at!low!model!orders!(p!=!2!or!4)!when!observations!are!missing,!indicating!the!
presence!of!valuable!structural!vibration!information!within!SHM!data!even!in!
circumstances!limited!sensor!network!reliability.!Additionally,!in!cases!of!intentional!
missing!data!mechanisms!such!as!mobile!sensing,!STRIDE!efficiently!identified!
structural!modal!properties!using!significantly!fewer!sensor!data,!encouraging!the!
practice!of!mobile!sensor!networks!in!future!SHM!projects.!In!the!Golden!Gate!Bridge!
application,!nine!moving!sensors!on!the!west!side!of!the!main!span!accurately!estimated!
high!order!mode!shapes!which!contained!over!nine!inflection!points!and!higher;!an!
achievement!not!possible!for!nine!fixed!sensors.!Furthermore,!the!spatial!resolutions!in!
these!shapes!were!comparable!to!those!of!fortyDnine!fixed!sensors,!as!implied!in!MAC!
values!of!0.97!and!above!calculated!for!these!shapes.!This!feat!supported!the!hypothesis!
that!mobile!sensor!networks!can!preserve!spatial!information.!
In!Chapter!4,!maximum!likelihood!(ML)!theory!was!applied!to!establish!a!better!
understanding!how!STRIDE!modal!estimates!may!differ!from!the!true!values.!A!set!of!
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sensitivity!metrics!to!be!used!along!likelihoodDbased!modal!identification!methods!was!
presented.!ClosedDform!partial!derivatives!of!the!likelihood!function!are!directly!related!
to!observed!information!and!variance!expressions!for!discreteDtime!stochastic!stateDspace!
model!parameters.!Derivatives!were!computed!analytically!for!the!observation!matrix,!
the!state!matrix,!state!matrix!eigenvalues,!and!state!matrix!eigenvectors.!Standard!error!
formulae!and!confidence!intervals!were!constructed!for!natural!frequencies,!damping!
ratios,!and!mode!shapes!by!implementing!asymptotic!characteristics!of!ML!estimators.!!
While!the!equations!supplement!STRIDE,!they!are!applicable!to!any!modal!
identification!technique!formulated!within!the!stateDspace!model.!An!application!to!
structural!modal!identification!compared!closedDform!asymptotic!parameter!metrics!to!
Monte!Carlo!bootstrap!estimates.!In!this!chapter,!the!precision!of!MLEs!were!
demonstrated!to!be!higher!than!bootstrapping!while!still!enclosing!the!true!values.!In!
short,!the!asymptotic!advantages!of!MLE!are!distinct!and!valuable,!further!supporting!
ML!methods!for!structural!modal!identification.!
In!Chapter!5,!the!complete!data!perspective!of!mobile!sensor!data!was!formally!
introduced!as!part!of!a!whole!new!class!of!data,!dynamic!sensor!networks!(DSN),!
targeted!to!store!measurements!from!a!very!large!quantity!of!sensing!nodes!efficiently!in!
a!minimumDsized!matrix.!Spatial!discontinuities!in!DSN!data!matrices!enable!a!high!
capacity!for!storing!spatial!information!and!a!physical!DSN!system!is!not!required!to!
obtain!such!data.!Classical!stateDspace!models!were!modified!to!represent!DSN!datasets!
and!associated!modeling!challenges!were!identified.!A!truncated!physical!model!(TPM)!
was!proposed!as!a!computationally!efficient!technique!to!address!these!challenges.!A!
 !
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key!feature!of!the!TPM!is!an!unrestricted!physical!state!variable,!which!represents!userD
defined!virtual(probing(locations!(VPLs);!in!other!words,!the!user!may!choose!which!
sensing!nodes!define!the!state!variable.!This!is!a!vast!improvement!on!the!coupled!
nature!between!states!and!sensing!nodes!in!the!standard!stateDspace!model.!The!
approximation!of!the!mode!shape!regression!term,!in!the!TPM,!through!basis!functions,!
such!as!sinc!or!spline,!was!discussed.!HighDresolution!mobile!sensing!and!BIGDATA!
processing!applications!exemplified!novel!sensing!explorations!with!DSN!data.!!
In!Chapter!6,!a!structural!modal!identification!method!for!dynamic!sensor!
measurements!was!presented.!The!stochastic!TPM!and!its!likelihood!function!were!
constructed!to!extend!the!utility!of!STRIDE!to!identify!such!models!using!DSN!data.!
Two!central!technical!challenges!of!this!approach!included!the!time!variant!nature!of!the!
observation!equation!and!the!apparent!reliance!of!the!TPM!on!mode!shape!information!
prior!to!identification.!The!MDstep!formulae!in!the!STRIDE!algorithm!were!adjusted!to!
properly!account!for!the!timeDvarying!mode!shape!regression!(MSR)!term!in!the!
observation!equation.!In!practice,!the!exact!MSR!relations!cannot!be!known!prior!to!
modal!identification!and!must!be!approximated.!However,!following!the!suggestion!of!
the!previous!chapter,!it!was!demonstrated!that!MSR!terms!can!be!reasonably!estimated!
by!sinc!and!spline!bases.!
An!application!was!presented!to!demonstrate!a!successful!system!identification!
using!data!from!nine!mobile!sensors!covering!5,000!sensing!nodes!of!a!beam!structure.!
Repeated!STRIDE!using!approximate!MSR!terms!and!various!sets!of!VPLs!provided!
highly!accurate!frequency!estimates!as!well!as!very!dense!mode!shapes!that!were!
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coincident!with!the!true!values.!Aggregate!mode!shapes!with!thirtyDsix!modal!ordinates!
were!produced!from!modal!ordinates!identified!from!the!VPL!sets.!The!successful!
identification!of!a!structure!using!few!sensors!demonstrated!the!utility!of!approximate!
MSR!terms!and!certified!the!high!spatial!capacity!of!DSN!data,!further!supporting!the!
efficiency!of!DSN!over!fixed!sensor!networks.!!
7.2. Achievements#
I. Developed the Structural Identification using Expectation Maximization 
(STRIDE) algorithm, a maximum likelihood (ML) time-domain state-space 
approach for estimating structural modal properties. STRIDE!is!capable!of!
accurate!modal!estimates!at!significantly!lower!model!orders!than!common!
system!identification!(SID)!algorithms.!When!considering!multiple!runs!of!an!
SID!algorithm!at!increasing!model!orders!(which!is!often!required!for!a!
comprehensive!modal!identification),!STRIDE!can!accurately!identify!modal!
properties!using!a!comparable,!sometimes!smaller,!number!of!cumulative!FLOPs!
when!compared!to!ERADNExT,!ERADOKIDDOO,!or!AR.!
II. Presented a new Expectation (E-step) and Maximization (M-step) formulae for 
STRIDE, making it the first modal identification technique to accept datasets 
with missing observations. It is now possible to analyze data collected from an 
low-reliability sensor network or a mobile sensor network and thus, observe 
potential losses in information resulting from data loss. 
III. Quantitatively demonstrated that given the same number of sensors, a mobile 
sensor network produces superior spatial information when compared to a fixed 
sensor network. 
 !
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IV. Derived closed-form partial derivatives, observed information, and variance 
expressions for stochastic state-space model parameters and features that 
influence modal property estimates. Formulation of confidence intervals for 
maximum likelihood estimates (MLE) of modal properties. 
V. Defined a new class of SHM data, dynamic sensor networks (DSN), for use in 
structural health monitoring and developed three theoretical state-space models 
capable of processing such data, including a novel and efficient truncated 
physical model (TPM). 
VI. Conceptualized a technique for approximating the regression coefficients for 
modal ordinates at one set of sensing nodes onto modal ordinates at another set 
with basis functions, such as sinc or spline. 
VII. Provided!a!methodology!for!identification!of!a!time!variant!TPM!using!a!STRIDE!
algorithm!suited!for!processing!DSN!data.!Validated!its!performance!through!a!
successful! beam! identification! using! data! collected! by! nine! moving! sensors!
covering! 5,000! sensing! nodes! and! approximate! mode! shape! regression! (MSR)!
terms.! Repeated! identifications! using! the! same! data!with! various! selections! of!
virtual(probing(locations! (VPLs)!yielded!accurate!and!spatially!dense!mode!shape!
estimates!using!relatively!few!sensors!and!demonstrated!the!advantages!of!DSN!
data.!
VIII. Discussed! the! influence! of! the! use! of! an! approximate! mode! shape! regression!
(MSR)!term!on!the!model!likelihood!and!the!EM!procedure!
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7.3. Holistic#Insight#
The!goals!of!this!dissertation!have!been!accomplished.!The!framework!for!mobile!sensor!
networks!presented!is!capable!of!accurate!and!comprehensive!modal!identifications.!The!
hypothesis!that!given!the!same!number!of!sensors!a!mobile!sensor!network!produces!
superior!spatial!information!compared!to!a!fixed!sensor!network!was!first!verified!at!the!
end!of!Chapter!3,!after!a!successful!STRIDE!identification!of!simulated!mobile!sensor!
network!scanning!the!Golden!Gate!Bridge.!The!success!of!this!study!motivated!an!
improvement!in!data!and!model!efficiency!triggering!the!concept!of!DSNs,!a!whole!new!
class!of!SHM!data.!In!Chapter!6,!the!same!mobile!sensor!dataset!was!analyzed!(as!a!DSN!
dataset)!repeatedly,!each!time!extracting!additional!spatial!information,!further!
validating!the!hypothesis.!
This!framework!contributes!significantly!to!the!theory!and!practice!of!novel!sensing!
techniques!and!is!towards!making!important!structural!condition!information!accessible!
to!researchers,!engineers,!governmental!organizations,!and!the!public.!!
A!greater!impact!of!this!work!includes!more!frequent!structure!evaluations!as!new!
data!is!obtained.!With!mobile!sensors,!setup!costs!are!low!and!daily!structural!
monitoring!becomes!feasible.!With!a!regular!flow!of!incoming!data,!engineers!can!
establish!confidence!in!structural!health!assessments!and!update!existing!structural!
health!metrics.!Consider!automated!structural!health!reports!that!represent!current!
conditions!of!the!infrastructure.!With!new!sensing!technologies,!this!framework!
facilitates!rapid!condition!assessment!immediately!following!a!natural!disaster.!Mobile!
devices!with!advanced!computing!capabilities!expedite!information!updates!on!a!
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structure’s!health,!triggering!notifications!to!engineers!and!society,!improving!
emergency!response!times,!e.g.,!significant!changes!in!health!metrics!can!help!identify,!
categorize,!and!locate!structural!damage.!It!is!my!sincere!hope!that!with!mobile!sensor!
networks,!SHM!data!collection!will!eventually!become!a!frequent!procedure!that!enables!
expedited!knowledge!of!structural!health.!
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A.  
Appendix 
A.1. A Note on Dynamic-Vehicle Interaction 
Since mobile sensors do not refer to any specific devices, there are various data 
collection methods implementing them. The simplest form of mobile sensing can be 
illustrated by navigating a remote control toy-sized car, equipped with onboard sensors, 
e.g. Imote2 (Nagayama et al. 2007) or a smartphone, over the roadway of a bridge. 
Another form would simply substitute an actual vehicle in the previous setup; however, 
this specific case would have additional complications due to vehicle-bridge interaction.  
Mobile phones have been used as mobile sensors in vehicles to broadcast real-time 
traffic data (Herring et al. 2009). In this case, the data processing algorithms are 
regression based and include a learning component, combining data in the network as it 
becomes available. Additionally, some research shows the fabrication of specific mobile 
sensing units. Zhu et al. (2010) created a mobile sensor node, which collects data at a 
predetermined location and is capable of relocating on its own. Note this mobile sensor 
node does not collect data while in motion. Sibley et al. (2002) and Dantu et al. (2004) 
created Robomote, a small, inexpensive robot allowing mobile coverage of large-scale 
sensor networks. 
In SHM, the applications of vehicles with mobile sensors have been limited. Partial 
system identification studies investigated determining modal parameters of a single 
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bridge span using frequency domain techniques (Cerda et al. 2012; Lin and Yang 2005). 
Structural damage detection methods are also developing. Zhu et al. (2010) used mobile 
sensor nodes and transmissibly function analysis and Cerda et al. (2012) have shown 
preliminary results using short-time window Fourier transforms. 
Vehicle-bridge interaction studies (Cai and Chen 2004; Yang et al. 2004) have 
established a framework describing how vehicle speed, path, and road surface 
conditions affect this interaction as well as  the identification of a vehicle’s modal 
properties using fixed sensor bridge data. Fortunately, this interaction can be controlled 
to some extent; more reliable results have been produced from vehicles traveling at 
lower speeds (Lin and Yang 2005; Mulcahy 1983). Although higher vehicle speeds create 
larger bridge responses, the reliability of the results are “dubious” (Cantieni 1992). 
Lower speeds reduce complex behavior of the interaction by maintaining wheel-road 
contact, minimizing road surface effects, providing adequate frequency resolution in the 
response, and also are more appropriate for SDOF vehicle models. Similarly, vehicles 
with mobile sensors have been used for road surface monitoring (Eriksson et al. 2008), 
e.g. identifying potholes.  
A.2. Detailed FLOP Estimation of STRIDE  
In this section, a detailed estimation of FLOPs for STRIDE is provided. The 
computational costs of STRIDE are measured  by the total number of operations 
(FLOPs), using the LAPACK user’s guide (Anderson et al. 1999) and the lightspeed 
Matlab toolbox (Minka 2013) to estimate the cost of likelihood evaluation and 
eigendecomposition. In general, STRIDE can accurately identify modal properties using 
a comparable, sometimes smaller, number of cumulative FLOPs when compared to 
ERA-NExT, ERA-OKID-OO, or AR. 
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Table A.1. Kalman Filter (E-Step): equations (2.14 – 2.21). Repeat Nsamples times, for iterations j = 1,…, J   
Description Dimension Number of Operations 
A" Nstate&x&&Nstate& None,&given&
C" Nobs&x&&Nstate& None,&given&
Xpr$=&A*Xf$ Nstate&x&1&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
&
Vpr&=&A*Vf*A&+&Q" Nstate&x&&Nstate&
 
2 Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication
  
+ 2 Nstate ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition

&
e$=&y&–&C*Xpr& Nobs&x&1&
 
Nobs⎡⎣⎢
⎤
⎦⎥
subtraction

+ Nobs ⋅Nstate⎡⎣⎢
⎤
⎦⎥
multiplication
  
+ Nobs ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
&
S&=&C*Vpr*CT& Nobs&x&&Nobs&
 
2 Nstate
2 ⋅Nobs⎡⎣⎢
⎤
⎦⎥
multiplication
  
+ 2 Nstate ⋅ Nstate −1( )⋅Nobs⎡⎣⎢ ⎤⎦⎥
summation
  
&
K&=&&Vpr*CT/S& Nstate&x&&Nobs&
 
Nstate
2 ⋅Nobs⎡⎣⎢
⎤
⎦⎥
multiplication
  
+ Nstate ⋅ Nstate −1( )⋅Nobs⎡⎣⎢ ⎤⎦⎥
summation
  
+
2
3
⋅Nobs
3
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
LU
  
+ 2 ⋅Nobs
2 ⋅Nstate⎡⎣⎢
⎤
⎦⎥
substitution
  
&
Xnew&=&Xpr&+&K*e& Nstate&x&1&
 
Nstate⎡⎣⎢
⎤
⎦⎥
addition

+ Nstate ⋅Nobs⎡⎣⎢
⎤
⎦⎥
multiplication
  
+ Nstate ⋅ Nobs −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
&
Vnew&=&(I&–&K*C)*Vpr& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition
!
+ Nstate
2 ⋅Nobs⎡⎣⎢
⎤
⎦⎥
multiplication
" #$$$$ %$$$$
+ Nstate
2 ⋅ Nobs −1( )⎡⎣⎢ ⎤⎦⎥
summation
" #$$$$$$ %$$$$$$$
+ Nstate
3⎡
⎣⎢
⎤
⎦⎥
multiplication
!
+ Nstate
2 ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
" #$$$$$$$ %$$$$$$$
&
VVnew&=&(I&–&K*C)*A*V& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition
!
+ Nstate
2 ⋅Nobs⎡⎣⎢
⎤
⎦⎥
multiplication
" #$$$$ %$$$$
+ Nstate
2 ⋅ Nobs −1( )⎡⎣⎢ ⎤⎦⎥
summation
" #$$$$$$ %$$$$$$$
+ 2 Nstate
3⎡
⎣⎢
⎤
⎦⎥
multiplication
" #$$ %$$
+2 Nstate
2 ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
" #$$$$$$$ %$$$$$$$$
&
  205 
Table&A.2.&Innovations&Likelihood&Calc.:&equation&(2.10).&Repeat&Nsamples&times,&for&iterations&j&=&1,…,&J&
 
Table&A.3.&RTS&Smoother&(ERStep):&equations&(2.22&–&2.24,&2.27).&Repeat&Nsamples&times,&for&iterations&j&=&
1,…,&J&
 
 
Table A.4. State Statistics (M-Step): within equations (2.28 – 2.33). Repeat Nsamples times, for iterations j = 
1,…, J 
&
 
 &
Description& Dimension& Number&of&Operations&
G(Ψj+1|&Ψj)& scalar&
 
2
3
⋅Nobs
3
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
LU
  
+ Nobs⎡⎣⎢
⎤
⎦⎥
multiplication

&
Description& Dimension& Number&of&Operations&
J&=&Vf*AT/Vpr& Nstate&x&&Nstate&
 
Nstate
3⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate
2 ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
+
2
3
⋅Nstate
3
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
LU
  
+ 2 ⋅Nstate
2⎡
⎣⎢
⎤
⎦⎥
substitution
  
&
Xsm&=&Xf"+&J*(Xsmf$,$
Xpr)& Nstate&x&1&
 
Nstate⎡⎣⎢
⎤
⎦⎥
addition

+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
+ Nstate⎡⎣⎢
⎤
⎦⎥
subtraction

&
Vsm&=&Vf"+"J*(Vsmf"6"
Vpr)*JT& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition

+ 2 Nstate
3⎡
⎣⎢
⎤
⎦⎥
multiplication
  
+ 2 Nstate
2 ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
subtraction

&
VVsmf&=&&VVf"+"[(Vsmf"
–"Vff)/"Vff]"*"Vff& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
subtraction

+
2
3
⋅Nstate
3
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
LU
  
+ 2 ⋅Nstate
3⎡
⎣⎢
⎤
⎦⎥
substitution
  
+ Nstate
3⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate
2 ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition

&
Description& Dimension& Number&of&Operations&
γ1&=&&γ&R&x*xT&R&V& Nstate&x&&Nstate&
 
2 Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition
  
+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

&
γ2&=&&γ&–&x1*x1T&–&V0& Nstate&x&&Nstate&
 
2 Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition
  
+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

&
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Table&A.5.&State&Statistics&(MRStep):&within&equations&(2.28&–&2.33).&Repeat&Nsamples&R&1&times,&for&iterations&j&
=&1,…,&J&
&
Table&A.6.&State&Statistics&(MRStep):&within&equations&(2.28&–&2.33).&Repeat&for&iterations&j&=&1,…,&J$
 
  
Description& Dimension& Number&of&Operations&
Δ&&=&&Δ&&+&y*xT& Nobs&x&&Nstate&
 
Nobs ⋅Nstate⎡⎣⎢
⎤
⎦⎥
addition
  
+ Nobs ⋅Nstate⎡⎣⎢
⎤
⎦⎥
multiplication
  
&
γ&&=&&γ&&+&x*xT&+&V& Nstate&x&&Nstate&
 
2 Nstate
2⎡
⎣⎢
⎤
⎦⎥
addition
  
+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

&
α&=&&α&+&&y*yT& Nobs&x&&Nobs&
 
Nobs
2⎡
⎣⎢
⎤
⎦⎥
addition

+ Nobs
2⎡
⎣⎢
⎤
⎦⎥
multiplication

&
Description& Dimension& Number&of&Operations&
β$=$"$β&&+&x*xprT&+&V$ Nstate&x&1&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
&
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Table&A.7.&Update&Parameters&(MRStep):&within&equations&(2.28–&2.33).&&Repeat&for&iterations&j&=&1,…,&J&
 
Table&A.8.&Eigendecomposition&of&A:&for&equations&(2.35&–&2.37)&
 
  
Description& Dimension& Number&of&Operations&
A&=&&β/&γ1& Nstate&x&&Nstate&
 
2
3
⋅Nstate
3
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
LU
  
+ 2 ⋅Nstate
2⎡
⎣⎢
⎤
⎦⎥
substitution
  
&
Q&=&(γ2&–&A*&β)&/&Nsamples& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
subtraction

+ Nstate
2⎡
⎣⎢
⎤
⎦⎥
division

&
C&=&&Δ/&γ& Nobs&x&&Nstate&
 
2
3
⋅Nstate
3
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
LU
  
+ 2 ⋅Nstate
2 ⋅Nobs⎡⎣⎢
⎤
⎦⎥
substitution
  
&
R&=&&(α&–&C*&Δ)&/&Nsamples& Nobs&x&&Nobs&
 
Nobs
2 ⋅Nstate⎡⎣⎢
⎤
⎦⎥
multiplication
  
+ Nobs
2 ⋅ Nstate −1( )⎡⎣⎢ ⎤⎦⎥
summation
  
+ Nobs
2⎡
⎣⎢
⎤
⎦⎥
subtraction

+ Nobs
2⎡
⎣⎢
⎤
⎦⎥
division

&
x1s$=&x1s&+&x1& Nstate&x&&1&
 
Nstate⎡⎣⎢
⎤
⎦⎥
addition

&
P1s&=&P1s&+&V1&+&x1*x1T& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
multiplication

+ Nstate⎡⎣⎢
⎤
⎦⎥
addition

&
X&=&&x1s/&Nsamples& Nstate&x&&1&
 
Nstate⎡⎣⎢
⎤
⎦⎥
division

&
V&=&&P1s&/&Nsamples& Nstate&x&&Nstate&
 
Nstate
2⎡
⎣⎢
⎤
⎦⎥
division

&
Description& Dimension& Number&of&Operations&
eig(A)&=&"ΓML,&ΚML& Both&are&Nstate&x&&Nstate&&  
26.33 ⋅Nstate
3⎡
⎣⎢
⎤
⎦⎥
eigendecomposition
  
&
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A.3. Derivation of M-Step Update Formulae 
This&section&supplements&Section&2.3.2,&explicitly&detailing&STRIDE&parameter&updates,&
which&are&derived&from&the&conditional&logRlikelihood&function&in&equation&(2.9).&In&the&
equations&below,&the&conditional&expectation&of&the&log&likelihood&function&
 
G Ψ j+1 |Ψ j( )
&
is&
condensed&to& G &(a&scalar)&and&the&iteration& j &parameter&subscript&may&be&omitted&for&
simplification.&Equation&(A.1)&is&used&as&a&shorthand&notation&for&a&recurring&conditional&
expectation.&
 
 
E(K,j) i( )⎡⎣⎢ ⎤⎦⎥ = E i( ) | y1,…,yK,Ψ j⎡⎣⎢ ⎤⎦⎥  
(A.1) 
In equation (A.1), the partial derivative of  G  with respect to the state matrix  A  is set 
to zero to determine 
 
Aj+1 . Symmetry of  Q  is invoked, resulting in the update formula for 
the state matrix(2.28). 
 
 
∂G
∂A
=
∂
∂A
E(K,j) −1
2
xk −Axk−1( )
T
Q−1 xk −Axk−1( )
k=2
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
= Q−1 E(K,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ −AE
(K,j) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥( )
k=2
K
∑ = 0
Aj+1 = E
(K,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ E(K,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
Aj+1 = xˆk|Kxˆk−1|K
T +Vˆk,k−1|K
⎡
⎣⎢
⎤
⎦⎥k=2
K
∑ xˆk−1|Kxˆk−1|KT +Vˆk−1,k−1|K⎡⎣⎢
⎤
⎦⎥k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
 
(A.2) 
Note that parameter update for iteration  j+1 in equation (A.2) depends on statistics 
from iteration  j . Next in equation (A.3), the partial derivative of  G  with respect to the 
observation matrix  C  is set to zero to determine  Cj+1 . Symmetry of  R  is invoked, 
yielding the update formula for the observation matrix (2.29). 
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∂G
∂C
=
∂
∂C
E(K,j) −1
2
yk −Cxk( )
T
R−1 yk −Cxk( )
k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
= R−1 ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥ −CE
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥( )
k=1
K
∑ = 0
Cj+1 = ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
Cj+1 = ykxˆk|K
T
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
xˆk|Kxˆk|K
T +Vˆk,k|K
⎡
⎣⎢
⎤
⎦⎥k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
 
(A.3) 
In equation (A.4), the partial derivative of  G  with respect to the inverse of the input 
covariance matrix  Q−1  is set to zero to determine  Qj+1 . 
 
 
∂G
∂Q−1
=
∂
∂Q−1
E(K,j) −K
2
ln Q( )− 12 xk −Axk−1( )
T
Q−1 xk −Axk−1( )
k=2
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
=
K
2
Q− 1
2
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥ −E
(K,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ A
T −AE(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥ −AE
(K,j) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥ A
T( )
k=2
K
∑
Qj+1 =
1
K
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥ −E
(K,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ A
T −AE(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥ −AE
(K,j) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥ A
T( )
k=2
K
∑
 
(A.4) 
An important assumption is required to obtain equation (2.30) from the last line of 
(A.4). The result simplifies the expression and expedites the algorithm updates. While 
equation (2.30) is used throughout the literature (Cara et al. 2012; Digalakis et al. 1993; 
Pridham and Wilson 2004; Shumway and Stoffer 1982) the following assumption has 
been absent despite its necessity. Assuming the parameters are updated in the order 
presented, a new state matrix is available 
 
Aj+1  when  Qj+1  is computed. By replacing or 
“pre-updating” the  A  terms in (A.4) with the result in (A.2) so that  A = Aj+1 , (as opposed 
to 
 
A = Aj ) an interesting outcome enables more efficient parameter updates.  
First, observe the update for 
 
Qj+1  as a function of  Aj  in (A.5) below assuming  j≥ 2  
(integers). This is perhaps the more intuitive approach, as the conditional log-likelihood 
function  G  is defined given parameters at iteration  j . 
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Qj+1 Aj( ) =
1
K
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥ −E
(K,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ Aj
T{ }− Aj{ }E(K,j) xk−1xkT⎡⎣⎢ ⎤⎦⎥
− Aj{ }E(K,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥ Aj
T{ }
⎛
⎝
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟k=2
K
∑
=
1
K
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ − E(K,j) xkxk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑ E(K,j−1) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(K,j−1) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
− E(K,j−1) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ E
(K,j−1) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
k=2
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
E(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
+ E(K,j−1) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ E
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⎤
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⎜⎜⎜⎜
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∑
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⎨
⎪⎪⎪
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⎪⎪⎪
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⎬
⎪⎪⎪
⎭
⎪⎪⎪
⋅ E(K,j) xk−1xk−1
T⎡
⎣⎢
⎤
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⎠
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(A.5) 
No further simplifications can be made to this expression; more importantly, this 
computation requires storage of statistics from the two most recent iterations ( j  and  j−1
). Now, if 
 
Qj+1  is a function of  Aj+1  as shown in (A.6) below, the terms can be simplified so 
that all statistics are in terms the state and state covariance estimates at iteration  j . 
 
 
Qj+1 Aj+1( ) =
1
K
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥ −E
(K,j) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ Aj+1
T{ }− Aj+1{ }E(K,j) xk−1xkT⎡⎣⎢ ⎤⎦⎥
− Aj+1{ }E(K,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥ Aj+1
T{ }
⎛
⎝
⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟k=2
K
∑
=
1
K
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ − E(K,j) xkxk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑ E(K,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
− E(K,j−1) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ E
(K,j−1) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
k=2
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
E(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
+ E(K,j−1) xkxk−1
T⎡
⎣⎢
⎤
⎦⎥ E
(K,j−1) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
k=2
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
E(K,j) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⋅ E(K,j) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
=
1
K
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥ −Aj+1E
(K,j) xk−1xk
T⎡
⎣⎢
⎤
⎦⎥( )
k=2
K
∑
=
1
K
xˆk|Kxˆk|K
T +Vˆk,k|K( )
k=2
K
∑ −Aj+1 xˆk−1|Kxˆk|KT +Vˆk−1,k|K( )
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
 
(A.6) 
The last line of (A.6) is the M-step formula for the observation input covariance 
(2.30); this assumption does not necessarily skip an iteration, however the behavior 
implies something similar as it forces the update to only use the most recent 
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information, i.e. from the current iteration  j . Additionally, the calculation (A.6) is 
simpler than (A.5). 
Consider iterations  j≥ 2  and the following assumption for the parameter updates: 
 
 
as Aj → Aj+1
E(K,j−1) xk−1xk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ → E(K,j) xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
Qj+1 Aj( )→Qj+1 Aj+1( )
 (A.7) 
That is, as EM progresses and  j  becomes large, mean square state statistics for 
consecutive iterations are very close. The authors have empirically validated the 
behavior of the  Q  update in equation (A.7); more specifically, for large  j  equation (A.5) 
converges to (A.6), i.e. 
 
Qj+1 Aj( )−Qj+1 Aj+1( )→ 0 .  
In equation (A.8), the partial derivative of  G  with respect to the inverse of the 
observation noise covariance matrix  R−1  is set to zero to determine  Rj+1 . Note, the 
updates of  R  and  C  have a similar relationship to that of  Q  and  A . 
 
 
Rj+1 Cj( ) =
1
K
ykyk
T −ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥ Cj
T{ }− Cj{ }E(K,j) xk⎡⎣⎢ ⎤⎦⎥ykT − Cj{ }E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥ Cj
T{ }( )
k=1
K
∑
=
1
K
ykyk
T
k=1
K
∑ − ykE(K,j) xkT⎡⎣⎢ ⎤⎦⎥ E
(K,j−1) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(K,j−1) xk⎡⎣⎢ ⎤⎦⎥yk
T
k=1
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪k=1
K
∑
− ykE
(K,j−1) xk
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⎣⎢
⎤
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K
∑ E(K,j−1) xkxkT⎡⎣⎢ ⎤⎦⎥
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K
∑
⎛
⎝
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⎞
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−1⎧
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⎪⎪⎪
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⎪⎪⎪
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⎪⎪⎪
⎭
⎪⎪⎪
E(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T
k=1
K
∑
+ ykE
(K,j−1) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ E(K,j−1) xkxkT⎡⎣⎢ ⎤⎦⎥
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K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
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T⎡
⎣⎢
⎤
⎦⎥
⋅ E(K,j−1) xkxk
T⎡
⎣⎢
⎤
⎦⎥
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K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
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E(K,j−1) xk⎡⎣⎢ ⎤⎦⎥yk
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∑
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⎪⎪⎪
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⎪⎪⎪
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⎪⎪⎪
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(A.8) 
As with 
 
Qj+1 Aj( )  in (A.5), this expression cannot be simplified further and also 
requires storage of statistics from two iterations ( j  and  j−1). If  Rj+1 is a function of  Cj+1  as 
in (A.9) below, the terms can be further reduced so that all required statistics are in 
terms the state and state covariance estimates at the same iteration  j .  
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Rj+1 Cj+1( ) =
1
K
ykyk
T −ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥ Cj+1
T{ }− Cj+1{ }E(K,j) xk⎡⎣⎢ ⎤⎦⎥ykT − Cj+1{ }E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥ Cj+1
T{ }( )
k=1
K
∑
=
1
K
ykyk
T
k=1
K
∑ − ykE(K,j) xkT⎡⎣⎢ ⎤⎦⎥ E
(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T
k=1
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪k=1
K
∑
− ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
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∑ E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥
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−1⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
E(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T
k=1
K
∑
+ ykE
(K,j) xk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
⋅ E(K,j) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
−1
E(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T
k=1
K
∑
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
⎫
⎬
⎪⎪⎪
⎭
⎪⎪⎪
⎛
⎝
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
=
1
K
ykyk
T
k=1
K
∑ −Cj+1 E(K,j) xk⎡⎣⎢ ⎤⎦⎥yk
T
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
=
1
K
ykyk
T
k=1
K
∑ −Cj+1 xˆk|KykT
k=1
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
 
(A.9) 
The last line of (A.9) is the update formula for the observation error covariance 
(2.31); the calculation in (A.9) is simpler than (A.8). Consider iterations  j≥ 2 and the 
following assumption for the parameter updates: 
 
 
as Cj →Cj+1
E(K,j−1) xkxk
T⎡
⎣⎢
⎤
⎦⎥
k=1
K
∑ → E(K,j) xkxkT⎡⎣⎢ ⎤⎦⎥
k=1
K
∑
Rj+1 Cj( )→ Rj+1 Cj+1( )
 (A.10) 
As EM progresses and  j  becomes large, mean square state statistics for consecutive 
iterations are very close. The authors have empirically validated the nature of the  R  
update in equation (A.10); for large  j  equation (A.8) converges to (A.9), i.e. 
 
Rj+1 Cj( )−Rj+1 Cj+1( )→ 0 . 
In equation (A.11) the partial derivative of  G  with respect to the inverse of the initial 
state vector  µ  is set to zero to determine  µ j+1 ; note the result is identical to the mean 
initial state formula (2.32). 
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∂G
∂µ
=
∂
∂µ
E(K,j) − 1
2
ln V( )− 12 x1 −µ( )
T
V −1 x1 −µ( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
= −2V −1 E(K,j) x1⎡⎣⎢ ⎤⎦⎥ −µ( ) = 0
µ j+1 = E
(K,j) x1⎡⎣⎢ ⎤⎦⎥
= xˆ1|K
 
(A.11) 
In equation (A.12), the partial derivative of  G  with respect to the inverse of the 
initial state covariance matrix  V−1 is set to zero to determine  Vj+1 ; note the result is 
identical to the initial state covariance formula (2.33). 
 
 
∂G
∂V −1
=
∂
∂V −1
E(K,j) − 1
2
ln V( )− 12 x1 −µ( )
T
V −1 x1 −µ( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
= 0
=
1
2
V − 1
2
E(K,j) x1 −µ( )
T
x1 −µ( )
⎡
⎣
⎢
⎤
⎦
⎥ = 0
Vj+1 = E
(K,j) x1 −µ( )
T
x1 −µ( )
⎡
⎣
⎢
⎤
⎦
⎥
=Vˆ1,1|K
 
(A.12) 
A.4. Details for Equations (3.39 – 3.41) 
 
E(Km,j) yk⎡⎣⎢ ⎤⎦⎥ =
yk
(mk )           if available
E(Km,j) C(mk )xk +υk⎡⎣⎢
⎤
⎦⎥
= Cj
(mk )xˆk|K
(mk )      if missing
⎧
⎨
⎪⎪⎪⎪
⎩
⎪⎪⎪⎪
E(Km,j) ykyk
T⎡
⎣⎢
⎤
⎦⎥ =
yk
(mk ) yk
(mk )( )
T
          if available
E(Km,j) C(mk )xk +υk( ) C(mk )xk +υk( )
T⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
= Cj
(mk )xˆk|K
(mk ) xˆk|K
(mk )( )
T
Cj
(mk )( )
T
+ Rj
(mk )      if missing
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
E(Km,j) ykxk
T⎡
⎣⎢
⎤
⎦⎥ =
yk
(mk ) xˆk|K
(mk )( )
T
          if available
E(Km,j) C(mk )xk +υk( )xkT⎡⎣⎢
⎤
⎦⎥
= Cj
(mk )xˆk|K
(mk ) xˆk|K
(mk )( )
T
     if missing
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
&
A.5. A Note on the State Matrix M-Step Formula 
Recall the first derivative of the conditional likelihood with respect to an eigenvalue of 
the state matrix in equation (4.29). 
 
 
∂G
∂λd
= vec Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
⋅vec Γδd
S×SΘ( )
 
(A.13) 
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In the EM algorithm, M-step parameters are chosen to optimize the likelihood 
function by equating the first partial derivative to zero. 
 
 
∂G
∂ψ
= 0
 
(A.14) 
The M-step update formula for the state matrix satisfies equation (A.15) (Matarazzo 
and Pakzad 2015). 
 
 
 ∂G
∂A
= Q−1 E xkxk−1
T⎡
⎣⎢
⎤
⎦⎥
k=2
K
∑ −Q−1A E xk−1xk−1T⎡⎣⎢ ⎤⎦⎥
k=2
K
∑ = 0  
(A.15) 
In consideration of the eigendecomposition of a matrix to be solely a function of the 
matrix, so that the state matrix eigenvalues are purely a function of the state matrix, i.e., 
 
Λ=Λ A( ) , Γ = Γ A( ) , and  Θ=Θ A( ) . Equation (A.15) also satisfies  ∂G ∂λd = 0 . Through 
maximization of the likelihood in terms of the state matrix, the likelihood is also 
optimized with respect to the state matrix eigenvalues. In other words, the eigenvalues 
of an ML state matrix estimate are also MLE and thus, these eigenvalues share the 
asymptotic advantages of ML estimators. 
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