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1. INTRODUCTION 
The equation 
Au=u-u3 
is obtained from the Klein-Gordon equation 
q v = (PL2 - hJ*?4 % 
(1.1) 
(1.2) 
where v = v(R, t), R = (x1, x2 , x3), after we make the substitution 
v = exp(i(kR - wt)) v and then set aR = x (a = p2 + k” - w2/c2), 
u = ol-lhl~~~. Equation (1.2) arises in spinor particle theory [l-3]. Equation 
(1.2) attempts to avoid the difficulties arising in the usual linear field theories. 
In this paper we consider the numerical solution of the spherically symmetric 
care of problem (1. I), which takes the form 
2u’ 
ldr + r = u - u3 , 
u(0) = ‘xi, u’(0) - 0 (1.3) 
and which approach zero as r---f CO. Instead of (1.3) it is often simpler to 
consider the equivalent problem 
y” =?’ -2 
r2 ’ y(0) = 0, y’(0) := iy, y-0 as 1’4 co. (1.4) 
Both problems (1.3) and (1.4) are extremely difficult to solve numerically 
since the desired solution is unstable; numerical evidence indicates that, 
except for a discrete sequence of numbers 
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every solution of (1.3) approaches either + 1 or ~ 1 as I’ - 5~. The numbers 
ai are not known apriori and are probably irrational, and therefore a step-hy- 
step method will simply not converge to a solution which approaches zero 
as 1’+ ~6. 
Although a step-by-step method fails to yield a solution which approaches 
zero as r + ‘CC, a correct application of the Galerkin method turns out to be 
successful. In this paper we derive a correct Galerkin procedure of this 
type. 
Showing that the Galerkin procedure we apply converges appears to be a 
mathematically difficult problem. Since the second FrCchet derivative of the 
Lagrangian of differential equation (1.4) is neither positive nor negative in a 
neighborhood of a solution of (1.4), we cannot appeal to a standard theorem, 
such as that in [4]. However, using the method in [5] together with a result 
established in [S], we are able to prove the convergence of our numerical 
technique to the positive solution of (1.4). 
In Section 2 of this paper we carry out a preliminary study of problem (1.3) 
to determine the basis functions that we ought to use. In Section 3 we describe 
the Galerkin procedure, and in Section 4 we describe the explicit algorithm 
and we compute some numerical approximations, along with some explicit 
numerical estimates of the error. 
2. ANALYSS OF THE EQUATIONS un + 2u’lr = u - u3 AND y" = y -y3/+' 
2.1. Local Existence 
It is easily seen that every solution of (1.3) is an even function of r. We 
attempt the solution 
u(r) = f ukrpk (2.1) 
I;=0 
of (1.3) in a neighborhood of r = 0. We find from (2.1) that 
u’(r) = f 2(k + 1) uk+lrzk+l, 
k=O 
(2.2) 
APPROXIMATE SOLUTION OF dU = U - u3 231 
Substituting (2.1) and (2.2) into (1.3) and equating equal powers of T, we get 
ug = 01 > 0, 
[(2k + 2) (2k + I)] uk+l = zfk - to i. UilCj-iU+j 9 K = 0, 1,2,..*. (2.3) 
- 
Using (2.3), we find that the assumption 
I % I < ,P% P>O (2.4) 
is valid, provided that 
cx3(k + 1) (k + 2)p2k 
’ Uk+l ’ d (2k + $k + 3) + 2(2k + 2) (2k + 3) 
<CY(l + CxZ)p2k 
\ 6 
< ,p=+2. 
(2.5) 
By means of the root test it follows thus that the series (2.1) converges 
whenever ) Y / < v%/(l + CX~)~/~. Similarly, it can be shown that the solution 
u which satisfies (1.3) has a Taylor series expansion at every point rO on the 
real line, which converges whenever 
I r - r. I -G (&)l”, Wo) < a. P-6) 
The solution of (1.3) may therefore be extended throughout the strip 
(2.7) 
by analytic continuation, provided that it remains bounded. 
2.2. Global Existence 
Let us multiply the differential equation in (1.3) through by u’ and integrate 
with respect to r to obtain the equation 
where 
E = &(u’)~ + V(u) 
and where the Liapunov function V(u) is given by 
l’(u) = &” - gu2. 
(2.8) 
(2.9) 
(2.10) 
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1T.e note that %P-j?u =: u3 - II, so that the equation i-C-,,iu =:= 0 !,ields the 
equilibrium points u = 0, * 1, which are particular solutions of the equation 
Let us examine the curves E =: const in the (JA, 2~‘) phase plane. If II and 
u’ are both large for small I’, then as r increases +(u’)’ + $u” - $zS decreases; 
i.e., the solution u remains uniformly bounded for all finite r. The curve 
E = 0 is a figure eight which encloses the equilibrium points u = * 1. 
Each of the curves E -= const < 0 encloses only one equilibrium point 
u = + 1 or u == - 1. A solution which crosses the curve E = const will 
remain inside this curve, and if E < 0 it will approach the particular point 
+l or -1 which the curve E = const < 0 encloses. 
The relation (2.3) shows that, for arbitrary positive and bounded 
u0 = 01 5: CY,, and for fixed I’, every solution zl = U(T, a) of (1.3) is an analytic 
function of OL on the interval 0 ::; ly .:< CX,, for 0 ,s: r -G: m. It is also an analytic 
and bounded function of r in the region (2.7), where we take OL = CX,, . 1Ve 
thus arive at the following theorem. 
THEOREM 2.1. Let E E (0, 2) and 0~” > 0 be arbitrary. Thetz every solution u 
which satisjies (1.3) is an arza!lqtic and uniform~v bounded function of r and LY 
in the region 
2.3. dsymptotic Behavior 
Let us assume that u is a solution of (1.3) that approaches zero as r 4 x. 
Using the method of variation of constants, it follows that u satisfies the 
integral equation 
z+) = F + + ix t sinh(r - t) U3(t) dt, 
-7 
(2.12) 
where A is a constant. If r > 0 is sufficiently large, then we may apply the 
method of successive approximations to (2.12) to produce a solution which 
satisfies 
u(r) = F (I + o(l)) (2.13) 
as r+ co. 
Differentiating (2.12), me get 
u’(r) = +{l + o(l)} (2.14) 
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Similarly, if u(r) + f 1 as Y + cc, we find that 
u(y) =: I*1 + A sin(V;2r); (1 + o(1)) 
Y 
U,(y) ~ A d2 cos(i% y) 
I +O(+, 
(2.15) 
2.4. The Solution Which Approaches Zero as Y + co 
Physicists are particularly interested in obtaining the solutions u of (1.3) 
which approach zero as Y - co. That such solutions exist was shown in 
[9, 11, 131. We shall briefly describe some properties of these solutions. 
THEOREM 2.3. Let u(y) + 0 and sati& (1.3) and let U(Y) -+ 0 as Y -+ co. 
Then at each point r. > 0 such that u’(r,) = 0, u(rO) satisjes 1 u(r,)l > d/z. 
COROLLARY 2.4. If 0 < OL < 1/z, then the solution u of (1.3) does not go 
to zero as Y + co. 
Pvoqf. Upon integrating Eq. (2.8) from y. to y1 , we obtain 
${u(y,)4 - u(y1)4} - $(u(Yo)* - u(y1)2) - Hu’(~1)2 - u’(yo)2~ 
s 
rl 2u’(r)2 dy z -. 
Y 
(2.16) 
J.0 
By Eq. (2.14) the integral on the right of (2.16) exists as y1 --+ co, and hence, 
since u(Y~) + 0 and (see Eq. (2.14)) U’(Y) --f 0 as Y + 00, 
Us {Us - 2) = 8 1% q dr > 0, 
To 
(2.17) 
which implies that / u(yo)I > d2. 
Let Y denote the space of functions y on [0, CC] that are absolutely con- 
tinuous and real and satisfy the conditions 
y(0) - ,s m [(Y’)~ +y’] dr < co. 0 (2.18) 
It was shown in [8] that the solution yr of (1.4) which is positive for 0 < T < co 
and such that 
Jo- ((y’)* + y2) dr = Iorn y4r-" dr 
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is unique and, moreover, that J(?i) < J(r) for ail J E 1, J’ + ?‘i 1 where 
Similarly, it follows from [8, 1 I] and the uniqueness of the solution of 
(1.3) that there exists a sequence of numbers 0 < iyr -c: ,%a < .‘., such that 
each solution ~9~ of the differential equation (1.4) with a = itl, approaches 
zero as r + ~73. 
The solution yp is characterized as follows. Let 
0 = rO < rI < rp < ... < rl, -= iy3, 
and let y E Y satisfy the conditions ~(YJ = 0, s = 1, 2,..., p - 1 and not 
vanish identically in any of the intervals (rs-r , P,), s = 1, 2,..., p. Then jrL, 
minimizes the functional 
(2.20) 
where the minimum is taken over all such functions 1’ E ET and all such finite 
sequences r1 , y2 ,..., ynml . 
Some variational forms for problem (l.l), related to (2.19), were also 
studied in [lo]. 
We also record [8] the following. 
THEOREM 2.5. Let y1 denote the unique positice solution of (1.4), and let 6 
be the solution of the initial ealue problem 
Then 
6” - 6 + 3y-z>‘,“6 Z 0, S(0) = 0, S’(0) = 1. 
!irr e-%(r) <: 0. 
(2.21) 
3. GALERKIN METHOD OF SOLUTION OF 
y" = 1' - y$ly~, y(0) = y(m) = 0 (3.1) 
In this section we describe a Galerkin procedure for finding the positive 
solution which satisfies (3.1). It is tempting simply to minimize the functional 
(2.19). However, we follow a direct procedure based on [5] that leads to a 
simpler system of nonlinear equations. 
In Section 3.1 which follows we briefly describe a general situation under 
which we can apply the Galerkin method with assurance of convergence. In 
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Section 3.2 we use the results of the previous sections to derive a Galerkin 
procedure which satisfies the conditions of Section 3.1. In Section 3.3 we 
give a detailed description of the Galerkin method of getting an approximate 
solution of (3.1) as well as some numerical illustrations. 
3.1. The General Galerkin Procedure 
Let Ii be a Hilbert space, and let M be a dense linear subspace. On M we 
consider the problem 
-4-y + NV = 0, (3.2) 
where 1 is an unbounded nonsingular linear operator and N is nonlinear. 
We assume that the problem (3.2) h as a solution y, E M that is locally unique 
in H, such that d-‘N and N 0 =2-l are completely continuous in a neigh- 
borhood of y1 and such that the topological index [7] of 1+ N 0 9-l is non- 
zero at AJJ~ . Equivalently, convergence occurs, for example, if the FrCchet 
derivative of (3.2) at 3r1 has no nontrivial solution. 
An approximate solution of problem (3.2) may be obtained as follows. We 
start with a sequence of basis functions {vI;)y which is complete in N and 
such that vr E M for k = 1, 2,..., and we set 
We determine the constants at by solving the system of nonlinear equations 
WV, + NV, , v/J = 0, k = 1, 2,. .., n. (3.4) 
If n is sufficiently large, system (3.4) has a unique solution under the above 
assumption that I +- N 0 A-l has a nonzero topological index at y1 . 
If M is furthermore restricted so that, corresponding to some c > 0, 
I(Ay, y)l 2 c I[ A4y /I I/ ?’ II (3.5) 
for all 1’ E M, then (3.4) has a solution z’, in a neighborhood of y1 for all n 
sufficiently large and, moreover, 11 zyn - y1 11 4 0 as n--f m. It is shown, 
furthermore, in [5] that, if the FrCchet derivative of (3.2) at ?1 has no non- 
trivial solution and if z.‘,, is a linear combination of the first n eigenfunctions 
yQk of -9-i.e., 
(3.6) 
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3.2. -4 Galerkin Procedure for Probletn (3.1) 
1Ve now apply the above-outlined procedure to problem (3. I). As we have 
already noted (see Eq. (1.4)), a solution u of Eq. (3.1) is related to a solution 
of Eq. (1.3) by means of the transformation rg = TU. 1i.e therefore seek a 
solution J of (3.1) that satisfies the initial conditions y(O) =: 0, j,‘(O) = a. 
If 0 KS .Q a < 010 ) where 01~ > 0 is otherwise arbitrary, then by Theorem 2.1 
y(r) is an analytic function of r in the region 
However, by Section 2.3 the solution of (3.1) satisfies y(r) N rle-’ as r + CO, 
and it is therefore a uniformly bounded function of Y in the strip 
for all E such that 0 < E < 2. If we set w = e-r, the resulting function 
y(r) = y(-log w) is analytic and uniformly bounded in the cone-shaped 
region 
As 
as 
r+O(w+l),y(r)nar(.+l -2~); 
Hence, the solutiony(r) = y(-log w) of (3.1) can be uniformly approximated 
on S(w, “0) by means of polynomials of the form 
@.,(-log 20) = ZL’ f a,(1 - w)k; 
I;=1 
(3.7) 
i.e., we can uniformly approximate J,(r) on D(r, a) by means of polynomials 
of the form 
n 
urn(r) = e-’ 1 a,(1 - e-‘r)k 
that satisfy (3.5) for c > 0 sufficiently small. 
The coefficients a6 in (3.8) are obtained as solutions of the nonlinear 
Galerkin equations 
02 
I’ I 
‘Lb13(r) G(r) - s(r) + D 
‘0 r- I 
eCr(l - eCr)k dr = 0, k = 1,2 ,..., n; (3.9) 
APPROXIMATE SOLUTION OF Au = II - u3 237 
I.e., we have chosen as our basis functions the functions 
qJ,ll(r) = e-7(1 - e-r)k, k = 1, 2,.... 
With reference to Section 3.1, let us define the Hilbert space H by 
(3.10) 
the linear operator A by 
(3.11) 
and the nonlinear operator N by 
(NT) (y) ==.f(y) -‘T. (3.12) 
The above-defined sequence {Pi}“;, is then complete in H. The operator -4 
is defined on the subspace M of H consisting of all twice-differentiable 
functionsfdefined on [0, co] such thatf(r) = O(Y) as Y - 0 andf(r) = O(e-r) 
as Y+ o=\, such that &E H, and such that I(Afif)l 3 cl/ -4jlj llfll. The 
operator N is restricted to that subset H, of functions f~ H such that 
A-~N~E 111 for allfE HN , where &q-IF is defined by 
(A-‘F)(Y) = - J”‘rF(t)dt - r J”F(t)dt. 
* 
(3.13) 
Clearly, klN is completely continuous on H, and, furthermore, N o A-l 
is completely continuous on that subspace of functions F in H such that 
8-lF E M. 
Finally, if y1 denotes the positive solution of (3.1) then by Section 2.3 
~‘r is locally unique. The FrCchet derivative of =1y + NJ) at J = y1 is 
6” - 6 + 3r-5$% = 0, 6(O) = s(m) = 0. (3.14) 
Since by Theorem 2.5 problem (3.14) only has the trivial solution 6 = 0, 
the FrCchet derivative of -~JJ + IVY = 0 has no nontrivial solution at &4yl , 
which implies that the equation, -+ N 0 =1Py = 0 has a nonzero topological 
index at ~?r (see Krasnosel’skii [ 14, p. 1361). 
On the basis of the results of Section 3.1, we can conclude from the above 
discussion that the system of equations (3.9) has a unique solution of the 
form (3.8) for all n sufficiently large and, moreover, that 
II % -y3’111+0 (3.15) 
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as w -)- K. Furthermore, since (3.14) 1 ras no nontrivial solution and since 
Z.,, is a linear combination of the eigenfunctions emk,‘ of -4: --l~@.~ =-= kaemL’, 
k =: I,..., IZ, it follows from (3.7) that 
(3.16) 
3.3. The Computational Galerkin =llgorithm 
In this section we give an explicit description of the numerical procedure 
for solving the system of equations (3.9). F or simplicity of notation, we define 
an operator T by 
(Tz) (1.) = z)” - 2, + $ , (3.17) 
so that (3.9) may be rewritten in the form 
F m (Ts) (y) v&) dy = 0, k = 1, 2,..., ?z 
‘0 
where 
P)~(Y) = eY( 1 - e-‘)‘;. 
If we recall that 
a,,(r) = i a,cpl;(r) = f a,e-‘(I - e-7)k, 
k=l I;=1 
it follows that 
(3.18) 
(3.19) 
v,‘(r) = fI [--a,e-r(l - e-r)k + ka,ecgr(l - e+)“-l], 
U:(Y) = i [aBe-‘( 1 - e-r)k - 3ka,e-“(1 - e?)L-l 
k-=1 
(3.20) 
+ k(k - 1) a,ee3’(1 - e-r)kpa], 
so that (TV,) (r) becomes 
(TV,) (Y) = [k(k - 1) a,e-3r(1 - e-r)k--2 - 3kuke-2’(l _ e-~)fi-l] 
k=l 
+ i u,3e-3r(l - g3t y-2 + 3 f f a,2uje-3r(l - qp+i y-2 
I;=1 j=l I;=1 
k#j 
+ 6 2 i f aiaja,e-3r(1 - e-r)i+itk y-2. 
i=lj=i+lI;=j+l 
(3.21) 
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Upon setting 
I om (%J (y) w(y) dy=0, k = 1, 2 ,..., n. 
we are led to the system of equations 
il W - 1) eJ,(k + 6 - 2) - 3wJ~(k + C - 1>1 
+ f ak31,(3k + t) + 3 f i a,24,(2k +i + f) 
k-1 j-1 k=l 
k#j 
+6f f f a,aiaJ3(i+j+k+~)=0 for G = 1, 2 ,..., n, 
i=l j=i+lk=i+l 
(3.22) 
where 
Ill(m) = Iorn ~~‘(1 - e-r)m dr = Lfo (;) &!$ 
m34 
12(m) = loa e-3r( 1 - e-T)m dr = & (r) e 
13(m) = Iom e-4T( 1 - e+)* r-2 dr (3.23) 
(--l)“log(s), m=2,3,4 ,.... 
The system of equations (3.18) was solved by Powell’s method [6] to yield 
a positive solution v, , n = 1, 2 ,..., 10. These solutions along with the error 
estimate 
E= (S om [v; - v, + v,“Y-“1” dr)“’ (n + 1)-2 (3.24) 
and J(Q) (see Eq. (2.19)) are given in Table I. Notice that a?) approaches 
01~ . Ryder [l l] computes CX~ = 4.33738. Teshima [12] gives the value 
J(y) == 6.012 while, using Ryder’s result [ll], we get ](y,) = 6.01574. 
240 CHAUVETTE AND STENGER 
APPROXIMATE SOLUTION OF Au = U. - u3 241 
We have also used the above procedure to compute the approximate 
solution y2 of (1.4) which has a single zero on (0, a~), although the numerical 
rate of convergence is slower than the above convergence y1 . Also, it is not 
known -whether or not the solution 6 of (2.21) with y1 replaced by yI, (p > 1) 
approaches zero as r--f co, and we have therefore been unable to prove the 
convergence of the method of Section 3.3 for obtaining an approximation of 
YP 7 P :> 1. For example, we get 
us = c7 2 a,( 1 - e-T)1;, 
h-=1 
where a, = 17.88733, a2 = -74.87266, a3 = 159.79106, a, = -266.42194, 
a5 = 204.33720, and a, = -55.11867, which yields the error estimate 
(Eq. (3.24), TZ = 6) E = 0.0477 and 
A2 = i (fi [(we’)* + ZJ~*] do) (s” va4r2 h-l = 68.92, 
i=l vi-1 ‘ri-1 
where ‘r,, = 0, rl = 0.575844 (Ok = 0), r2 = co. 
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