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studies [13] [14] [15] pointed out that SR results with good quality reflected by PSNR values were inconsistent with or even contrary to subjective evaluations of human observers. Blurry edges and over-smooth textures were shown in SR results while having high PSNR values. Both perceptual index (PI) 16 and natural image quality evaluator (NIQE) 17 are brought up to evaluate SR results in terms of the perceptual quality.
In order to improve the SR image visual quality, researchers have introduced different loss functions to optimize the SR networks. Ledig et al. 13 presented a generative adversarial network (GAN) 18 composed of a generator and an image discriminator for SR. The generator is used to generate SR results. The discriminator is used to determine SR images and HR images. Adversarial learning between generator and discriminator encourages several types of data of SR images to be similar to that of HR images. Park et al. 19 proposed a feature discriminator that distinguishes SR image from HR image by feature maps to produce high-frequency details.
Considering that the morphological component and color are highly correlated with image visual quality, a natural idea is to introduce morphological component discriminator and color discriminator to identify images. In this paper, we design a new GAN-based SR framework GAN-IMC composed of a generator and multifeature discriminators. Multifeature discriminators consist of image discriminator, morphological component discriminator, and color discriminator. Image discriminator, such as in the standard GAN, 13, 15 discriminates images by the pixel values. Morphological component discriminator discriminates images by the edge and texture information of images. Color discriminator discriminates images by the color of images. Multifeature discriminators in GAN-IMC ensure that the edge and texture of SR results are enhanced, and the color misalignment is avoided. SR results generated by GAN-IMC are more consistent with HR images in edge, texture, and color, and image visual quality is improved.
Moreover, vision is often sensitive to feature-rich regions where multiple features are aggregated. Therefore, we propose a weighted content loss function to better recover details at featurerich regions in the SR results. GAN-IMCW can be obtained by introducing weighted content loss to optimize GAN-IMC. GAN-IMCW significantly improves visual quality of feature-rich regions in SR results.
Our main contributions are as follows:
1. We design a new SR framework that has multifeature discriminators to improve image perceptual quality. Adversarial learning in terms of morphological component and color contributes to producing pleasant SR results. 2. We propose a weighted content loss function. The feature-rich regions in SR results are highlighted. 3. A large number of experimental results show that the proposed method achieves significant improvement on the image perceptual quality assessment metrics (PI and NIQE).
This paper is organized as follows. Section 2 briefly reviews the development of SR and image perceptual quality evaluation. We describe the proposed SR framework and elaborate on the training procedure in Sec. 3. The experimental results and their evaluation are shown in Sec. 4. Finally, we conclude our work in Sec. 5.
Related Work

Super-Resolution
The disagreement between objective evaluation results and human subjective observations leads to two research directions: PSNR-driven SR and perceptual-quality-driven SR. 20 network that rescales channelwise features to learn high-frequency information. Tong et al. 11 combined different level feature maps using dense skip connections to boost model performance. Haris et al. 23 exploited iterative up-and downsampling layers to feedback projection errors and concatenated feature maps across up-and downsampling stages to super-resolve images for large scaling factors (×8). All these methods aim to improve PSNR values but often produce visually unpleasing SR results.
Perceptual-quality-driven SR methods
The perceptual-quality-driven SR methods introduce different loss functions to optimize the SR networks for improving visual quality. Johnson et al. 24 proposed content loss that measures Euclidean distance between the feature maps of SR images and HR images. Mechrez et al. 25 proposed a contextual loss that measures cosine distance between the feature maps of the images. Ledig et al. 13 applied an adversarial loss to optimize the SR network. Cheon et al. 26 proposed a perceptual image content loss that measures the difference between images after applying discrete cosine transform and differential operation on the SR images and HR images. Sajjadi et al. 15 used a texture loss 27 to ensure the consistent style between the images. A combination of multiple loss functions has widely been used to produce the visually satisfactory SR results.
Image Perceptual Quality Evaluation
The classic objective evaluation methods 28, 29 [e.g., root mean square error (RMSE) and PSNR] evaluate the SR image by statistically measuring distortion values between the SR image and the HR image and are mainly related to the difference between the pixel values at the same location of two images. To evaluate the SR images perceptual quality accurately, PI is proposed in the PIRM challenge on perceptual image SR, 16 defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 1 1 6 ; 4 2 2
where I is the evaluated image. Mað·Þ is the no-reference image quality evaluation function which calculates the quality score by feeding the low-level statistical features extracted from the evaluated image I into the regression tree model trained on natural images. 30 NIQEð·Þ is the quality evaluator score function, 17 
GAN-IMC
The HR image I HR is degraded into the LR image I LR . The degradation process is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 1 1 6 ; 2 0 5
where ↓ denotes the downsampling operation and s denotes the scaling factor. The SR network is used to predict the lost high-frequency information during the degradation. The SR implementation based on deep learning is described as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 1 1 6 ; 1 3 8
where G denotes the SR network that takes I LR as input, and outputs the SR image I SR .
Our GAN-IMC architecture is composed of generator network G and multifeature discriminator network D, as shown in Fig. 1 . Multifeature discriminator network includes image discriminator D img , morphological component discriminator D mc , and color discriminator D c . GAN-IMC aims to make SR results successfully deceive discriminators D img , D mc , and D c , and SR results are similar to HR images in data distribution.
GAN-IMC is obtained by alternately optimizing discriminators D img , D mc , D c , and generator G. Multifeature discriminator network training is given in Sec. 3.1. The parameters of the generator network are updated by optimizing the perceptual loss function, which is described in Sec. 3.2.
Multifeature Discriminator Network Training
Multifeature discriminators D img , D mc , and D c are trained to distinguish the SR images from HR images in terms of pixel, edge/texture, and color, respectively. The combination of multiple discriminators avoids the limitation on the simple use of D img and improves the accuracy of discrimination.
Image discriminator D img
Image discriminator takes the color image that reflects the global features as input and outputs the probability of the input image being the HR image. The architecture of D img is shown in Table 1(a).
Morphological component discriminator D mc
Human vision is sensitive to the morphological component of images, which mainly contains edge and texture information. D mc is built to discriminate images by the edge and texture information. The gray image without color and brightness can better highlight the edge and texture. We take the gray image that more highlights the edge and texture features as the input of D mc . The gray image is obtained: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 1 1 6 ; 1 4 7
where I g is the gray image. I r , I g , and I b denote red, green, and blue components of the input image, respectively. To train D mc , we minimize the loss function L D mc as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 1 1 6 ; where I g SR and I g HR are gray SR image and gray HR image, respectively. D mc ð·Þ denotes the probability that the morphological component of the input image belongs to the HR image. The architecture of D mc is shown in Table 1(b).
Color discriminator D c
The visual system is also sensitive to the main color, brightness, and contrast of objects in natural images. Therefore, we apply a Gaussian blur kernel to blur the image for reserving main color, brightness, and contrast. The color discriminator D c takes the blurred image as input and discriminates images by color, brightness, and contrast. The blurred image is obtained via blurred convolution B: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 1 1 6 ; 2 4 2
where I is the input image, I B is the blurred image, * denotes the convolution operation, and B is the blur filter. The size of B is 21 × 21, the stride is 1, and the weights are fitted to Gaussian distribution, easily calculated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 1 1 6 ; 1 7 4
Bðx; yÞ
where x and y are horizontal and vertical indexes of the blur filter, μ x;y and σ x;y are the mean and variance of x and y, respectively. We set μ x;y ¼ 0 and σ x;y ¼ ffiffi ffi 3 p
. To train color discriminator, we minimize the loss function L D c as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 1 1 6 ; 
Generator Network Training
The architecture of our generator network G is derived from Ref. 13 , but the loss function is different from it. The generator network G includes CONV layers, 16 residual blocks composed of CONV(3,3)-BN-RELU-CONV(3,3)-BN-SUM, and two ×2 upsampling layers. G has lowcomputational complexity and shows good SR performance. The proposed method inherits these advantages and shows better performance for SR when G is trained with perceptual loss function composed of pixel loss L pixel , adversarial loss L adv , and weighted content loss L wc , as shown in Fig. 2 .
Pixel loss function
Pixel loss function L pixel constrains the SR image I SR to be close enough to the HR image I HR on pixel values. We measure mean square error (MSE) between I SR and I HR , and L pixel is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 1 1 6 ; 5 0 6
where h, w, and c are the height, width, and number of channels of the SR image, respectively, and i, j, and k denote horizontal, vertical, and channel indexes of the image, respectively.
Adversarial loss function
Our adversarial loss function L adv is composed of image adversarial loss L img adv , morphological component adversarial loss L mc adv , and color adversarial loss L color adv . Minimizing L adv makes generator G learn to create solutions that are highly similar to HR images in terms of image, edge, texture, and color.
Image adversarial loss. The image adversarial loss L img adv is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 1 1 6 ; 3 2 2
where D img ðI SR Þ is the output of the discriminator D img when I SR is taken as input. Fig. 2 The generator network training.
Morphological component adversarial loss. The morphological component adversarial loss L mc adv is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 1 1 6 ; 7 0 0
where D mc ðI g SR Þ is the output of the discriminator D mc when the morphological component of I SR is taken as input.
Color adversarial loss. The color adversarial loss L color adv is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 1 1 6 ; 6 2 2
where D c ðI B SR Þ is the output of the discriminator D c when the color of I SR is taken as input. The total adversarial loss function L adv is calculated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 1 1 6 ; 5 6 6
where weight coefficients 1, 10 −1 , and 4 × 10 −3 are used to balance different adversarial loss terms. The contributions to image discrimination in order of importance are image, edge/texture, and color. Through a large number of experiments and evaluations, we choose coefficients 1, 10 −1 , and 4 × 10 −3 as weights of L img adv , L mc adv , and L color adv , respectively.
Weighted content loss function
The studies 13, 15, 24 have proved that the introduction of content loss function improves the visual quality of SR images. In Ref. 19 , low-level feature map and high-level feature map of the image are extracted through the ϕ 2;2 and ϕ 5;4 of pretrained VGG-19 network, respectively. (ϕ 2;2 and ϕ 5;4 denote the second convolution after activation before the second max-pooling layer and the fourth convolution after activation before the fifth max-pooling layer within the VGG19 network, respectively.) We propose a modified weighted content loss function that combines the weighted low-level feature map with the high-level semantic feature map. Minimizing the Euclidean distance between two weighted low-level feature maps from I SR and I HR constrains the feature values of I SR to be close enough to that of I HR at the location with rich features. The high-level feature map is also applied to constrain the semantics of the whole image. The weighted content loss function L wc is formulated as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 1 1 6 ; 3 1 5
where 1 and 10 −5 are weight coefficients. Since L low−level has greater effect on feature-rich regions than L high−level , we choose a smaller weight coefficient for L high−level . Numerous experimental results show only small variations in performance when the weight coefficient of L high−level is below 10 −3 . L low−level and L high−level are calculated as follows: 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 1 1 6 ; 1 6 5
where ϕð·Þ denotes the feature map, W, H, and C are the width, height, and channel of the feature map, respectively, i, j, and k denote horizontal, vertical, and channel indexes respectively, and α i;j denotes the spatial weight, which is applied to each channel of the feature map ϕ 2;2 ð·Þ. The calculation of α i;j is summarized in Algorithm 1. Figure 3 shows the comparison experiment based on content loss function and weighted content loss function. For visualization, the feature map shown in Fig. 3 is obtained by fusing the 128 channels of the feature map (128 × 112 × 112) in 1:1. As shown in Fig. 3(c) , the difference between feature-rich location and feature-poor location in the weighted feature map is extended. Compared with content loss, weighted content loss is helpful to recover the details of feature-rich regions and improve SR image visual quality, as shown in Fig. 3 (e).
Total loss function
Our perceptual loss function L G is the weighted sum of loss functions mentioned above, defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 1 1 6 ; 4 1 0
where weight coefficients 1, 10 −3 , and 2 × 10 −4 are empirically determined to ensure small PI values.
Experiments
In this section, we conduct numerous experiments on benchmark datasets to verify the performance of the proposed method and compare it with a series of state-of-the-art methods. All experiments are implemented on NVIDIA GeForce GTX 1080ti (12G memory). Input: Low-level feature map χ kij . Let χ kij ∈ R C×W ×H denote the three-dimensional feature map extracted from the selected layer ϕ 2;2 . i, j, and k denote horizontal, vertical, and channel indexes of the feature map. W , H, and C are width, height, and channel of the feature map, respectively.
1. Obtain the accumulated feature values f C i;j by summing the feature map χ kij per channel for each location.
2. Normalize accumulated feature map by L2 norm to calculate spatial weight α i;j . 31 Set14, 32 and BSD100. 33 The Set5 dataset contains 5 images: "baby," "bird," "butterfly," "head," and "woman." The Set14 dataset has 14 images. Some images include complex edges and textures (e.g., "baboon," "comic," "face," etc.), some images include more edges than textures (e.g., "monarch," "Barbara," etc.), and others include rich textures (e.g., "coastguard," "zebra," "flowers," etc.). The BSD100 dataset, which has 100 images, is built by UC Berkeley Computer Vision Group. This dataset contains different categories (such as animal, building, food, landscape, people, plant, etc.). The information contained in the above three datasets is all-encompassing. It is available to measure the robustness of the different SR methods.
Compared method
GAN-IMC introduces morphological component discriminator and color discriminator. It is trained with a combination of pixel loss, image adversarial loss, morphological component adversarial loss, color adversarial loss, and content loss. Optimized method GAN-IMCW is trained using perceptual loss function L G .
We compare the proposed method with several state-of-the-art SR methods, including VDSR, 9 EDSR, 12 SRGAN-MSE, 13 SRGAN, 13 EnhanceNet, 15 ESRGAN, 34 ProGanSR, 35 and SRFeat. 19 Table 2 shows the number of the parameters and loss functions of the compared methods. Both VDSR and EDSR trained by pixel loss belong to PSNR-driven SR methods. SRGAN-MSE, SRGAN, EnhanceNet, ESRGAN, ProGanSR, and SRFeat trained with the combination of different loss belong to perceptual-quality-driven SR methods. SRGAN-MSE trained with the combination of pixel loss and image adversarial loss is a baseline method.
Evaluation
We apply PI, NIQE, and RMSE indicators to compare the performance of SR methods. The PSNR is also used to evaluate the image distortion in Sec 4.3. We provided more details about the PI and NIQE in Sec. 2.2. All experiment evaluation values of competing methods are from their publication, and the SR results of competing methods are from the author's website.
Parameters setting
The experimental parameters of our method are set as follows. We crop randomly 16 96 × 96 LR subimages from 800 images for each training batch. The Adam optimizer with β 1 ¼ 0.9 is applied. The SR network is pretrained using pixel loss function with a learning rate of 10 −4 and 5 × 10 4 update iterations for the initialization of the generator. We alternately update the generator and discriminators with a learning rate of 10 −4 . After 10 5 update iterations, the learning rate is reduced by 10 times.
Experimental Results
First, we give the results of ablation study using the performance of different discriminator networks on Set14 as an example, as shown in Table 3 . Note that (i) there are less PI and less RMSE values when morphological component discriminator D mc or color discriminator D c are introduced. (ii) Combined D mc and D c can provide us with more competitive PI value while RMSE also slightly decreases.
Table 2
Comparison of the number of parameters and loss functions among the compared methods. Then, we conduct numerous experiments on benchmark datasets Set5, Set14, and BSD100 and show some SR results. In order to clearly compare, we amplify two times of local line in the left upper corner of the figure.
Set5 dataset
We experiment with all five LR test images in Set5 dataset. In Figs. 4 and 5, we show ×4 SR results on images baby and head. Table 4 shows the PI and NIQE values of 10 methods on all images in Set5. Fig. 4 The SR results of baby (upscaling factor of 4). Fig. 5 The SR results of head (upscaling factor of 4). Table 5 shows the PI and NIQE values of 10 methods on all images in Set14.
BSD100 dataset
We experiment with all 100 LR test images in the BSD100 dataset. Their ×4 SR results on images 14,037 and 106,024 are shown in Figs. 9 and 10 . Table 6 shows the PI and NIQE values of 10 methods on some images in BSD100. Fig. 7 The SR results of flowers (upscaling factor of 4). Fig. 8 The SR results of monarch (upscaling factor of 4).
Fig. 6
The SR results of coastguard (upscaling factor of 4). In summary, compared with competing methods, GAN-IMC recovers sharp large-scale structural edges and realistic texture details, and SR results have smooth color transition. Furthermore, GAN-IMCW significantly improves the visual quality of feature-rich regions in SR results. GAN-IMCW has achieved better performance in terms of effectiveness and robustness, which shows good agreement with the quantitative evaluation results in Tables 4-6 . Tables 4-6 . For BSD100 dataset, the average PI of GAN-IMCW is 2.330, which is 0.472, 0.067, 0.578, 0.149, 0.55, and 0.19 less than the value of SRGAN-MSE, SRGAN, EnhanceNet, ESRGAN, ProGanSR, and SRFeat. For Set14 dataset, the average PI of GAN-IMCW is 2.881. In addition to SRGAN, the average PI of GAN-IMCW is at least 0.045 lower than that of other methods. Compared with SRGAN, GAN-IMCW's PI is only 0.001 less but it has less NIQE and RMSE values. For Set5 dataset, the average PI of GAN-IMCW is 3.443, which is at least 0.072 lower than the value of VDSR, EDSR, SRGAN-MSE, ESRGAN, ProGanSR, and SRFeat. But compared with SRGAN and EnhanceNet, GAN-IMCW has higher PI, NIQE, and RMSE values. The performance of GAN-IMCW on Set5 is slightly poor, which may be related to the simple data categories and less information contained in Set5. Figure 11 shows the comparison of SR algorithms in terms of perceptual quality and distortion on Set14. Perceptual-quality-driven SR algorithms occupy the lower right part of the perceptual distortion plane with relatively low PI values and high RMSE values. GAN-IMCW dominates EnhanceNet, ESRGAN, and SRGAN due to less PI and less RMSE. GAN-IMCW has a slight increase in RMSE than SRFeat and ProGanSR; however, it achieves better perceptual quality in terms of PI.
In short, results demonstrate that GAN-IMCW has good robustness for different kinds of test images and significantly improves the perceptual quality of SR results.
PSNR
The average PSNR values of different methods at ×4 SR on three benchmark datasets are shown in Table 7 . Compared with competing methods, the PSNR values of the proposed method do not increase but decrease, which also proves that the proposed method can effectively improve image perceptual quality, as described in Sec. 2.1.
Conclusion
In this paper, we designed an SR network framework GAN-IMC that includes a generator and multifeature discriminators. The data distribution of the image and component features of the image, including color, edge, and texture, is learned during adversarial learning between generator network and multifeature discriminator network. Moreover, the optimized method GAN-IMCW also improved the visual quality of feature-rich regions in images using weighted content loss. A large number of experimental results indicated the superiority of GAN-IMCW over other competing methods in terms of perceptual quality. It not only achieved competitive PI and NIQE values but also improved visual quality in terms of image, edge, texture, color, and feature-rich regions.
