The electron density measurements of KNiF 3 , nickel potassium tri¯uoride, by the vacuum-camera-imaging plate (VCIP) method and using a four-circle diffractometer with scintillation counter, are performed and compared. In the IP (imaging plate) case evacuation allowed the background around peaks to be reduced 50 times, which signi®cantly increased the accuracy of the data, especially for high-angle re¯ections. A new VIIPP program for visualizing and integration of IP data was designed to treat the data, in which the correction for oblique incidence was applied. The resulting electron density reproduces all the features of the accurate conventional measurement.
Introduction
The imaging plate (IP; Amemiya & Miyahara, 1988) is becoming more and more popular in crystal structure investigations, especially for macromolecular (e.g. Sakabe, 1991; Iversen et al., 1998) , organic (Iwasaki et al., 1995) and organometallic (Carducci et al., 1997) compounds. Some new technical devices and novel integration methods (Bolotovsky et al., 1995) have already been developed to improve the quality of the data obtained with this method. However, the relatively high level of background, which is accumulated during all the exposure time, still remains as one of the important problems of this method. A simple vacuum camera (Tanaka et al., 1999) , which allows signi®cant reduction in air scattering, was designed to solve this problem. The vacuum camera was designed to be installed on a conventional four-circle diffractometer to reduce the cost for construction. Single crystal intensity measurements were already carried out in vacuo for investigations of very small samples (Ohsumi et al., 1991; Ohsumi et al., 1995) , placing the whole diffractometer in an evacuated box. In the present work we report the results of the ®rst accurate IP measurement of electron density in an inorganic compound using the vacuum camera. We compare these results with those from the very precise measurement using the usual four-circle geometry, especially performed for this case. We term the present measurement with the vacuum camera as the Vacuum-Camera-Imaging Plate (VCIP) method.
Experimental
For both measurements the same spherical specimen of KNiF 3 was employed. It was treated in HNO 3 acid in order to avoid powder rings appearing on the IP from the damaged surface of the sample. It was glued on a lithium borate glass stick with a diameter of 40 mm to reduce the background. The crystal diameter (68 mm) was measured by taking photographs of the specimen with a scale of 2 mm Â 400 under a microscope.
For the IP experiment we used the cylindrical vacuum camera (diameter 110 mm and height 90 mm), designed by one of the authors (KT). The detailed construction will be published elsewhere (Tanaka et al., 1999) . IPs were positioned on the cylindrical internal surface of the camera and kept in position using a pressing ring. A Fuji BAS-2500 scanner with 50 Â 50 mm pixel resolution was used for the intensity readings. Owing to IP saturation, two different sets of measurements with exposure times 8 min and 2 h were performed in order to obtain good statistics for all the re¯ections. Intensities recorded on an IP decay rapidly in the ®rst 15 min and then fade slowly with time (Amemiya, 1999) . Therefore, we waited for 60 min before reading the IP with the scanner to avoid the error owing to fading during the intensity reading over a few minutes. The error is estimated to be less than 1% (Amemiya, 1999) . The scan speed was 2 min À1 for 8 min images and 1 min À1 for 2 h images. All the measurements were performed at room temperature. Evacuation of the camera was performed up to 70 mTorr in 1 h. A collimater and a crystal rotation axis sealed by o-rings are the main reasons for such a long evacuation time, which will be shortened when a diffractometer especially designed for a vacuum camera is constructed. The average background level per pixel was $1±3 impulses for 8 min images and 20±30 impulses for 2 h images at high angles. Without evacuation the background is accumulated along the directions parallel and antiparallel to the incident beam. After evacuation the background level was 50 times less at high angle and 10±20 times less at low angle, where scattering by the crystal and the thin glass stick supporting it was large. The extremely low background at high angles enables us to see re¯ections near 2 = 150 (Mo K) more clearly. The vacuum camera was designed so that the primary beam can pass through it to prevent unnecessary X-ray scattering in the camera. We had to remove and then put back the collimator each time we changed the IP. Therefore, we controlled the alignment of the diffractometer by primary beam intensity measurements with a scintillation counter after each evacuation of the camera with the IP inside it. The process can only affect the intensities of partial re¯ections at the starting angle of oscillation. Other details are given in Table 1 .
Intensities read using a Fuji BAS-2500 scanner were transferred to the DIP-420 or DIP-3000 format of the MAC Science system and then the DENZO program (Otwinowski & Minor, 1997) was used for indexing. Also the program VIIPP (Zhurov, 1999) for integration of the IP data was designed by one of us (VVZ). It has wide graphic capabilities and permits the visualization of images, zooming, and two-and three-dimensional plotting of single peak areas ( Fig. 1) . A number of different choices for setting the integration area are possible. Background counts z at points (x, y) were approximated as z = ax + by + c, where a, b and c were ®tted by the least-squares method using the points outside the integration area in the background area (Table 1) . The graphic capabilities allow us to check each re¯ection and delete unreliable re¯ections. These capabilities of the program have considerably improved the accuracy of integration, especially for high-angle re¯ections.
In our particular case the orientation of the elliptical integration area was along the increasing sin /! directions, which are radial from the primary beam position. The length of the elliptical axis along sin /! depended upon the angle in accordance with a + btan , where a and b are constants. The length of the perpendicular axis was constant. The integration area had to be relatively large (Table 1) , because calculated peak positions, re®ned with DENZO, were not always accurate enough for very high-angle re¯ections with large 1/2 separation. After the integration 20% of measured re¯ections had to be rejected because of the following reasons:
(i) Peaks with oscillation angles close to the starting positions of the 9 rotation range showed extra high intensities owing to the preliminary beam-path test cited previously. Peaks close to end positions were often partially recorded. Therefore, re¯ections within 1 of the oscillation edges were deleted automatically.
(ii) For the re¯ections with positions close to 1 from the edges, the pro®le shape was the main criteria for rejection. We supposed that the intensity ratio for 2/1 components of the peak had to be close to 1/2. Therefore, re¯ections with a 2/1 ratio out of the range 1/3±2/3; were considered as partials and rejected. We also removed peaks with extra large intensities at several pixels (usually owing to scanner reading errors and cosmic rays).
The subsequent scaling of the data was performed using the SCALEPACK program (Otwinowski & Minor, 1997) . In the usual scaling process the presence of re¯ections with incorrect intensities may produce incorrect scale factors. To reduce these errors, we ®rst scaled all 8 min images to the corresponding 2 h ones. Second we scaled all 2 h images to the ®rst 2 h image with the oscillation range 0±16 . We thus obtained values for scaling all the images to the ®rst 2 h image. The difference among these scale factors of the images measured with the same exposure time was less than 3%.
We also performed an accurate X-ray experiment with a conventional four-circle geometry. The details are given in Table 1 . All re¯ections were measured with the same 2 min À1 speed in 3 with up to 10 repetitions in order to measure intensities with 1.0% accuracy. The stability of the diffractometer was controlled by measuring the three reference re¯ections in orthogonal directions, 200, 020 and 002, after every 30 re¯ections. The maximum deviation of their intensities was less than 0.5%. A multiple diffraction effect was avoided by calculating the 2-angle where the multiple diffraction effect can be neglected using the program IUANGLE (Tanaka et al., 1994) . Re¯ections in the region 2 = 0±30 were measured in the reciprocal sphere. Only one re¯ection, for which multiple diffraction could not be avoided effectively, was removed afterwards. In 2 = 30± 150 mainly one octant of reciprocal space was measured in order to spare experimental time. If a re¯ection in an octant could not be measured avoiding multiple diffraction, an actual equivalent re¯ection in the other octants was measured, as performed previously (Tanaka et al., 1997) . All the data have been corrected for Lorentz±polarization factor, and absorption and thermal diffuse scattering (TDS) with the program TDS1&2FF (Tsarkov & Tsirelson, 1991) ; the maximum TDS correction was 15.4% for the 10 H 3 Å 2 re¯ection. Also, we had to correct our IP data for the oblique incidence (Tanaka et al., 1999) . The intensity of the oblique diffracted beam, measured by the scanner, is greater than that of the normal beam. It is a complex effect relating to the absorption of X-rays and emitted light from the scanner by a photoluminescent layer of Eu-doped BaFBr in the IP. When the absorption of irradiated light by the layer is dominantly greater than that of diffracted X-rays by the layer, the observed intensity I uncor can be corrected for by I corr = I uncorr cos(#) (# is an angle between the diffracted beam and that normal to the IP plane). It was up to 22% for the 2 Å 82 re¯ection intensity with # = 39.2 .
Re®nement
Two different types of structure models have been considered: ionic spherical and aspherical. In order to compare the qualities of the IP and four-circle data, the re®nement was performed in exactly the same way for both experiments (Table 2) . For the least-squares re®nement we used the ionic scattering factors for K + and F À from the International Tables for Crystal- 1988), in which the aspherical electron distribution of atomic orbitals up to f-electrons can be treated, was used for the re®nement. Statistical averaging methods (Dawson et al., 1967; for the treatment of anharmonicity of atomic vibrations and the type I extinction correction with an isotropic Gaussian distribution of mosaic spread (Becker & Coppens, 1974a,b) were applied in every case. Since the precise orientation of the crystal was not obtained in the present study for VCIP measurement, anisotropic extinction was not corrected for in both cases. The aspherical electronic structure of Ni 2+ 3d-orbitals was taken into account by allotting six electrons on three t 2g orbitals and two on two e g orbitals in a cubic O h crystal ®eld. Ar-core and dorbital scattering factors for Ni 2+ were obtained from the International Tables for X-ray Crystallography (1974, Vol. IV). The occupation numbers were ®xed in the re®nement. The ®nal results were statistically correct according to the test of Abrahams & Keve (1971) .
Results and discussion
The results are listed in Table 2 .² The reliability factors and harmonic thermal parameters are systematically greater in the IP case. The maximal difference is 4% (8 e.s.d.s) for the nickel vibration parameter. The difference in anharmonic parameters, which probably accumulate all possible errors during the re®nement process, is also signi®cant. We suppose that the multiple diffraction effect is the main reason for this difference.
In the present study the orientation matrix for the VCIP experiment, which is precise enough to make the detection of multiple diffraction possible, could not be obtained. A study to obtain the precise orientation of the crystal in the VCIP method is being undertaken, taking into account all the possible sources of displacement of peak positions. The results of both re®nements were used to calculate difference electron density (Á&) maps. The anomalous dispersion parts (F obs = F anom obs F calc /F anom calc ) have been extracted from both F obs and F calc . The maps are shown in Fig. 2 . We estimated the error level of Á& in interatomic space to be $0.08 e A Ê À3 , which is typical in precise investigations of perovskite crystals (Zhurova et al., 1995; Abramov et al., 1995) . Thus, only contours above this level are shown. The Á& distributions are in good qualitative agreement with each other and with that published earlier (Kijima et al., 1983) . The Á& map of the four-circle experiment (Fig. 2b ) looks morè clean'; the depths of the minima around the Ni atom are much less, but their positions at a distance of 0.4 A Ê from the Ni nuclei are the same. The resulting Á& maps are shown in Fig. 3 . Á& peaks around the Ni atom practically disappear in both cases when asphericity is considered. This comparison shows that the IP experiment can be used effectively for electron density investigations.
Much work has been done in the treatment of IP data since it is the ®rst precise IP investigation of inorganic compounds. For example, the rejection ² Supplementary data for this paper are available from the IUCr electronic archives (Reference: OA0022). Services for accessing these data are described at the back of the journal.
procedure of re¯ections in the present study may produce some bias during subsequent scaling, which consequently may produce a distortion in the re®ned structure model. Automatization of this process using numerical criteria of rejection assigned during this work will be performed in the near future.
Conclusion
In this work we demonstrate one of the signi®cant problems of the IP method: low accuracy of data owing to the high background; this can be successfully solved using a vacuum camera. This method can obtain data with good precision within a few days, while it takes a couple of weeks to measure the same quality data with a scintillation detector. Although the statistical accuracy of the IP data was a little worse, it was good enough to reproduce qualitatively all the features of a precise electron density distribution experiment, even for the 3d shell of a Ni atom. The re®nement of a complicated structure model, including the asphericity of the shell and the anharmonicity of atomic vibrations, was also successful for both cases. Our VCIP method can be very helpful for material science investigations and also for studies of non-stable compounds. Cooling of the sample, careful multiple diffraction analysis and further development of the integration procedure will improve the accuracy of the data further and improve times. This will be the subject of our next work. Support of this work by CREST of JST is gratefully acknowledged. VVZ thanks the Russian Fund of Fundamental Research (grant No. 97±03-33776) for the ®nancial support.
