This paper presents a deep compression method that uses some object detection methods to separate moving and stationary objects from a real frame in an apron surveillance video. The extracted object image, the corresponding position information and the background image are stored in a linked list. When the video is decompressed, the extracted object images are restored to the background image according to the corresponding information, and the overall adjustment, such as illumination, is performed according to the stored information. Finally, a video with high similarity to the original video is generated. This video compression method greatly reduces the required storage space without destroying the original video information.
I. INTRODUCTION
As the use of video continues to expand, and the demand for high-quality video continues to increase, video content providers have been extending the video parameter space by using higher spatial resolutions, frame rates and dynamic ranges [1] , which greatly increases the space required for video storage. Many areas, such as the railway transportation industry, civil aviation industry, schools, and banks, have strict requirements on video storage time. For example, each country has strict rules on airport surveillance video preservation. Most countries generally require storage for dozens of days. As a result, the demand for video storage continues to expand. It is unrealistic to simply increase memory capacity. Video compression technology is an effective solution.
In recent decades, video compression algorithms have relied on hand-craft modules, e.g., block-based motion estimation and discrete cosine transform (DCT), to reduce redundancies in video sequences [2] . While they have been very well engineered and thoroughly tuned, they are hard-coded, and as such, they cannot adapt to the growing demand and increasingly versatile spectrum of video use cases such as social media sharing, object detection, and VR streaming [3] . Additionally, approaches based on deep learning have revolutionized many industries and research disciplines [3] . For the video compression task, many DNN-based methods have been proposed for intra-prediction and residual coding [4] ,
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The apron area in an airfield is uniquely important. There are strict time limits on access for vehicles and staff. After the aircraft arrives, the guide vehicle guides the aircraft to the designated parking space. After the aircraft arrives at the parking space, the boarding bridge will extend to the exit of the aircraft and the passengers will leave via the boarding bridge. If the aircraft stops at a position distant from the gate, the passengers will disembark using a passenger ladder and the passenger shuttle bus will enter the apron to pick up the passengers. At the same time, the baggage car reaches the baggage compartment door of the aircraft, and the staff transfer the baggage to the baggage car via the conveyor. After the passengers exit the plane, the cleaning car enters the apron to provide on-board cleaning and sewage services for the aircraft. Other vehicles enter the apron as needed to provide aircraft services. After the service is completed, all vehicles and staff must leave the apron area. The process of departure is similar to that of arrival. Before passengers board the plane, refueling vehicles, power vehicles, cleaning vehicles, luggage vehicles, and staff enter the apron to provide support for the aircraft operation and then depart after completing their tasks. After the aircraft departs, the staff of the various security departments cleans and evacuates the apron. Outside the given operation time of apron, the apron surveillance video is relatively static and does not change for a period of time. Video is composed of many images; thus, storage of continuous video of identical images wastes considerable storage space. To save space, we consider the potential to store such extended static videos as a single image.
For the video during the operation time of the apron, there are aircraft, vehicles and staff on the apron. These moving objects can be stored as vector images. Vector images, also known as object-oriented images or drawing images, are mathematically defined as a series of points connected by lines. Graphical elements in vector files are called objects. Each object is an entity with properties such as color, shape, outline, size, and screen position. Since each object is a self-contained entity, it can move and change its properties multiple times while maintaining its original sharpness and curvature without affecting other objects in the image. These features make vector-based programs especially useful for legends and 3D modeling because they typically require the ability to create and manipulate a single object. The information stored in the images is a line, so the vector graphics files are not related to the resolution and image size, only the complexity of the image, and the image files occupy less storage space. Inspired by the characteristics of vector images, we identify images of moving objects such as vehicles, airplanes, and staff in the video based on object detection and store them separately from the background image. The background image is a picture from which moving objects are removed and is composed of objects such as buildings and the ground. The content of a video stored on the disk includes the background image, certain object images and parameter information.
If the apron surveillance video is processed according to the time during which operation activities are underway on the apron, we need to clearly identify this time to segment, which is more complicated to process. Since there are no vehicles and workers in the apron outside the guaranteed operating time, the object detection algorithm does not detect these objects. If the video is processed according to the method within the guaranteed operating time, a background image and certain parameter information are stored on the disk, avoiding the need to segment the video before processing it.
In this paper, we propose a video compression method based on deep learning. This method uses object detection methods to identify objects such as airplanes, vehicles, etc., in the apron surveillance video and crops the images of these objects from the original image. These object images are stored in the disk along with the background image and parameter information, thereby reducing the storage space.
II. RELATED WORKS
The main target of the deep video compression technology mentioned here is apron surveillance videos. The apron is the core area of civil airport transportation operations. This area is used for aircraft parking, loading and unloading of passengers and goods, and various ground services for aircraft (maintenance, water supply, catering, power supply, cleaning, etc.). Apron operations have the following characteristics: the apron operation has a strong time limit, and the environment is relatively fixed. There are many different types of vehicles in the apron, such as airport passenger buses (transport passengers between airplane and terminal), tanker trucks (fuel the planes), aircraft potable water vehicles (provide clean water to the aircraft), and food supply vehicles (deliver meals and other supplies to the plane).
According to the apron characteristics, there are certain relatively fixed objects in the apron surveillance video, such as terminal buildings and the ground. There are also some moving objects, such as airplanes and various types of cars. There are still some static and other moving objects, such as boarding bridges. Most airport terminals now use boarding bridges to board and deboard planes. One end of the boarding bridge is connected to one of the gates of the terminal building, the other end is buckled to the aircraft door, and passengers enter the aircraft from the corresponding boarding gate. A boarding bridge consists of the following parts: support columns (columns for supporting the rotating platform portion), rotating platforms (parts of the fixed corridor and boarding bridge active access), active channels (boarding bridge retractable channel connecting rotating platform and pick-up port), and pick-up ports (the front end of the boarding bridge that is connected to the aircraft door). When the plane is docked, the support columns and fixed corridors are stationary, while the active channel and rotating platforms move.
According to the apron characteristics, to achieve separation of the foreground and background in the surveillance video, we need to use object detection technology to identify moving and semimoving objects in the video. The basic idea of target detection is to solve positioning and detection at the same time. Currently, the algorithms for object detection mainly include recurrent convolutional neural networks (RCNNs) [9] , Fast-RCNN [12] , Mask RCNN [13] , Faster-RCNN [10] , Light-Head RCNN [14] , region-based fully convolutional networks (RFCNs) [11] and you only look once (YOLO) [15] . These models have been used in practical applications, including but not limited to security monitoring, medical image recognition, traffic vehicle detection, signal recognition, food detection, and the like. Huimin Lu et al. detected marine organisms on deep-sea images using YOLO [16] .
Faster-RCNN can be divided into four parts: (1) Convolutional Layer. As an object detection method of the CNN network, Faster-RCNN first uses a set of basic convolutional + Rectified linear unit + pooling layers to extract image feature maps [17] . These feature maps are shared for subsequent RPN layers and fully connected layers. (2) Region Proposal Networks (RPNs). The RPN is used to generate region proposals. This layer determines whether the anchors are positive or negative according to softmax and then uses the bounding box regression to correct the anchors to obtain accurate proposals. (3) Roi Pooling. This layer collects the input feature maps and proposals, synthesizes the information and extracts the proper feature maps, and sends them to the subsequent fully connected layer to determine the target category. (4) Classification. Proposal feature maps are used to calculate the proposal category, and at the same time, the ultimate accurate position of the detection box can be obtained [10] . The key highlight of Faster R-CNN is that it proposes a method to effectively locate the target area and then index the features on the feature map by region, which greatly reduces the time consumption of convolution calculation and thereby greatly increasing the calculation speed [8] . The processing steps of Faster-RCNN are as follows: For an image of P × Q of any size, first scale it to fixed size M × N and then send the M × N image to the network. The RPN network first undergoes a 3 × 3 convolution, then generates positive anchors and corresponding bounding box regression offsets, and then calculates the proposals. The Roi Pooling layer extracts proposal features from feature maps and sends them to the subsequent full-connection and softmax networks for object classification and boundary frame fine regression.
YOLO uses the entire image as an input to the network, directly returning to the position and category of the bounding box at the output layer. Compared with the Faster R-CNN network, although the latter uses the entire picture as input, it adopts the idea of regional prediction + classification of RCNN, and the steps of extracting the proposal are implemented in CNN, while YOLO adopts the idea of direct regression integrates targeting and target category predictions into a single neural network model. The details of YOLO are as follows: Divide an image into S × S grids. If the center of an object falls within a grid (determined by the ground-truth box), the grid is responsible for predicting the object. Each grid is expected to predict B bounding boxes, and each box is accompanied by a prediction of a confidence value in addition to its own position. This value represents whether the predicted bounding box contains the object, and if the object is present, the object predicts the accuracy of the bounding boxes and confidence value [19] .
In contrast to YOLO, SSD uses CNN for direct detection rather than detecting it after the fully connected layer. The core design concept of YOLO has three main points: (1) Using multi-scale feature maps for detection. The CNN network generally has a larger feature map in the front, and a convolution or pool of stride = 2 is used to gradually decrease the feature map size. (2) Convolution is adopted for detection. SSD directly uses convolution to extract test results from different feature maps. For a feature map of the shape m × n × p, only a relatively small convolution kernel of 3 × 3 × p is required to obtain the detected value. (3) Set priori box. SSD employs the concept of the anchor used in Faster-RCNN, which sets transcendental boxes with different scales or aspect ratios for each unit, and the predicted bounding boxes are bounded with these transcendental boxes, reducing the difficulty of training to some extent [20] .
These object detection algorithms can detect moving objects such as airplanes, vehicles, and people in the apron surveillance video; therefore, we can use the object detection method to obtain the images of the objects in the apron surveillance video.
III. COMPRESSION TECHNOLOGY OF APRON SURVEILLANCE VIDEO
According to the characteristics of the apron guaranteed operation time, the background image and the foreground images in the apron surveillance video are stored separately. The foreground images include vehicles, airplanes, and people, and the background includes buildings, the ground and similarly fixed objects. Since the surveillance cameras on the apron are fixed, the background of the video is unchanged except for changes in brightness and illumination. In the deep compression method, for the storage of the background image, only one background image and the changes in brightness and illumination of each frame need to be stored. For foreground images, it is necessary to store images and positional information of moving objects such as aircrafts, vehicles, people, etc., in each frame.
The processing of the compression technology of the apron surveillance video is as follows: A picture is randomly selected from the original video, and the object is detected by using the object detection method. The picture of the object is cropped from the image according to the coordinate information, and images without moving objects are replaced at the corresponding position. Thus, the background image is formed. The objects in each video frame are detected with the object detection method, and their images are cropped out according to coordinate information and stored on the disk. Additionally, the coordinates and the parameter information, such as overall brightness and local illumination, of each frame of the picture are stored in the disk. A background image, moving object images and parameter information in each image frame are stored on the disk, thereby saving storage space. When the video is decompressed, the background image and the parameter information are removed and rendered according to the overall brightness, local illumination, etc., of each frame. Then, the pictures of the objects previously captured by the object detection algorithm are positioned according to the recorded information, which generates a video similar to the original video. The following is the detailed process of the deep compression algorithm.
First, generate the background image. An image is randomly selected from the video to be compressed as the original image to be processed. Object detection is used to detect aircraft, vehicles, people and other objects and record their positions in the original image. The images of these objects are cropped from the original image according to the coordinate information, and the cropped areas in the original image are replaced by black. The area other than the cropped image is compared with the image near the frame. The image with high similarity and no moving objects at the position corresponding to the position where the original image was cropped is selected. The part of the selected image corresponding to the cropped portion is copied to the original image. The method for calculating picture similarity is based on the principle of cosine similarity. The smaller the value of cosine similarity, the smaller the similarity between images, and the larger the images' difference. In the similarity calculation, the images need to be normalized first, and then the cosine similarity of the images are calculated. The cosine similarity uses the cosine of the angles of the two vectors in the vector space as the measure of the difference between the two objects. The closer the cosine value is to 1, the closer the angle is to 0 degrees, that is, the more similar the two vectors are; this is called ''cosine similarity. '' In addition, the times of the video and the camera number are marked on the apron surveillance video. This information is not conducive to the subsequent operation of the background image and must therefore be removed from the background image. The difference in color of this information is obvious; thus, after the image containing the information is extracted, the extracted image is converted into a black and white image by binarization. Then, the image inpaint technique based on the fast marching method [18] is used to generate the fill image according to the black and white image and the extracted image, and the fill image is overlaid upon the background image. Finally, a background image with no moving objects is formed. The image restoration technique based on the fast marching method starts from the boundary of the region and then enters the region, gradually filling in all the content in the boundary. A pixel needs to be fixed in a small neighborhood around the neighboring pixels. This pixel is replaced by the normalized weighted sum of all known pixels in the neighborhood. Once the pixel is fixed, the algorithm will move to the next nearest pixel using the fast marching method.
Then, the building images of two states in the video and their location information are detected and stored. In addition to the apron, there may be terminal buildings in the apron surveillance video. Since the surveillance camera is fixed, the location of the buildings in the video does not change. However, as the time of day changes, the surface of the building changes with the light. There are lights in the building. In general, the walls of buildings are made up of large pieces of blue glass. During the day, due to the sufficient illumination, the lights in the building are relatively weak. In the apron surveillance video, the building area is black. At night, the outside light is not sufficient and the light from the building shines throughout the glass; because the glass is blue, in the surveillance video, the building area is exposed to blue light. If only the light source information is recorded, the lights in the building are complicated and it is difficult to detect and restore the building lights. Therefore, in the deep compression, pictures of two states of the terminal building are recorded, which are pictures of the time when the lights are on and when they are not on. In addition, the coordinate information of these building images in the original image is recorded.
Since it is necessary to determine whether the images of the building that are lit or not lit should be selected, the timestamp of the video must be recorded. If the corresponding time is recorded for each image frame, not only is the storage space wasted but the time is also recorded repeatedly. Therefore, we only need to record the start time of the video, the frame rate, and the number of each frame of the image. The timestamp of each frame of the image can be calculated based on this information.
Next, the brightness and illumination information of each frame of the video are obtained. Although the position of the objects in the background of the video does not change, over time, the intensity and angle of the sunlight change and thus the brightness in the video also changes. In the evening, there are various lights in the airport. Therefore, it is not sufficient to store only one background image on the disk. It is also necessary to store the brightness and illumination information of each frame of the video. We obtain the brightness value by converting the image to grayscale and calculating the average pixel value. The illumination information includes the coordinate information of the light source and the color and range of the light. This information is obtained by binarizing the image. First, the image is grayed out; then, the threshold is calculated. The black and white area is divided according to the threshold, and the white areas are the areas that are lit in the image. Finally, the light source coordinates and the range and color of the light are calculated according to the white area.
The foreground images in the video are then detected and cropped. During the aircraft guaranteed operation time, there are aircraft, various support vehicles and people on the apron. These objects are detected by using object detection, and object images are cropped from the images according to the coordinates. The object image, the coordinate information of the image, and the number of objects detected in the original image of each frame are stored in the disk. Outside the aircraft guaranteed operation time, there may be no aircraft, vehicles or people on the apron. The object detection algorithm does not detect them. It only needs to store the number of objects as 0 on the disk.
The apron surveillance video is stored in the form of a linked list on the disk, as shown in Figure 1 . The first node is the frame rate and start time of the video. After the first node is the background image after processing, followed by a picture of the building when lit and not lit, as well as their coordinate information and lighting time. The linked list also requires a node to separate the image in each frame. We choose the number of the each frame of the video as the separator of each frame image. In addition to separating each frame image, this node can calculate the time of the image according to the first node. The number of the image is followed by the parameter information of the corresponding image, including brightness and light. The parameters characterize object image information, including the number of objects detected in each frame of the image, the object images, and the coordinates of the object images. The purpose of storing the number of objects is to remove the images of objects, which can be determined according to the number of objects. The following is the decompression process for the video to be taken from the disk. First, the second node of the linked list, which is the background image of the entire video, is removed. However, since the brightness of the background in the entire video changes with time, the overall parameter information of each frame image, including brightness and light source information, is stored in the linked list, and we need to restore the information to the background image. The background image includes buildings and floors. We need to separate them for processing.
The overall brightness of the image is processed first. The brightness information stored in the linked list has a decimal value from 0 to 1. When the overall brightness of the image is adjusted, the image is fused with the same size image of black in proportion to this decimal value. The formula for the new image is as follows:
where Z ij , X ij , Y ij are the pixel values of the i-th row and j-th column of the newly formed image, the original image and the black image, respectively, and c is the brightness recorded on the disk. Then, the lighting effects are restored based on the lighting information. The light information taken from the linked list includes light source coordinates, light range and color. In the process of lighting rendering, the positions of light sources should be determined according to the coordinates, and then the image should be gradually fused with the image of the same range and color of the light. The formula used for this fusion is the same as Formula (1), where Z ij , X ij , Y ij are the pixel values of the i-th row and j-th column of the newly formed image, the original image and the image of the same color as the light color, respectively. The values of i and j need to be within the range of the light, c, from 0 to 1.
In addition to processing the overall parameters of the background image, the state of buildings in the background image should also be considered. The current time can be calculated based on the video start time, frame rate, and the number of the current image. After this information is extracted from the disk, the current image number is divided by the frame rate, and the obtained value plus the start time of the video can be used to calculate the current time. If the current time is within the lighting range, the architectural picture when the light is on is overlaid on the picture according to the coordinates; otherwise, the unilluminated architectural picture is overlaid on the picture.
After the background image is processed, the picture of the moving object corresponding to each frame image needs to be overlaid onto the background picture according to the coordinate information. The disk stores the number of objects per frame, the object images, and the corresponding coordinates. If the number of object images is 0, indicating that no object is detected in this frame image, the overlay operation is not performed. If the number of object images is not 0, indicating that there are objects in this frame image that need to be covered in the background image, the object image and coordinates are extracted from the disk according to the number of objects and the object image is overlaid onto the background image according to the coordinates.
Each image is processed according to the above steps, and the resulting video is the same video as the original video. Compressing the apron surveillance video with this this deep compression technique can greatly reduce the storage space used.
IV. EXPERIMENTAL RESULT
To report the performance of our proposed method, we experiment with multiple apron surveillance videos. The size of these videos is 1920 * 1080, and the frame rate is 25 frames per second. In these surveillance videos, there are various vehicles, airplanes, people, terminal buildings, tarmacs and concrete floors. There are also changes in both the day and night scenes in this video. In the experiment, we used the deep compression method to compress and decompress the apron surveillance video. The following is the process of video compression and decompression during the experiment.
First, the background image is generated. We selected the first frame in the surveillance video as the background image to be processed, as shown in Figure 2(a) . In the image, the plane lands and moves to the designated parking position. Then, in addition to the plane, there are vehicles and staff on the apron. We used Faster-RCNN to detect these objects in the image and recorded the coordinates of the detected objects. We cropped these object images from Figure 2(a) according to the coordinates. The cropped parts of the original image are covered with the parts of other images in the video that are highly similar to the original and are not covered by the objects. We compared the images of the first 10 minutes of the video and selected one with a similarity to the first frame of 99.93%. In addition, time and location information are generally displayed in video of apron monitoring, which is troublesome for later processing. Therefore, we need to remove this information from the background picture. Figure 2 (a) shows the date, time, and location number of the frame image. The color difference between the information displayed and the background image is obvious. We extracted the regional images containing such information, used the inpaint function to produce filled images with binarized images and original region images, and overlaid the filled image onto the corresponding area of the original image. Figure 2(a) is the original image of the first frame selected in the video. After image detection, cropping, overlay, and text removal, Figure 2 (b) is formed. Figure 2(b) is stored as the background image in the linked list. The restoration of each frame of images in the subsequent decompression is based on this picture, and the parameters are adjusted on this basis.
After the background image is formed, we need to process the building images. Since the video of interest involves day and night changes, we stored images of buildings in two states on the disk. In addition, we stored the coordinates of the image of these buildings in the original image and the start time of the lighting.
Next, each frame image in the video is processed in sequence. First, we stored the overall parameters of each frame of the video in the linked list. The parameters mainly include brightness and light information. The range of brightness values is adjusted between 0 and 1. In the daytime apron surveillance video, we used a binarization method to detect the light information and did not detect the light in the image; therefore, we only stored the brightness information. For the acquisition of the parameters of the nighttime apron surveillance video, we take Figure 3 as an example. We converted Figure 3 into a grayscale image, calculated the average pixel value, and obtained a brightness value of 0.47 for Figure 3 . Next, we binarized Figure 3 and converted it to black and white, as shown in Figure 4 . According to Figure 4 , we obtained the information of the lights. Since the upper left corner is where the building is located, there is no need to process the upper left corner area. We obtained two light sources, with coordinates of (1137, 945) and (1243, 67), colors of (100, 220, 255) and (255, 255, 255) , and ranges of h/2 and h/8, respectively, where h represents the height of the image. We stored this parameter information as a string on the disk.
Next, we used Faster-RCNN to detect moving objects such as people, vehicles, and airplanes in each video frame. According to the coordinate information of the object, we copy the object image from each frame image and store the images, coordinates and the number of recognized objects in each frame image into the linked list. From Figure 3 , we used the Faster-RCNN to detect vehicles, airplanes and people and copy these objects from the image, as shown in Figure 5 . From left to right, their sizes are 7.00 KB, 6.87 KB, 4.95 KB, 2.41 KB, 1.16 KB, 5.84 KB, 4.91 KB and 41.3 KB. Then, we stored these images and their location information in a linked list.
Following the above process, the information stored in the linked list mainly includes the background image, building images of the two states and their parameters, the overall parameter information of each frame of the image, the image of the object detected in each frame of the image and their number. The storage information and size of Figure 3 in the linked list are shown in Table 1 . After the video is compressed, the linked list of stored video information is stored on the disk.
When decompressing the video, we removed the linked list from the disk. The first node is the frame rate and start time of the video. The second node of the linked list is the processed background image, as shown in Figure 2(b) . The restoration of each video image frame is based on this background image. First, we took out the overall parameter information of each frame and rendered the background image according to the parameter information. We illustrate the video reduction process in detail by taking the restoration of Figure 3 as an example. The overall parameter information of Figure 3 is ''0.47, 2, 1137, 945, 100, 220, 255, 2...'' The brightness information of the entire image is 0.47. We mixed the original background image with a black image of the same size in a ratio of 0.47. The second character in the string represents the number of light sources, and there is information of two light sources in Figure 3 . In the image, the coordinate of the first light source is (1137, 945), the light color is (100, 220, 255), and the illumination range is a circle with a center of (1137, 945) and a radius of h/2. We merged and faded the background image with the overall rendering and the image with the color (100, 220, 225) in a circular area with a radius of (1137, 945) and a radius of h/2. The other light source is also processed in this way. Then, we overlaid the picture of the building when light was stored in the linked list to the processed background image. We calculated the current time as ''21:28:24'' based on the start time, frame rate, and the number of images in this frame, which is within the lighting time range, so we overlaid the illuminated building image to the background image. After the above process, the resulting image is shown in Figure 6 .
Finally, we took out the aircraft, vehicles, people images and their locations stored in the linked list and overlaid the images of the objects into the processed background image according to the location. The information of the object image stored in the linked list includes the number of objects, the images of the object, and their coordinates. The previous node of the overall parameter information stores the number of objects. Based on this information, we can determine how many object images are stored in this frame image. The number of objects in Figure 3 stored in the linked list is 8, indicating that there are 8 object images. We removed the images of the objects stored on the disk and their coordinates according to the number of objects and overlaid the images of these objects onto Figure 6 according to the coordinates, and the resulting image is shown in Figure 7 . Figure 7 is a frame image in video formed after deep compression, while Figure 3 is the corresponding frame image in the original video. We used the cosine similarity principle to calculate the similarity between the two images, which was 99.53%. In addition, we calculated the average of each row of pixels in Figure 7 and Figure 3 . The size of these images is 1920 * 1080, and the results are shown in Figure 8 . The abscissa in Figure 8 represents the rows in the image, and the ordinate represents the average of each row pixel in the original image and the resulting image.
The video we experimented with was 25 frames per second. We processed all the information in the linked list into a series of images according to the above steps and then stored them in a list to convert the list into video. We randomly selected a segment of the video formed after decompression and compared the similarity with the original video at the corresponding position. We used the principle of cosine similarity to compare similarities. First, we converted a video into images. Then, we unified the images by setting them to the same size and converting them to grayscale. Finally, we calculated the cosine similarity of the images. Figure 9 is the similarity of each frame of the decompressed video and the original video, where the compressed video images are frames of a segment in the compressed video, and the original video images are frames of a segment in the original video. The horizontal axis of the coordinates represents the serial number of each frame in the video, and the vertical axis represents the similarity between the original image and the compressed image. Compared with the original video, this randomly selected video has a lowest similarity of 99.60%, a highest of 99.72%, and an average of 99.69%.
If we do not use any video compression algorithms, it requires approximately 53.56 GB to store one hour of video. If we use the video compression technology proposed in this paper, it requires approximately 3.33 GB. The similarity between the video decompressed by this algorithm and the original video is approximately 99.69%. The video compression method proposed in this paper maintains high similarity while having good compression performance.
V. CONCLUSION
We proposed a deep compression method that uses some object detection methods to separate the moving objects and stationary objects from a real frame in an apron surveillance video. The moving objects are cropped from the images, the object information is attached, and then they are stored in a linked list. Stationary objects as the background image are stored in the list header. When the video is decompressed, the nodes in the linked list are traversed, and the stored information is restored one by one. Since this compression method needs to store only background images, target object images, and additional information of various images, the storage space is greatly reduced. The experimental results show that deep compression can greatly reduce the compression space and that the video quality after decompression is good.
