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Abstract
The explosion market of the mobile application and the paradigm of the Internet of
Things lead to a huge demand for energy-efficient systems. To overcome the limit
of Moore’s law due to bulk technology, a new transistor technology has appeared
recently in industrial process: the fully-depleted silicon on insulator, or FDSOI.
In modern ASIC designs, a large portion of the total power consumption is due
to the leaves of the clock tree: the flip-flops. Therefore, the appropriate flip-flop
architecture is a major choice to reach the speed and energy constraints of mobile
and ultra-low power applications. After a thorough overview of the literature, the
explicit pulse-triggered flip-flop topology is pointed out as a very interesting flip-
flop architecture for high-speed and low-power systems. However, it is today only
used in high-performances circuits mainly because of its poor robustness at ultra-
low voltage. In this work, explicit pulse-triggered flip-flops architecture design is
dev...
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ABSTRACT
The portable applications, such as smartphones, tablets, and mobiles, and the
ultra-low power (ULP) circuits, such as RFID tags, wireless sensors network, and
biomedical functions, are the applications driving the microelectronics industry
today. In these applications, the microprocessor is connected to a battery or
an energy harvesting system, meaning, in both cases, a finite amount of avail-
able energy and power. Therefore, the power and energy consumptions are of
fundamental importance in the design of these circuits.
The FDSOI technology appeared recently in industrial processes to overcome
the bulk technology limits and continue the trend of Moore’s law. Thanks to the
better electrostatic control of the channel, this technology provides a lower junc-
tion capacitance and leakage, steeper subthreshold slope, lower variability and
powerful back biasing technique over a wide voltage range. The back bias allows
to dynamically modify the threshold voltage of the transistors in a reversible
way. Therefore, this technology is extremely suitable for highly energy-efficient
and ULP circuits.
In modern synchronous designs, the number of flip-flops (FF) has literally
exploded with the raise of new microarchitectural techniques. Consequently, the
flip-flop architecture has a decisive impact on the timing and energy consumption
of the processor. The explicit pulse-triggered flip-flop (explicit pulsed-FF) topol-
ogy presents remarkable timing properties which allow to gain a non-negligible
part of the clock cycle. At the same time, its energy consumption can be severely
reduced by sharing its pulse generator. So far, this structure is almost completely
absent from circuits working at ultra-low voltage (ULV), where the master-slave
architecture is mainly and widely used. The main reasons are its two following
drawbacks:
• Low robustness against local variations in the pulse generation
• Positive hold time leading to additional delay buffers and thereby energy
overhead
In order to improve the performances of UWVR and ULP circuits, both in a
energy-efficiency and timing point of view, this dissertation studies and analyses
architectural innovations to overcome these two disadvantages.
xiii
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The study is driven by the two following questions:
• How to provide robust and energy-efficient pulse-triggered flip-flops at
ultra-low voltage ?
• How can the FDSOI technology help us to improve the robustness and
energy-efficiency ?
First, we present the explicit pulse-triggered flip-flop which is composed of a
pulse generator (PG) sending pulse-like signals to a latch. We select the most
promising latch architectures in an energy-efficiency point of view. Then, we
compare these architectures in the energy-delay (E − D) domain by a sizing
methodology at nominal and ultra-low voltages. The TGPL-Clk and C2MOS-
Data architectures are pointed out, respectively, for high-speed and low power
applications. Afterwards, we show how the wide back biasing allowed in FD-
SOI technology outperforms the sizing methodology in a delay and energy point
of view. These comparisons are then confirmed by silicon measurement of the
selected pulsed-FF architectures.
Second, we explain the robustness handicap of pulse-triggered flip-flop at ULV
and the fundamental tradeoff between robustness and energy consumption. As
a result, we propose a current-starved delay generator (DG) which provides
sufficient degrees of freedom to reach the robustness target without impacting
the energy consumption. Then, post-layout simulations and silicon measurements
show the significant robustness improvement due to our proposed DG. The silicon
measurements also show that choosing the proper back bias couple allows to
reach the highest possible robustness. Afterwards, it is shown that additional
flip-flop functionalities can be implemented in the PG with a very small timing,
area, and energy penalties compared to master-slave architecture.
Finally, a conditional capture technique is presented to suppress the useless
energy consumption remaining when there is no data activity. It is shown that,
combined with the energy-efficient latch and PG previously analysed, this tech-
nique provides a lower energy consumption than master-slave architecture. After
confirming the advantage of pulse generator sharing, the combination of previous
innovations is integrated in a realistic register file. The comparison with master-
slave based register files shows that our pulse-triggered flip-flops exhibit higher
speed, lower area, and lower energy consumption over a wide range of supply
voltage.
ACRONYMS
CDFF Conditional Discharge Flip-Flop
CMOS Complementary Metal-Oxide Semiconductor
C2MOS Complementary CMOS
CP3L Conditional Push-Pull Pulsed Latch
CS Current-Starved
DG Delay Generator
FBB Forward Body Bias
FDSOI Fully Depleted Silicon-On-Insulator
FF Flip-Flop
FinFET Fin Field-Effect Transistor






PVT Process, Voltage and Temperature
P&R Place&Route
RBB Reverse Body Bias
SoC System-on-Chip
SOI Silicon-On-Insulator






αsw Data switching activity factor [−]
αrate Input rate activity factor [−]
βPN Ratio between the PMOS gate width and the NMOS
gate width in the same CMOS branch [−]
σVth Threshold voltage standard deviation [mV ]
Cg Intrinsic gate capacitance [F ]
CL Load capacitance [fJ ]
Cout Output filtering capacitance [F ]
Cox Gate oxide capacitance [F ]
D0 FO4 inverter chain propagation delay at given PVT [s]
E0 Minimum sized symetrical inverter energy dissipation at
given PVT [J ]
Edyn Dynamic energy per operation [J ]
Emin Minimum energy per operation [J ]
Eop Energy per operation [J ]
Estat Static energy per operation [J ]
fclk Clock frequency [Hz]
gnd ground (voltage reference) [−]
gnds NMOS back plane value or NMOS back bias [V ]
I0 Subthreshold reference current [A/µm]
Ileak Circuit leakage current [A]
Ioff Off-state drain current [A]
Ion On-state drain current [A]
Isub Subthreshold drain current [A]
Lg Gate length [A]
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xviii List of Notation
n Body-effect factor [−]
Pdyn Dynamic power consumption [W ]
Pstat Static power consumption [W ]
Psc Short-circuit power dissipation [W ]
Psw Switching power dissipation [W ]
S Subthreshold swing [mV/dec]
Uth Thermal voltage [mV ]
Tclk Clock period [s]
VBB Body bias voltage [V ]
Vbs Body-to-source voltage [V ]
Vdd Supply voltage [V ]
Vdd,min Minimum operating supply voltage [V ]
Vds Drain-to-source voltage [V ]
Vgs Gate-to-source voltage [V ]
Vth Threshold voltage of MOS device [V ]
vdds PMOS back plane value or PMOS back bias [V ]
Wg Gate width [µm]
INTRODUCTION
Over the last two decades, the portable applications have become the keystone
of the microelectronics industry. Millions of smartphones, tablets, and mobiles
are sold every day and the projections do not see a decrease for a while. However,
the energy bugdet is the bottleneck of these applications. Today, the smartphones
need to be recharged every day and the battery has become a major concern for
industrial people and customers. The most efficient solution found by designers
is to reduce the supply voltage of the CMOS circuits. This greatly decreases
each component of the energy dissipation, with the inconvenience of decreasing
the maximum speed of the circuit. The current targeted tradeoff is to work
at nominal voltage when high-performances are needed, for example when a
webpage is downloaded, and at ultra-low voltage when performance is not on
concern. Consequently, the supply voltage of these circuits covers a wide range
of value during the life-time of the circuit. It is why there are called ultra-wide
voltage range (UWVR) circuits [1].
At the same time, emerging applications such as biomedical devices, wireless
sensors networks, radio-frequency identification (RFID) tags, and the advent of
the Internet of Things (IoT) paradigm have led designers to develop ultra-low-
power (ULP) design of integrated circuits [2]. Most of these circuits will work
with systems harvesting only the available energies in the environment. Thus, the
energy budget will determine the accomplishment of these circuits. In the IoT,
wireless sensors will be placed outdoor and indoor and biomedical measurement
tool will be on- and then in-body. Thereby, only a small amount of energy and
power will be available in the environment. Therefore, there is a huge demand
for reducing the energy consumption of the circuits dedicated to portable and
ULP applications.
To continue the trend of Moore’s law [3], new technologies have emerged to
replace the conventional bulk technology. Two of them are today implemented
in industrial process flow: the FinFET technology and the fully-depleted silicon
on insulator (FDSOI) technology. The aim of these two transistor technologies
is a better electrostatic control of the channel. The FinFET transistor has a 3D
shape which allows to encircle the channel, and the FDSOI transistor presents a
buried oxide (BOX) below the channel which acts like a second gate and brings
many others advantages. In this work, the transistor architectures are designed
xix
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and fabricated in 28nm FDSOI technology, with full benefit of its interesting
properties.
The appropriate choice of flip-flop architecture is of fundamental importance
in the design of VLSI integrated circuits. In modern synchronous CMOS circuits,
the clock tree and its leaves represent between 30% and 70% of the total energy
consumption of the microprocessor [4, 5]. The main reason is that the number
of flip-flops has literally exploded the last two decades. Pipelining, super-scalar
and time-borrowing techniques need always more flip-flops to reach the timing
limits of the circuit. Therefore, the flip-flop timing and energy characteristics
have a considerable impact on the performances of the whole circuit.
As a result, this dissertation starts with an overview of the flip-flop topolo-
gies with the aim of selecting the most promising FF structure for improving
the energy-efficiency of UWVR and ULP circuits. It turns out that explicit
pulse-triggered flip-flops own remarkable properties for the targeted applica-
tions, but present several disadvantages to function at ultra-low voltage. The
pulse-triggered flip-flop (pulsed-FF) is a well-known topology which is, to the
best of our knowledge, only used in high-performances circuits. It is composed of
one latch, which is open during a short period determined by a pulse-like signal.
This signal is generated by a pulse generator active at the triggering clock edge.
Unfortunately, this flip-flop topology suffers from two big drawbacks compared
to master-slave architecture, which are magnified at ultra-low voltage: it presents
a lower robustness to local variations ; it exhibits a positive hold time, inducing
energy overhead paid for additional delay buffer insertion at Place&Route step.
This is the focus of this dissertation: integrating the fast pulse-triggered flip-
flop topology in energy-efficient circuits working at ultra-low voltage operations,
with the help of the FDSOI technology.
I.1 THE FDSOI TECHNOLOGY
The fundamental configuration of the FDSOI transistor is a conventional bulk
transistor where a thin oxide layer, or buried oxide (BOX), is inserted between
the substrate and the active part such as the channel height is a few nanome-
tre (8nm of silicon for 28nm technology for a BOX of 25nm height). Beneath
the BOX, the region is called the back plane and is not necessarily tied to the
supplies. This topology presents many advantages. First, the junction capaci-
tance between the source-drain contact and the bulk is reduced, as well as the
junction leakage current. Then, the better electrostatic control provides a dra-
matic reduction of many short channel effects and an enhanced subthreshold
slope. Furthermore, FDSOI technology exhibits a much lower variability than
bulk technology mainly thanks to the undoped transistor channel. Moreover, it
is possible to produce up to three different threshold voltages without doping
the channel and adding variability. And as a last advantage, the most important
property of the FDSOI technology according to the author, the back biasing
technique. The voltage below the buried oxide, called back bias, can vary over a
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wide range of voltage. The variation is equivalent to a strong forward (FBB) or
reverse body bias (RBB) in bulk.
I.2 PURPOSE OF THIS THESIS
This dissertation studies and develops pulse-triggered flip-flops with the aim
of pushing them in ultra-low voltage operations. In addition to the robustness
challenge, ULV operations are focusing on the energy-efficiency of the circuits.
In order to explain the targets followed all over this work, let us remind that the
energy-delay product (EDP) is the main figure of merit for UWVR circuits, while
the energy per operation (Eop) is of primary importance in ULP applications.
Architectural innovations are presented and designed in this thesis to answer
the following questions:
• What is the most energy-efficient latch architecture to be inserted in an
industrial standard-cell library covering a wide range of supply voltage ?
A lot of studies [6, 7, 8, 9] compare flip-flop architectures at the same, and
often nominal, supply voltage, trying to reach a given figure of merit (delay, en-
ergy, or energy-delay product). Moreover, the compared flip-flops hardly present
more than three functional pins (input, output, and clock) which is not realistic
for applications in advanced technologies. In this work, we elaborated a set a
promising scannable and resettable flip-flop topologies and then compared them
in the energy-delay (E − D) domain at nominal and ultra-low supply voltage.
Afterwards, we studied the back biasing technique applied to the selected archi-
tectures and highlighted the benefit in timing and energy performances provided
by a wide back bias range.
• How to guarantee the robustness of pulse-triggered flip-flop facing local
variations at ultra-low voltage, without overdesign and energy overhead ?
As the width of the pulse window is determined by a delay generator composed
of a chain of CMOS stages, the generated delay is highly impacted by local
variations at ultra-low voltage. If the pulse width is too narrow, the latch of
the pulsed-FF does not have enough time to change its state. The common
ways for ensuring the minimum pulse width is wide enough under worst-case
conditions, lead to an overdesign and/or an significant energy overhead. In this
work, we proposed a current-starved delay generator as architectural innovation
to overcome the tradeoff between robustness and energy and studied how to
choose the back bias values to maximise the yield under timing constraints.
• What is the optimal usage of pulse-triggered flip-flops at block level, taking
into account the synthesis, placement and routing constraints ?
After the robustness, the second main drawback of pulsed-FF is its positive
hold time which leads to additional delay buffer insertion, thus energy consump-
tion, during synthesis and placement. We proposed a new pulse generator with
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a pseudo-XOR gate inside to make the hold time negative and limit the energy
consumption when no data activity. Then, we assembled several innovations pre-
sented in the dissertation to lay out a robust and energy-efficient register file and
to show the obtained gains in speed, energy, and area.
I.3 THESIS OUTLINE
In order to answer the previously exposed questions, this thesis is organised as
follows:
Chapter 1. After a short reminder about the power and energy consumption
of digital CMOS circuits, the FDSOI technology and all its advantages are pre-
sented in more details. Next, we assess the state of the art of the four CMOS
flip-flop topologies. The master-slave, differential, pulse-triggered and dual-edge
configurations are illustrated with FF architectures from the literature and, for
each of them, the advantages and disadvantages are exposed and finally summa-
rized. At the end, we point out the explicit pulse-triggered flip-flop topology as
a promising candidate to increase the energy-efficiency of the UWVR and ULP
circuits. This topology suffers from two main drawbacks, namely the robustness
and the positive hold time, which are handled in Chapter 3 and 4 respectively.
Chapter 2. After having observed all the architectural ideas in the previous
chapter, we perform a design reasoning to select the most efficient flip-flop ar-
chitectures for the targeted applications. This leads us to compare six pulse-
triggered architectures. The comparison consists of determining the set of design
points, i.e. transistor gate width, which provides optimal points in the energy-
delay (E−D) domain, from the high-speed region to the low power region. The
pulsed-FFs architectures are compared in the E − D domain both at nominal
and ultra-low supply voltages. While the transmission gate pulse latch muxed
clock (TGPL-Clk) architecture presents the best energy-efficiency for high-speed
operations, the complementary CMOS muxed data (C2MOS-Data) architecture
is revealed as the most energy-efficient pulsed-FF architecture over a wide range
of targeted delays and supply voltages. Afterwards, we show how the back bias-
ing technique allowed by the FDSOI technology, can provide better energy and
delay performances than the sizing methodology used before. Finally, silicon
measurements confirm the results obtained previously.
Chapter 3. This chapter starts by explaining the inherent tradeoff of pulse-
triggered structures at ULV. To ensure a sufficient robustness, one of the two
main drawbacks of pulsed-FFs, a large energy overhead is paid in several ways.
To overcome this issue, we propose a current-starved delay generator (DG) pre-
senting enough degrees of freedom to reach the desirable robustness without en-
ergy penalty. Then, post-layout simulations and silicon measurements show how
our proposed DG structure improves dramatically the robustness of pulsed-FFs.
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Finally, we present a way of implementing flip-flop additional functionalities,
usually added in standard-cells library, in the pulse generator, thus providing a
robust and energy-efficient pulse-triggered flip-flop.
Chapter 4. Firstly, the behaviour of pulsed-FFs face to the clock skew appear-
ing at clock tree synthesis, is exposed. Afterwards, a new conditional capture
technique is presented and explained. As the pulse generator (PG) is the highest
energy consumer in pulsed-FF architectures, this structure efficiently tackles the
FF energy dissipation. Furthermore, the Eop is reduced up to the point that the
pulsed-FF finally exhibits a lower energy consumption than master-slave archi-
tecture. Then, after confirming the efficiency of the shared pulse generator, we
integrate previous innovations, namely fast and energy-efficient latch, robust and
energy-efficient DG and shared PG, in a structured register file. This pulsed-FF
based register file presents a higher speed, lower energy consumption and lower
area compared to master-slave based register files.
Conclusions and appendixes. We finally summarize this work and draw some per-
spectives. Additionally, the conclusion is followed by 3 appendixes. In Appendix
A, additional studies about pulsed-FF architectures are exposed. The optimal
conditional discharge flip-flop (CDFF) structure version is justified, regarding
the precharge mechanism and the reordering technique, and the inefficiency of
the resettable and scannable conditional precharge flip-flop (CPFF) is exposed.
In Appendix B, the testbench used for the flip-flop comparison in Chapter 2 is
presented in details. In particular, the delay and energy are rigorously defined.
Finally, Appendix C exposes the testbench used for the register file comparison
of Chapter 4.
Note. Let us highlight that the basic edge-triggered sequential element is some-
times called D-latch in the literature, mostly american. It will be called flip-flop
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2 CONTEXT, BACKGROUND AND MOTIVATION
Abstract
This chapter starts with a discussion about the consequences of the techno-
logy scaling on the performances of digital CMOS circuits, showing the limits
of the conventional bulk technology. Considered as a major solution to over-
come these problems, the fully-depleted silicon on insulator (FDSOI) technology
is presented. The benefits of this disruptive technology are described and new
design possibilities are highlighted. All that motivates the choice of the FDSOI
transistor technology for the high-speed and low-power applications.
Afterwards, a brief look at the current microprocessor architectures exhibits
the importance of the flip-flop element. Then, a large overview of the flip-flop
state of the art architectures is presented. Different topologies, their character-
istics, and their performances in the figures of merit of flip-flops are studied and
compared to fully understand the advantages and disadvantages of each one.
As a result of this qualitative comparison, we motivate the line of investigation
chosen in this thesis : the explicit pulse-triggered architecture is suggested
as the best candidate for developing a fast and energy-efficient flip-flop. The
current limitations and drawbacks of this topology are mentioned and will then
be tackled in the next chapters.
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For decades, the main target of the microelectronics industry has been the in-
crease of the speed of digital circuits while reducing the fabrication cost. This
had been reached by two main ways of improvement: the scaling of the transis-
tor dimensions and the architectural optimisation of the processor. Technology
scaling has allowed to increase the speed and the integration density of digital cir-
cuits while reducing the overall power consumption. Nevertheless, we are today
reaching the limits of this trend both from a technological and a design point
of view. As the dimensions scale down, the variability of electrical properties
becomes more and more predominant, leading finally to an unacceptable mar-
gin and energy overhead [2]. Many disruptive technologies have been proposed
to replace the conventional bulk, especially the fully-depleted silicon on insula-
tor (FDSOI) technology. This technology provides speed and energy gains with
minimum change in the technological process. The section 1.2 explains how the
addition of a buried oxide layer provides a great improvement in the transistor
properties and how it can help designer to improve the energy-efficiency.
In the same time, the architecture of the central processing unit (CPU) has
drifted from a single instruction by clock cycle to a deeply pipelined and also
multi-scalar CPU architecture. Pipeline technique adds several registers along the
datapath in order to subdivide instructions into many stages [10]. Multi-scalar
architecture is a partial replication of the datapath allowing the simultaneous
processing of N data for an approximate cost of N in hardware [10]. Therefore,
while heavily increasing the throughput, these architectures need a largely su-
perior amount of sequential elements leading the entire clock tree to become the
biggest power consumption part of a modern digital circuit [4, 5, 6]. As a result,
it is of primary importance to choose the proper flip-flop architecture in order
to provide fast and energy-efficient processors.
The chapter is structured as follow: section 1.2 gives an overview of the trend
of the microelectronics industry and why it has reached its limits with the clas-
sical bulk technology. Then, the Fully-Depleted Silicon On Insulator (FDSOI)
technology is presented as well as its capabilities to help designers to overcome
the limits of scaling. Afterwards, section 1.3 briefly introduces the modern pro-
cessor architectures and exhibits the importance of flip-flop (FF) architecture
on the speed and energy of sequential digital circuits. An overview of the state-
of-the-art flip-flop architectures is performed for the four big categories of FF:
master-slave, differential, pulse-triggered and dual edge. The section concludes
by pointing out the remarkable properties of explicit pulse-triggered flip-flop
(pulsed-FF) topology and motivates the research approach of the following chap-
ters.
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1.2 TECHNOLOGICAL CONTEXT
From a technological point of view, the reduction of the fabrication cost was
achieved by the trend of Moore’s law: the transistor density in a microprocessor
doubles every 18 to 24 months. The reduction of transistor dimensions has for
direct impact to decrease, for the same amount of functionalities, the area of
the circuit and thus the cost per chip per wafer. This last point is obviously
a determinant parameter for an industrial point of view and that is why this
trend is continuing. This section explains why this law is also interesting for two
other important figures of merit of a microelectronic circuits - the speed and the
energy consumption - and why this trend is reaching its limits with the advanced
technology. Finally, the FDSOI technology and its new design facilities will be
presented.
1.2.1 Delay and energy equations
Before explaining the impact on the circuit performances, let us remind the
fundamental equations giving the speed and the energy consumption of a digital
circuit. It allows to understand the evolution of these performances with the
technological parameters.
The propagation delay of a CMOS logic gate is proportional to:
Tdel ∝ CLVdd − Vth
Ion
(1.1)
where CL is the typical load capacitance of the transistors, Vdd the supply volt-
age, Vth the MOSFET threshold voltage, and Ion the average MOSFET drain
current in on-state.
The instantaneous power of a digital circuit is composed of two components:
the dynamic power, only consumed when circuit performs computation, and
static power.
Pinst = Pdyn + Pstat (1.2)
The static power can be expressed as
Pstat = IleakVdd (1.3)




S × (1− e
−Vds
Uth ) (1.4)
where η is the DIBL coefficient, S is the subthreshold swing equal to ln(10)nUth,
n the body-effect factor and Uth the thermal voltage.
The dynamic power also comes from two components: the capacitance switch-
ing power and the short circuit current. The capacitance switching is the power
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needed to charge and discharge the capacitance of the circuit, especially the
transistor gate capacitances and interconnection wires.
Psw ∝ CLV 2ddfclk (1.5)
where fclk is the clock frequency. If the circuit is properly sized, the input slope
on the gate is sufficiently abrupt so that the short circuit power Psc can be kept
at 5-10% of Psw [11].
The energy per operation can be extracted by integrating the power over the
clock cycle:
Etot = Edyn + Estat (1.6)
Etot ≈ Esw + Estat (1.7)
Etot ∝ CLV 2dd + IleakVddTclk (1.8)
where the short circuit energy is neglected in equation 1.7 and Tclk = 1/fclk is
the clock period.
Reducing transistor size has led to a reduction of the supply voltage in order
to guarantee the same electrical field across the gate dielectric and to avoid
an electrical breakdown. The threshold voltage is reduced to keep the same
overdrive voltage and thus the current in on-state. The gate delay was thus
reduced because both CL and Vdd are reduced while Ion remained roughly the
same. Although a decrease of the threshold voltage increases the leakage current,
the overall energy was effectively reduced because the leakage energy stayed
quite low compared to dynamic energy. Therefore, reducing dimension and thus
supply voltage permitted the microelectronics industry to create digital circuits
with lower cost, higher speed, and lower energy consumption.
Now, let us have a look on the last statement for ULV and ULP circuits. As
the clock period depends on the delays of the gates (Tdel) and both Ion and Ileak
depend on supply voltage, equation 1.8 has a non-trivial dependence on Vdd.
Actually, the shape of this function exhibits a global minimum at a given Vdd
[2]. From an energy point of view, two Vdd are concerned: the Vdd,opt is the supply
voltage which gives the lowest energy per operation. If a circuit has a certain
amount of computation to do before coming back in stand-by mode, it should
operate at this supply voltage to minimize the amount of energy consumed by
computation. The Vdd,min is the minimum supply voltage which guarantees the
correct functionality of the circuit. If a circuit has to permanently compute data
and is concerned about power, it should work at this voltage to minimize its
power consumption.
Those two voltages are highly impacted by the transistor variability, as ex-
plained in the next section.
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Figure 1.1: Conventional Bulk transistor (NMOS).
Figure 1.2: Discrete threshold voltage distribution in the transistor channel [13].
1.2.2 The end of scaling benefit in bulk technology
The conventional bulk transistor is represented in figure 1.1. The electrical rela-
tions between currents and voltages depend on many technological parameters,
such as the effective gate width, gate length, the oxide thickness,... and the
doping concentration. All of those parameters are slightly modified during the
fabrication process, leading to a variability in voltage-current relation between
the transistors on a same chip and on the whole wafer.
Scaling down and down the technology, the size of the transistors becomes
so small that the discrete number of the implanted ions and the roughness of
the layer interfaces have a huge impact on the average threshold voltage. It has
been shown that the critical device parameter variability is the threshold voltage
variability, mainly caused by the doping statistics in the channel region for bulk
technology [12]. Figure 1.2 illustrates the effect of the dopant position on the
threshold voltage.
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Figure 1.3: Minimum energy point increases with further technological node be-
cause of the higher variability [2].
To study the evolution of performances with the scaling, the effects of the
variability must be taken into account. To do that, we have to introduce an
equation which has not been mentioned in the previous section, the Pelgrom’s
law. It states that the variability of the threshold voltage of transistors among





where Wg and Lg are respectively the transistor gate width and length and AVth
a parameter depending on the technology.
Last decade, the variability induced by the aggressive sizing of the transistor
led designers to take huge margins to ensure the correct functionality of the chip.
As shown in figure 1.3 and thoroughly explained in [2], the minimum energy point
is no longer lowered by reducing the size of the technological node. Thus, because
of the variability, the energy consumption of the advanced technological nodes
is actually bigger, in contrast to the basics laws of scaling. On top of that, the
variability has a direct impact on Vdd,min [14].
To overcome this limit in Moore’s law, new transistor technologies were sug-
gested in the last decade. Today, the most competitive technologies are the finger
field-effect transistor (FinFET) and the fully-depleted silicon on insulator (FD-
SOI).
In FinFET technology, also called trigate in certain companies, the transis-
tor channel is surrounded on three sides by the same poly-silicon layer. It was
developed and presented to push still away the speed of the high-performance
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Figure 1.4: FDSOI transistor (NMOS version).
circuits [15, 16]. On the other hand, the FDSOI technology [17, 18, 19] has been
presented as a very promising candidate for low power applications and will be
described in the next section.
1.2.3 FDSOI transistor technology
The FDSOI transistor is represented in figure 1.4. A thin oxide layer, or buried
oxide (BOX), is inserted between the bulk and the active part such as the channel
height is a few nanometer (8nm of silicon for 28nm technology for a BOX of 25nm
height). Beneath the BOX, the bulk region is now called the back plane. The
back plane might be different to the bulk of the wafer and is not necessarily
clamped to the supplies. When the gate-source voltage becomes higher than the
threshold voltage, the electrons coming from the drain and source completely
fill the channel between the gate and thick oxide insulator. The silicon of the
electron channel is thus entirely in deep depletion regime, giving the name of the
technology : Fully-Depleted Silicon on Insulator.
As first observation, the junction capacitance between the source and drain
and the bulk is now reduced to a little PN junction within the channel. It provides
a junction capacitance per length highly lower than in bulk technology [20, 21].
As the complete electron channel lies in the thin volume between the gate and
the BOX, the gate voltage better controls the channel evolution. Thanks to that,
the body effect n and many short channel effects, as the DIBL, are dramatically
reduced, thus providing an enhanced subthreshold slope [22, 23].
As there is no more PN junction between the bulk and the source or the
drain of the FDSOI transistor, the absolute value between the source voltage
and the back plane voltage, or back bias, can be superior to 0.3V. Moreover,
it has been proved that the buried oxide can support a voltage difference of
up to 2 volts without electrical breakdown [24]. However, the back interface of
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FDSOI transistor is thin enough in such a way that a variation of the back bias
influences the electrical characteristics and performances of the transistor. As
with conventional bulk transistor, the gate voltage needed to form the electron
channel depends on the voltage difference with the bulk voltage. In other words,
the back bias modifies the threshold voltage of transistor. All of that means that,
during the life time of the circuit, the threshold voltage of the transistor, one
of its main parameter for the current-voltage dependency, can dynamically vary
over a relative wide range. As the buried oxide is approximately ten times thicker
than the main gate, the back biasing can be considered as a gate voltage having
an influence roughly ten times lower on the current.
On the contrary of bulk transistor, the FDSOI transistor channel is undoped.
It provides a lower variability - up to two times smaller AVth [25] - because the
threshold voltage does not depend any more on the dopant number (see section
1.2.2). As thoroughly explained in [26], a multi-Vth technology is provided by
changing the type of doping of the back plane and its polarization. Therefore,
it is possible to produce up to three different threshold voltages without doping
the channel and adding variability, unlike the bulk transistors. As a example, in
the LVT feature of the 28nm FDSOI technology, the NMOS transistor is lying
above a N doped well and the PMOS is above a P doped well. This feature will
be used in every simulation and measurement results of this book.
Let us sum up the advantages of FDSOI technology owing to the addition of
the BOX and the better channel electrostatic control:
• The parasitic junction capacitances are radically reduced.
• The subthreshold slope is higher, so is the Ion/Ioff ratio.
• There is no channel doping leading to a dramatically lowered variability.
• The threshold voltage can be modified by the back plane doping type and
also dynamically by the back plane voltage (back bias) over a wide voltage
range.
In [1], authors show that this technology offers several advantages and degrees
of freedom to reach a pareto-like optimum in the energy-delay domain. These
conclusions on the CMOS standard cells obviously apply for the most critical
one in term of impact on the overall circuit performances: the flip-flop. In this
respect, the next section will present the state of the art flip-flop architectures
and will select the architectures which seem to be the most interesting ones for
high-speed and low-power applications.
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1.3 FLIP-FLOPS IN MICROPROCESSOR ARCHITECTURE
Flip-flop is the fundamental element of the synchronous logic. In a synchronous
microprocessor, the clock signal is spread among a big number of paths all around
the chip, forming the clock tree. The clock signal essentially brings in its edge
the information that the data is valid and ready, and synchronises the whole
circuit.
This section first explains why the number of flip-flops has literally exploded
in the modern synchronous digital circuits and why their characteristics have a
direct and huge impact on the overall circuits performances. Afterwards, the FF
main figures of merits will be defined and then compared between the different
flip-flop architectures of the state of the art. Thanks to that, the choice of explicit
pulse-triggered flip-flop is motivated for high speed and low power applications.
1.3.1 Flip-flop contribution in modern ICs
The technique of pipeline has been widely and efficiently used to increase both
the clock frequency and the operations per second of a processing unit, thus the
instruction level parallelism (ILP). In contrast to the single instruction per cycle
architecture, pipeline technique adds register along the datapath in order to
separate the instruction treatment into several stages: fetch, evaluate, memory
write-back,... It allows to reduce the length of the datapath between flip-flops
and to treat different instructions at the same time. The clock frequency and the
average throughput are thus intensively increased. Nevertheless, each pipeline
stage needs a register to store all the data and the instruction control bits.
In addition to pipelined CPUs, the super-scalar technique has also been devel-
oped to increase the ILP. It consists of replicating combinational elements, the
arithmetic/logical unit for example, to process several data in parallel. As the
intermediate results of the ALU must be stored, the register file is also expanded
in relation with the hardware replication. The choice in architecture has a direct
and immediate impact on the number of flip-flops in the core: if the number of
stages and/or of hardware replication is N times bigger, the number of flip-flops
is roughly N times bigger.
Over the last years, systems proposing the time-borrowing technique to push
away the speed limit of digital circuits have appeared in the literature. The idea
of the time-borrowing technique is to work with a lower clock period than the
critical path delay while sensing the end of critical paths thanks to custom flip-
flops. If the circuit senses that a data changes during the sensing time after the
triggering clock edge, a recovery mechanism is activated to guarantee the proper
functionality of the circuit.
Therefore while increasing the speed, these three techniques induce a much
higher complexity of the clock tree. Combined with the increase of the length
of the datapath, tens of thousands of flip-flops were added to digital circuits
to meet the speed target. Consequently, the energy consumption of the clock
tree including its leafs (FF) exploded to become the most important part of the








Figure 1.5: The flip-flop principle and its figures of merit.
overall energy consumption of a modern digital circuit, up to 50% or even 70%
[4, 5]. On top of that, around 80% of the switching energy of a clock tree is
located at the leaf level: the flip-flops [27]. The flip-flop architecture is thus an
important element that designers must take into account to provide an energy-
efficient circuit.
1.3.2 Flip-flop figures of merit
For standard high speed and low power applications, the FF figures of merit are
the following (illustrated in figure 1.5):
• The clock-to-output (Clk-to-Q) delay. It is the propagation delay between
the triggering clock edge and the time when the output data of the flip-flop
is valid. It should obviously be as short as possible.
• The setup time. The setup time is the minimum time when the data must
be valid before the triggering clock edge. It is defined positive when the data
edge is before the clock edge and should be as low as possible. Designers use
metrics based on the three signals of the figure 1.5, to provide quantitative
criteria to compute the setup time. We propose a new metric dedicated to
pulse-triggered flip-flops in [28].
• The input-to-output (D-to-Q) delay. For flip-flops, it is the time between
the input data edge when it arrives at the setup time, and the output data
edge. Therefore, the D-to-Q delay can be written as equal to the Clk-to-Q
delay plus the setup time (D-to-Q = Clk-to-Q + setup).
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• The hold time. The hold time is the minimum time until when the valid
data must stay valid and stable after the triggering clock edge. It is defined
positive when the data edge is after the clock edge.
• Finally, the energy consumption and the area of the flip-flop should obvi-
ously be as low as possible.
1.3.3 Flip-flop architectures
There is an extremely large amount of flip-flops topologies in the literature.
Edge-triggered cells have been the subject of many studies and continue to feed
the imagination of researchers.
In [6], a comparison of nineteen state-of-the-art flip-flops is performed. The
authors first classified them into four main categories:
• master-slave flip-flops
• differential flip-flops
• pulse-triggered flips-flops: implicit and explicit
• dual-edge triggered flip-flops
This section shows, for each topology, the different architectures proposed in
the literature and concludes by a summary of their advantages and drawbacks.
Then, the next section explains more precisely why we selected the explicit pulse-
triggered flip-flop architecture category as the best candidate for our high-speed
and low-power applications.
Master-Slave
The master-slave flip-flops are composed of two latches connected in series. The
input data is connected to the master latch and the output of the FF is the output
of the slave latch. The master latch is enabled during the clock period preceding
the triggering clock edge, so that the data information can pass through the
latch during this period. The slave latch is enabled during the other period of
the clock. Consequently, the information passes from the master latch to the
slave latch only at the triggering clock edge. During the non-triggering clock
edge, the slave latch becomes closed and keeps the previous data value while the
master latch becomes open and can switch to a new data value.
As soon as the master latch samples the correct data, the slave latch will
automatically follow. Therefore, the setup time is highly subject to the switching
speed of the master latch. Then, the clock to output (Clk-to-Q) delay depends
mainly on the propagation delay in the slave latch. The input-to-output (D-to-
Q) delay, here the sum of the setup time and the Clk-to-Q delay, is not only the
propagation delay across the two latches but has also to take into account the
margin (included in the setup time) needed to guarantee the correct latching of
the data.







































Figure 1.6: Conventional master-slave architectures. TGFF gives the best tradeoff
between speed performances and pass-through phenomena.
Among a large panel of master-slave FF in the literature, let us remind the
conventional static architecture shown in figure 1.6a. This architecture is called
the transmission gate master-slave (TGMS) and is the basic structure of master-
slave flip-flop.
The great advantage of the complementary square MOS (C2MOS) architec-
ture, compared to the TGFF one, is its immunity to the clock overlapping phe-
nomena. Indeed, if the complementary clocked signals (clk and clk on figure 1.6)
are temporarily both at the same level, there is a short circuit path between
the inverter supplies and the input data of TGMS whereas it is impossible for
the C2MOS structure. This effect creates a short circuit current during a short
period of time which can nevertheless represent a significant energy overhead.
In order to combine the speed of the TGMS -thanks to pass-gate utilization-
and the robustness of the mC2MOS, the transmission gate flip-flop (TGFF) has
been proposed and is today the reference for master-slave architecture compari-
son (figure 1.6c).
More complicated master-slave architectures have been proposed in the lit-
erature. We can cite the comparisons of [9], [29], and [30] and the proposition
of [31], both illustrated in figure 1.7. The last two propose NAND-gates based
master-slave flip-flops. Those architectures do not have any transparency time
thus avoiding metastable state [9, 31, 32]. Nevertheless, the propagation delay is
highly increased by the series of NAND gates and thereby these structures are
not used in applications needing performances.
Seeing the principle of master-slave flip-flop, we can say that the setup time
is in nominal conditions strictly positive, meaning that the correct data value
must change before the clock edge in order to permit the master latch to sample
the data before its closing. On the other hand, the hold time is, in nominal
conditions, negative because once the master latch is closed after the triggering
clock edge, a change of the input data will not influence the flip-flop output.


























(c) The gated master slave FF
(GMSL) [30].
(d) Contention-less flip-flops (CLFF) dedi-










(f) The write-port master slave
FF (WPMS) [33].
Figure 1.7: Novel master-slave architectures proposed in the literature.
Differential
The differential flip-flops, also called dual-ended, have also the complementary
input data as input and generate simultaneously the output signal and its com-
plement. The primary concept of the design is the symmetry of the structures,
ensuring a identical behaviour between the data-to-output path and the comple-
mentary path. This concept is illustrated in figure 1.8 by the adaptation of the
conventional master-slave structure.
In non differential architectures, an extra inverter might be used at the synthe-
sis step if the complementary output is needed in a following path. This causes
a speed penalty and a shift between the two complementary signals, possibly




















Figure 1.9: Improved MS-based differential structure [34].
causing disturbing glitches later in the circuit [34]. That is why the main appli-
cation of this kind of flip-flop is the deeply pipelined systems where the delay
from flip-flop is a heavier penalty for the computational time [34]. Moreover, the
improved alignment in the output signals is especially suitable for combinational
elements such as decoders and multiplexers, where the complementary signal is
used in every computation.
Despite some exceptions (figure 1.9), most of the differential flip-flop found
in the literature are based on the sense amplifier principle (figures 1.10): one
differential pair is connected to a symmetrical bistable element and senses the
complementary inputs. The nodes of the amplifier part are pre-charged to the
supply voltage value (Vdd) during the clock level preceding the triggering-clock
edge. After that, the high input value pulls one dynamic node to ground which
switches the following bistable to its new state. During the following clock level,
the flip-flop is always open and can evaluate a new data coming to the input.
It means that this kind of flip-flops are actually latches and designers must take
care of the hold time constraint and the glitch effects. After the non-triggered
clock edge, the dynamic nodes are pre-loaded again.



























(c) With modified output
part.











(b) Dual single-transistor clocked (DSTC).
Figure 1.11: Differential master-slave flip-flops [35].
To avoid the level-triggered behaviour of the previous architecture, [35] pro-
posed differential master-slave architectures (figure 1.11). Nevertheless, those
structures suffer from a highly penalizing voltage drop at one of the slave latch
input, thus reducing the driving capability of its outputs [8].
Thanks to the NMOS differential pair, differential flip-flop architectures have
shown lower D-to-Q delays than master-slave ones. Nevertheless, because of








Figure 1.12: The pulse-triggered flip-flop principle. During the pulse period, the
flip-flop behaves essentially like a level-sensitive latch.
the pre-load, the additional complementary data-to-output path and the de-
lay buffers needed to fix the hold time constraint, this topology leads to a huge
energy overhead compared to master-slave. Furthermore, in many differential
architectures, there is no feedback transistors in the bistable element. It means
that a stack of NMOS must fight and beat a PMOS in the bistable element in
order to change its state. Consequently, those structures are extremely suscepti-
ble to process variation at ultra-low voltage where an unbalanced strength may
cause serious issues and design problems. For these reasons, differential flip-flops
are not suitable for low-power applications and have essentially been used in
high-speed processors.
Pulse-Triggered
The pulse-triggered flip-flops, or simply pulsed-flip-flops (pulsed-FFs), are com-
posed of only one latch which is open during a short period of time after the
triggering clock edge, defined by a pulse-like signal. During this short period,
the data value passes through and changes the state of the latch, as illustrated
in 1.12. Afterwards, the latch is closed and its output value remains constant.
The pulsed behaviour is achieved thanks to a delayed clock signal generated
in the flip-flop. During the period defined by this delay, both the clock and the
delayed clock signals have the same voltage value. A comparative stack allows
to get open the latch during this period.
Due to the architecture, a data value changing slightly after the clock edge
can be sampled by the latch. Therefore, the setup time is essentially negative
while the hold time becomes positive in contrast to the master-slave topology.
As only one latch is laying in the D-to-Q path and no timing barrier is involved,
the speed of pulse-triggered FF is largely superior to MS.
There are two main types of pulsed-flip-flops: implicit and explicit.






















(ipDCO) semi-dynamic hybrid flip-flop [7].
Figure 1.13: Differential and semi-dynamic implicit pulse-triggered flip-flops.
In implicit pulsed-FFs, there is no node which exhibits a pulse signal at any
time during the clock cycle (see figure 1.13). The pulse behaviour is thus called
implicit. As the charge and discharge into the flip-flop also depend on the data,
the architectures often need a stack of minimum three transistors: two perform-
ing the pulse property and one containing the data information. A lot of proposed
implicit pulse-triggered flip-flops have been called semi-dynamic, as reference to
the dynamic NMOS logic. Those structures are composed of a static part, mean-
ing a bistable element, and a dynamic part with a NMOS stack and a pre-charge
mechanism (figures 1.13b, 1.13c, and 1.13d).
For the explicit pulsed-FFs, the latch is connected to the output(s) of a pulse
generator (PG). The element provides at least one signal which has effectively
the shape of a pulse. It often contains the delay generator and has the advantage
to be shared by several latches. As the latches need only the pulse signal to
perform their flip-flop functionality, like the clock signal for master-slave flip-flop,
this signal can be propagated as well as the clock tree in a conventional digital
circuit. Moreover, a stack of two transistors in the latch is sufficient to contain



















(d) Low swing PMOS version.
Figure 1.14: Pulse generators dedicated for pulsed-FFs in the state of the art.
In 1.14c and 1.14d, transistors in diode mode lead to a lower swing, thus energy
consumption, in the delay generator [39].
the clock and input data informations. The overview starts by the different pulse
generators found in the literature and then the latches. These latches can be used
with every presented PG and conversely.
The conventional pulse generator for pulse-triggered flip-flops is shown in fig-
ure 1.14a. The inputs of the NAND gate are the clock signal CLK and its de-
layed complementary signal CLKd. It provides the complementary pulse signal
Pulse which is connected to the latch and to the input of an inverter providing
the Pulse signal. The delay generator is located between the two inputs of the
NAND and is composed of three inverters giving the complementary and delayed
signal needed. In [38], authors propose to add stacking in the delay path in order
to use only one inverter to perform the delay. It has also the advantage not to
increase the clock input capacitance (clock load) on the contrary of increasing
the gate length. The pulse generators of figures 1.14c and 1.14d have been imple-
mented in an implicit pulsed-FF [39] but this low swing technique can be easily
transposed in the delay generator of the conventional PG.
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(b) The conventional explicit pulse-
triggered flip-flop (ep-FF) [40].














(b) The feedback of the







Figure 1.16: Differential and semi-dynamic architectures of explicit pulsed-FF.
The extremely basic explicit pulse-triggered structure is shown in figure 1.15a.
A great improvement in its robustness is shown in figure 1.15b where the feedback
of the bistable element is idle during the pulse. Those structures are also called in
the literature transmission gate pulsed latch (TGPL) to make the differentiation
with the master-slave structure TGFF (figure 1.6). As with implicit pulsed-FFs,
sense-amplifier-like versions have appeared in the literature. As designers always
inspire from previous topology, a semi-dynamic explicit pulsed-FF has also been
proposed ([7] figure 1.16c).
Conditional techniques In many architectures seen before, especially in the semi-
dynamic topologies, nodes are charged or discharged even when the data does
not change. As the data switching activity factor (αsw) is on average between 0.1
and 0.4 depending on the application, this leads to a useless energy consumption.
Therefore, the interesting idea of conditional latching technique appeared in the
literature. The key point is to use the information of the output of the flip-flop,
combine it with the input data and enable or not the switching, to save the










(a) The singled-ended version of conditional

























(d) Conditional discharge flip-flop [44]
Figure 1.17: Other conditional techniques.
energy consumption. As said, the main characteristic is the use of the output
signal in feedback in the writing system.
In semi-dynamic structures, we can cite the conditional capture technique
represented in figures 1.17a and 1.17b and the conditional precharge and its
complementary discharge techniques in figures 1.17c and 1.17d. Each of them
was implemented in pulse-triggered topology.
Dual-edge
A dual-edge flip-flop latches the data on both edges of the clock. With the same
datapath, the clock cycle can be divided by two, keeping the same throughput.
As the switching activity of the clock tree is divided by two, so is its switching
energy.
Every architecture discussed in the preceding section can be adapted in dual-
edge-triggered topology [7, 45]. For most of them, the writing part is doubled
to perform the triggering on both edges, meaning that the internal energy con-















(a) With this implementation, dual-edge ver-










(b) The conventional latch duplicated.












based pulse generator [46].
Figure 1.19: Dual-edge pulse generators.
sumption of the flip-flop is increased. At some point, the data and clock loads
are so increased and even doubled that the saving energy in the clock tree does
not cancel out the energy overhead due to making the dual-edge feature (see [7]
and figure 1.18a).
For all the reasons cited above, the literature trend is the adaptation of explicit
pulsed-FF into dual-edge version. The main change in the architecture of dual-
edge flip-flops is the pulse generator, working on both edges. The direct solution
is to put a XOR gate instead of an AND (NAND+inverter, figure 1.19a). Other
implementations are shown in figure 1.19.
Finally, let us notice that a duel-edge triggering system must ensure a perfect
balanced clock cycle. Indeed, it is the shorter level of the clock which determines
the operational clock frequency. Therefore, buffers and inverters must have per-
fectly balanced rising and falling propagation delay, as well as the clock generator.
This assumption is extremely hard to guarantee because of process, voltage and
temperature (PVT) variations, especially at ultra-low voltage.
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Summary and state of the art in ultra-low power domain
The master-slave architecture is the most used topology, especially in low power
circuits. Its behaviour is robust and straightforward to understand for micro-
architecture designers and that is why it is today the most used FF architecture,
especially in ultra-low voltage circuits. Nevertheless, it suffers from a large D-to-
Q delay because of the use of two latches virtually separated by a clock barrier.
The differential flip-flops are composed of two symmetric rails of data and
are based on the sense-amplifier principle. They are more susceptible to process
variation and often need a precharge at each clock cycle exhibiting a high energy
consumption. They are so highly not recommended for ULP and ULV circuits.
The pulse-triggered flip-flops are made of only one latch which is open dur-
ing short period after the triggering clock edge. The propagation delay is thus
dramatically reduced and the setup time becomes negative while the hold time
is positive.
A dual-edge architecture samples the data at each edge of the clock signal.
Some architectures allow to reach this property without duplicating the datapath
and thus doubling the clock and data load. But the most energy-efficient way
is to modify the pulse generator of the explicit pulsed-FFs. However, the clock
cycle must be perfectly balanced in order to have the same timing constraints
both in high and low levels of the clock. This statement is hardly achieved at
ultra-low voltage.
Table 1.1 gives a summarized comparison of the four flip-flops topologies.
Table 1.1: Comparison of the flip-flop topologies for different figures of merit.
Topology Speed Power Area Vdd Scalability
Master-slave – + + ++
Differential ++ – – – – –
Implicit pulsed-FF + – – –
Explicit pulsed-FF† ++/++ -/++ -/++ -/-
Dual-edge + ++ + –
† without/with shared pulse generator
Let us now highlight the state of the art about the architectures reaching good
performances in low-power operations.
First, we can cite the numerous conditional techniques presented before
[42, 43, 46, 47], helping to decrease the energy consumption. Then, in the wide
comparison performed in [6], the basic and conventional transmission-gate struc-
tures (see the TGFF in figures 1.6c) are pointed out to be the most energy-
efficient ones.









Figure 1.20: Adaptive-coupling flip-flop [48]. Thanks to the elementary clock load,
this architecture exhibits the lowest energy consumption among the flip-flop litera-
ture.
Later, the adaptive coupling flip-flop (ACFF) was proposed by [48] to tackle
the susceptibility of differential structures to process variation. As we can see in
figure 1.20, the basic differential structure is enhanced by the addition of two
pairs composed of one NMOS and one PMOS in parallel. This helps to alleviate
the drawbacks of the conventional topology, due to a short circuit path formed
between supplies and an overdesign of the pull-down NMOS for worst case con-
ditions. As the conventional structure, it needs only one phase of the clock which
means the saving of clock buffer and two times less clocked transistors, meaning
reduced clock load. This architecture has been fabricated in 40nm CMOS bulk
process and has shown an energy per cycle of 2fJ per cycle for a data activity of
10% at 1.1V which is the lowest measured energy consumption reported in the
literature at nominal voltage. The main drawback of this structure is its high
setup time leading to a relatively large D-to-Q delay (see table 1.2). Finally,
silicon measurements showed a tolerable yield down to 0.6V.
Later on, [49] proposed the conditional push-pull pulsed latch (CP3L) archi-
tectures and studied it at nominal voltage operations (1V). It can be categorized
as an explicit conditional pulse-triggered flip-flop with the output feedback in
the pulse generator (see figure 1.21). It exhibits the best energy-delay product
(EDP) among the literature, mainly thanks to the small delay of pulse-triggered
flip-flop (table 1.2). As the D-to-Q path is composed of two stages, it exhibits
better performances for a high output capacitance [49].
[50] proposed a differential flip-flop (IMD-FF) and studied its reliability un-
til 0.4V. Unfortunately, it is only compared to other differential flip-flops and
exhibits a NMOS stack having to counter a PMOS.
Finally, [51] proposed an adaptive pulse-triggered flip-flop (APFF) with a
replica delay generator with the aim of performing operation over a wide voltage
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Figure 1.21: Conditional push-pull pulsed latch (CP3L) [49]. The lowest EDP of
the literature.
range, from 1V down to 0.2V. Comparison to conventional master-slave has
shown that, over the wide range, the delay is more than two times lower, the
energy consumption about 30% higher, and thus the energy-delay product of the
pulsed-FF represents approximately 65% of the master-slave EDP.
Table 1.2: A sample of the quantitative results of the state of the art flip-flop
performances
Archi- Supply Techno- D-to-Q Energy [fJ] EDP Transistor
tecture [V] logy [ns] [data activity] [fJ.ps] count
ACFF* 1.1 40nm 0.264 2 [10%] 528 22
CP3L* 1 65nm 0.017 26.1 [10%] 451.5 34
IMD-FF 0.4 90nm 1.7 [n.a.] [n.a.] 22
APFF 0.4→1V 65nm 14.2 4.2 [n.a.] 59700 30
* silicon measurements
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1.4 THE EXPLICIT PULSE-TRIGGERED FLIP-FLOPS
Keeping in mind all of the descriptions above, this section points out the re-
markable properties of the explicit pulse-triggered flip-flops and motivates this
choice for the research strategy of the following chapters.
As every pulsed-FF, there is only one latch in the input-to-output path. The
propagation delay is thus extremely low compared to architectures with two
complementary latches.
In opposition to differential flip-flops, only one data rail and output inverter
are charged and discharged. Moreover, contrary to dynamic or NMOS-like flip-
flops, there is no pre-charging. The energy consumption is so largely lower than
the second category of FF.
Compared to implicit pulse-triggered flip-flops, the explicit version should
provide a lower delay for the same sizing because of the additional stack needed
by implicit topology. This stack is also a drawback for ULV operations as it
decreases the robustness of the CMOS logic. On the other hand, the pulse gene-
rator needed by explicit structure should provide a higher energy consumption
with the same transistor size. Nevertheless, the output(s) of the pulse generator
could be sent to the neighbouring identical latches, i.e. flip-flops. This technique
provides a reduction of both the energy per flip-flop and the area per FF because
the consumption and area of the pulse generator is normalized by the number
of shared latches.
The dual-edge version of explicit pulse-triggered flip-flop only needs a dual-
edge version of the pulse generator, as the latch only needs a pulse signal at each
clock edge to properly work.
Finally, explicit pulsing easily allows to perform time borrowing technique.
In this text, time-borrowing has no concern with the latch-based pipeline ar-
chitectures. It means that the valid data might arrive during a time-borrowing
window after the triggering clock edge. If a data transition is detected during
this time-borrowing window, an error signal is sent to the controller of the mi-
croprocessor architecture. Then, an error detection method with or without an
error correction mechanism, is used to handle the late data arrival. The figure
1.22 shows a direct implementation of the time-borrowing and clock stretching
techniques developed at system level in [52] [53] and [54]. Here we use one pulse
generator, one latch and one transition detector which needs less hardware than
one master-slave flip-flop (2 latches), one latch and one XOR gate as proposed
in [52] and [54]. Furthermore, the latch connected to the pulse generator has a
flip-flop behaviour. So, the delay error detection window is the pulse width and
not nearly the half of the whole clock cycle as in [53]. This property avoids a
massive additional buffering insertion as mentioned in [53]. Change needed in the
pulse generator simply consists in the addition of two minimum sized transis-
tors to perform the NAND gate behaviour. A control signal maintains the pulse
active during the desirable time such as the next latch in the datapath stays
















Figure 1.22: Example of implementation of the time-borrowing technique in explicit
pulse-triggered flip-flop.
else in the circuits, and provides a clock stretching property without the need of
synchronous signals as in [54].
Nevertheless, let us not forget that the pulse-triggered topology exhibits se-
veral disadvantages.
As the pulse signal makes the latch open after the triggering clock edge,
the hold time is essentially positive, contrary to master-slave FF. Indeed if the
data value quickly changes after the clock edge, a wrong data will be latched.
Then, during the synthesis placement, the tools will automatically add buffer in
short path to fix the hold constraints. This drawback can be mitigated by the
simultaneous negative setup time thanks to the useful skew technique [55, 56]
and delay buffers designed with the current-starved technique (Chapter 3).
Then, it directly follows from the architecture principle that, if the pulse width
is not wide enough, the latch will not have enough time to switch with the new
data. The issue is especially critical in the ultra-low voltage domain where the
local variations lead to a wide range in the pulse width. This problem will be
fully discussed and treated in Chapter 3.
1.5 CONCLUSION
In the aim of ULP and UWVR circuits, the need of efficient clock tree is of
primary importance. This chapter has presented the FDSOI technology and the
state of the art of flip-flop topologies and motivated the choice of explicit pulse-
triggered flip-flops in FDSOI technology for the targeted ULP and UWVR ap-
plications.
In order to maintain the trend of the microelectronics industry, the new
FDSOI technology has been proposed to overcome the bulk limitations. This
technology allows designers better electrical performances, lower variability and
a powerful degree of freedom - the back bias voltage - which allows to change
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dynamically the threshold voltage of transistors. Several previous studies have
demonstrated the benefit of this technology compared to the conventional bulk
one, especially to provide energy-efficient circuits.
In a modern complex digital circuit, the number of flip-flop and the complex-
ity has literally exploded due to the increasing number of bits in the datapath
and the intensive use of pipeline and super-scalar techniques. The proper flip-
flop architecture is thus a challenge for designers who want to reach a good en-
ergy consumption under throughput constraints. Among a wide overview of the
flip-flop topologies, the explicit pulse-triggered architecture was pointed out as
an extremely interesting candidates for high-speed and low-power applications,
thanks to:
• a very small input-to-output delay - defined when the input arrives at the
setup time,
• a negative setup time allowing much more reduction of clock cycle,
• the sharing of the energy-consuming pulse generator, reducing both energy
and area,
• a lower delay than implicit pulsed-FF thanks to lower stacking,
• dual-edge and time-borrowing facilities that can be more easily imple-
mented with explicit than implicit pulsed-FFs.
In the following chapters, the design of energy-efficient explicit pulsed-FFs in
FDSOI is studied. As seen, the study can be separated between the latch and
the pulse generator which will therefore be the topics of the next two chapters.
CHAPTER 2
STUDY AND COMPARISON OF LATCH
ARCHITECTURES FOR UWVR
PULSE-TRIGGERED FLIP-FLOPS IN 28NM
FDSOI
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Abstract
This chapter gives a complete comparison of explicit pulse-triggered flip-flops
architectures in order to select the most energy-efficient ones, according to the
specifications of UWVR and ULP applications: fast and energy-efficient at nom-
inal voltage and extremely energy-efficient at low voltage. First of all, a list of
design constraints is elaborated to take into account the particularities of the
targeted applications. From that, the choice of the compared architectures is
motivated thanks to a theoretical analysis of the writing network in a latch. The
sizing methodology used for the comparison is introduced and discussed.
After all that, the results of the comparison are exposed in the energy-delay
domain. At nominal voltage, the TGPL-Data and C2MOS-Data architectures are
shown to be the most energy-efficient in the low-power region while the TGPL-
Clk structure exhibits the best energy-delay product in the high-speed region. At
ultra-low voltage, C2MOS-Data presents the lowest energy consumption in every
region excepted for very high speed applications. In order to deal with the fact
that the results are not the same at nominal voltage and at ultra-low voltage,
it is shown that the back biasing technique allows to dynamically reach both
high-speed and low-power properties with the same architecture sizing. It means
that the FDSOI technology allows a higher energy-efficiency than obtained by
the sizing methodology thanks to the back biasing technique.
Next, we mention that none additional problem appears during the imple-
mentation in conventional flow, compared to hard-edge triggered flip-flops.
Finally, silicon measurements of previously selected architectures in 28nm
FDSOI highlight and confirm the previous conclusions. In particular, an average
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As seen in the previous chapter, among all the flip-flop topologies found in the
literature, the explicit pulse-triggered architecture is the most promising candi-
date for the high-speed and low-power applications. As fundamental principle,
the clock signal is connected to a pulse generator (PG) providing a pulse signal to
a level-sensitive latch. The latch architecture is of fundamental importance in the
flip-flop performances. Indeed, it directly gives the speed of the FF and directly
impacts the sizing of the pulse generator, thus the overall energy consumption.
In order to reach an energy-efficient FF, we have to find a latch providing the
required speed for a minimum amount of energy.
In this chapter, a large set of pulse-sensitive latches is compared. First, Section
2.2 exposes the design constraints of the latches for this work focusing on ULV
and UWVR circuits. These constraints come from the targeted ultra-low voltage
applications, the characterization method used in ASIC design, and from the use
of an aggressive technology. Based on the design constraints, Section 2.2 develops
and presents the choices of latches that will be compared. It is motivated by a
theoretical analysis on the writing system of pulse-triggered flip-flops (pulsed-
FFs). In Section 2.3, the sizing methodology of the latches is firstly presented.
It is shown that the optimum ratio between the width of the NMOS and PMOS
transistors (βPN ) is not the same if we target identical timing or maximized
robustness, while the CMOS stage stack slightly varies the conclusion. Secondly,
the complete comparison is performed at nominal and ultra-low voltages and
over the whole energy-delay domain. The results of this comparison are then
discussed for each supply voltage. As the results are not exactly the same at
nominal and ultra-low voltages, we provide a discussion about the choice and
the desired tradeoff depending on the application. Consequently, the use of a wide
back biasing range possible in FDSOI technology is added to the discussion. It
is shown that it allows a better tradeoff in speed and energy than by sizing
methodology. The final Section 2.4 shows silicon measurements of these selected
architectures which confirms the previous finding.
2.2 SELECTION OF ULTRA-LOW VOLTAGE LATCHES
As we saw in Section 1.3, flip-flop architectures are extremely varied and can
be optimal for a specific application. Therefore, we have to determine some
choices and design constraints in order to select relevant latches for the targeted
applications of this work. After describing and motivating these constraints, the
elaboration of the writing system is analysed in Section 2.2. As we will see, the
conclusions lead to pulse-triggered flip-flops already presented in the previous
chapter. Slight improvements in some architectures are finally proposed.
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2.2.1 Design constraints
First of all, the target of energy-efficiency leads us to choose the static comple-
mentary MOS logic (CMOS). This logic style has been present for three decades
in the industry because it provides a strong immunity to crosstalk and a lower
total energy consumption thanks to the absence of short circuit path [12].
2.2.1.1 Ultra-low voltage operation
The pulse-triggered flip-flops of this work have to function at ultra-low voltage
(ULV) in order to provide a high energy-efficiency. At this operational mode, the
on-state current is small, meaning low operational clock frequency, and varies
dramatically with the environmental variations. Moreover, the leakage current
becomes predominant and is even more strongly proned to environmental varia-
tions. All this leads to several design consequences.
A short circuit path during the writing time is forbidden. The process vari-
ations may lead to a strength difference between PMOS and NMOS extremely
high compared to the nominal case. Therefore, designers have to increase the
transistor dimensions to ensure an acceptable signal to noise margin in writing
mode (SNMW), leading to an unacceptable energy overhead.
A pass-gate with only one transistor is forbidden. In some architectures work-
ing at nominal voltage, a NMOS (or a PMOS) performs both the charge and the
discharge of the next node. Because of the configuration, the charge (discharge) is
not complete and the node value reaches quickly Vdd−Vth,n (gnd+Vth,p) but the
rest of the transition becomes extremely slow. For sufficiently high voltage, this
value is high (low) enough compared to the threshold voltage of the next CMOS
branch. But, at ultra-low voltage, the transistors would pass quickly in cut-off
mode and the time needed to reach the switching threshold voltage of the next
branch might be several orders of magnitude higher than standard operations.
A stack of four transistors is also forbidden. Stacking transistors decreases the
speed and the robustness of the gates if the size of the transistors is not increased.
Therefore, designers have to make a tradeoff between the speed-robustness and
the area of the standard cells. We chose in this work a maximum stack of three
as it has already been the case in other works in ULP operations [57].
Finally, the flip-flops of this work will not be dual-edge-triggered. In dual-edge
systems, the clock tree must be perfectly balanced, providing an equal time in
the low level and the high level of the clock. Nevertheless, if the constraint of
50%-50% is relaxed, it will always be possible with explicit pulsed-FFs to adapt
the latch in dual-edge mode.
2.2.1.2 Logic synthesis aspects
Even if our flip-flop comparison is a study at gate level, the objective of every
digital cell is to be implemented in a complete circuit. Consequently, we have to
keep in mind that the flip-flops will be characterized and then used for synthesis





Figure 2.1: Three different configurations providing identical input slopes when the
transmission gate is closed.
by CAD tools. These points lead us to set out two constraints which are not
always found in the literature.
The output of the flip-flop must be the output of an inverter. Indeed, if the
FF output is a node of the bistable element, the time needed to (dis)charge it,
i.e. the minimum pulse time, depends on the output load. As the output load
of a standard cell is only known after the synthesis placement, it might lead to
two situations: (i) if the load is too large, the pulsed-FF could not be able to
switch the state of its bistable element during the pulse period; (ii) if the load
is too weak, the flip-flop will be overdesigned, meaning useless energy overhead.
The size of this inverter will give the driving strength (or drive) of the cell and
is an input of the sizing algorithm.
All of the external inputs arrive on a transistor gate. In a lot of latches proposed
in the literature, the data input of the analysed flip-flops is the source/drain
contact of a transistor. This directly means that there is a stack of two, at
least, between the other source-drain contact of the transistor and the supplies;
this might lead to several problems. First of all, is the input slope chosen when
the transistor is on or off ? If it is on, it will not be the case in most of the
characterization tool. If the clocked transistor is off during the input transition,
the drive of the stack - when it will be on - will directly impact the time of
charge or discharge and thus the timing performances of the flip-flop. But, for two
identical input slopes, the stack may be very different as well as the corresponding
rise and fall time. The idea is illustrated in figure 2.1 and the delay difference
is quantified in Table 2.1. Moreover, the strength of the previous driving stage,
or gate drive, is only known after the synthesis step and the modern synthesis
tools are not able to take into account the voltage drop during the data latching
to properly size the previous gate. Therefore, we forbid inputs arriving on a
transmission gate but only on capacitive transistor gates which do not add stack.
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Table 2.1: Computed delay difference between an ideal slope and the driving
strength of the previous stage. Depending on the supply voltage, there can be a
substantial different of up to 23% on the computed delay.
Configuration: 1V X1 1V X8 0.35V X1 0.35V X8
rise time 19% 1.2% 22.3% 2%
fall time 18% 1.4% 23% 1.8%
2.2.1.3 Scan, reset and inverted output functionalities
Testing determines the yield of a given circuit and gives indications on how to
improve it. With the complexity of modern ICs, it is impossible to have pins
with direct access to all the desirable parts of the circuit. Therefore, designers
use one or several scan chains as an artificial mean to access the circuit inside
and show the correct behaviour of the circuit, and it is today compulsory in
advanced designs [58]. The principle of this technique is the following: scannable
flip-flops are used in the functional datapath with two inputs - data in (D) and
data test in (TI) - selectable by a test enable signal (TE). During the automatic
Placement&Route (P&R), the outputs (Q) and the test inputs (TI) are connected
to each other to form a chain of flip-flops called scan chain. If the length of the
chain is N, known values of data are fetched in the circuit during N clock cycle.
At the end, the state of the circuit is perfectly known, so is the expected output
of the combinational logic. Thanks to that, the outputs of the chip are detected
and compared to the expected outputs.
As the test represents a lot of time in the industrial process, the trend is to
reach similar functional and scan frequencies. Thereby, the scan path and the
D-to-Q path will be similarly sized in this work.
Processor designers intensively use the reset function in order to know pre-
cisely the initial state of the circuit. Synthesises of industrial state of the art
processors, namely TI MSP430 and ARM Cortex M0, were performed and have
been shown that the majority of the flip-flops is resettable and with minimum
drive. Consequently, the reset function will be also added to our architecture in
order to compare realistic flip-flops.
As we could see in Section 1.3, flip-flops may have a different number of stages
between the input and output. It means that the direct and shorter output might
also be the complementary incoming data. To compare the best performances of
the different flip-flops, an inverted output is chosen if it minimizes the D-to-Q
delay with the previous constraints and it is considered that the synthesis tool
will handle it in the following combinational datapath. The choice is the same
for negative triggering edge.





(a) The transistor schematic
of the ultra-low power diode.
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(c) Principle of the current-
voltage characteristics of the
bistable.
Figure 2.2: Ultra-low power static bistable element [59].
Finally, let us sum up the design constraints chosen in this work before deve-
loping the latch architectures:
• Static CMOS logic,
• No short circuit path, especially during writing,
• A single transistor pass-gate is forbidden,
• A stack of four transistors is also forbidden,
• The flip-flops are single-edge-triggered,
• The output of the flip-flop must be the output of an inverter,
• The external inputs all arrive on a transistor gate,
• The flip-flops are scannable and resettable,
• An inverted output and negative triggering edge are allowed.
Keeping these constraints in mind, we will develop in the next section the kind
of latch that would be interesting for the targeted energy-efficient applications.
2.2.2 Architectures of static R-S pulsed-FFs
In this section, the architectures of the static resettable and scannable pulse-
triggered flip-flops are elaborated. After motivating the choice of the bistable
element structure, different possibilities of writing systems are discussed and the
most promising energy-efficient ones will be kept for the comparison.
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Figure 2.3: The half Schmitt trigger bistable [61].
Bistable element
A static latch needs at least one bistable element. Three radically different ar-
chitectures are proposed in the literature :
• The conventional cross-coupled inverters,
• The ULP latch [59, 60] (figure 2.2) ,
• The Schmitt trigger, either original or simplified [61] (figure 2.3).
The ULP latch consists in two ULP diode in series and interestingly exhibits
only one logic node. As the current-voltage characteristics in the combination
of two ULP diodes [59], this configuration provides two stable points (see figure
2.2c). The maximum current of an ULP diode is the drain current of a tran-
sistor with VGS = 0, as shown in figure 2.2a. Consequently at nominal voltage
operation, every capacitive coupling will change the voltage value and the recov-
ery time to reach a supply value is several orders of magnitude lower than the
two cross-coupled inverters. Therefore, it would impact the driving strength of
the inverted output and is thus not suitable for nominal Vdd operations [62]. At
ultra-low voltage, the leakage current of the writing system has a huge impact
on the static voltage value. Indeed, if the writing system is not in ULP logic,
the off-current will be in the same order of magnitude than the on-current of
the ULP bistable. A careful and complex sizing study must so be performed to
ensure functional operations in every environmental cases [60].
The simplified Schmitt trigger was proposed in [61] to increase the yield of
the SRAM cells to the detriment of the area. As the read operation is the first
cause of failure of 6-transistor SRAM cell, [61] modifies the bistable and increases
the read signal to noise margin (RSNM) thanks to a half-Schmitt trigger in the
push-down system of the bitcell.
Nevertheless, the topology of static CMOS flip-flop is not subject to any
RSNM because the reading is performed without any perturbation in the bistable
















(b) The adaptive coupling pulsed latch
(ACPL) with input data as breaking signal
(inspired by [48]).
Figure 2.4: Breaking feedback mechanism in a cross-coupled inverters bistable.
element. This technique is so not relevant in our case. In conclusion, the conven-
tional cross-coupled inverters will be used as bistable element of our latch.
Breaking feedback mechanism
As the conventional bistable element is selected, the conventional technique of
breaking bistable feedback (figure 2.4a) can be used to fulfil the constraint of
none short circuit path. Let us note the signal breaking the feedback may not
only be the clock or pulse signal. Generally speaking, it is any signal which
enables the pull-up or pull-down system.
A feedback mechanism using the input data instead of the clock signal was pro-
posed in [48]. The advantage of increasing the data load instead of the clock load
is that the data activity is usually much lower than the clock activity (namely
100%), leading thus to a reduced energy consumption. Nevertheless, the evolu-
tion of the data input during the whole clock cycle is basically random. Thus,
if the data value changes slightly after the triggering clock edge, a node of the
bistable element becomes floating and we get every drawback of dynamic logic.
That is why only the master latch uses this technique in [48] and why the hypo-
thetical adaptive coupling pulsed latch (see figure 2.4b) will be discarded from
the comparison of this work.
Consequently, the writing system will be connected to only one node of the
bistable element and, by constraints, at least two transistors will be used to
perform both the pull-up and pull-down systems.

















(c) Writing system with three
stages.
Figure 2.5: Schematic principle of the writing system with many stages. Only the
pull-down part is shown.
Writing system
Generally speaking, the writing system has to pull down the output value of the
flip-flop Q when
Pulse = 1 & D = 0 & Qprev = 1 (2.1)
and has to pull up when
Pulse = 1 & D = 1 & Qprev = 0 (2.2)
This logic equation can be implemented with a stack of three transistors hav-
ing respectively Pulse, D, and Qprev on their gate. But, the use of the third
transistor is useless because the information of Qprev is already contained in the
node of the bistable. Thus, a stack of two transistors with Pulse and D on their
gate is sufficient (figure 2.5a). If the D gated transistor is directly connected
to the bistable node and not to the supply nodes, a glitch of the input during
the clock cycle will charge or discharge an intermediate node of the stack. As it
will result in an useless energy consumption, the Pulse gated transistors must
be directly connected to the bistable and the D gated to the supply voltage.
The drain of the Pulse gated PMOS and NMOS can be connected to form a
pass-gate (TGPL configuration) or let separated (C2MOS configuration).
Let us analyse the case where only one PMOS and/or one NMOS achieve(s)
the pull-down or pull-up system(s).
In both cases, the transistor has to be off when Pulse = 0 and becomes in
on-state only if a new value must be written, meaning that the signal on the gate
brings the information. For example, a stack of two PMOS, with Pulse and D,
can be connected to a NMOS, as drawn in black in figure 2.5b. When Pulse = 1
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& D = 1, the PMOS stack charges the intermediate node, the NMOS becomes
on and discharges to ground the internal node of the bistable element containing
the output information (Qbistable). To avoid a discharge of the intermediate node
when Qbistable is already at 0, and thus to increase the energy-efficiency, the pre-
ceding stack may contain the Qprev information thanks to a third transistor as
illustrated in 2.5b. Let us notice that this configuration is the complementary of
the CDFF architecture presented in [46]. On the other hand, the pull down sys-
tem is a stack of two NMOS directly connected to the bistable element. It needs
the complement input D but avoids stacking three PMOS known as the slowest
transistor configuration in this technology (for identical threshold voltages).
Following these ideas, another possibility to avoid a stack of three transistors,
is a stack of two transistors commanding the last stage connected to the bistable
and containing the entire information Pulse, D, and Qprev, as shown in figure
2.5c. The question is: in which order should they be ? If the gate signals of
this stack are Qprev and a signal commanded by Pulse and D, it will increase
the D-to-Q delay and produce switching energy overhead in the first stage when
D = Qprev. If the gate signals of this stack are Pulse and a signal commanded
by Qprev and D, it will increase the D-to-Q delay and produce switching energy
overhead in the first stage if D changes during the clock signal. If the gate signals
of this stack are D and a signal commanded by Qprev and Pulse, the D-to-Q
path is not augmented and there is no switching energy overhead in any stage.
That is why it is the choice of [49]. As a XOR gate does not bring the information
of one or zero but only compared D and Qprev signals, [49] uses pseudo-NAND
and pseudo-NOR gates. The pseudo-NOR gate needs a stack of three PMOS but
the timing performances are not under concern in the pulse generation.
A four stages configuration is basically the CP3L configuration without the
Qprev signal in the pulse generator, which would lead to an useless energy con-
sumption.
After the triggering edge, the bistable element must see the writing system
as a high impedance. If there is only one transistor in the pull-up or pull-down
system, its gate voltage must come back to its initial value after writing. This
precharge mechanism can be implemented in different ways. An extended and
applied discussion will be performed in Annex A with the CDFF architecture.
Scan and reset functionalities
As a result from the previous sections, the architectures adopted for the compar-
ison are the transmission gate pulsed latch (TGPL), the complementary CMOS
(C2MOS), the conditional discharge flip-flop (CDFF) and the conditional push-
pull pulsed latch (CP3L).
For pulse-triggered flip-flops, the reset function is easily implemented by
adding two transistors in the bistable element, one to pull a node to gnd or
Vdd and one to break the feedback. At least one other transistor must be added
in the writing system to ensure no short current path at triggering clock edge.
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The scan functionality is implemented with minimum additional transistors,
the size of which is the same as the functional data path to ensure a scan test in
every operating condition of the circuit (see section 2.3.1).
For TGPL and C2MOS pulsed-FFs, there are two ways to elaborate the scan
function (figures 2.6 and 2.7): either the data stack is enlarged then duplicated,
having so a basic CMOS multiplexer with the test enable signal (TE) as com-
mand signal and D and TI as multiplexed inputs, or both data and clock stack
are duplicated, presenting two AND gates in the pulse generator but a lower
stack in the latch. Let us notice that the TI-to-Q path of the -Clk architectures
can be connected by the other node of the bistable element (Qint). It would
reduce the junction capacitance at the intermediate node and thus decrease the
D-to-Q delay. Nevertheless, in this configuration, the TI-to-Q path presents one
additional stage compared to the D-to-Q path. If we want to perform scan test
at ultra-low voltage, the delay generated in the pulse generator has to be en-
sured large enough for this worst case and we will see in the next chapter that
guaranteeing a sufficient delay at ULV is a key bottleneck for pulsed-FFs. As we
consider that scan test must be available at ULV, this option is discarded in this
work.
For CDFF architecture (figure 2.8), the data stack may not be enlarged be-
cause a stack of four is forbidden. Thus, the stack must be duplicated as well as
the precharge part.
The CP3L architecture on figure 2.9 is the -Data version obtained in the same
way of TGPL and C2MOS architectures. The CP3L-Clk architecture was dis-
carded because presenting a too important amount of transistors.
The pulse generators of each latch have the same sizing strategy, i.e. achieving
an FO3 slope on the clocked transistors. It allows us to take into account the
real cost of an increase in speed for the energy consumption.
Finally, the schematic of each selected static resettable and scannable pulse-
triggered flip-flop architectures are shown in figures 2.6 to 2.9. Let us notice that
one of the differences between these architectures is the number of stages in the
D-to-Q path. Without considering the output inverter, we can differentiate the
one-stage (TGPL and C2MOS) and two-stages (CDFF and CP3L) topologies.
































Figure 2.6: One-stage TGPL-Data and C2MOS-Data (with and without the doted







































Figure 2.7: One-stage TGPL-Clk and C2MOS-Clk (respectively with and without
the doted wire) FF.s, two variants of the TGPL architecture from figure 1.15.




















































































Figure 2.9: CP3L-Data, scannable and resettable version of the two-stages negative-
edge triggered CP3L from figure 1.21.
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2.3 COMPARISON AND RESULTS
This section starts by explaining the sizing methodology used in this work, fo-
cusing on the βPN ratio of transistors and the concept of energy-efficient curves
(EECs). Then, the results of the comparison of all FFs are shown at nominal
(1V) and optimal energy (0.35V) voltage. The conclusion of the comparison is
then discussed and the C2MOS-data and TGPL-Clk topologies are pointed out.
2.3.1 Sizing methodology
The proper ratio βPN between the gate width of the PMOS (Wg,p) and the gate
width of the NMOS (Wg,n) in a CMOS stage, depends on the design target.
Generally speaking, the optimum βPN is not the same if equal rise and fall
delays or transition times are on purpose or if the energy or robustness is under
consideration [11, 63, 64, 65]. Moreover, the stack is another parameter for the
sizing.
For circuits working at nominal voltage, the timing properties are of primary
importance and equal rise and fall times are targeted. For circuits working at
ultra-low voltage, the ratio between the on- and off-current in a CMOS stage is
the main consideration as it will be shown in Section 3.4. But the choice is more
difficult in UWVR circuits where the logic works both at nominal voltage and
ULV. Spice simulation have been performed at 1V and 0.35V for a stack of one
and two transistors and the optimum βPN ratio for timing consideration and
robustness are shown in Table 2.2.
Table 2.2: Optimal βPN =
Wp
Wn
ratio for identical rise and fall time at nominal
voltage and for maximal IonIoff ratio at ULV.
CMOS stage βPN at nominal voltage βPN at ULV






In FDSOI 28nm technology with LVT feature and nominal back biasing
(vdds=gnds=0V), the optimal βPN ratio for a timing match is about 1.6 for
a stack of 1 and 2 for a stack of 2, both at 1V and 0.35V. The fact that results
are identical for 1V and 0.35V, is particular to the 28nm FDSOI technology. The
subthreshold current per unit width is actually higher for the PMOS transistor
than for the NMOS in this technology. It is explained by the fact that PMOS
have a lower threshold voltage to compensate the loss of mobility at nominal
voltage. And indeed, despite their higher leakage current, PMOSs need a larger
Wg to provide an identical timing at nominal voltage.
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Those observations may lead to a lot of discussions about the proper sizing to
use in a circuit working both at nominal and near- or subthreshold voltage. In
this work, we chose to target identical timing performances at nominal voltage
and assume that the robustness problem at ultra-low voltage can be handled in
FDSOI thanks to the proper choice of back bias values (see Section 3.4).
Energy-efficient curves
FF architectures can be thoroughly and fairly compared by extracting the
energy-efficient curve (EEC) in the energy-delay (E −D) space [6]. This curve
is the set of design points showing minimum energy (delay) for a given delay
(energy) [66]. From the theory, EEC has a hyperbolic shape and allows the
understanding of the E − D tradeoff of FF in both high-speed and low-energy
designs. Our sizing optimization methodology is largely inspired from [6] and the
details of the testbench can be found in Annex B. Therefore only the outlines
are presented in this section.
Only the gate width of the transistors in the D-to-Q path can modify the
speed and thus the energy-delay tradeoff. Thereby, those gate widths - called
Wk (k = 1, 2, ...) in figures 2.6, 2.7, 2.8, and 2.9 - are the main variables for
the transistor sizing algorithm. Once the sizing variable wk are chosen, it is
possible to apply an optimization algorithm to extract the optimum wk for each
point of the EEC. As already mentioned, the EEC is made up of the design
points minimizing the EiDj figures of merit (FOMs). The exponents i and j
are predetermined integers balancing the contributions and a particular EiDj
FOM is a choice of the designer on the energy and timing characteristics of the
circuit. In the neighbourhood of the design minimizing a given EiDj FOM, a
j% performance increase is traded for a i% energy increment and vice versa [67].
Thus, the designers have to choose which figure of merit is targeted for their
application.
Table 2.3: Imaginary example of sizing algorithm results.
FOM to minimize Wk† corresponding D corresponding E
(Designer choice) (Algo. result) (Algo. result) (Algo. result)
E2D1 1Wg,min 6 1.5
E1D1 2Wg,min 4 2
E1D2 3Wg,min 3 3
†: Logically for realistic designs, the higher the gate width is, the lower the delay
and the higher the energy are.
For a given set of Wk which minimizes a particular E
iDj FOM, it is associated
a propagation delay and an energy consumption of the flip-flop. Hence, each
design point can be plotted in the energy-delay space (E −D) as represented in
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Figure 2.10: Extraction of energy-efficient curve (EEC) [67]: from the correspond-
ing energy consumptions (E) and propagation delays (D) of the design points given
by the Wk, we plot them in the E − D space and interpolate those points by a
hyperbole.
figure 2.10. As the theory also tells us that the EEC has an hyperbolic shape,
it is possible to select a discrete set of the EiDj FOMs and interpolating them
to extract the intermediate points. This allows to get the energy-efficient curve
without applying an optimization algorithm for all the EEC points, which would
take a infinite amount of time.
In this work, we chose to consider the FOMs EDj and EiD, for i, j = 1...5,
because they cover a very wide range of applications. After having determined
the nine sets of Wk which provide an optimal design point for each FOM, we got
nine couples of energy consumption and delay propagation which correspond to
the nine design points. Then, we plot those couples in the energy-delay space,
as in figure 2.10, and we interpolate this set of nine points by a hyperbole. The
obtained hyperbolic curve is the EEC of a given flip-flop and represents the
corresponding E and D of the design points minimizing all the EiDj FOMs. In
other words, this curve shows us what the cost in energy for a given propagation
delay is. Thanks to the EECs, we are able to fairly compare the FF architectures
over a wide range of FOMs, thus applications.
In order to provide technology independent results, delay and energy are nor-
malized respectively by :
• D0 the propagation delay of a Fan-out 4 (FO4) inverters chain,
• E0 the energy dissipated during a complete switching cycle of a minimum
sized symmetrical inverter without output load.
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Figure 2.11: EEC: Vdd = 1.0V, vdds=gnds=0V, αsw = 0.15, Tclk = 40FO4,
corner TT, temperature 70◦C.
Let us notice that the most significant difference with the testbench of [6] is the
use of a novel setup time metric dedicated to pulse-triggered flip-flop [28]. This
metric is focused on the output transition of the flip-flop during a sweep of the
input, instead of the Clk-to-Q or D-to-Q delay as it is the case in the literature
and the industrial characterization tools. We showed that, for pulsed-FFs, it
provides the most timing-efficient setup time considering the whole pipelined
CPU. Finally, let us remind that the propagation delay of FF is defined at the
D-to-Q time when the input data D arrives at the setup time, defined as a
variation of 10% of the output transition time (see [28] for more details).
2.3.2 Nominal voltage operation
The energy-efficient curve of all the scannable and resettable pulsed-FFs are
reported in figure 2.11, for a nominal supply voltage and a minimum driving
strength (X1). The temperature is 70◦C, the data switching activity factor (αsw)
is 15% and the clock period (Tclk) is 40 times the propagation delay of FO4 in-
verters in the same environmental conditions. All those values are typical for the
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targeted applications and do not heavily impact the outcomes of the comparison
[6].
We see that the *-Data architectures provide the lowest minimum energy con-
sumption, with C2MOS slightly better than TGPL. During a C2MOS transition,
the intermediate nodes of tristate input inverters are not completely charged or
discharged, because the gate to source voltage of the first transistor in the stack
decreases gradually below the threshold voltage. Therefore, C2MOS architecture
saves the dynamic energy of fully charging and discharging the junction capac-
itances proportional to W2 (see figure 2.6). This lower dynamic consumption
allows C2MOS architectures to get higher Wk, so higher speed, for the same
energy. Nevertheless, C2MOS are finally outperformed by TGPL topologies in
high-speed region, since the two transistors of the transmission gate help to im-
prove the transition speed. *-Clk architectures provide a better E −D tradeoff
in the high-speed region, due to their smaller stack in the input stage. Let us
notice that two-stages structures (CP3L and CDFF) presents a poorer tradeoff
on the overall E −D space.
2.3.3 Ultra-low voltage operation
The EECs of all the pulsed-FFs, for a supply voltage of 0.35V (minimum energy
per operation in 28nm FDSOI technology) and a minimum driving strength, are
reported in figure 2.12. Here the operating temperature is 25◦C because the self-
heating of ultra-low power circuits is almost negligible and those circuits normaly
work in ambient temperature.
We see that the C2MOS-Data architecture is the most energy-efficient in al-
most the whole E − D domain, excepted in very high-speed region. Thanks to
the stack, this architecture exhibits a very low leakage current which becomes
extremely significant in ULV operation and so dramatically impacts the energy
consumption.
At ULV, TGPL architectures are less energy-efficient over the whole E − D
space. While they are keeping a higher leakage current as C2MOS, their benefit in
timing is jeopardized by the sub-threshold regime. Indeed, during a transition,
the VGS of one of the two transistors of the transmission gate progressively
decreases. As it exponentially depends on the VGS in sub-threshold domain, the
drain current of one of the two transistors of the transmission gate is negligible
a short time after the beginning of the transition. It leads to a C2MOS-like
topology, with higher diffusion capacitances in the D-to-Q path.
Again, the two-stages architectures are less energy-efficient than the one-stage
ones in every region of the E −D domain. The fact that CDFF and especially
CP3L structures present the worst energy-delay products (EDP), in opposition to
the results in [49], shows that the reset and particularly the scan functionalities
may change the conclusion of comparisons. Therefore, it proves that the facility
of implementing the scan function must be taken into account in the choice of
FF architectures.
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Figure 2.12: EEC: Vdd = 0.35V, vdds=gnds=0V, αsw = 0.15, Tclk = 40FO4,
corner TT, temperature 25◦C.
2.3.4 Back-biasing technique
In the previous section, we saw that C2MOS-Data architecture is the most
energy-efficient topology for energy-efficient and low-power applications at ultra-
low voltage and nominal voltage. On the other hand, TGPL-Clk exhibits the
lowest EDn products for n > 2 and is thus dedicated to high-speed applications.
These conclusions apply to the 28nm FDSOI technology but, generally speak-
ing, there might be more than two optimal architectures for a large set of EiDj
FOM. If an application needs both a high performance on critical path and a low
power consumption for the circuit, the selected architecture needs to be designed
with all possible sizing to reach a pareto optimum-like energy-delay tradeoff on
the whole circuit. Nevertheless, it means that the architectures must be properly
sized for each figure of merit targeted and all characterized in each PVT condi-
tions for all the drives provided in the library. All this may significantly increase
the design and computation time.
This tradeoff between design time and energy-efficiency can be almost fully
alleviated thanks to the FDSOI technology. Figures 2.13 and 2.14 compare the
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Figure 2.13: EECs of the C2MOS-Data and TGPL-Clk architectures extracted from
the sizing methodology and from a applied back biasing (Vdd = 1V, vdds/gnds range
= ± 1V , αsw = 0.15, Tclk = 40FO4, temperature 70◦C). Back biasing technique
provides better performances than sizing methodology.
performances in the E − D space of the C2MOS-Data architecture (minimum
ED sizing) on which a wide symmetrical back biasing is applied. Figure 2.13 also
shows the TGPL-Clk architecture with minimum ED2 sizing, as it is the most
energy-efficient in high-speed region. As we can see, the delay in the high-speed
region is lower for the same energy than the delay obtained by the sizing method-
ology. Similarly in the low-power region, the energy consumption is lower for the
same delay than the energy consumed by the minimum sizing of transistor. At
ultra-low supply voltage (figure 2.14), the impact of the threshold voltage on the
on-current is almost as strong as on the off-current. Therefore, an increase (de-
crease) in delay implies a decrease (increase) for the leakage current. The leakage
energy is this leakage current integrated over the clock period that is related to
the gates delay. As the transistor dimensions and the supply voltage remain the
same, the dynamic energy variation is only due to short-circuit current. Con-
sequently, the energy per operation does not vary that much in the low-power
region, i.e. for reverse body bias, and remains quite the same as the energy of the
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Figure 2.14: EECs of the C2MOS-Data architecture extracted from the sizing
methodology and from a applied back biasing (Vdd = 0.35V, driving strength X1 ,
αsw = 0.15, Tclk = 40FO4, temperature 25
◦C).
minimum ED sizing architecture. On the other hand, the relative delay gain is
higher at ULV than at nominal voltage because the delay, essentially depending
on the on-current, varies much more with the threshold voltage shift. All that
clearly shows that we can modulate the energy-delay performances of flip-flops
more efficiently than the sizing methodology and also more flexibly because it
is not built in hardware and can be dynamically modified during the circuit
operation.
2.4 IMPLEMENTATION IN DIGITAL FLOW AND SILICON
MEASUREMENTS
As we saw in figures 2.6 and 2.7, the C2MOS and TGPL architectures are very
similar. The result of their comparison is thus extremely technology dependant.
As the design platform of the technology changed during the time of this work,
IMPLEMENTATION IN DIGITAL FLOW AND SILICON MEASUREMENTS 51


















Figure 2.15: Measured delays of TGPL-Data from 0.3V to 1V with the expected
3σ range computed from 63 chips (VDDS=GNDS=0V). Gray dots are the results
of post-layout simulations in the five process corners (T◦= 80◦C).
our first results were that the TGPL-Data architecture was more energy-efficient
than the C2MOS-Data, i.e. with a lower E1D1 product.
That is why we selected the TGPL-Data architecture to be implemented on
silicon in the high-speed DSP FRISBEE [24]. The TGPL-Data post-layout netlist
was characterized by the same automatic tools used for master-slave topologies.
To obtain a proper hold time value, we have to set some simulation variables to
ensure that the tool does not allow a glitch during the pulse window. Indeed,
due to the soft-edge property of the pulsed-FF, it is possible to trigger a right
final output value after having seen a glitch at the output. But if this glitch
propagates in the paths after the flip-flop, it will lead to an additional energy
consumption in the combinational logic.
The setup time of soft-edge FF is obtained by the same way as hard-edge
triggered flip-flop, excepted that we showed in [28] that the setup time metric
is not optimal. For FRISBEE, the criteria to determine the setup time was an
increase of the Clk-to-Q delay of 10% compared to the nominal case. In [28],
we showed that this metric, as well as the minimum D-to-Q delay, does not
give the limit beyond which the performance of the flip-flop is degraded and the
reliability is endangered [68]. A setup time metric based on the output transition
time would provide all the timing performances of the TGPL-Data architecture.
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Figure 2.16: Measured delays from 0.3V to 1V in nominal case
(VDDS=GNDS=0V). Clk-to-Q delay is lower for TGPL-Data than for TGPL-Clk,
contrary to the D-to-Q delay (T◦= 80◦C).
After having obtained the timing characteristics of our pulsed-FF, synthesis
and Place&Route were performed without any serious problem for the timing
closure. After the signoff verification, the chip was sent in fabrication and the
measured performances have expectantly outperformed the state of the art [24].
In parallel, a test circuit was laid out and fabricated to study more precisely
the performances of the pulsed-FFs alone. Hence, the following of this section
presents post-layout simulations and silicon measurements of TGPL-Data and
TGPL-Clk architectures and compares them to the conventional master-slave
flip-flop.
2.4.1 Silicon measurements
This section presents delays measured on silicon, exhibited by different flip-
flops architectures: TGPL-Data with minimum EDP, TGPL-Clk with minimum
ED2P, and a conventional master-slave (MS) coming from an industrial standard-
cell library. The mean and standard deviation of the delay are extracted from
the measurements of 63 chips uniformly distributed on the wafer.
Figure 2.15 represents the ±3σ dispersion, assuming a Gaussian distribution
above 0.5V and a lognormal distribution below, for one architecture at each
supply voltage Vdd. This figure shows that the model used for the simulation is
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Figure 2.17: Vdds variation and GNDS at intermediate supply voltage. A variation
of 250% is achieved with the back biasing.
very accurate because the delay computed in the five process corners at each Vdd
effectively lays in the range of delay coming from measurement. Similarly, it also
proved that our measurements are consistent.
We clearly see in figure 2.15 the exponential behaviour of the delay when we
go towards the subthreshold regime, i.e. an linear evolution in logarithm scale.
On the other side, for the highest Vdd values, we see a larger delay dispersion (σ)
relatively to the average (µ). This is explained by the accuracy of our measuring
equipment. Indeed, as the speed increases with Vdd, the FFs delay reaches the
precision limit of our tester. In other words, the delay dispersion due to the test
accuracy becomes identical to the real FF delay dispersion. Consequently, the
measured σ/µ ratio increases at nominal voltage.
Figure 2.16 compares the measured Clk-to-Q delays of the three selected ar-
chitectures for a wide range of supply voltage. To remind, the dots represent the
average delay computed over 63 chips. As predicted in simulations, the Clk-to-Q
delay of the TGPL-Data is faster than the Clk-to-Q delay of the TGPL-Clk.
Nevertheless, simulations also showed that the D-to-Q delay, which is the princi-
pal timing parameter, is lower for TGPL-Clk than for TGPL-Data. Measurement
results showed that this trend is effectively observed but, unfortunately, the mea-
sures of the minimum D-to-Q delay are not consistent because of the inaccuracy
of the setup time measurement. As quantitative results, TGPL-Clk shows an
average Clk-to-Q delay of 31ps at 1V and 80◦C, without FBB.
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(a) Gnds variation at subthreshold supply
voltage.























(b) Gnds variation at near-threshold supply
voltage.




















(c) Gnds variation at super-threshold sup-
ply voltage.























(d) Vdds variation at subthreshold supply
voltage.
Figure 2.18: Evolution of measured delays with VDDS and GNDS.
The above results are for flip-flops in nominal back biasing conditions, namely
VDDS = GNDS = 0V. Figure 2.17 represents the evolution of the delay with the
back bias for the TGPL-Clk architecture at super-threshold supply. As the flip-
flops use LVT transistors, only a strong forward back bias is available. Playing
with the back voltages allows to cover a wide range of performance since the
maximum delay is 2.5 times higher than the minimum delay. This trend is also
visible for the two other architectures. As a reminder, changing the back bias
does not affect the dynamic energy.
The back biasing technique has an even deeper impact on the performances
when the supply voltage is near the threshold voltage. We can see in figure
2.18 the delay distribution either typical of subthreshold operation (0.3V) or of
super-threshold operation (0.5V), depending on the back bias values. In figure
2.18b, the supply voltage is 0.4V, a bit above the threshold voltage. We can
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(a) Evolution of the average energy per cycle
(αsw = 15%) and the EDP with the supply
voltage.























(b) Evolution of the average energy per cycle
with the data switching activity factor.
Figure 2.19: The TGPL architectures outperform MS topology for all supply voltage
between 0.3V and 1V and all activity factors (post-layout simulation).
see that, for a reverse body bias (gnds = -0.5V), the spread of the distribution
is subthreshold-like, while for a forward body bias (gnds = 1V), the range of
variation becomes closer than the variations at 0.5V. Finally, let us notice that
gnds, the NMOS back bias, impacts more on the variation of the delay than the
vdds, the PMOS back bias (figures 2.18a and 2.18d).
Finally, Table 2.4 compares the energy performances and efficiency of the
three architectures by post-layout simulations. As we can see, the TGPL’s ar-
chitectures, composed of one latch and one pulse generator, consume a bit more
than the master-slave architecture. It might surprise since pulse-triggered ar-
chitectures have only one latch instead of two for master-slave. However, as it
will be explained more precisely in Chapter 4, the pulse generator is actually the
largest part of energy consumption. Nevertheless, TGPL’s architectures are more
energy-efficient as soon as we take the delay into consideration. More precisely,
pulsed-FFs outperform MS topology for each EiDj figures of merit with j > 1
and i 6 3, for all supply voltages between 0.3V and 1V and all activity factors
(figure 2.19). Let us notice from figure 2.19, that the minimum energy point is
effectively at 0.35V and the minimum EDP around 0.7V.
2.5 CONCLUSION
This chapter presented our approach to choose the most energy-efficient pulse-
triggered flip-flop architecture for our UWVR and ULP applications. First, the
corresponding design constraints were exposed and motivated. Then, a theoret-
ical analysis was performed to select the most suitable architectures based on
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Table 2.4: Comparison of the EDP and ED2P figures of merit for the three archi-
tectures (post-layout simulation at 1V and 80◦C).
Architecture
Eop[fJ ]
EDP [fJ ·ps] ED2P [fJ ·ps2] Area [µm2]
(αsw = 15%)
MS 6.72 (ref.) 1136 (ref.) 1877 4.4 (ref.)
TGPL-Data 10.08 (+50%) 288 (-74%) 82 5.4 (+23%)
TGPL-Clk 14.88 (+121%) 334 (-70%) 74 6.7 (+52%)
the previous constraints. Afterwards, a comparison of the performances in the
energy-delay (E − D) domain was performed at the nominal and the energy-
optimum supply voltages.
It turned out that the C2MOS architecture is the most energy-efficient topol-
ogy in the low power region at ultra-low voltage and at nominal voltage while
the TGPL-Clk exhibits the lowest EDn>2 products in the high-speed region
in both voltages. These conclusions showed that adding reset and scan func-
tionalities may effectively change the result of the comparison. In particular,
the scannable and resettable CP3L architecture exhibits a higher energy-delay
product than the corresponding TGPL and C2MOS topologies. As different ar-
chitectures might provide the optimum sizing point for different figures of merit,
we highlighted that the wide back biasing range offered by the FDSOI techno-
logy allows to almost totally overcome this tradeoff. It has been shown that the
flip-flop energy-delay characteristics get better performances with the back bias-
ing technique than with the sizing methodology. In other words, a forward back
bias provides a lower delay for the same energy than the architecture sized to
reach the very high speed (ED5) figures of merit ; a reverse back bias provides a
lower energy dissipation for the same delay than the architecture sized to reach
the low power (E5D) figures of merit. Furthermore, the back biasing technique
allows to change dynamically the energy-delay performances of flip-flop, on the
contrary of a sizing methodology which provides fixed hardware configurations.
We are thus allowed to contend that the FDSOI technology is khteˆma es ae´ı.
The last section of this chapter presents silicon measurements performed on
the most efficient TGPL architectures. First, it is mentioned that the implemen-
tation in the chip FRISBEE [24] demonstrated that the pulsed-FFs and their
soft-edge property do not raise any additional problem at characterization and
timing closure steps. Next, measures confirmed the expected low delay of pulsed-
FFs compared to master-slave for a wide range of supply voltage (0.3V −→ 1V )
and a relatively high number of chips (63). Results of back biasing technique also
showed the great modulation of performances that is achievable with the same
hardware sized architecture. The number of tested chips allowed us to exhibit the
physical distribution of the delay, showing the sub- or super-threshold regime.
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Post-layout simulations showed the energy-efficiency of the TGPL architectures,
the EDP of which is unconditionally lower than that of a master-slave topology.
Thanks to these performances, our TGPL architectures are already dedicated
to cover a wide range of application, especially where the energy-efficiency and
the speed are both of primary importance, like in UWVR circuits. Nevertheless,
as shown in Table 2.4, the average energy consumption per cycle and the area
are lower for the conventional master-slave flip-flop. Consequently, the master-
slave architecture is still commonly used in very ultra-low power applications
where the power dissipation is the main target to reduce and the robustness is of
primary importance. The next chapter explains how to guarantee the robustness
of pulse-triggered flip-flops at ultra-low voltage thanks to the use of the current-
starved technique in the delay generator. Later in Chapter 4, the study about the
pulse generator will show how the pulsed-FF architectures can finally provide a
lower energy consumption and area than master-slave flip-flops.

CHAPTER 3
ROBUST AND ENERGY-EFFICIENT PULSE
GENERATORS
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Abstract
After the study of scannable and resettable latches in the energy-delay domain,
this chapter analyses the pulse generator with other figures of merit. Firstly,
the problems of the pulsed-FFs occurring at ultra-low voltage are exposed and
illustrated. It is shown that, so far, designers have to make a tradeoff between
the robustness of the pulsed-FF and its energy budget.
Then, the second section presents and analyses the current-starved (CS) delay
generator (DG) which allows to largely avoid the robustness/energy tradeoff. It
is shown that the pulse width guaranteeing the correct functionality of the FF,
can be modulated without significant increase in the energy dissipation.
Afterwards, a comparison with other delay generators of the literature shows
that the current-starved and the conventional DG are the most energy-efficient.
Then, post-layout simulations in extreme environmental conditions prove the
higher robustness achieved by our delay generator compared to the conventional
DG. Therefore, it demonstrates that the current-starved delay generator is the
best architecture, regarding the three figures of merit of the delay generators.
The fourth section analyses the results of silicon measurements. First, we
analyse the effects of the back biasing technique on the robustness and show
an optimum couple (vdds,gnds) for the yield. Then, the computation of the
average yield exhibits the robustness improvement due to the current-starved
architecture. Thanks to our proposed DG, an identical yield is achieved at a
supply voltage 45mV lower - at ULV - than without the CS technique.
The last section shows how to efficiently add reset and enable functionalities
in the pulse generator. As a result, these additional functionalities lead to an
increase of 9.7% in the energy-delay product (EDP), while the EDP of the
master-slave topology increases by 64%.
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(a) Variability issues in ultra-low-voltage pulse generator.






























(b) The energy dissipation and the maximum delay
(µ+ 3σ) versus the minimum delay (µ− 3σ) of an
inverters chain (N = 3, 5 and 7)
Figure 3.1: Increasing the robustness of the pulsed-FF leads to a great cost in
energy.
3.1 INTRODUCTION
As a reminder, pulse-triggered flip-flops (pulsed-FFs) are made of one latch open
during a short period following the triggering clock edge. This period is physically
determined by a pulse signal, activating the latch and generated by a pulse
generator (PG). The width of this pulse signal is fixed by the delay between the
clock and the output of the delay generator (DG) included in the pulse generator
(figure 3.1a).
At ultra-low voltage where the impact of local variations is predominant, both
the generated delay and the data-to-output (D-to-Q) delay vary significantly
from one pulsed-FF to another on the overall circuit. But, with a slow D-to-Q
path in the pulsed-FF, the pulse signal can be too narrow to permit the pulsed-
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FF to latch the data. A basic solution given to designers is to add stages in
the delay chain of the pulse generator (figure 3.1a). Nevertheless, it dramatically
increases the hold time and thus decreases the internal race immunity (IRI) [69]
of the pulsed-FF. The IRI can be evaluated regarding the maximum pulse width
achieved by the PG submitted to local variation. If it leads to a hold time much
larger than the mean D-to-Q delay, many delay buffers will be inserted in the
short paths. Therefore, an energy overhead is paid twice for inserting additional
inverters in the PG, and also delay buffers in short paths in order to fix the hold
time violations.
In summary, the pulse window must be large enough to guarantee the cor-
rect functionality of the pulsed-FF, and as small as possible to avoid hold time
penalties. Consequently, the figures of merit (FOMs) for the pulse generation are
• Minimum delay regarding local variations (µ− 3σ in this work)
• Maximum delay (µ+ 3σ) or delay dispersion
• Energy consumption
As shown in figure 3.1b, there is a clear tradeoff between the robustness of
pulsed-FFs and the energy consumption. To overcome this drawback, we pro-
pose a new pulse generator architecture for ultra-low-voltage applications [70].
It is shown that, for an area penalty of three fingers, the robustness is greatly
improved compared to the conventional DG used in literature, while the delay
spread remains relatively close and the energy consumption is even lower [70].
This chapter is structured as follows. Section 3.2 presents the proposed pulse
generator architecture and studies the sizing compared to the three figures of
merit. Section 3.3 compares the energetic performances and robustness of a se-
lected sizing of our DG with other architectures. From this comparison, it is
shown that the conventional DG and the proposed one are the best candidates
for energy-efficient circuits. Then, Section 3.3.1 compares these two pulse gener-
ators in post-layout simulations, and exhibits the gain of robustness due to our
DG. Afterwards, Section 3.4 studies the minimum operating supply voltage of
our FF thanks to silicon measurements. Finally, Section 3.5 shows how adding
reset and enable functionalities can be efficiently performed by modifying the
pulse generator.
FOM definition
To evaluate the three figures of merit of the delay generators, we use the same
testbench as mentionned in the previous chapter, where the slope is adapted to
PVT conditions (the temperature range for our ultra-low-voltage design is from
-40◦to 85◦) and the output load is the clocked transistors of the TGPL-Data
architecture with minimum EDP.
The generated delay, the key parameter for the width of the pulse, is defined
by the delay between the rising edge of the clock and the falling edge of the
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delayed clock signal (CLK), at 50% of the supply voltage Vdd. The energy is
measured by integrating the supply current over the overall clock period, which
is set to the typical logic depth of energy-efficient circuit (40 FO4 delays [67]).
For both energy and delay, the mean (µ) and the standard deviation (σ) of the
distribution are extracted from 10000 Monte-Carlo runs. As the delay follows a
lognormal distribution in the subthreshold regime [71], the statistical parameters
are calculated as














and finally Tdel,3σ = e
µ+3σ
Simulations showed that the energy (dynamic and static together) gets a dis-
tribution significantly closer to the normal form than to the lognormal. Thereby,
µ and σ are extracted directly from simulations.
As in chapter 2, in order to provide technology independent results, delay and
energy are normalized respectively by [67] :
• D0, the delay of a FO4 inverters chain,
• E0, the energy dissipation during a complete switching cycling of a mini-
mum sized symetrical inverter without output load.
3.2 CURRENT-STARVED DELAY GENERATOR
Our proposed delay generator architecture is represented in figure 3.2.
The delay generator is a chain of three inverters composed of minimum sized
transistors with their source contact connected to two always-on transistors - one
PMOS for the pull-up system and one NMOS for the pull-down system. This
DG architecture is thus similar to the current-starved ring oscillator architecture
in [72]. The size of these current-starving (CS) transistors are called WCS and
LCS .
The idea contained in this architecture is illustrated in figure 3.3. As we have
seen, additional stages are placed in the delay path to increase the minimum
generated delay but lead to a wider delay window because of the spread of the
generated delay. To alleviate this drawback, our current-starved delay generator
architecture exhibits only three stages in the delay path, i.e. where CMOS stages
are switching during the pulse window, but increases the average generated delay
thanks to the CS transistors. As these always-on transistors are not in the delay
path, they do not impact (in first approximation) the spread of the generated
delay. Hence, this CS architecture can be seen as a translation without expansion
of the delay window in the time line. This translation without expansion is the
key point to guarantee a sufficient robustness without energy overhead.













Figure 3.3: The current-starved delay generator architecture provides a translation
without expansion of the delay window in the time line. In other words, it increases
the average delay without noticeably increasing the dispersion.
Figures 3.4a and 3.4b show the evolution of minimum and maximum delays,
as well as energy consumption, with WCS and LCS identical for NMOS and
PMOS. As expected, a larger gate length provides a lower drain current and
thus higher minimum delay. The gate width can be simultaneously increased,
in order to reach the same minimum delay with a lower delay dispersion (figure
3.4b). As the gate capacitance of the always-on transistors has no repercussion
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(a) Minimum delay (Tdel,−3σ) function of
the size of the current-starving transistors.

































(b) Maximum delay (Tdel,3σ) and energy
function of the size of the CS transistors.
Figure 3.4: Impact of sizing on the delay generators figures of merit.
on the dynamic energy, the size of current-starving transistors only impacts the
leakage energy. As the inverters chain switches at each clock cycle, the switching
activity is predominant, and thus the overall energy does not vary as much as
delays with gate dimensions. (figure 3.4b).
Let us insist on the fact that the sizes of the current-starving transistors are
really powerful and straightforward degrees of freedom. Designers can modulate
easily the dimensions of these transistors and reach the desired delay dispersion
without impacting the energy consumption.
From this architecture, it directly follows two variants, with only one current-
starving transistor (NMOS or PMOS). Figure 3.5 shows that only-NMOS ar-
chitecture provides a lower delay spread than the only-PMOS one, while both
transistors version always provides the lowest dispersion at the same sizes, at
the expense of an additional transistor. The energy is not shown because it stays
quite the same for the three architectures.
Finally, let us notice that this technique can easily be transposed to dual-edge
pulse generators which use a chain of inverters ([73, 74]).
3.3 DELAY GENERATORS COMPARISON
Several techniques and architectures of delay generators (figure 3.6) are proposed
to designers to increase the minimum delay :
• 3 (the conventional DG), 5 or 7 minimum sized inverters connected in
series,
• 1, 2 or 3 inverters with a gate length increase, also called poly bias (PB),
• 1, 2 or 3 half Schmitt triggers (hST) in the delay path for positive triggering
clock edge,
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WCS = 100nm −> 300nm
Vdd = 0.3V
Figure 3.5: Minimum and maximum delays (Tdel,±3σ) and energy consumption
function of the size of the current-starving transistor(s). NMOS-only exhibits a lower
timing variability than PMOS-only.
• the insertion of a pass-gate after the second inverter, as proposed in [51].
Delay generator proposed in [39] was discarded because the driving current
of the transistors, which are connected to supplies, is, at low voltage, several
orders of magnitude lower than the nominal current, leading thus to a generated
delay extremely higher than the typical D-to-Q time at the same supply voltage.
We have chosen a particular sizing of the current-starved DG, namely WCS =





(a) Inverters chain: vary-
ing stage number and gate
length for each stage.
  
(b) Two half Schmitt trig-
gers (hST) placed in the
pulling-systems of the delay
path.
  
(c) replica delay generator
[51].
Figure 3.6: Delay generator architectures used for the comparison.
DELAY GENERATORS COMPARISON 67




























Figure 3.7: Comparison of energy and delay performances in subthreshold regime
(Vdd = 0.3V ). The name indicates the poly bias and the number of stages getting
this PB.
Figures 3.7 and 3.8 show the performances of the delay generators for the
three figures of merit. Figure 3.7 compares the current-starved DG with the
conventional DG and its variants: one, two or three stages have a PB of 10nm
or 16nm. We see that increasing the gate length provides the lowest energy
consumption, but it is achieved to the detriment of a huge spread dispersion.
Indeed, as the switching energy is predominant in a pulse generator activated
at each clock cycle, the saving in energy is quite small compared to the delay
dispersion due to the PB. For example, the energy consumption of 3PB16 (the
three stages of the conventional PG have a gate length increased by 16nm) is
13% lower than the CS delay generator, but its maximum delay is 84% higher,
resulting in an global energy overhead due to buffers insertion for fixing the hold
time constraint.
One can be surprised by the fact that a higher gate length leads to a higher
delay dispersion. However, these results are not in contradiction to the design
theory. What it is well known is that the ratio σ/µ decreases with the number
of gates or the increase of transistor dimensions. But, we have to keep in mind
that while µ increases, σ increases as well, as illustrated on figures 3.3 and 3.7.
Figure 3.8 compares the CS delay generator and the conventional one with
different architectures: the replica DG proposed in [51], one, two or three half
Schmitt triggers, and five or seven stages. As explained in section 3.1, adding
inverters leads to a tradeoff between energy and robustness. Half Schmitt triggers
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Figure 3.8: Comparison of energy and delay performances in subthreshold regime
(Vdd = 0.3V ) for difference DG architectures.
present a lower robustness than the chain of seven inverters, with a higher energy
dissipation due to the hold time penalty. The replica DG decreases both the
energy and hold time penalty compared to half Schmitt triggers and inverters
chain. However, the current-starved DG exhibits, for the same robustness, a lower
energy consumption and delay spread. Finally, compared to the conventional
three inverters chain, the hold time penalty of the CS is 50% higher and its
energy consumption is 6% inferior.
In summary, the CS pulse generator and the conventional are the best candi-
dates for energy-efficient circuits. The conventional pulse generator provides the
lowest global energy consumption but its minimum delay is lower than the CS
delay generator, leading to a weaker robustness. Therefore, in order to quantify
the robustness face to environmental variations, the next section studies the rate
of failure of complete pulsed-FF architectures, one with the conventional DG and
the other with our proposed current-starved DG, in post-layout simulations.
3.3.1 Layout comparison
To show the performance of our proposed delay generator, layouts of complete
TGPL-Data flip-flops have been made (figure 3.9). The flip-flop has a mini-
mum driving strength in the technology library, and is designed for reaching a
minimum energy-delay product. The first layout contains a conventional delay
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  Figure 3.9: Layout of TGPL-Data (mininmum EDP and driving strength) with the
conventional DG (above) and the current-starved-like DG (below). An overhead of
three fingers is paid for an impressive increase of robustness.
generator, and the second contains the current-starved delay generator with the
selected sizing (WCS = 150nm and LCS = 38nm).
Let us notice that every transistor, in the PG and the D-to-Q path of the
pulsed-FF, has the same threshold voltage Vth. One could argue that if the
transistor of the DG had a higher Vth than the transistors in D-to-Q path, the
drawback of minimum delay of the conventional DG would be resolved. However,
at the same subthreshold supply voltage, the delay dispersion between two Vth is
highly significant [75]. Thus, guaranteeing the minimum delay will again result
in high energy overhead, even for the conventional DG.
Figure 3.9 shows that three additional fingers are needed to make to complete
layout with our proposed pulse generator. To give a comparison, the TGPL ar-
chitecture of minimum drive is composed of 29 fingers and this number obviously
increases for higher drives, while the size of the DG does not. The robustness of
these flip-flops is tested by writing logical 1 and 0 in worst environmental con-
ditions. Table 3.1 shows the results of a 1000 runs Monte-Carlo simulation for
several PVT conditions. As we see, the number of latching failure is dramatically
reduced.
The next section presents silicon measurements which were performed to defi-
nitely show the gain of robustness provided by our current-starved architecture.
3.4 MEASUREMENTS
A test chip has been fabricated in 28nm FDSOI technology to test the function-
ality of a single FF for the four following architectures:
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Table 3.1: Robustness comparison with 1000 Monte-Carlo runs of post-layout sim-




FS -40◦ 14 0
FS 85◦ 3 0
SF -40◦ 60 1
SF 85◦ 29 0
• a conventional C2MOS master-slave topology from a industrial standard-
cell library
• the TGPL-Data architecture with conventional delay generator
• the TGPL-Data architecture with our proposed current-starved delay gene-
rator
• the TGPL-Clk architecture with our proposed current-starved delay gene-
rator
All these flip-flops shared the same clock, input data, PMOS back bias (vdds),
and NMOS back bias (gnds) signals and have been designed in LVT feature. This
section presents firstly the yield of the FFs in the (vdds,gnds) space. Because of
the LVT feature, only a forward back biasing (FBB) is shown. Afterwards, the
shape of the yield in the (vdds,gnds) space is explained by theory in simulation.
Finally, the average yield is compared for each Vdd between the four different
FFs. The robustness gain of our current-starved architecture is thus highlighted.
3.4.1 Yield in the (vdds,gnds) space
The functionality of a single FF, for a large set of (Vdd,vdds,gnds), has been
tested at room temperature on 64 chips. This computed yield is showed in figure
3.10 (The darker is the square, the higher is the yield) for each point of the set
(vdds,gnds) and some Vdd values.
We clearly see that at each Vdd, there is(are) one or several couple(s)
(vdds,gnds) providing a maximum yield. The number of optimal couple(s) and
the average yield extremely rapidly increase relatively to the small increase of
Vdd between each figure (10mV). From that/those optimal couple(s), the yield
gradually decreases until 0%. However, we see that the yield gradient is not the
same in every direction. The yield is actually maximum along a 45◦ line passing
through the optimal points and this line is bounded on the four corners direction.
Thus, the yield has approximately the shape represented in figure 3.11 which will
be explained in the following section.
MEASUREMENTS 71










Vdd = 150mV − 25°C
(a) Vdd = 0.150V










Vdd = 160mV − 25°C
(b) Vdd = 0.160V










Vdd = 170mV − 25°C
(c) Vdd = 0.170V










Vdd = 180mV − 25°C
(d) Vdd = 0.180V










Vdd = 190mV − 25°C
(e) Vdd = 0.190V










Vdd = 200mV − 25°C
(f) Vdd = 0.200V
Figure 3.10: Computed yield of TGPL-Data in the (vdds,gnds) space (25◦C). The

















Figure 3.11: Schematic behaviour of the yield in the vdds-gnds space.
3.4.2 Analysis of the trend
In nanometer CMOS technologies, the functional yield, taking into account the
output logic levels at ULV, was shown in [76] to be directly related to the ratio
between Ion in linear mode (low Vds) and Ioff in saturation mode (Vds ≈ Vdd),
72 ROBUST AND ENERGY-EFFICIENT PULSE GENERATORS



















Figure 3.12: At ULV, the degradation of the FOM ( IonIoff ratio) leads to a degraded
output logic level.
which is strongly affected by three parameters: the subthreshold slope, the DIBL
effect, and the local variability (mismatch) [76]. Moreover, NMOS/PMOS imba-
lance also significantly affects the output logic levels [77]. To capture this trend,










FOM = min(FOMlogic0, FOMlogic1) (3.3)
where
Ion,lin −→ |VGS | = Vdd ; |VDS | = 0.2Vdd (3.4)
Ioff,sat −→ |VGS | = 0 ; |VDS | = 0.8Vdd (3.5)
The yield dependence with Vdd is a well known behaviour which can easily be
explained considering the evolution of the FOM with Monte-Carlo simulations
(see figure 3.12).
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Figure 3.13: For Vdds and Gnds values evolving in the same way, an optimal point
is found near the middle of the diagonal 2 (Fig. 3.11).
The two gray sides in figure 3.11 are explained by the imbalance between the
PMOS and NMOS strengths, also called imbalance factor in [77]. Along diagonal
2 and its parallels, the threshold voltages evolve in opposite direction and so do
the two components of the FOM, as illustrated in figure 3.13. Notice that the
optimal point slightly varies with Vdd.
The dark gray boundary in figure 3.11 is also explained by the decrease of the
FOM but for another reason. Along diagonal 1, vdds and gnds are symmetrical
and thus the currents evolve in the same direction. Nevertheless, continuing to
decrease the threshold voltage might eventually lead to a zero-Vth transistor.
That is why the current ratio progressively decreases when we go to strong FBB
as depicted in figure 3.14. As a result, FBB substantially increases the speed of
the circuit at ULV (see Chapter 2) but this performance gain is at the expense
of lower robustness. Mede`n a´gan.
Finally, the light gray boundary in figure 3.11 is due to setup time violation.
The clock period of our test pattern was 2000ns and, at ULV with nominal
threshold voltages, FFs are too slow to switch before the triggering clock edge.
Let us notice that, theoretically, symmetrical RBB does decrease the speed
but does not decrease the robustness. Indeed, in sub-threshold regime, the on-
and off- currents of the PMOS and NMOS follow the same slope and thus evolve
in the same way. However, in the 28nm FDSOI technology, the sub-threshold
slopes are not the same for PMOS and NMOS. If their Vth is increased by the
same amount, the on- and off-currents of the PMOS decrease more slowly than
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Figure 3.14: Strong FBB increases the speed but decreases the robustness. In 28nm
FDSOI technology, the non-identical subthreshold slopes cause a robustness decrease
also for RBB.
the ones of the NMOS. Thus the ratio
Ion,lin,P
Ioff,sat,N
progressively decreases in our
28nm FDSOI technology, which explains the change of behaviour in the RBB
region in figure 3.14. Therefore, the light gray boundary is explained by both
timing violation and logic level failure in our case.
3.4.3 Yield comparison
The figure 3.15 compares the average of the yield in the (vdds,gnds) space in
terms of the supply voltage.
If the average yield at a certain Vdd is higher for an architecture than another
one, it means that this architecture is more robust to a back biasing variation,
thus a Vth shift. Similarly, if the same average yield is reached at a lower Vdd, one
architecture is more robust to a variation of supply voltage than the other one.
We can see in figure 3.15 that the lack of robustness of the explicit pulsed-FF
topology, compared to Master-Slave topology, is now completely filled thanks to
the current-starved technique.
Below 0.3V, the TGPL-Clk presents a robustness slightly higher than the
other pulse-triggered architectures. In addition to its current-starved delay gene-
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Figure 3.15: Yield average over the whole (vdds,gnds) space. The explicit pulsed-
FFs presents, now, the same robustness as Master-Slave topology.
rator, its D-to-Q is much faster at ULV thanks to its lower stack in the input
inverter. Thereby even if the generated delay is short, the FF has a higher prob-
ability to latch the input data.
The last two architectures help us to compare the yield with and without the
current-starved delay generator discussed previously. As we see in figure 3.16,
the current-starved DG provides the same yield value at a supply voltage up to
45mV inferior and a yield 7.5% superior at the same Vdd. It means that, for the
same yield, FFs can work in ULV operations at a Vdd 45mV lower than without
the current-starved technique.
Moreover, we see that the robustness gap between TGPL-Data without CS
technique and the master-slave FF is eliminated thanks to the current-starved
DG. As a reminder, the lower robustness was the main disadvantage of pulse-
triggered FF at ultra-low voltage. From our results coming from the measurement
of 63 FFs, we can affirm that our technique has a significant impact on the
pulsed-FF robustness.
After the current-starved technique in the delay generator, the next and final
section shows a second way to increase the energy-efficiency of pulsed-FFs: the
implementation of the additional functionalities in the pulse generator.
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Figure 3.16: The current-starved (CS) delay generator provides a notable gain for
the yield.
3.5 ADDITIONAL FUNCTIONALITIES
As already mentioned, flip-flops present hardly nothing but the three basic con-
nections (D, CLK, Q) in an industrial standard-cell library. In addition to the
scan and reset functionalities discussed in the previous chapter, the set and en-
able functions are also familiar in a common library. The set function is exactly
the same as the reset excepted that the output presents a high value. Thus, the
transistors used to perform the set function are simply the complementary of the
transistors in the reset version. The enable function forbids the writing of the
flip-flops without modifying the output. In every case, the writing system must
be disabled to avoid writing two different data.
In master-slave flip-flops, these functionalities are implemented inside the two
latches, by modifying the (tristate) inverters composing them. Disabling the
writing system cannot be implemented in the clocked inverters providing the
CLK and CLK signals because if the signal becomes inactive during the high
level of the clock, a triggering edge will occur despite the global triggering edge

















Figure 3.18: (Re)Set and Enable current-starved pulse generator.
As the latch of a pulsed-FF does not work on the levels of the clock but on
a edge, the clock system can be easily modified without disturbing the correct
functionality of the FF. As we can see in figure 3.17, the pulse generation can be
disabled with a NAND and/or NOR gate in the delay generator. It means that
only two additional transistors are needed to perform each additional function-
ality, plus two transistors in the latch for the set and reset functions.
Obviously, the functionalities can be performed with the signal or its com-
plementary, depending on layout or design considerations. After the preceding
sections, we are tempted to use the stacking of NAND and NOR as native
current-starved technique. Unfortunately, the stack may not be on the delay
path. Indeed, when the functionality signal is active, the CLKd signal must be
pulled to ground whatever the value of the clock is. Thus, the active signal is
on the PMOS of NAND gates and NMOS of NOR gates. But, during normal
operations, the CLKd signal is also pulled to zero, therefore using the same
pulling system in NAND and NOR gates. Hence, the use of the current-starved
technique should be modified as represented in figure 3.18.
In master-slave topology, the additional transistors laying in the latches di-
rectly impact the timing and/or the energy performances. Indeed, as adding
transistors will increase the stack, either the current is lowered or the gate width
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increases and so does the energy consumption. In pulsed-FFs, as the additional
transistors lay in the pulse generator but are not directly on the delay path, the
impact on the delay and energy performances is significantly lowered.
Table 3.2: Area [µm2] comparison between a conventional master-slave and the
TGPL-Data architecture
Topology Original Resettable Resettable and Enable
MS 3.75 4.4 (+17%) 5.38 (+43%)
pulsed-FF 5.38 5.71 (+6%) 5.87 (+9%)
Layouts of scannable, resettable and/or enabling TGPL-Data flip-flops have
been made for the comparison. Table 3.2 compares the area of master-slave FFs
from industrial library and pulsed-FFs with the same amount of functionalities.
We see that, despite the efficient implementation of reset and enable functions
in the pulse generator, the master-slave architectures exhibit a lower area than
the pulse-triggered flip-flops for the same functionalities. Nevertheless, Table
3.3 compares the performances of these same FFs. As we can see, the impact
of the additional functionalities is significantly much lower for pulsed-FFs than
master-slave which shows that they can be efficiently integrated in a complete
standard-cells library. Moreover, a simple calculation shows that the complete
scannable, resettable and enabling master-slave has a area-energy-delay product
(AEDP) almost 3.5 times superior to the AEDP of the corresponding pulsed-
FF. The gain in energy-efficiency is now clearly highlighted for UWVR and ULP
circuits.
Table 3.3: EDP [ps.fJ] comparison between a conventional master-slave and the
TGPL-Data architecture (post-layout simulations)
Topology Original Resettable Resettable and Enable
MS 580 721 (+24%) 953 (+64%)
pulsed-FF 236 249 (+5.5%) 259 (+9.7%)
3.6 CONCLUSION
In this chapter, a new pulse generator for ultra-wide voltage range pulse-triggered
flip-flops is presented. First of all, the key issues of pulse-triggered flip-flops at
ultra-low voltage (ULV) were presented. It was explained that the minimum
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generated delay must be large enough in order to ensure the correct functionality
of the pulsed-FF and, on the other hand, the maximum generated delay should
be as small as possible to minimize energy overhead. The proposed DG consists of
using current-starved-like inverters in the delay chain, with a PMOS and a NMOS
always in on-state. This architecture allows a great flexibility in design, by sizing
the current-starving transistors without impacting the dynamic energy. Several
architectures of delay generators have been compared with one chosen sizing of
our delay generator. All of them present at least one drawback in the figures
of merit characterizing delay generators: minimum delay, delay dispersion and
energy consumption. Post-layout simulations have been performed to compare
the robustness of our pulse generator with the conventional one. It is shown
that, for an area penalty of only three fingers, the number of latching failures at
ultra-low-voltage is dramatically reduced.
Afterwards, silicon measurements were presented to study the robustness im-
provement of the current-starved DG. Moreover, we showed that, based on our
results, the robustness gap between pulsed-FFs and master-slave structures is
compensated thanks to the current-starved technique.
Finally, the implementation of additional functionalities in pulse-triggered
flip-flops was studied. In master-slave (MS) topology, the additional transistors
needed to carry out these functionalities, lead to a large increase in area and
energy-delay product (EDP). On the other hand, it has been shown that, for
our pulsed-FFs, the reset and enable functions can easily be performed and
implemented in the pulse generator. The EDP overhead is only 9% for pulsed-
FFs and 64% for master-slave, while the AEDP of the biggest pulsed-FF is 3.5
times smaller than the biggest MS.
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Abstract
This chapter focuses on the integration of our energy-efficient explicit pulse-
triggered flip-flops in large digital circuits, i.e. at block level.
First, the phenomena of clock skew encountered in the design at block level
is briefly discussed and its impact on our explicit pulse-triggered flip-flop archi-
tectures is exposed.
Then, the design of a conditional capture pulsed-FF is established with the
same methodology as in Chapter 2. Several variants are compared in the energy-
delay (E − D) domain in order to select the most energy-efficient. This con-
ditional capture technique disables the pulse generator when there is no data
activity and thanks to that, this explicit pulse-triggered architecture exhibits a
lower energy consumption than the master-slave architecture available in an in-
dustrial standard-cells library. Then, it is shown that this new architecture gives
another degree of freedom in the energy-delay-area tradeoff faced by the auto-
matic synthesis tools. Using the lowest FF energy consumption while meeting the
timing constraint for each path, provides a Pareto-optimum-like energy-efficient
circuit synthesis [1].
Afterwards, the sharing of the pulse generator (PG) of explicit pulse-triggered
flip-flops is studied. The pulse generator represents the largest part of the energy
consumption of pulsed-FFs, but this part can be divided by the number of
latch when it is shared. We show that, after a given number of latches sharing
the same PG, the energy and area per FF are actually lower than the energy
dissipation and area of a master-slave FF. To conclude, a complete 16x32bits
register file was laid out using the energy-efficient scannable C2MOS-Data latch
of Chapter 2, the enable and resettable current-starved PG of Chapter 3 and
the PG sharing property. It is shown that, compared to a master-slaved based
register file, our energy-efficient explicit pulse-triggered flip-flops provide lower
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So far, we have clearly seen that explicit pulse-triggered flip-flops (pulsed-FFs)
are much faster than master-slave flip-flops whereas they suffer from energy and
area penalties. After guaranteeing the robustness of pulsed-FFs at gate level in
Chapter 3, this chapter studies several techniques to decrease their energy, area
or both at block level and finally reaches better performances than master-slave
(MS) flip-flops.
In Section 4.2, the impact on the clock skew on the explicit pulse-triggered flip-
flop architecture is discussed. We show that soft-edge property allows a certain
immunity and facilitates the timing closure during clock tree synthesis.
In Section 4.3, a conditional capture technique is applied and studied with the
aim of saving energy. Then, several architectures are compared in the energy-
delay domain, as in Chapter 2. It is shown that this architecture exhibits a
lower energy consumption but also lower speed than the MS, C2MOS and TGPL
architectures developed in Chapter 2. Thereby, it provides another design point
in the energy-delay (E − D) tradeoff of flip-flop design and, with the help of
master-slave topology, may help the tools to produce a Pareto-optimum-like
netlist in an energy point of view.
As mentioned in Section 1.4, one of the advantages of the explicit pulse-
triggered flip-flop is the shareability of its pulse generator. This is one of the
ideas proposed in the literature to reduce the FF energy budget. In Section 4.4,
the energy consumption per flip-flop is studied for shared pulse generators and
compared to the energy consumption of the master-slave flip-flop. Following this
idea, a complete register file with the energy-efficient scannable C2MOS-Data
latch and a shared current-starved pulse generator with the enable and reset
functionalities, is developed in Section 4.5. By comparing to register files based
on master-slave flip-flops, it is shown that the explicit pulsed-FF finally presents
a lower energy consumption, even without the conditional capture, and a lower
area than master-slave thanks to pulse generator sharing. Finally, Section 4.6
concludes this chapter.
4.2 CLOCK SKEW ABSORPTION
After the clock tree synthesis, it appears that the clock signal do not exactly
arrive at the same time at the leaf level. Even in neglecting the local variations,
a static timing analysis of the clock tree shows a certain difference between the
clock signal arrivals. If a flip-flop receives its clock signal a time ∆T before the
preceding flip-flop in a path, the data has ∆T time less to pass through the
combinational logic and reach this flip-flop. This difference is called the clock
skew and it directly penalises the speed of the circuit. On the other hand, if
designers set a too small clock skew, the clock tree synthesis may become very
difficult and the use of more and/or larger clock buffers might become necessary,
leading to additional energy consumption.
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Figure 4.1: Timing regions and characteristics for TGPL flip-flop (nominal voltage.
More precisely, clock skew is modelled as a window around the nominal arrival
time where the actual clock transition may occur [78]. A change in the D-to-Clk
delay might cause a fluctuation in the effective input-to-output delay. Never-
theless, the soft-edge property of the pulse-triggered flip-flops leads to a D-to-Q
behaviours as shown in figure 4.1. As we can see, over a large window, the D-to-Q
delay does not vary that much with the D-to-Clk delay, thus the clock arrival
time. That allows to tolerate a larger clock skew in the clock tree without modi-
fying the timing performances. Thus, the constraints on the clock tree synthesis
are lower and lead to a save in energy.
In conclusion, the pulse-triggered flip-flops present a large clock skew absorp-
tion, which tends to facilitate the timing closure and improve the timing and
energy performances of the circuit.
4.3 CONDITIONAL CAPTURE ARCHITECTURE
We have seen that, in our 28nm FDSOI technology, the most energy-efficient
pulsed-FF architecture, over a wide range of supply voltage and driving strength,
is the C2MOS-Data architecture, with the current-starved delay generator (DG).
It is an explicit pulse-triggered topology, where the distribution of energy is









Figure 4.2: Repartition of the energy dissipation in C2MOS architecture (minimum
EDP sizing). Corner TT, nominal voltage (1V), temperature = 70◦C.
represented in figure 4.2 for minimum driving strength. We clearly see that the
main source of energy consumption is the pulse generator (PG), made of the
delay generator and the gates controlling the clocked transistor of the latch
(included in clock load). The part of the delay generator is less predominant
with a higher driving strength, because the energy consumption of the latch is
higher. However, as mentioned in Section 2.3, the lowest driving strength is the
most used in the synthesis of industrial low-power microprocessors. Therefore, as
we focus the energy-efficiency, only the energy consumption of the lowest driving
strength is of primary importance. This section studies one of the ways to tackle
the high energy consumption of the pulse generator based on the ”xored” input-
output technique. This idea is to compare the current input with the current
output and disable the FF latching mechanism if they are identical [80]. Firstly,
we show how to implement the XOR technique in our efficient pulse generator
with a brief discussion about the position of the pseudo-XOR gate. Secondly, we
present various implementations in the latch and compare them in the energy-
delay (E −D) domain with the same methodology of Chapter 2.
4.3.1 Pseudo-XOR gate in explicit pulsed-FFs
The five stages of the PG (3 minimum-sized current-starved inverters, a NAND
gate and an inverter) are activated at each clock cycle, even without data activity.
In addition, the clocked transistors of the latch are also charged and discharged
even when the input has not changed. To tackle this useless energy consump-
tion, the XOR-architecture represented in figure 4.3 is proposed with a slightly
different approach from [80]. Using the explicit pulse property, a pseudo-XOR
gate is added in order to disable the pulse generation when both the input (D)
and the output (Q) are the same, i.e. when latching is not needed.
Let us notice that this technique cannot be applied with edge-triggered flip-
flops, like the master-slave topology. Indeed, in order to disable the latching,








































(b) The C2MOS-XOR latch with additional inverters for D and
Qd signals.
Figure 4.3: Schematic of the TGPL/C2MOS-invQ/invD architectures.
the conditional capture technique must maintain a closed master latch and open
slave latch during the triggering edge of the clock. But if the incoming data
changes between the triggering and the non-triggering clock edge, the conditional
capture is being disabled and the FF will see a new clock level. This will create
a triggering edge on the FF after the global triggering edge of the circuit, thus
leading to functional failure. To sum up, it is impossible for the edge-triggered
flip-flop to make the difference, excepted by exhibiting a hold time of half Tclk
which is obviously non-acceptable in energy-efficient circuits.
The position of the pseudo-XOR output in the delay generator will impact
the setup time and the hold time of the flip-flop, and the number of stages which
flip at each clock cycle. If the XOR gate is close to the NAND gate of the PG,
the input data edge has more time to reach the FF input before the end of the
propagation of the triggering clock edge. Therefore, the setup time and the hold
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time evolve in the same direction. Since Tsetup − Thold is the key parameter for
the useful-skew technique ([55, 56] Section 1.4), the only criteria for the position
of the NAND is the energy dissipation of the inverter chain. Obviously, there
is less energy overhead if the first inverter is disabled when D is identical to Q
(figure 4.3). Finally, the position of the enable (E) and reset (R) signals (see
Section 3.5) is a design choice depending on the use rate of those signals in the
application.
Afterwards, let us point out that the setup and hold times are now positive and
negative, respectively. Indeed, the incoming data must now be valid sufficiently
before the triggering clock edge so that the disable signal enables the pulse
generator, i.e. the CLK signal has a high logic level. Similarly, the hold time
becomes negative because if an input data comes after the triggering clock edge,
the NAND gate output in the pulse generator is already pulled to one.
4.3.2 Architectures comparison
A two-inputs CMOS XOR gate needs the two inputs plus their complementary
signals. D and Q signals can be easily taken from the input signal and the
bistable element node not laying on the D-to-Q path, without degrading the
timing performances (assuming identical input slope for D). The D and Qd
(for Q delayed) signals can be taken directly in the D-to-Q path, or by adding
inverters connected to the pseudo-XOR gate. Notice that providing D signal in
the D-to-Q path means to switch to a TGPL architecture. Figure 4.4 shows a
comparison performed on the different XOR configurations in the E −D space,
where the sizes of the transistors in the XOR gate are additional sizing variables.
The lowest energy consumption is still provided by C2MOS architectures,
because of the lowest junction capacitance (dis)charged in the input tri-state in-
verter (see Chapter 2). Again, the gap is small because the junction capacitance
of FDSOI technology is highly lowered compared to bulk. The minimum energy-
delay product (EDP) is reached by the C2MOS topology with an additional
inverter for Q (C2MOS-invQ), as represented in figure 4.3, for a D-to-Q delay
of approximately 6D0. Nevertheless, we can see that directly after this small
window where C2MOS-invQ is the most energy-efficient, the TGPL-invQ-D
architecture (with an additional inverter for Q but with D taken directly from
the input inverter) becomes the most energy-efficient for the high-speed figures
of merit. However, as explained in Section 2.3.4, the back biasing technique
allows designers to cover the E−D domain with the same architecture and even
more efficiently than with the sizing methodology. Therefore, to save design
time, designers can choose to use only the TGPL topology, with a reverse body
bias when performances are not under consideration.
Finally, the C2MOS-XOR architecture with TGPL-Clk, C2MOS-Data and
the master-slave C2MOS FF are compared in the E −D domain (figure 4.5).
First of all, we see that our conditional capture technique, disabling the pulse
generator when D and Q are identical, provides a lower energy consumption
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Figure 4.4: Energy-Delay with several different XOR (Vdd = 1V, driving strength
X1 , αsw = 0.15, Tclk = 40FO4, temperature 70
◦C).
than the master-slave architecture. Consequently, ULP circuits, targeting a very
low energy consumption without hard speed constraints, might use this explicit
pulsed-FF architecture. Moreover, let us remind that the problem of positive
hold time is alleviated because the conditional XOR-technique induces a positive
setup time and negative hold time.
Table 4.1: Area [µm2] comparison between the four most energy-efficient FF ar-
chitectures.
mC2MOS MS† C2MOS-Data TGPL-Clk C2MOS-Xor
4.4 5.4 6.7 6.7
† Highly optimised layout from industrial library
Secondly, we can imagine a Pareto-optimum-like curve is provided in the E−D
space by mixing different FF architectures, at the cost of area overhead (see Table
4.1). It means that the synthesis tools have the opportunity to choose the most
energy-efficient FF for a path, depending of the timing constraints of this path,
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Figure 4.5: EECs for the four interesting architectures at Vdd = 1V (driving strength
X1 , αsw = 0.15, Tclk = 40FO4, temperature 70
◦C). The dashed curve is only there
to illustrate the Pareto optimum idea.
in order to provide a minimum energy consumption. This pareto optimum point
in synthesis is extremely interesting for UWVR circuits where both speed and
power are under consideration.
4.4 PULSE GENERATOR SHARING
Sharing the pulse generator has been studied many times from an energy-
efficiency point of view [81, 82, 83, 84]. The objective of sharing one pulse gene-
rator with N latches is to get a lower energy consumption than using 2N latches
with master-slave topology. Most of the papers in the literature work in the su-
perthreshold regime where the random variations can be more easily handled to
ensure a correct and sufficient slope of the pulse signal after the Place&Route
steps. In near- and subthreshold regime, we consider that the variability of the
pulse signal is too high (see Chapter 3) to deal with a variable PG output capa-
citance. Therefore, we recommend a single block of many latches and one pulse
generator which can be characterized independently. Let us notice that a block
of FFs can be useful in many applications: synthesised register files or any other
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Figure 4.6: The energy per FF with the number of latches sharing a PG. Bars
represent the proportions of the energy consumed in the delay generator, the clocked
part (CLK and Pulse signals), and the latch alone. Vdd=1V, minimum driving
strength (X1), Tclk = 40FO4, αsw = 15%.
standard-cells based memory [85], or pipeline registers in low-power datapaths
like the 16bits or 32bits ultra-low power CPU ([57, 86] respectively).
Figure 4.6 shows the energy consumption of a block of N latches sharing a PG
compared to the energy consumption of one master-slave FF from an industrial
standard-cells library (dotted line). The size of the transistor of the NAND and
INV gates are adapted to reach the same slope for the Pulse and Pulse signals.
As we see, one PG shared with 4 latches dissipates almost the same energy per FF
than the master-slave architecture. Then from 8 or more latches, shared pulse-
triggered FF architecture is more energy-efficient than master-slave FF. Figure
4.6 also shows the relative proportion of the three contributions of the total
energy of the bloc: the delay generator, the pulse generation and the external
clock signal load (both included in the Clk load component) and the latch itself.
When the pulse generator, meaning the delay generator plus the Clk load, is
connected to only one latch, we can see that it represents more than 70% of the
total energy consumption. This percentage clearly shows that it is the key point








Figure 4.7: Pulse-triggered FF architecture shows a lower area per FF than master-
slave. The block of 8 pulsed-FF (right) has 32% less area than 8 MS FFs, at the
expense of the M3 layer utilization.
with the timing performances (and also robustness) of the FF. Proportionally to
the total energy per FF, the Clk load component remains at the value (≈ 40%)
because the constant slope constraint is maintained. While the energy per FF
due to the latch remains obviously roughly the same, the energy gain comes
from the sharing of the delay generator. After 16 latches, the energy of the delay
generator normalized by the number of FF becomes negligible and thus we see
a stagnation of the benefit of sharing the pulse generator.
The area of a block of 8 latches sharing one PG is 32% lower than 8 times
the area of a master-slave FF, considering the layout from an industrial library
(figure 4.7). Therefore, after a certain number of latches, the area per FF is
smaller for pulse-triggered topology with the drawback of using the first vertical
layer (M3 in this technology) to spread the Pulse and Pulse signals over the
latches.
In the next section, we study a 16x32bits register file using the PG sharing
developed in this section, in order to compare its timing, energy and area per-
formances to master-slave topology based register file. It will be shown that the
conclusion of this section remains the same when shared PG are used in a higher
level application.
4.5 REGISTER FILE
In this section, we compare two register files: one with our pulsed-FFs and the
other with conventional master-slave flip-flop. A register file is a small embedded
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(a) Structured explicit pulsed-
FFs based register file layout.
(b) Structured master-slave FFs based register file
layout.
Figure 4.8: Layout comparison led to a 14% saving in area.
memory, synthesized and included directly into the logic. It is a key component
in every von Neumann and Harvard microprocessor architecture and represents
a non-negligible part of the microprocessor energy consumption [87]. A typical
size for energy-efficient circuits is around 16 or 32 registers, each of them with
the same number of bits as the datapath. For this small memory capacity, reg-
ister files are more area- and power-efficient than SRAM and are faster in any
case. Moreover, it is more robust (scalable in supply voltage) and can be easily
integrated into the logic. Indeed, the fundamental bit cell of a register file is the
flip-flop.
4.5.1 Design of register files
From all the studies performed in the previous chapters, we laid out a struc-
tured register file based on our energy-efficient explicit pulse-triggered flip-flop: a
C2MOS-Data architecture with minimum E1D1 product for the latch, a current-
starved delay generator with enable and reset options, and one shared pulse
generator for each register. In order to provide realistic conditions, we chose the
same characteristics as the register file of the low-power dedicated Cortex-M0
microprocessor: 16 registers of 32 bits, one synchronous write port, and two
asynchronous read ports. Each 32-bits register is composed of one pulse gene-
rator placed above and below 16 latches sharing the Pulse and Pulse signals.
The write port is implemented by a conventional 4-to-16 decoder, composed of
NAND, NOR and inverter gates. Each read port is composed of two stages of
4-to-1 multiplexer for every bit. The clock network is an unbuffered H-tree 0 level
since [57, 88] showed that this configuration provides lower slew and skew varia-
tions at ultra-low voltage than buffered clock-tree. A global reset and scan-enable
pins are available, as well as 32 scan-inputs.
The pulse generator contains an enable signal E connected to a decoder out-
put. It allows to select the right register in the bank and, at the same time,
it acts as a clock gating system. On the other hand, the MS-based register file
contains latches at the decoder outputs performing clock gating.
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Figure 4.9: Energy per operation over a wide voltage range (Gnds = Vdds = 0V
and αrate = 15%). Explicit pulsed-FFs based register file presents a lower energy
consumption for super-threshold Vdd and an optimal one at 0.35V.
In the following section, the timing, area, and energy performances of the
structured pulsed-FF-based and MS-based register files are compared.
4.5.2 Comparison of energy-delay-area performances
First of all, figure 4.8 shows the layouts of the pulsed-FF-based and master-slave-
based register files. The area of the structured pulsed-FF-based register file is
40.8µm × 72.8µm = 2970.4µm2 while the area of the MS-based register file is
40.8µm× 83µm = 3386.2µm2, both including the multiplexers used for reading,
the clock buffer, the write decoder and the clock gating system. Consequently,
our pulsed-FF-based register file presents an area 14% lower than the MS-based
one.
Figure 4.9 compares the average energy consumption per operation between
the pulsed-FF-based and master-slave-based register files. These numbers are
computed from SPICE simulations with the testbench presented in Annex C,
where the clock period Tclk = 40FO4 is adapted for every supply voltage. For
supply voltage higher than 0.5V, the average energy consumption per operation
Eop is lower for the pulsed-FF-based register file. Then, the higher leakage current
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presented by the pulsed-FF leads to a lower Eop for MS-based register file. Indeed,
at low voltage, the leakage energy is more and more predominant and thus the
leakage current penalizes the pulsed-based structure.
In parallel to this, a RTL code representing our register file operations has
been synthesized, placed and routed by commercial tools. The RTL code per-
forms register file operations with the same number of pins and ports. An indus-
trial 28nm FDSOI LVT standard-cells library has been characterised at nominal
voltage (1V) and ultra-low voltage (0.35V). Then, two synthesises have been
performed with these two libraries. In both synthesises and Place&Route (P&R)
in the two points of characterisation, the clock period has been set to reach the
energy-efficient limit of the register file. Table 4.2 compares the area of the struc-
tured and automatic placed layouts, as well as the energy-delay performances
for two supply voltage values.
Table 4.2: Energy-delay-area comparison of our explicit pulse-triggered flip-flop
based and the master-slave (MS) based register files at Vdd = 1V and Vdd = 0.35V .
Pulsed-FF
Master-slave Master-slave Master-slave
structured 1V library 0.35V library
Area [µm2] 2970.4 3386.2 (+14%) 4123.5(+39%)
Dread|1V [ps] 87 87 119 (+37%) 151 (+73%)
Dread|0.35V [ns] 6.36 6.36 7.69 (+21%) 9.73 (+51%)
Eop|1V [pJ ] 0.8 0.88 (+10%) 0.86 (+7.5%) 0.89 (+11%)
Eop|0.35V [pJ ] 0.18 0.15 (-17%) 0.23 (+30%) 0.25 (+39%)
We can notice that an automatic implementation may lead to an increase
of 25% in area, more than 20% in delay and up to 50% in energy at ultra-
low voltage. Custom implementation is thus highly pertinent for register file
application.
4.5.3 Back biasing
Thanks to the FDSOI technology, we can apply a wide back biasing (symmetrical
in this section) range on the register file transistors and observe the behaviour
of the figures of merit.
For the same supply voltage, a forward body bias (FBB) decreases the thres-
hold voltage, thus increases the speed and the leakage current. Figure 4.10 shows
the energy per operation (Eop) effectively increasing for FBB at each supply volt-
age. As the leakage current is integrated over the entire clock period, the static
energy at ultra-low voltage becomes higher than the dynamic energy and the
energy-efficiency decreases dramatically. The supply voltage providing minimum
Eop varies between 0.3V and 0.5V, depending on the back bias.
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Figure 4.10: Energy per operation function of the supply voltage and the back
biasing (αrate = 15%, Tclk = 40FO4, corner TT, temp. = 25
◦C).
The figure 4.11 presents the evolution of the delay with the back bias. As with
the silicon measurements in Chapter 2, the delay decreases with FBB and the
relative variation is higher for low supply voltage. For strong FBB, the delay dif-
ference between two supply voltages reduces while this voltage reduction induces
a lower dynamic energy consumption. For example, the delay at Vdd = 0.7V is
73% higher than at Vdd = 1V for Gnds = -Vdds = 1V, but the energy consump-
tion is 2.5 times lower (figure 4.10).
This trend is even clearer in the figure 4.12, which represents the evolution
of the energy-delay product (EDP), i.e. the combination of the two previous
observations, with the supply voltage (Vdd) and back bias. For highest supply
voltages, the energy consumption, impacted by the short-circuit current, mainly
determines the shape. For the lower supply voltages, the delay is the most impor-
tant part of variation. All combined, we can see that the minimum EDP is not
reached at the same Vdd for each back bias and that the lowest EDP is reached
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Figure 4.11: Evolution of the register file delay with back biasing.
for strong FBB. Therefore, we see that the energy-efficiency needs to combine
adaptive dynamic supply voltage and back bias, as done in [24].
4.6 CONCLUSION
This chapter studied the integration of our energy-efficient pulse-triggered flip-
flops at block level applications. First, we explained how our pulse-triggered
flip-flops absorb the clock skew and allow to reduce this constraint during clock
tree synthesis. After that, we presented a new conditional capture technique
based on a pseudo-XOR gate which compares the data input and the current
output. This pseudo-XOR gate is inserted at the beginning of the pulse generator
which allows to save a lot of energy when data remains unchanged. A compari-
son in the energy-delay space has allowed the most energy-efficient variant to be
selected depending on the targeted application. Then, we compared the archi-
tecture exhibiting the lowest ED product with the pulsed-FFs of Chapter 2 and
the conventional master-slave. We have shown that, thanks to our conditional
capture technique, this new explicit pulse-triggered flip-flop architecture presents
a lower delay but also a lower energy consumption than the master-slave archi-
tecture. As the problem of hold time is handled with the pseudo-XOR gate and
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Figure 4.12: Evolution energy-delay product (EDP) with Vdd and back bias.
the robustness is ensured by the current-starved technique (Chapter 3), we have
designed an explicit pulsed-FF more energy-efficient than master-slave topology.
Another advantage of this architecture is to provide another energy-delay trade-
off for the CAD tools. Combined with the two pulsed-FFs architectures pointed
out in Chapter 2 and the master-slave topology, the automatic synthesis tools
are able to choose the lowest FF energy consumption while meeting the timing
constraints of each path.
Afterwards, we studied the promising property of explicit pulsed-FFs: the
pulse generator sharing. It has been shown that after a given number of latches
sharing a PG, the energy consumption and area per FF are actually lower for
explicit pulsed-FFs than for master-slave, even without pseudo-XOR gate. To
highlight this idea, we implemented a structured register file with the energy-
efficient explicit pulse-triggered flip-flop architecture developed in this work. It
has been shown that the pulsed-FF-based register file effectively exhibits a lower
energy per operation and lower area than the master-slave based register file.

CONCLUSIONS AND PERSPECTIVES
In this dissertation, robust and energy-efficient explicit pulse-triggered flip-
flop architectures targeting ultra-wide voltage range and ultra-low power circuits,
have been developed and designed in FDSOI technology.
First of all, the explicit pulse-triggered flip-flop topology was pointed out of
the literature in Chapter 1. This architecture presents interesting and remarkable
timing properties, e.g. small input-to-output delay, negative setup time, time-
borrowing technique, and dual-edge operation facilities, as well as shareable pulse
generator. Nevertheless, this topology is hardly used in circuits working at ultra-
low voltage because of two main drawbacks:
• the poor robustness to environmental variations compared to master-slave
topology - handled in Chapter 3,
• the positive hold time which induces an energy overhead for inserting delay
buffers - handled in Chapter 4.
In Chapter 2, an analysis of the latch operations led us to select six promising
pulsed-FFs architectures for the targeted applications. Then, a fair comparison
was performed in the energy-delay (E−D) domain to highlight the most energy-
efficient architecture depending on the targeted application. If the TGPL-Clk
architecture presents the best energy-efficiency for high-speed operations, the
C2MOS-Data architecture is revealed as the most energy-efficient pulsed-FF ar-
chitecture over a wide range of targeted delays and supply voltage. Integration
in a chip showed none additional difficulty to perform the timing closure. Then,
silicon measurements showed the timing performances of flip-flops composed of
the most energy-efficient latches and exhibited an average input-to-output delay
down to 31ps at nominal voltage (1V), high temperature (80◦C), and nominal
back biasing conditions. Moreover, reverse and forward back bias allowed us to
increase either the timing or the energy performances.
In Chapter 3, the fundamental tradeoff between robustness and energy con-
sumption in a pulse-triggered flip-flop was explained and a current-starved delay
generator (DG) was proposed to overcome this issue. It has been shown that
our proposed current-starved DG significantly improves the robustness of the
pulsed-FF, which was one of the two big drawbacks. Moreover, the structure is
very flexible and offers many degrees of freedom to designers. Silicon measure-
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ments compared the yield and minimum operating voltage of different flip-flops
and showed that our proposed current-starved DG provides an average yield
increase of 7.5% at the same Vdd and an identical average yield reached at a sup-
ply voltage up to 45mV lower than without the current-starved DG. Moreover,
it is explained how the proper choice of back bias can help designers to reach
the lower operating voltage, or the higher yield. Then, an efficient approach
of implementing the reset and enable functionalities in the pulse generator was
presented.
In Chapter 4, it is shown that soft-edge pulse triggered flip-flops tolerate a
large clock skew without modifying the delay performance. This absorption of
the clock signal non-ideality facilitates the precision/energy tradeoff of clock tree
synthesis. Afterwards, a conditional capture technique was presented and imple-
mented in the most energy-efficient latch of Chapter 2. Then, a comparison in
the E−D domain showed that this pulse-triggered flip-flop architecture exhibits
a lower energy dissipation than the master-slave topology and a negative hold
time. The second drawback of pulsed-FF is thus partially alleviated thanks to
this architecture. Finally, a 16x32bits register file, based on robust and energy-
efficient pulsed-FFs coming from the development of the previous chapters and
the pulse generator sharing property, is compared to MS-based register files. This
comparison showed that our pulse-triggered flip-flop provides higher speed, lower
area occupation and lower energy consumption, while guaranteeing a sufficient
robustness in subthreshold regime.
In conclusion, we have designed energy-efficient pulsed-FF architectures,
namely TGPL-Clk, C2MOS-Data, and C2MOS-Xor, respectively dedicated to
high-speed, energy-efficient and ultra-low power operations. The FDSOI techno-
logy, through the back biasing technique, allows the energy-delay performances
of these flip-flops to be dynamically modified, depending on the current con-
straints of the circuit. The energy-efficiency is preserved at synthesis step thanks
to the clock skew absorption, the conditional capture technique and during the
addition of flip-flop functionalities thanks to the pulse generator structure. Fi-
nally, the robustness at ultra-low voltage is ensured by the low variability of
FDSOI, the proper choice of the back bias value thanks to the yield study, and
our proposed current-starved delay generator.
Perspectives and future work
Three main pulsed-FFs architectures are pointed out from this work. The TGPL-
Clk architecture is dedicated for high-speed operations, the C2MOS-Data archi-
tecture is extremely energy-efficient over a wide range of supply voltage and tim-
ing performances, and the C2MOS-Xor architecture presents a still lower energy
consumption than MS and a negative hold time, which means no delay buffer
insertion. By characterizing these architectures, we could synthesize a low-power
microprocessor (the Cortex M0 for example) with our fast and energy-efficient
flip-flops. Therefore, the expected energy saving comes from two ways. Firstly,
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the clock period is reduced, so is the static energy per operation (the integration
of the static current over the clock period) and finally the total energy per opera-
tion. Secondly, as the C2MOS-Xor topology exhibits a lower energy consumption
than master-slave flip-flops, it would provide more energy-efficient non-critical
paths.
Lo´go me´n the C2MOS-Xor will be used for the short paths, C2MOS-Data
in most of the cases and TGPL-Clk for the very critical paths ; e´rgo de´ mi-
croprocessor architecture is so complex that the behaviour of synthesis is highly
unpredictable, and the TGPL-Clk and C2MOS-Data architectures could be used
at the end of short paths. Thereby, their positive hold time would induce ad-
ditional delay buffers for fixing the hold time constraint. Moreover, the clock
load of the pulse-triggered structures is higher than the clock load of master-
slave FFs of around 11% without shared PG. But, the relation between the total
clock load and the clock tree consumption is not simple at all, and certainly not
linear. For example, an industrial standard-cell library provides a finite amount
of driving strength for the clock tree buffers. After a clock tree synthesis for a
master-slave-based circuit, the sizes of the clock tree buffers are maybe already
strong enough to drive the pulsed-FF clock load. Furthermore, the size of the
buffers of the last branch of the tree might increase so much that they become
as big as the previous branch, and an entire clock branch could be saved. More-
over, as already mentioned, the pulse generation sharing is an efficient way to
reduce the energy consumption and the clock load by FF seen by the clock tree
[81, 82, 83, 84]. Synthesis and Place&Route should be performed to study if the
energy saving is higher or lower than the energy loss.
The structured datapath feature is a promising way for placing and routing
a regular register file. While keeping the speed, energy and area performances
of Chapter 4, it would add reconfigurable and reprogrammable properties to
pulsed-FF-based register file.
As mentioned in Section 1.4, the time-borrowing technique is a very compli-
cated microarchitectural system appeared in the literature these last few years.
Here, it has the meaning of presenting a time-borrowing window after the trig-
gering clock edge, sensing a valid data transition. If this transition is detected
during the time-borrowing window, an error signal is generated and an error
detection and/or correction mechanism(s) handle(s) this late data arrival. Yet,
all the publications [52, 53, 54, 83] use master-slave and latch-based topology to
perform the operations. As presented in Section 1.4, the implementation of the
time-borrowing property needs less resources with pulse-triggered flip-flop than
for master-slave-based topology.
Finally, the dual-edge property was discarded in Chapter 1 because we consid-
ered that the balance constraints on the clock tree seemed too difficult to reach
at ultra-low voltage. A solution to overcome this problem might come from the
interesting well properties of FDSOI technology. Thanks to the buried oxide (see
Section 1.2.3), this technology allows PMOS and NMOS transistors to share an
identical well. Indeed, the P-doped and N-doped channels can be over a buried
oxide which is over a single P-well encircled by N-well. In [89], authors show
102 CONCLUSIONS AND PERSPECTIVES
that this cell can be inserted into the logic with acceptable area penalty and
leads to remarkable performances in fall/rise and propagation delays balancing
and clock-tree skew. Moreover, an adaptive body biasing mechanism could be
designed to sense and compensate the P-N imbalance and, contrary to [90], only
one back bias generator would be needed for both PMOS and NMOS.
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The studies presented here do not give a fundamental message for the compre-
hension of the plain text. Nevertheless, some architectural choices in Chapter 2
may become clearer after this section.
First, we present the reasoning to reach the CDFF architecture compared
in Chapter 2, which is slightly different from the original structure proposed in
[46]. Second, simulations performed on the pulse-triggered version of the adaptive
coupling flip-flop (ACFF [48]), the adaptive coupling pulse latch (ACPL), are
shown to prove that it is not suitable for very-low voltage operations, as assessed
in Section 2.2.2. Finally, in [6], the result of the comparison of pulsed-FFs showed
that the CPFF architecture presents a lower energy consumption than TGPL
in the low-power region of the energy-delay (E − D) domain. Here, we show
that the resettable and scannable version of CPFF exhibits by far the worst
energy-efficiency over all the pulsed-FFs.
CDFF : keeper and reordering
From the original architecture proposed in [46], two points are analysed here:
the keeper architecture and the order of the gate inputs in the two NMOS stack.
Keeper The aim of the feedback keeper of the original CDFF structure in [46],
crossed in figure A.1, is to maintain the voltage value of the node when it has to
stay high during the pulse signal. Keeper is needed since the leakage current and
the period of the pulse signal are strongly affected by global and local variations
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Figure A.1: Two-stages single-edge CDFF.
at ULV. Nevertheless, it creates a short circuit path when writing a logical 1 and
two gates plus one drain junctions are added to NX.
As keeper should be active when either D or Q or both equal zero, we propose
a keeper composed of only two minimum-sized PMOS transistors connected to
the intermediate node NX (encircled in figure A.1). Thanks to that, no short
circuit path is created during write time and the parasitic capacitance on NX is
reduced. The drawback is the increase of the data load but it is fully compensated
by the removal of the short circuit path. It means that only a high number of
glitches could get rid of the energy gain due to the absence of short circuit
current.
Let us notice that, depending on the specifications and/or the technology,
a keeper might be unnecessary. As a reminder, this structure needs a keeper
mechanism to avoid the node NX to be discharged by leakage current when it
should functionally stay at high level. This discharge causes additional energy
overhead because NX will be in any case precharged after the triggering pulse
signal. But, if the minimum level achieved, for the worst case of PVT and local
variations, is sufficiently high, the keeper can be removed.Sufficient high means
that the energy loss is lower than the energy gain due to the removal of the
keeper and its parasitic capacitances, while improving the delay too.
Reordering Transistor reordering is a well-known technique that can be used to
optimize circuit delay and power dissipation [91]. In the two NMOS stacks of the
CDFF architecture (see figure A.1), the order of the input D and Pulse can be
switched without changing the FF functionality.
The four configurations were previously compared and the results clearly
showed that the configuration with the input data and its complementary D
the closest to the stage output provides the best energy-efficiency for the whole








Figure A.2: As a reminder, the pulse-triggered version of the ACFF, the adap-
tive coupling pulse latch (ACPL). Even the basic architecture without additional
functionalities is not functional at ultra-low-voltage.
been previously discharged and so the total amount of charge having to go to
the ground, for the same transistor sizes, is reduced.
ACPL
The ACPL topology (figure A.2) keeps the adaptive coupling technique proposed
in [48], allowing a very small clock load. Nevertheless, this structure leads to
floating nodes under certain conditions. Indeed, if the incoming data changes
slightly after the end of the pulse signal, the inputs of the two cross-coupled
inverters, providing the bistable element, are floating. Therefore, if the leakage
current of the transistors gate-connected to the pulse signal is higher than the
leakage current of the transistors gate-connected to the input data signal, the
floating nodes might change their value, leading to a non correct functionality
of the flip-flop.
Figure A.3 shows the results of 100 Monte-Carlo (MC) simulation made on
the ACPL architecture. It shows that, at already 0.4V, the bistable element
does not maintain the valid data value properly for 10% of the MC runs. On the
other hand, if the gate width of the two pulsed transistors is not big enough, the
writing system cannot switch the state of the bistable element during the pulse
time. Therefore, the gate widths of both the pulsed transistors and the transistor
performing the adaptive coupling technique (gate-connected to D) have to be
















Figure A.3: Monte-Carlo simulations exhibit the weak robustness of ACPL archi-
tecture to transistor variability (corner FS, temp. = 25◦C, Vdd = 0.4V).
large enough to guarantee sufficient writing and leakage currents, respectively. As
large gate widths, meaning high energy consumption, are needed for ensuring a
correct functionality, this architecture has not been selected for the comparison.
Resettable and scannable CPFF
From the large study and comparison of [6], the conditional precharge flip-flop
(CPFF) architecture presents the best energy-efficiency in low power domain for
small data activity among all studied pulse-triggered flip-flops. However, all the
studied structures in [6] only perform the basic flip-flop functionality, i.e. with
only three (D, CLK, Q) ports. In this section, the reset and scan property is
added to the CPFF architecture (figure A.4), as the other pulsed-FFs.
Figure A.5 shows the comparison in the E−D space of the pulsed-FFs archi-
tectures. We see that the resettable and scannable CPFF architecture is over-
whelmingly the worst energy-efficient without presenting good timing perfor-
mances. Because of its implicit pulse property, as well as its feedback system, a
quite large amount of additional inverters is needed to perform both reset and
scan functionalities. Therefore, CPFF is not more energy-efficient than TGPL
topology in low-power region, in contradiction with the results in [6]. As already
said, this shows that adding FF functionalities may change the comparison result















































Figure A.4: R-S CPFF architecture.























Figure A.5: EECs with CPFF architecture (driving strength X1, Vdd = 1.0V; αsw =
0.15, Tclk/FO4 = 40, corner TT, temperature 70
◦). Additional transistors lead to
a very poor E −D performances.

APPENDIX B
TESTBENCH FOR FLIP-FLOP AND
ENERGY-DELAY ESTIMATION
In this section, we present in detail the testbench used for every flip-flop compar-
ison in this work, the definition of the delay and energy, and the sizing method-
ology which allowed us to get/compute the energy-efficient curves (EECs) de-
scribed in Section 2.3.
Testbench
Our testbench, represented in figure B.1, is largely inspired from [6]. The data
and clock input signals have a FO3 inverter slope which is tuned for every envi-
ronmental conditions. The reset and scan signals are held in disable mode, i.e.
TE = 0V and RN = Vdd or R = 0V . The scan input data is the inverse value
of the input data D in order to take the worst case, thus maximum delay, into
account. The output load is composed of three identical inverters of same driv-
ing strength as the FF under test and each of those three inverters is connected
to another inverter to avoid unrealistic Miller effect. This emulates a FO3 out-
put, quite common after synthesis, and takes into account the dependency of the
transistor gate capacitance with the gate voltage. The current going from the FF
to the load is integrated and then removed from the total energy computation.
The energy result is thus load independent.
Since [6] showed that they largely influence the FF architectures comparison,
layout parasitics are evaluated and taken into account in the design methodology.
Their evaluation is performed thanks to the geometrical approach proposed in
[67].
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Figure B.1: Testbench used to characterize FFs with layout parasitics included.
Definition of timing parameter and energy consumption
In this dissertation, the delay of the flip-flops are defined by the data-to-output
(D-to-Q) delay computed at setup time. The metric used to compute the setup
time is a new metric we proposed, based on the output signal transition time
[28]. Compared to the state of the art, it really gives the limit beyond which
the performance of the flip-flop is degraded and the reliability is endangered for
pulsed-FFs. As it takes into account the soft-edge property of pulsed-FFs, this
metric provides the most timing efficient value for the setup time of pulsed-FF
and allows the maximal clock frequency obtained by synthesis to be reduced.
Here, the setup time is by definition the time between the data edge and the
triggered clock edge such as the transition time of the output increases of 10%
compared to the transition time of the output when input data arrives far before
the clock edge.
The average FF energy consumption by clock cycle depends on many param-
eters, including the data input switching activity (αsw), the clock period (Tclk)
and the temperature. As proposed in [6] in order to be technologically indepen-
dent, Tclk is normalized by the FO4 inverter delay, giving the logic depth of the
circuit, and delay and energy are normalized respectively by:
• D0, the FO4 inverter chain delay in the same environmental conditions,
• E0, the energy dissipated by an unloaded symmetrical minimum sized in-
verter during a complete 0 → 1 → 0 transition cycle.
The total energy dissipation is computed as described in the appendices of [6],
where the output current is removed from the total FF consumption and the




Our sizing methodology is also largely inspired from [6]. Only the gate widths
of the transistors in the D-to-Q path (Wk) can modify the speed, and thus the
E − D tradeoff. Thereby, they are the main variables for the transistor sizing
algorithm. This algorithm consists in determining the set of Wk which provides
a minimum point for a given figure of merit (FOM). Since modern applications
of digital electronic range from high-speed to low-power designs, a large class of
FOMs EiDj have been adopted to cover all the possible tradeoffs. From a discrete
set of design points minimizing several EiDj FOMs, the energy-efficient curve
(EEC) of the FF, i.e. the set of design points showing minimum energy (delay)
for a given delay (energy) [66], can be extracted. We chose to consider EDj and
EiD, for i, j = 1...5, because they cover a very wide range of applications. To
reduce the total number of variables in the sizing algorithm, some simplifications
are introduced:
• series-connected transistors are equally sized for litho-friendly layout [12],
• pull-up and pull-down network in the D-to-Q path are symmetrically sized
(see Section 2.3.1),
• transistors of the pulse generator (WPG) are sized in order to achieve a
FO3 fall and rise time for the pulse signal,
• on the contrary to [6], the gate width of the output inverter (Wdrive) is an
input of the sizing algorithm in order to be more realistic compared to an
industrial standard-cell library,
• the rest of the transistors are minimally sized.

APPENDIX C
TESTBENCH FOR REGISTER FILE
The testbench used to compute the delay and energy performances of the reg-
ister files was developed with a commercial electrical simulator, using the RCc
extractions of the register file layouts.
As a reminder, the input-output ports for each 16× 32b register file are:
• [1 bit] clock, write-enable, reset, scan-enable,
• [4 bits] read-addr1, read-addr2, write-addr,
• [32 bits] write-data, write-data-scan,
• [output 32 bits] read-data1, read-data2
Similarly to the testbench in Annex B, each of the input presents a FO3 input
slope and each of the output is connected to three identical inverters of the same
drive as the FFs inside the register file (see figure C.1).
The clock signal is generated thanks to a FO3 input slope on the gate of the
first inverter (or buffer) of the clock tree. Notice that the input clock signal is
not connected directly to the FFs. The write-enable signal rises to Vdd during a
writing cycle and then goes back to gnd. It allows us to take into account the
dynamic energy induced by the write-enable signal during writing operations.
After a global reset at the beginning of the simulation, the reset signal is tied to
inactive value, as well as the scan-enable signal.
The write-addr signal changes from 0110 to 1001 during the writing cycle, thus
performing a maximum activity, and is then maintained during the rest of the
operations. During the first reading cycle, read-addr1 passes from 0110 to 1001
and the read-data1 output is sensed. In addition to performing a maximum data
activity for the energy computation, we compute the read-access-time1 which is
by definition the worst propagation time between the read-address change and
the output signal switching. In the second reading cycle, read-addr2 goes from
0110 to 1001 and both the read energy and access-time is computed.
The write-data signal is a random chain of 32bits with equal number of 0 and
1. None of the 32 input bits changes in the first writing cycle and all of them vary
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Figure C.1: Testbench used to characterize the register files (post-layout extrac-
tion).
in the second cycle. This emulates a 0% and 100% data input rate activity factor
(αrate), the probability of the inputs to flip their state during a clock cycle. The
32 bits of write-data-scan signal are kept at constant values.
Finally, the delay is defined as the worst read-access-time between read-access-
time1 and read-access-time2.
Dread = max(Dread,A,i, Dread,B,i) (C.1)
where i = 0, ..., 31. The writing-access is not computed because it would have
needed a bisection method with several iterations to defined the setup time.
Because of the huge netlist provided after layout extraction, the needed com-
putation time would have been too high. Nevertheless, the inputs are directly
connected to the FF inputs and we know from previous chapters that the D-
to-Q performance of pulsed-FFs is highly superior of the timing performance of
master-slave flip-flops.
The energy per operation is the combination of several computed energies
coming from several clock cycles. In the first clock cycle, a global reset is per-
formed followed by a writing operation with known data values. No energy is
computed. In the second clock cycle, the write-enable signal is activated but a
zero data activity is seen on the inputs. The energy is the integration of the sup-
ply plus input currents: Ew0. In the third clock cycle, a writing with 100% data
rate activity is performed, giving Ew100. In the fourth clock cycle, we read a new
set of 32 bits from the output signal 1 Er1. Because of the 100% activity imposed
in the previous cycle, all the read output values switch after the read-address
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change. And in the last clock cycle, we read a complete new set of 32 bits from
the output signal 2 Er2 where, again, every output switches.
As a read operation is asynchronous, we only computed the read-energy until
the end of the output switch. Indeed, the supply current Idd is not integrated
over the whole read clock cycle since the leakage energy has already been taken
into account in the write-energy computation. More precisely, the end of the
integration is the time when:
dIdd
dt
< 1000 & (Idd < 0.1Idd,max || Idd < 2Idd,end)
where Idd,max is the maximum supply current reached during the read clock
cycle and Idd,end the supply current computed at the end of the read clock cycle.
Finally, the energy per operation is defined as:
Eop = αrateEw100 + (1− αrate)Ew0 + αrate(Er1 + Er2
2
) (C.2)
