Abstract. For sufficiently small C 1 -parameterized linear perturbations, we establish the robustness of exponential dichotomies in Banach spaces, with the optimal C 1 dependence of the stable and unstable subspaces on the parameter.
Introduction
We consider the nonautonomous linear equation are sufficiently small, we show that equation (1) has an exponential dichotomy for any λ ∈ Y , with the optimal C 1 regularity of the stable and unstable subspaces on the parameter λ. The notion of exponential dichotomy, essentially introduced by Perron in [10] , plays a central role in a large part of the theory of dynamical systems, and it is not surprising that the study of robustness has a long history. In particular, the problem was discussed by Massera and Schäffer [6] (building on earlier work of Perron [10] ; see also [7] ), Coppel [3] , and in the case of Banach spaces by Dalec kiȋ and Kreȋn [4] , with different approaches and successive generalizations. For more recent works we refer to [2, 8, 11, 12] and the references therein.
In the case of continuous time, that is, for linear equations v = [A(t) + B(t, λ)]v,
there are several works concerning the smooth dependence of the stable and unstable subspaces on the parameter. Johnson and Sell [5] considered exponential dichotomies in R (in a finite-dimensional space), and showed that for C k perturbations (including for k = ∞ and k = ω), if the perturbation and its derivatives in λ are bounded and equicontinuous (in the parameter), then the projections are of class C k in λ. Their proof essentially consists of constructing bases for the ranges and the null spaces varying smoothly with λ, and thus it is unclear whether the argument can be generalized to Banach spaces. Palmer [9] considered the same problem for exponential dichotomies in R + , for which the projections are not unique, and showed that by fixing the null space the corresponding projections are of class C 1+Lip provided that the perturbation has this regularity. The proof is based on the variation of parameters formula and its formal differentiation, and so in principle it can be generalized to Banach spaces. More recently, Yi [13] considered exponential dichotomies in R and showed that the projections are of class C 1 in λ provided that the perturbation has this regularity. Although his proof uses ideas from [9] , the arguments needed to be modified since a careful inspection of Palmer's proof shows that it breaks down if the perturbation is only of class C 1 (without the Lipschitz property of the derivative). Both papers allow a certain exponential growth of the perturbations in time that needs to be sufficiently small when compared to the exponential growth rate of the dichotomy, and proceeding by induction, both allow a higher regularity C k+Lip or C k of the projections. To the best of our knowledge we establish here for the first time the optimal C 1 dependence of the stable and unstable subspaces on the parameter in the case of discrete time (in fact, to the best of our knowledge, this is the first work on the problem in this setting). We believe that there is a relevant advantage of our approach in comparison to those in [5, 9, 13] , besides the less important point of considering Banach spaces from the beginning (as we already mentioned, in principle the arguments in [9, 13] can be generalized to the infinite-dimensional setting). Namely, we are able to obtain in a single step the (optimal) smoothness of the stable and unstable subspaces. Incidentally, we could also consider C k perturbations, and proceed by induction to obtain the C k dependence of the stable and unstable subspaces on the parameter.
Main result
Let B(X) be the set of bounded linear operators in a Banach space X. Given an interval J ⊂ Z, let (A m ) m∈J be a sequence of invertible operators in B(X). For each m, n ∈ J, we set
We say that (A m ) m∈J admits an exponential dichotomy if there exist constants a < 0 < b and D > 0, and projections P m ∈ B(X) for m ∈ J such that
for each m ≥ n, where Q m = Id −P m is the complementary projection of P m . For each n ∈ J we define the stable and unstable subspaces by
The following is our main result. Let Y be an open subset of a Banach space (this will be the parameter space). 
Existence of stable subspaces
For any interval J ⊃ N, we establish in this section the existence of stable subspaces E λ n for each λ ∈ Y , such that the maps λ → E λ n are of class C 1 . We look for each space E λ n as a graph over E n . More precisely, we look for linear operators Φ n,λ : E n → F n such that
Equipping X with the norm in (5) it is a complete metric space. Moreover, for each m, n ∈ J, we set
for every m, n ∈ J. Moreover,
Proof. Given n ∈ J and (ξ, η) ∈ E n × F n , the vector
for each m ≥ n, with analogous identities for m ≤ n. Due to the required invariance in (6), given (x n , y n ) ∈ E λ n we must have y m = Φ m,λ x m for each m, and thus, the pair of equations (8)- (9) is equivalent to
for each m ≥ n, with analogous identities for m ≤ n. Now we introduce linear operators related to (10) . Given Φ ∈ X, n ∈ J, and λ ∈ Y , we consider the linear operators
for m > n, setting W n,λ = Id E n . We note that for x n = ξ ∈ E n , the sequence
is the solution of (8) with y l = Φ l,λ x l for each l ≥ n, or equivalently, it is the solution of equation (10) . Using (13) we can rewrite (11) in the form
The following is an auxiliary result.
Proof of the lemma. Let (Θ m ) m≥n ⊂ [0, +∞) be the sequence defined by
with Θ n = De a . We show by induction that
Assuming that (15) holds for some m, we obtain
and thus (15) holds for m + 1. Therefore,
Since θ m ≤ Θ m for every m ≥ n, we obtain the desired inequality.
Now we rewrite equation (14) in an equivalent form.
Lemma 2.
For any sufficiently small δ, Φ ∈ X, and λ ∈ Y , the following properties are equivalent: 1. (14) holds for every n ∈ J, and m ≥ n; 2. for every n ∈ J and m ≥ n we have
Proof of the lemma. By (12) we have
Applying Lemma 1 with θ m = W m,λ and γ = 2δD, we obtain
On the other hand, by (3) and (4) we have
for δ sufficiently small. This shows that the series in (16) is well-defined. Now we assume that identity (14) holds. It is equivalent to
By (3) and (18), for each m > n, we have
and letting m → +∞ in (20) yields identity (16).
Conversely, let us assume that identity (16) holds. Then
and hence,
for each m ≥ n. This completes the proof of the lemma.
We define linear operators A(Φ) n,λ : E n → F n for Φ ∈ X, n ∈ J, and λ ∈ Y by
Lemma 3. For δ sufficiently small, A is well-defined, and A(X) ⊂ X.
Proof of the lemma. By (19) the operator A is well-defined and A(Φ) ≤ κ for δ sufficiently small. On the other hand, setting ν = log(1 + 2δD), we obtain
, it follows from this inequality that
and setting Υ = sup{Υ m : m ≥ n} (by (18) we have Υ < ∞ for δ sufficiently small),
Taking δ so small that 2δD/(e ν − 1) < 1/2, we obtain
Furthermore, by (18) we have
for some constant K > 0. Therefore,
provided that δ is sufficiently small. This shows that A(X) ⊂ X.
Now we consider the space F of families U = (U n,λ ) n∈J,λ∈Y of linear operators U n,λ : E n → F n such that λ → U n,λ is continuous for each n ∈ J, and
Equipping F with this norm, it is a complete metric space. We also define linear operators B(Φ, U) n,λ for each (Φ, U) ∈ X × F, n ∈ J, and λ ∈ Y by
where
and where the linear operators Z m,λ = Z m,Φ,U,λ : E n → E m are determined recursively by the identities
for m > n, setting Z n,λ = 0.
Lemma 4. For δ sufficiently small, B is well-defined, and B(X × F) ⊂ F.
Proof of the lemma. By 
Taking δ so small that 2δD/(e ν − 1) ≤ 1/2, we obtainῩ N ≤ 6δD 2 /(e ν − 1) for every N , and hence,
Now we set
It follows from (3), (18) and (22) that
for δ sufficiently small. This shows that each B(Φ, U) n,λ is well-defined and that B(Φ, U) ≤ 1. Therefore, B(X × F) ⊂ F.
Now we define a map S : X × F → X × F by S(Φ, U) = (A(Φ), B(Φ, U)).

Lemma 5. For any sufficiently small δ, the map S is a contraction.
Proof of the lemma.
In an analogous manner to that in (17) and using (18), we also have
We thus obtain Υ ≤ δD
where Υ = sup m≥n Υ m (it follows from (18) that Υ < ∞). Taking δ so small that 2δD/(e ν − 1) < 1/2 yields
It thus follows from (25) that
Now we consider the operator B. Given Φ, Ψ ∈ X, U, V ∈ F, and λ ∈ Y , set
Using (18), (21), and (24), we obtain
Therefore, setting Υ = sup m≥n Υ m (it follows from (24) that Υ < ∞) yields
for some positive constant L, provided that δ ≤ 1. It follows from (26) that for δ sufficiently small the operator S is a contraction. Moreover,
and we obtain
thus yielding inequality (7) . For the C 1 regularity of the maps λ → Φ n,λ we consider the pair (
for every n ∈ J and λ ∈ Y . We define recursively a sequence ( 
for every n ∈ J and λ ∈ Y . Furthermore, if (Φ,Ū ) is the unique fixed point of the contraction map S in X × F, then for each n ∈ J and λ ∈ Y the sequences (Φ m n,λ ) m∈N and (U m n,λ ) m∈N converge uniformly respectively toΦ n,λ andŪ n,λ . Now we recall that if a sequence f m of C 1 functions converges, and the sequence of its derivatives f m also converges uniformly, then the limit of f m is of class C 1 , and its derivative is the limit of f m . Thus, each function λ →Φ n,λ is of class C 1 . This completes the proof of the theorem.
Existence of unstable subspaces
We formulate in this section a version of Theorem 2 for the unstable subspaces. Given a constant κ < 1, let Y be the space of families Ψ = (Ψ n,λ ) n∈J,λ∈Y of linear operators Ψ n,λ :
Given Ψ ∈ Y and λ ∈ Y , we consider the vector spaces
The following result for the unstable subspaces follows readily from Theorem 2 by reversing time. 
2. the map λ → Ψ n,λ is of class C 1 for each n ∈ J.
Robustness of exponential dichotomies in Z
We are now ready to prove our main result.
Proof of Theorem 1. Take J = Z. By Theorems 2 and 3 there exist unique Φ ∈ X and Ψ ∈ Y such that
for every m, n ∈ Z. Moreover, 1. for each n ∈ Z, m ≥ n, and λ ∈ Y we have
2. the maps λ → Φ n,λ and λ → Ψ n,λ are of class C 1 for each n ∈ Z.
Now we set
n , x = y = 1 . Given x ∈ E λ n and y ∈ F λ n there existx ∈ E n andȳ ∈ F n such that x = (Id +Φ n,λ )x and y = (Id +Ψ n,λ )ȳ.
Since Φ n,λ ≤ κ and Ψ n,λ ≤ κ, we have Setting m = n in (3) we find that there exists D > 0 such that P n ≤ D and Q n ≤ D for every n ∈ Z. One can also show (see for example [1] ) that
for each n ∈ Z. Therefore,
Now we observe that
Therefore, by (28) and (29),
x − y = x −ȳ + Φ n,λx − Ψ n,λȳ
Taking the infimum over all vectors x, y with x = y = 1, we obtain 
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