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Chord sequences were presented to the participants,
infrequently containing unexpected musical events.
These events activated the areas of Broca and Wer-
nicke, the superior temporal sulcus, Heschl’s gyrus,
both planum polare and planum temporale, as well as
the anterior superior insular cortices. Some of these
brain structures have previously been shown to be
involved in music processing, but the cortical network
comprising all these structures has up to now been
thought to be domain-specific for language processing.
To what extent this network might also be activated
by the processing of non-linguistic information has
remained unknown. The present fMRI-data reveal
that the human brain employs this neuronal network
also for the processing of musical information, sug-
gesting that the cortical network known to support
language processing is less domain-specific than pre-
viously believed. © 2002 Elsevier Science (USA)
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INTRODUCTION
In recent ERP-studies, brain responses reflecting the
processing of musical chord-sequences were similar,
although not identical, to brain activity elicited during
the perception of language, in both musicians (Patel et
al., 1998; Koelsch et al., in press) and nonmusicians
(Koelsch et al., 2000a, 2001, 2002). While relatively
early (around 180–350 ms) electrical brain responses
to unexpected items in a structured sequence were
often lateralized to the left when processing language
(Friederici et al., 1993; Hahne and Friederici, 1999),
they were often lateralized to the right when process-
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All rights reserved.ing music (Patel et al., 1998; Koelsch et al., 2000a). The
early brain responses (maximal around 200–350 ms)
elicited by violations of musical regualrities were taken
to reflect the processing of music-syntactic information
(Patel et al., 1998; Koelsch et al., 2000a). Later brain
responses (maximal around 500–550 ms) were hypoth-
esized to reflect the processing of meaning information
in music (Koelsch et al., 2000a).
In a recent MEG study, early brain responses hy-
pothesized to reflect music-syntactic processing were
localized in Broca’s area and its right homologue
(Koelsch et al., 2000b; Maess et al., 2001), areas known
to be involved in syntactic language processing (Just et
al., 1996; Dapretto and Bookheimer, 1999; Friederici et
al., 2000b; Meyer et al., 2000b). In that MEG study,
however, the neural generators of later brain responses
found with EEG could not be localized, raising the
question which other areas in the brain might be in-
volved in the processing of music, and whether there is
further overlap of brain structures involved in the pro-
cessing of music with brain structures known to be
involved in the processing of language.
Recent brain imaging studies on language process-
ing (with auditory stimulation) have shown that tem-
poral and frontal areas of both hemisperes are involved
in the processing of connected speech, with a prepon-
derance of the left hemisphere for the on-line process-
ing of syntactic features (Friederici et al., 2000a) and a
preponderance of the right hemisphere for the on-line
processing of prosody (for example, melody and metre
of speech Meyer et al., 2000a).
The involvement of areas known to be involved in the
processing of language has been shown for music pro-
cessing, although only for melodies, i.e., one-part stim-
uli (e.g., Peretz et al., 1994), and only for single areas
located either in temporal areas (e.g., Liegeois-Chauvel
et al., 1998), or located in frontal areas (e.g., Zatorre et
al., 1992). Interactions between frontal and temporal
cortices (but excluding Wernicke’s area) and frontal
cortices have been reported for working memory of
tonal pitch (Zatorre et al., 1994). Especially the supe-
rior temporal gyrus (STG, Zatorre, 1984; Peretz, 1990;
Platel et al., 1997; Liegeois-Chauvel et al., 1998;
Zatorre et al., 1992) and the anterior portion of the
right hemisphere, presumably including the right fron-
tal lobe (Shapiro et al., 1981; Grossman et al., 1981)
have been shown to be involved in music processing.
However, up to now the network comprising the areas
of both Broca and Wernicke has not been shown to be
involved in music processing. This may partly be due to
the fact that previous studies merely employed one-
part stimuli (in contrast to Western tonal music, which
is mostly multipart; for an imaging study investigating
emotional responses to music with multi-part music
see Blood et al., 1999).
In the present study, the experimental protocol was
similar to previous EEG- and MEG-studies (Koelsch
et al., 2000a, 2001, 2002; Maess et al., 2001): Chord-
sequences (i.e., multipart stimuli) were presented to
nonmusicians, each sequence consisting of five chords
(Fig. 1). One sequence directly followed the other,
sounding like a musical piece. Most of the sequences
were played by a piano and consisted of expected in-key
chords only (left of Fig. 1). These sequences were com-
posed in a way that a musical context was built up
toward the end of each sequence, similar to the buildup
of semantic context in a sentence (Krumhansl and
Kessler, 1982; Koelsch et al., 2000a). During such a
sequence, a strong expectancy for harmonically related
chords is generated in the brains of listeners (Patel et
al., 1998; Krumhansl and Kessler, 1982; Bharucha and
Krumhansl, 1983; Bigand and Pineau, 1997; Tillmann
et al., 2000; Koelsch et al., 2000a).
Infrequently, in some of the chord-sequences the
tonal key was moved to another key (right of Fig. 1).
Such a move is, in musical terms, denoted modulation
and a very prominent stylistic feature of Western tonal
music. Modulating chords were all perfectly consonant
and harmonic, but they contained out-of-key notes
(with respect to the preceding harmonic context) and
were harmonically less related to the preceding har-
monic context (e.g., in the sense of the circle of fifths;
see Scho¨nberg, 1969; Krumhansl and Kessler, 1982;
Bharucha and Krumhansl, 1983; Patel et al., 1998).
Since harmonically less related chords are perceived as
more unexpected, modulating chords were perceived as
more unexpected compared to the in-key chords (cf.
Krumhansl and Kessler, 1982). Within a modulating
chord sequence, a detection of a modulation could only
be performed by the application of (implicit) knowledge
about music-theoretical principles of harmonic dis-
tance and relatedness. These principles constitute the
major-minor tonal system, i.e. the system of Western
tonal music.
Moreover, some chord-sequences were not termi-
nated by an expected in-key chord, but by a dissonant
tone-cluster (middle of Fig. 1). In contrast to chords,
these clusters had a highly dissonant, i.e. non-har-
monic interval-structure. In addition, clusters con-
tained out-of-key notes (like modulations), and were
hence harmonically unrelated to the preceding har-
monic context. That is, clusters violated musical ex-
pectancies of listeners to a higher degree than modu-
lations and were, thus, more salient than modulations.
Finally, in some sequences one or two in-key chords
were played by an instrument other than piano (e.g.,
electric guitar, trumpet, organ). Participants were
asked to detect sequences with clusters or deviant in-
struments, but instructed to respond behaviorally only
to the deviant instruments (see Methods).
METHODS
Subjects. Ten nonmusicians participated in the ex-
periment (20–29 years of age, 5 females). None of them
had any special musical expertise or education, no
subject had learned an instrument or had singing les-
sons. All subjects were right-handed and had normal-
hearing.
Stimuli. A pool of stimuli consisted of 34 different
chord-sequences (each sequence consisted of five
chords). The first chord was always the tonic of the
following chord-sequence. Chords at the second posi-
tion were tonic, dominant, mediant, submediant, sub-
dominant. Chords at the third position were subdomi-
nant, subdominant with sixte ajoute´e, dominant,
dominant six-four chord, dominant seventh chord, and
at the fourth position dominant seventh. Chords at the
fifth position were tonic or cluster. Clusters consisted
(with respect to the tonic) either of minor sixth, major
sixth, and minor seventh, or of minor second, major
second, and minor third. In modulating sequences,
dominant chords at the second position were subdomi-
FIG. 1. Experimental paradigm. Top: examples of chord-se-
quences consisting of in-key chords only (left), terminated by a tone-
cluster (middle), and modulating (in the example from C major to D
major, right). All sequence-types consisted of five chords and were
presented in blocks comprising two to seven sequences of each type
(middle row, in the example six in-key sequences are followed by four
cluster sequences, etc.). All chords of these sequence-types were
played on a piano. Each sequence had a duration of ca. 3.5 s, se-
quences were presented one directly succeeding the other. Three
functional images of nine slices each were continuously acquired per
sequence (i.e., one image per bar, bottom row, each vertical line
indicates one image). Subjects had to differentiate between in-key
chords, clusters, and chords played by instruments deviating from
piano (not depictured in this figure).
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nant of the new key, or mediants were the supertonic of
the new key (both followed by a dominant chord of the
new key at the third position, a dominant seventh
chord of the new key at the fourth position, and the
new tonic at the fifth position). Modulations thus
stepped two fifths upwards and had a duration of three
chords. Deviant instrument sequences consisted of in-
key chords and contained one or two deviant instru-
mental sounds (General MIDI sounds from #6 up-
wards; unsuitable sounds like #36 [Slap-Base] were
not used).
Sequences were composed with different melodic
outlines (for example, beginning with the root, the
third, or the fifth in the top-voice). Texture of chords
followed the classical theory of harmony (Hindemith,
1940). Presentation time of chords 1–4 was 585 ms,
and of chord 5 was 1170 ms. All chords had the same
decay of loudness. Chords were presented via earpipes
and played under computerized control via MIDI on a
synthesizer.
533 chord-sequences were randomly chosen in such a
way that all sequence types (in-key, cluster-, modulat-
ing-, and deviant instrument-sequences) occurred in
153 blocks (distribution of blocks over functional ses-
sions: 33/60/60). Each block of clusters, modulations, or
deviant instruments was followed by a block of in-key
chords. All chord-sequences were played in direct suc-
cession, there was no silent interval between chords,
chord-sequences, or blocks, sounding like a musical
piece. Blocks of clusters, modulations, and deviant in-
struments consisted of 2–4 (directly succeeding) se-
quences, in-key blocks consisted of at least 2, but not
more than 7 sequences (see Fig. 1), resulting in 25
blocks with deviant instruments (containing 51 chord-
sequences), 25 blocks with clusters (containing 88 se-
quences), 25 with modulations (75 sequences), and 78
blocks with 319 in-key sequences (each functional ses-
sion began and ended with a block of in-key chords).
Task. Participants were instructed to detect clus-
ters and deviant instruments. They were asked to re-
spond to deviant instruments by pressing a response-
button. There were two buttons: the right button was
to be pressed when no cluster had occurred since the
last response, otherwise the left button had to be
pressed. That is: no motor response was required when
a cluster was detected, but the clusters were task-
relevant (since the detection of a cluster determined
whether the left or right button had to be pressed for
the next deviant instrument). Participants were not
informed about the presence of modulations. The task
enabled (a) to focus the attention of participants on
both the timbral and the harmonic dimension of the
stimuli, (b) to investigate the processing of harmoni-
cally deviant and task-relevant clusters without a mo-
tor response, and (c) to investigate the processing of
harmonically deviant but task-irrelevant modulations.
MRI scanning procedure. Scanning was performed
on a 3-T Bruker Medspec 30/100 spectrometer. 9 axial
slices (19.2 cm FOV, 64 by 64 matrix, 5 mm thickness,
2 mm spacing), parallel to the AC–PC plane (five slices
above AC–PC), using a single shot, gradient recalled
EPI (TR 1170 ms) were acquired. Three functional
sessions of 1692 time points were run (blocks were
introduced and ended with silence, thus 93 time points
were not analyzed), each time point sampling over the
nine slices. Prior to the functional recordings, anatom-
ical slices were acquired. The anatomical slices had the
same geometric orientation as the functional slices. In
another session, a high-resolution T1-weighted full-
brain scan was obtained from each subject and geomet-
rically rotated into a standard stereotactic coordinate
system.
fMRI data analysis. fMRI-data were processed us-
ing the software package LIPSIA (Lohmann et al., in
press). Functional data were corrected for slicetime
acquisition differences using sinc-interpolation. Signal
changes and baseline-drifts were removed by applying
a temporal highpass filter to remove frequencies lower
than 1/80 Hz.
The anatomical slices were coregistered with the
full-brain scan that resided in the stereotactic coordi-
nate system and then transformed by linear scaling to
a standard size. The transformation parameters ob-
tained from this step were subsequently applied to the
functional slices so that the functional slices were also
registered into the stereotactic space.
The statistical evaluation was based on a least-
squares estimation using the general linear model for
serially autocorrelated observations (see also Friston,
1994; Worsley and Friston, 1995; Aguirre et al., 1997;
Zarahn et al., 1997). The design matrix was generated
with a box-car function that included a response delay
of 6 s. The model equation, including the observation
data, the design matrix and the error term, was con-
volved with a Gaussian kernel of dispersion of 4 s
FWHM. The model includes an estimate of temporal
autocorrelation that is used to estimate the effective
degrees of freedom.
Four experimental conditions called in key, clusters,
modulations, and deviant instruments were present
where in key was used as a reference against which the
other three conditions were contrasted. Thus, for each
subject three contrast images were generated which
represented the contrasts clusters vs in key, modula-
tions vs in key, and deviant instruments vs in key.
As noted above, each individual functional dataset
was aligned to a standard stereotactic reference space,
so that a group analysis based on the contrast images
could be performed. The group analysis consisted of a
one-sample t test across the contrast images of all
subjects that indicated whether the observed differ-
ences between conditions were significantly distinct
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from zero (Holmes and Friston, 1998). This procedure
was performed for all three contrasts resulting in three
z maps shown in Fig. 2.
Table 1 lists local maxima of the z maps. A pixel was
defined to be a local maximum if its z value exceeded
3.09 and if it was largest within a 5-mm radius. Local
maxima residing in activation areas of size smaller
than 150 cubic millimeters were not taken into ac-
count.
Areas that were found to be significantly activated
were subjected to a further post hoc analysis. It was
tested whether the activation strength in regions of
interest (ROIs) differed between hemispheres and/or
conditions (Bosch, 2000). In each hemisphere, six
spheres were defined as ROIs (each sphere with a
radius of 5 mm). These ROIs were: BA 44, planum
polare, anterior-superior insula, BA41, planum tempo-
rale (BA 22), and the area of Wernicke in the STG (BA
22p).
The exact locations of the ROIs were established as
follows: A new group z map was generated which re-
sulted from contrasting the conditions clusters, modu-
FIG. 2. Statistical z-maps of the contrasts clusters vs in-key (a), deviant instruments vs in-key (b), and modulations vs in-key (c), mapped
onto an individual brain. Each panel shows views from left sagittal (left, Talairach coordinate x  52), axial (middle-left, Talairach
coordinate z  14), coronal (middle-right, Talairach coordinate y  33), right mediosagittal (top right, Talairach coordinate x  46), and
right laterosagittal (bottom right, Talairach coordinate x  51).
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lations, and deviant against the in key -condition, so
that all three experimental conditions of interest were
represented in one z map. Each ROI was then centered
at a local maximum of this z map. Thus, the locations
of the ROIs did not differ across conditions or subjects.
For all voxels of a ROI, a mean contrast was gener-
ated for each contrast and subject. These mean values
subsequently entered a repeated measures ANOVA
with factors condition, hemisphere and ROI. Since the
ROIs analyzed in this post hoc ANOVA already were
shown to be significantly activated,  was set to P 
0.05 with no further correction being necessary (Bosch,
2000).
RESULTS
The behavioral performance was on average above
95% correct responses, indicating that the given task
could easily be mastered by the participants. The
fMRI-data reveal that, contrasted to in-key chords,
sequences terminated by a dissonant tone-cluster elic-
ited a broad neuronal network (Table 1; Fig. 2a). This
network comprised anterior-superior insular cortices
and inferior fronto-lateral cortical areas (the lower part
of BA 44, as well as its upper part, BA 44/6), the STG
including the planum polare, Heschl’s gyrus (BA 41),
planum temporale (BA 42), the area of Wernicke in the
STG (BA 22p), and in the right hemisphere the poste-
rior third of the upper bank of the superior temporal
sulcus (STS, BA 22). This network (except the right
STS) was activated in both hemispheres (an ANOVA
with factor hemisphere and ROI did not reveal an
effect of hemisphere; P  0.55).
Foci of maximal effects of chords played on deviant
instruments (contrasted to sequences played on a pi-
ano) were fairly similar compared to effects of clusters
(Table 1, Fig. 2b). In contrast to clusters, a lateraliza-
tion of activations was statistically significant for de-
viant instruments: An ANOVA with factors hemi-
sphere and ROI revealed an effect of hemisphere
(F(1,9)  6.41, P  0.05). Moreover, activations of
deviant instruments were stronger than for clusters:
An ANOVA with factor condition (clusters  deviant
instruments) and ROI revealed an effect of condition
(F(1,9)  253.36, P  0.0001).
A very similar network was activated by modula-
tions, except that (with the threshold of z  3.09) no
significant activations were found in the right STS and
in the left pars opercularis (in contrast to both clusters
and deviant instruments, cf. Table 1, Fig. 2c). However,
with a threshold of z  2.58 (corresponding to P 
0.005) a local maximum in the lower pars opercularis is
also yielded for modulations. Similarly to clusters, an
ANOVA with factor hemisphere and ROI did not reveal
TABLE 1
Local Maxima of z-Maps, x-, y-, and z-Coordinates with Respect to Standard Stereotactic Space
(Talairach and Tournoux, 1988), Followed by Z Values
Anatomical location Clusters Deviant instruments Modulations
Left hemisphere
BA 44 50, 10, 9 3.5 50, 10, 9 3.8 (50, 9, 5 2.7)
BA 44/6 44, 7, 23 3.7 47, 10, 22 3.8
Insula 31, 14, 12 4.2 31, 14, 14 4.3 32, 20, 13 3.1
STG/Planum pol. 47, 4, 1 4.4 47, 4, 1 4.5 50, 2, 0 3.6
BA 41 44,22, 13 4.1 44,19, 13 4.5 44,20, 12 4.2
Planum temp. 48,31, 15 4.1 44,31, 16 4.0 47,31, 18 3.4
BA 22p 53,41, 30 4.3 56,37, 28 4.6 56,43, 30 4.5
59,40, 18 4.0 53,47, 18 4.1
Thalamus 10,19, 6 4.7 10,16, 8 5.1 7,14, 11 3.0
Head of Caudate Nucl. 16, 10, 5 4.0 13, 7, 5 4.3
Right hemisphere
BA 44 46, 12, 6 3.6 46, 9, 6 3.7 46, 13, 8 3.5
BA 44/6 40, 15, 25 3.9 43, 18, 29 3.8 43, 14, 28 3.6
Insula 28, 23, 12 4.5 31, 18, 16 4.0 29, 23, 9 3.8
STG/Planum pol. 49, 2, 2 3.7 43, 0, 3 4.1 49, 2, 2 4.0
BA 41 46,18, 15 4.4 46,22, 13 4.2 46,18, 16 3.7
Planum temp. 55,35, 18 4.1 46,33, 18 4.7 52,31, 12 3.8
BA 22p 49,44, 23 4.2 49,44, 23 4.7 50,44, 24 3.2
46,58, 17 3.5 40,55, 17 3.2 55,45, 14 3.4
post. STS 50,44, 17 4.4 49,43, 17 4.3
Thalamus 8,16, 8 4.0 5,16, 8 5.0 3,14, 13 3.4
Head of Caudate Nucl. 14, 14, 0 3.7 11, 11, 8 4.1
Note. A pixel was defined as local maximum whenever its Z value exceeded 3.09 (corresponding to P  0.001), and if it was largest within
a 5-mm radius. Local maxima residing in activation areas of size smaller than 150 cubic millimeters are not listed. In parenthesis: activation
of left BA 44 by modulating sequences contrasted to in-key chords, thresholded with z  2.58 (P  0.005).
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an effect of hemisphere (P 0.41). Effects were weaker
when elicited by modulations compared to clusters
(F(1,9)  36.76, P  0.0002).
In all three conditions, both the left and the right
thalamus were activated, the activation being stron-
gest when elicited by the deviant instruments, and
weakest when elicited by the modulations. Addition-
ally, a bilateral activation of the head of the caudate
nucleaus (extending into the anterior putamen) was
observed for the processing of deviant instruments and
clusters, but not for modulations (cf. Table 1).
Note that the present contrasts between expected
(in-key) and unexpected chords (clusters, modulations,
and deviant instruments) cannot be due to the scanner
noise because of the continuous stimulation, which was
present during the presentation of both expected and
unexpected chords. Moreover, it has been shown with
both EEG and MEG that unexpected musical stimuli
(similar to those used in the present) experiment elicit
neural activity which is stronger compared to that
elicited by expected chords (Koelsch et al., 2000a;
Maess et al., 2001; Koelsch et al., 2001); hence, it is
unlikely that the positive activations revealed in the
present study are merely the result from a subtraction
of deactivations.
DISCUSSION
A cortical network comprising numerous brain struc-
tures was activated by the processing of musical se-
quences. Several structures of this network have pre-
viously been shown to be involved in the processing of
music: the right STG has in lesions studies been shown
to be important for the processing of pitch (Zatorre,
1985; Samson and Zatorre, 1988; Zatorre and Samson,
1991). Patients with lesions in the the posterior STG
bilaterally also show impairment of pitch perception
(Liegeois-Chauvel et al., 1998), whereas the anterior
STG has been shown to be involved in the processing of
tonal and melodic processing as well as melodic repre-
sentations (Zatorre, 1985; Samson and Zatorre, 1988;
Zatorre et al., 1994; Platel et al., 1997; Peretz et al.,
1994). The right frontal operculum (BA44) has been
reported to be involved in working memory for pitch
(Zatorre et al., 1994), and left BA44/6 has been re-
ported to be involved in the processing of sequential
sounds (Platel et al., 1997). The present data show that
a cortical network comprising these structures in both
hemispheres serves the processing of music in the (in-
tact) human brain.
It is important to note that the structures activated
in the present experiment are also well known to be
involved in the processing of language, as revealed by
studies with both auditory (Zatorre et al., 1992; Mum-
mery et al., 1999; Meyer et al., 2000b; Po¨ppel, 1996;
Friederici et al., 2000a; Binder et al., 1994; Schlosser et
al., 1998; Bellin et al., 2000; Friederici, 1998) and vi-
sual stimuli (Just et al., 1996; Shaywitz et al., 1995;
Mazoyer et al., 1993). Especially the areas of Broca and
Wernicke have been shown in numerous lesion- and
imaging-studies to be critically involved in the process-
ing of language. The interdependence of the structures
activated in the present study has so far only been
observed for the processing of language, leading to the
assumption that these structures are part of a lan-
guage-specific neuronal network. The network acti-
vated in the present study appears to be very similar
compared to the network that serves the understand-
ing of language. This finding, especially in combination
with the presented findings of previous studies on mu-
sic processing, strongly suggests that the cortical lan-
guage network is less domain-specific than previously
believed.
The pars opercularis (BA 44, particularly its lower
part), and the planum polare (anterior division of the
STG), have been reported in several brain imaging
studies to correlate with syntactic aspects during sen-
tence comprehension (Friederici, 1998; Meyer et al.,
2000b; Friederici et al., 2000a). With respect to (infe-
rior) BA 44, the present results replicate findings of a
recent MEG study (Maess et al., 2001; Koelsch et al.,
2000b). In that study, a neuroanatomical correlate of
music-syntactic processing has been localized within
this area (note that the maximum of fMRI activation is
located within a 5-mm radius of the dipole solution
reported in the MEG study). The term musical syntax
has been suggested to refer, at least partly, to the
principles of harmonic distance and relatedness de-
scribed by music theory: Within a sequence of chords,
listeners expect the chords to be arranged harmoni-
cally closely related to each other (Maess et al., 2001;
Krumhansl and Kessler, 1982; Bharucha and Krum-
hansl, 1983; Swain, 1997; Bharucha and Stoeckig,
1986; Koelsch et al., 2000a). Moreover, listeners expect
within a sequence of in-key chords music-syntactically
appropriate chord functions (Maess et al., 2001; Bigand
and Pineau, 1997; Bigand et al., 1999). In the present
study, both clusters and modulations were harmoni-
cally and functionally less related to the preceding
chords of the chord-sequences (and did, thus, not fit
into the tonal arrangement established by the preced-
ing in-key chords). Hence, the processing of harmonic
and functional relations (needed to decode the syntac-
tic structure of the chord-sequences) was more difficult
for clusters and modulations, possibly correlating with
the activation of (inferior) BA 44. It might seem puz-
zling that deviant instruments also elicited areas of
music-syntactic processing (since the chord-functions
were harmonically appropriate), but the decoding of
the syntactic structure of deviant-instrument se-
quences was more difficult because the different
sounds presumably interfered with the harmonic anal-
ysis of the chord-functions.
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Wernicke’s area is known to process the lexical-se-
mantic aspects, i.e., meaning, of language (Friederici,
1998). Up to now, there is no clear consensus of how
musical semantics might be defined (Swain, 1997; Raff-
mann, 1993; Tillmann et al., 1998; Platel et al., 1997;
Koelsch et al., 2000a). However, one could take to view
that clusters, modulations, and deviant instruments
belonged, within the contextual (and hence meaning-
ful) harmonic environment, to different semantic cate-
gories compared to the in-key chords played on a piano.
Notably, dissonances, modulations, and changes in in-
strumental timbre have a musical meaning which is
utilized by composers as a means of expression (Swain,
1997). The processing of cluster, modulating, and de-
viant-instrument sequences might have activated Wer-
nicke’s area in an attempt to find a meaning of these
acoustic events consistent with the previous musical
passage.
The regions between the planum temporale and the
upper bank of the posterior STS (bilaterally) have in a
recent fMRI study been hypothesised to be voice-selec-
tive areas in the human brain (Bellin et al., 2000). In
that study, these regions showed greater neuronal ac-
tivity when subjects listened passively to vocal sounds,
whether speech or nonspeech. In the present study
these regions were in the right hemisphere activated
by nonvocal stimuli, which might challenge, at least in
the right hemisphere, a hypothesis of a strict voice-
selectivity of this region.
Surprisingly, activations were observed for the pro-
cessing of modulations, although modulations were not
salient deviants and could only be differentiated from
in-key chord sequences by the application of (implicit)
knowledge about the rules of harmony (which consti-
tute the major-minor tonal system). Since participants
were nonmusicians, the present results hence support
the hypothesis that the human brain has a general
ability for a highly differentiated processing of music
(see also Koelsch et al., 2000a; 2001; Maess et al.,
2001), the acquisition of musical regularities most pre-
sumably being culture-specific.
With respect of our recent MEG study (Maess et al.,
2001) it is interesting to note that brain responses with
a latency of around 500 ms observed with EEG (e.g.,
Koelsch et al., 2000a) could not be localized with MEG
(these responses are presumably generated by a num-
ber of overlapping neural sources, reducing the reli-
ability of a source localization with MEG). The later
electric brain responses were taken to reflect harmonic
integration processes, in reminiscence of semantic in-
tegration processes during language perception. Ac-
cording to the results of the present experiment, which
employed an experimental protocol very similar to the
mentioned EEG experiments (Koelsch et al., 2000a), it
seems highly probable that the later brain responses
measured with EEG were generated in supratemporal
lobe structures.
The finding that, in contrast to previous imaging
studies on music processing, the described network
was activated in the present study might be explained
by the nature of the employed stimuli. In contrast to
previous imaging studies, musical stimuli of the
present study were multi-part, hence containing con-
siderably more harmonic information compared to me-
lodic stimuli: Although a single melody also has an
implicit harmonic structure, the amount of harmonic
information for each melody tone is smaller than that
of a harmonized melody tone. Moreover, the present
stimuli were embedded within a complex musical con-
text, and were due to their rule-based arrangement
within a (complex) sequence reminiscent to linguistic
phrases (Koelsch et al., 2000a; Maess et al., 2001).
These features of the present stimuli may also have
contributed to the clear left-hemispheric involvement,
which contrasts with some previous imaging studies.
However, note that previous lesion studies already em-
phasized the importance of the left hemisphere for the
processing of music (Liegeois-Chauvel et al., 1998;
Peretz, 1990). Moreover, results obtained in the pre-
ceding EEG and MEG studies (Koelsch et al., 2000a;
Maess et al., 2001; Koelsch et al., 2001) revealed strong
involvement of both hemispheres for the processing of
harmonically inappropriate chords, although some ef-
fects had clear right predominance in the EEG. The
bilateral activation observed in the fMRI-data is thus
in line with these findings. Additionally, it seems plau-
sible that left-hemisphere resources might have been
particularly activated due to the MR-background noise
which made the task more difficult than in the EEG
and MEG experiments.
With respect to language processing, activation of
the right hemisphere (Just et al., 1996; Shaywitz et al.,
1995; Friederici et al., 2000a), or even right hemi-
spheric preponderance has been reported for the pro-
cessing of language, especially when on-line repair of
auditorily presented sentences is required (Meyer et
al., 2000b). Moreover, the right-hemispheric predomi-
nance of language-processing has particularly been ob-
served for the processing of prosody (Meyer et al.,
2000a, 1999), that is of musical features of language
(e.g., melody and metre). The combined findings do not
support the notion of a strict lateralization of language
processing to the left and music processing to the right
hemisphere. Instead, they rather suggest a strong in-
teraction of both hemispheres during the processing of
both language and music.
A comparison of the present activations with those
elicited by auditory oddballs which are not embedded
within a musical context reveal that the latter do not
activate the network observed in the present study.
Even when presented as deviant stimuli in oddball-
paradigms (in reminiscence to the inappropriate
chords of the present study), complex sounds mainly
activate areas within, or in the close vicinity of the
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primary auditory cortex (e.g., Alho et al., 1996; Ter-
vaniemi et al., 2000). Frontal activations have also
been reported, although not to the extent observed in
the present study, and so far only for the frequency-
MMN (e.g., Giard et al., 1990; Alain et al., 1998; Opitz
et al., 1999). Notably, the effects elicited by modula-
tions cannot reflect a frequency-MMN, because each
chord differed from the previous chord, and notes in
the top- or base-voice were never repeated in more than
two chords (thus, no physical memory-trace needed to
elicit a frequency-MMN could be established). Hence,
the present activations cannot just be due to the pro-
cessing of auditory oddballs or to the mere processing
of complex sounds. With this respect, it is highly prob-
able that the embeddedness of a deviant acoustic event
in a complex, rule-based linguistic or musical context is
a prerequisite for the present activations (for studies
investigating the neural mechanisms of timbre pro-
cessing see also Samson and Zatorre, 1993; Auzou et
al., 1995; Jones et al., 1998; Toivianinen et al., 1998;
Tervaniemi et al., 1997; Platel et al., 1997; Crummer et
al., 1994).
Importantly, since the same neuronal network pro-
cesses musical and linguistic information, the human
musical experiences might implicitly train the lan-
guage network. Thus, the present results provide an
explanation why musical elements participate very
early in the process of language development in chil-
dren: it has been hypothesized that music and speech
are intimately connected in early life (Trainor and Tre-
hub, 1992; Trehub et al., 2000), that musical elements
pave the way to linguistic capacities earlier than pho-
netic elements (Papousˇek, 1996), and that melodic as-
pects of adult speech to infants represent the infant’s
earliest associations between sound patterns and
meaning (Fernald, 1989), as well as between sound
patterns and syntactic structure (Krumhansl and Jus-
czyk, 1990; Jusczyk et al., 1992; Jusczyk and Krum-
hansl, 1993). Improvement of abilities in the language
domain by training in the musical domain has also
been reported for adults (Chan et al., 1998; Douglas
and Willatts, 1994).
Effects of the three different conditions (modula-
tions, clusters, and deviant instruments) were ob-
served in virtually the same brain regions. This seems
surprising, since modulations and clusters were har-
monically inappropriate (with an appropriate timbre),
and deviant instruments had an inappropriate timbre
(being harmonically appropriate). However, due to the
task, all conditions required the same thorough pro-
cessing of both harmonic and timbral information:
Modulating chords were harmonically less closely re-
lated than in-key chords (and thus perceived by listen-
ers as slightly more unexpected compared to the in-key
chords), but modulating chords were nevertheless con-
sonant (in contrast to clusters) and played by the piano
(in contrast to deviant instruments). Clusters were not
consonant, but had the correct timbre. Deviant instru-
ments had an unexpected timbre, but were harmoni-
cally correct. That is, in order to press the appropriate
button, participants had to analyze thoroughly all ‘de-
viant’ acoustic events (modulations, clusters, and devi-
ant instruments) with respect to both their harmonic
and timbral information. This analysis might have con-
tributed to the result that all three conditions activated
very similar brain regions.
It is important to note, however, that there are also
specific differences between the three conditions: First,
the three conditions elicited different activation levels
(effects were weakest for modulations and strongest for
deviant instruments). The different activation levels cor-
respond to the saliency and to the task demands of the
three conditions: subjects had to respond to the deviant
instruments, to attend the clusters, and to ignore the
modulating sequences. Ja¨ncke et al. (1999) showed that
auditory simuli elicit the strongest response when they
are to be detected (as the deviant instruments in the
present study), followed stimuli which are to be attended
but do not require a response (as the clusters); the weak-
est activation is elicited by stimuli which are to be ig-
nored (as the modulations; for similar findings see, e.g.,
Roland, 1982; Hsiao et al., 1993). Correspondingly, due to
the task demands the head of the caudate nucleus was
possibly activated only during the processing of deviant
instruments and clusters: the head of the caudate nu-
cleus (in parallel with the thalamus) has been reported to
be activated when task-relevant auditory events occur
within a stream of complex auditory information (e.g.,
sentences; cf. Meyer et al., 2000b).
Clusters were also more salient than modulations
(as were, presumably, the deviant instruments). This
difference in saliency might also have contributed to a
stronger activation of clusters and deviant instruments
compared to the modulations. To what extent salience
on the one hand, and task-relevance on the other, mod-
ified the strength of activation in the present experi-
ment remains to be specified.
Second, only effects of deviant instruments were lat-
eralized. This finding is in accordance with a substan-
tial amount of literature which reports a right hemi-
sphere dominance for the processing of timbre
information (Milner, 1962; Mazzucchi et al., 1982;
Samson and Zatorre, 1993; Auzou et al., 1995; Jones et
al., 1998). The right predominance for the deviant in-
struments compared to the clusters is also reflected in
the EEG data of a previous experiment (Koelsch et al.,
2000a) in which both clusters and deviant instruments
elicited an early ERP-wave which was lateralized to
the right, but in which a later ERP-wave was right-
lateralized only when elicited by deviant instruments.
Thus, the present data support the notion that the
right hemisphere plays a dominant role for the process-
ing of timbral information.
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Third, the posterior third of the STS in the right
hemisphere and the most posterior part of the STG
were only activated by clusters and deviant instru-
ments. The posterior region of the STG (along with the
planum temporale, which was in the present study also
activated by the modulations) including the upper
bank of the STS have been reported to be involved in
phoneme identification (Po¨ppel, 1996). In particular,
regions along the banks of the STS have been shown to
be involved in prelexical processing (Mummery et al.,
1999) and perception of acoustic-phonological features
of speech (Binder et al., 1994; Po¨ppel, 1996). One might
draw a parallel between the interval structure of a
chord and the phonological structure of a word. Given
this similarity between phonemes and intervals, the
processing of interval relations (i.e., the illegal interval
structure of clusters) might have activated these re-
gions. The deviant instruments had no illegal interval
structure, but the interval structure of these chords
had nevertheless to be processed in order to make the
correct response. The interval structure of the modu-
lations was legal and matched with the preceding
chords (the modulating chords differed from the chords
of the standard sequences only with respect to their
tonal key). Thus, the posterior STG and the STS was
possibly not activated by this condition.
The same reasoning might apply to the finding that
the superior part of the pars opercularis (BA 44/6) in
the left hemisphere was only activated by the deviant
instruments and the clusters, since this region has
been reported to be involved in the processing of rela-
tions between phonemes, phonological sequences, and
phonemic fluency (Friederici, 1998; Po¨ppel, 1996;
Troyer et al., 1998). It remains unclear, however, why
this structure was nevertheless activated in the right
hemisphere by the modulations.
CONCLUSION
In essence, the present results indicate that the pro-
cessing of music relies on a cortical network that com-
prises inferior fronto-lateral and anterior as well as
posterior temporal lobe structures in both hemi-
spheres. This finding has several implications. First,
because this network appears to be very similar to the
network known to support auditory language process-
ing, results suggest that sequential auditory informa-
tion is processed by brain structures which are less
domain-specific than previously believed. With this re-
spect, the present data do not support a strict dichot-
omy between auditory language and music processing,
but rather suggest considerable overlap, particularly
when suprasegmental aspects of sequence processing
are in focus. Second, the present results provide func-
tional-neuroanatomical support for the notion that mu-
sical elements of speech play a crucial role for the
acquisition of language (Trainor and Trehub, 1992;
Trehub et al., 2000; Papousˇek, 1996; Fernald, 1989;
Jusczyk and Krumhansl, 1993), probably giving rise to
new didactic and therapeutic implications. Third, re-
sults support the notion that music has (like language)
a syntactic and a semantic dimension. Fourth, partic-
ipants of the present study were nonmusicians. Never-
theless, distinct activations were elicited by the mod-
ulating sequences, which could only be differentiated
from in-key sequences by the application of (implicit)
knowledge about music-theoretical principles of har-
monic relatedness. Thus, the present results also indi-
cate surprisingly sensitive musical responses in the
brains of nonmusicians.
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