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HOMOMORPHISMS OF C*-ALGEBRAS AND THEIR K-THEORY
PARASTOO NADERI AND JAMAL ROOIN
Abstract. Let A andB be C*-algebras and ϕ : A→ B be a ∗-homomorphism.
We discuss the properties of the kernel and (co-)image of the induced map
K0(ϕ) : K0(A) → K0(B) on the level of K-theory. In particular, we are inter-
ested in the case that the co-image is torsion free, and show that it holds when
A and B are commutative and unital, B has real rank zero, and ϕ is unital
and injective. We also show that A is embeddable in B if K0(ϕ) is injective
and A has stable rank one and real rank zero.
1. Introduction and Main Results
K-theory is a powerful tool in operator algebras and their aplications. It has
been used in the classification of certain C*-algebras, starting from AF algebras
[6] and now extending to larger classes [13, 16]. Although, it has been used to
study homomorphisms between C*-algebras [5], it seems that the main focus has
been on the use of K-theory to understand the structure of the objects of the
category of C*-algebras rather than the morphisms. Consider a ∗-homomorphism
ϕ : A → B between C*-algebras A and B. A natural question is that can we
determine properties of ϕ (such as injectivity, surjectivity, unitality, and so on) by
looking at its lift K0(ϕ) : K0(A) → K0(B), or vice-versa? (One may also consider
K1(ϕ) and Cu(ϕ).)
In this paper we investigate such a relation between properties of a morphism
in the level of C*-algebras and those of its lift to the level of K-theory. Finding
such relation would have certain applications. For instance, some properties of ϕ
determine relations between A and B: injectivity of ϕ says that A is embeddable in
B, and surjectivity of ϕ says that B is a quotient of A. (Note that embeddability
into certain C*-algebras—e.g., AF algebras—is an important problem in operator
algebras.) In particular, in Theorem 1.2(1) (below) we show that A is embeddable
in B if K0(ϕ) is injective and A has real rank zero and stable rank one. Also, it
is desirable to know whether the quotient group K0(B)K0(ϕ)(K0(A)) is torsion free. For
example, let (X,ϕ) and (Y, ψ) be Cantor minimal systems and let π : (X,ϕ) →
(Y, ψ) be a factor map (i.e., a continuous map from X to Y with π ◦ ϕ = ψ ◦ π).
Then π induces a natural ∗-homomorphism π∗ : A → B where A = C(Y ) ⋊ψ Z
and B = C(X)⋊ϕ Z, and K
0(X,ϕ) ∼= K0(B) and K
0(Y, ψ) ∼= K0(A) as dimension
groups [8]. Then K0(π∗) : K0(A)→ K0(B) is injective, and torsion freeness of
K0(B)
K0(A)
can be used to check whether π is almost one-to-one (see [15]).
The main result of this paper gives sufficient conditions for the co-image of the
K0-map to be torsion-free in the commutative case.
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Theorem 1.1. Let ϕ : A → B be a unital ∗-homomorphism between commutative
unital C*-algebras A and B. If ϕ is injective and B has real rank zero, then the
quotient group K0(B)K0(ϕ)(K0(A)) is torsion free. If moreover A has real rank zero, then
K0(ϕ) is injective.
As an example, if π is a factor map as above then θ : C(Y )→ C(X), f 7→ f ◦ π,
is an injective ∗-homomorphism, K0(θ) is injective, and K0(C(Y ))/K0(C(X)) is
torsion free. (See Proposition 4.2 for more general examples.)
Our next main result gives relations between injectivity or surjectivity of maps
in the two levels.
Theorem 1.2. Let ϕ : A → B be a ∗-homomorphism between C*-algebras A and
B. Consider K0(ϕ) : K0(A)→ K0(B) and K1(ϕ) : K1(A)→ K1(B).
(1) Let A have the cancellation property and Property (SP) (in particular, if A
has stable rank one and real rank zero). If K0(ϕ) is injective then so is ϕ;
(2) Let A have real rank zero. If ϕ is surjective then K0(ϕ) is surjective and
the natural map K1(I)→ K1(A) is injective, where I = ker(ϕ).
(3) Let A have stable rank one. If ϕ is surjective then K1(ϕ) is surjective.
We give a better characterization in the finite dimensional case, with potential
applications to Quantum Informations. (See, e.g., [9] in which Lemma VI.5 is used
as one of the main ingredients.)
Theorem 1.3. Let A =Mn1(C)⊕ · · ·⊕Mnk(C) and B =Mm1(C)⊕ · · ·⊕Mmℓ(C)
be finite-dimensional C*-algebras, and let ϕ : A → B be a ∗-homomorphism with
multiplicity matrix E (see Theorem 2.1 below). If K0(ϕ) : K0(A)→ K0(B) is injec-
tive then so is ϕ. If ϕ is surjective then so is K0(ϕ). Moreover, if K0(ϕ) is injective
then the following statements are equivalent:
(1) K0(B)K0(A) is torsion free;
(2) gcd
(
{det(F ) : F is a full sqaure submatrix of E}
)
= 1;
(3) there exists K ∈Mk×ℓ(Z) such that KE = Ik.
The equivalence of parts (2) and (3) holds in a more general setting (see Corol-
lary 4.6). This gives a criterion for one-sided invertibility of integer matrices. We
give a method to compute one-sided inverses of nonsquare integer matrices (see
Proposition 3.2 and Example 4.7).
The paper is organized as follows. In Section 2 we fix our notations and recall
some known results. In Section 3 we give the proof of the main results. Section 4
is devoted to conclusions and applications.
2. Preliminaries
Let A be a C*-algebra and let p, q ∈ A be projections. We write p ∼ q is p and
q are Murray-von Neumann equivalent. For an integer matrix E we use gcd(E) to
show the greatest common divisor of the set of all entries of E. It is convenient to
see elements of Zk as column matrices. However, we will write Mk×1(Z) instead
of Zk to avoid confusion. Let k, ℓ ∈ N and let E ∈ Mk×ℓ(Z). By a full square
submatrix of E we mean a square submatrix with min(k, ℓ) rows. We use Ik for
the k×k identity matrix. Recall that the adjugate (also called adjunct) of a square
matrix F , denoted by adj(F ), is the transpose of the cofactor matrix. If d ∈ Z and
E is an integer matrix, by d |E we mean that d divides every entry of E.
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Recall that an abelian group G is called torsion free if nx = 0 implies x = 0, for
every n ∈ N and every x ∈ G.
We adapt the notation in [14, 17] for K-theory. In particular, for a C*-algebra
A, Pn(A) is the set of all projections of Mn(A), and P∞(A) =
⋃∞
n=1 Pn(A). For
any p ∈ P∞(A) we use [p]0 for the equivalence class of p in K0(A) (see [14, Def-
initions 3.1.4 and 4.1.1]). Sometimes we write [p]A0 to emphasize that [p]0 is con-
sidered in K0(A). Recall that if A and B are C*-algebras and ϕ : A → B is a
∗-homomorphism, then K0(ϕ) : K0(A)→ K0(B) is defined by
K0(ϕ)([p]0) = [ϕ(p)]0, p ∈ P∞(A).
The following theorem of Bratteli plays an important role in our study of ∗-
homomorphisms of finite-dimensional C*-algebras.
Theorem 2.1 (see [2], Theorem 2.1). Let A = Mn1(C) ⊕ · · · ⊕Mnk(C) and B =
Mm1(C)⊕ · · · ⊕Mmℓ(C) be finite-dimensional C*-algebras, and let ϕ : A→ B be a
∗-homomorphism. Then there is a unique ℓ × k matrix E = (ai,j) of nonnegative
integers with the property that there is a unitary ν = (ν1, . . . , νℓ) ∈ B such that if
we set ϕi = πi ◦ ϕ : A→Mmi then
νiϕ(u1, . . . , uk)ν
∗
i =


u
(ai,1)
1 0
u
(ai,2)
2
. . .
u
(ai,k)
k
0 0(si)


, for (u1, . . . , uk) ∈ A
where si is defined by the equation
∑k
j=1 ai,jnj + si = mi for 1 ≤ i ≤ ℓ. Thus,
if V1 and V2 denote the column matrices such that V
T
1 = (n1, . . . , nk) and V
T
2 =
(m1, . . . ,mℓ), then EV1 ≤ V2. Moreover, we have
(1) ϕ is injective if and only if for each j there is an i such that ai,j 6= 0;
(2) ϕ is unital if and only if EV1 = V2, i.e., si = 0 for any i = 1, . . . , ℓ.
The matrix E in the previous theorem is called the multiplicity matrix of ϕ and
is denoted by Rϕ. Using the natural identification of K0(A) with Z
k and that of
K0(B) with Z
ℓ, we have
(2.1) K0(ϕ) : Z
k → Zℓ, K0(ϕ)(X) = EX,
for any column matrix X ∈ Zk.
Recall that column matrices E1, . . . , Ek in Z
ℓ are called Z-linearly independent
(respectively, Q-linearly independent) if for α1, . . . , αk in Z (respectively, in Q),∑k
j=1 αjEj = 0 implies that αj = 0 for all j. It is easy to see that E1, . . . , Ek
are Z-linearly independent if and only if they are Q-linearly independent. Also,
E1, . . . , Ek are Q-linearly independent if and only if they are R-linearly indepen-
dent. (In fact, if they are Q-linearly independent then we can find column matrices
Ek+1, Ek+2, . . . , Eℓ ∈ Q
ℓ such that {E1, . . . , Eℓ} is a basis for Q
ℓ. Then the ma-
trix formed from columns E1, . . . , Eℓ has nonzero determinant. So, E1, . . . , Ek are
R-linearly independent.) We use ”linear independence” to refer to this situation.
Lemma 2.2. With the notation of Theorem 2.1, K0(ϕ) is injective if and only if
E1, . . . , Ek are linearly independent, where E1, . . . , Ek are the columns of E.
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Proof. Using (2.1), for each α1, α2, . . . , αk ∈ Z, we have
K0(ϕ)

 α1α2...
αk

 = α1E1 + α2E2 + · · ·+ αkEk,
from which the result follows. 
Let us recall that a C*-algebra A is said to have Property (SP) if any nonzero
hereditary C*-subalgebra of A has a nonzero projection. A unital C*-algebra A
is said to have cancellation of projections if for any projections p, q, e, f ∈ A with
pe = qf = 0, e ∼ f , and p+e ∼ q+f , then p ∼ q. A is said to have the cancellation
property if Mn(A) has cancellation of projections for all n ∈ N. If A is not unital,
we say that A has each of these latter two notions whenever so does A∼.(see, e.g.,
[10, Chapter 3]).
3. PROOF OF THE MAIN RESULTS
In this section we prove the main results (Theorems 1.1, 1.2, and 1.3). Further
results and corollaries will be given in the next section.
Proof of Theorem 1.1. Since A and B are commutative unital C*-algebras, we may
assume that A = C(X) and B = C(Y ) for some compact Hausdorff spaces X and
Y . Since ϕ : C(X) → C(Y ) is an injective unital ∗-homomorphism, there is a
surjective continuous map h : Y → X such that ϕ(f) = f ◦h, for all f ∈ C(X) (see,
e.g., [1, Theorem 2.1 and Proposition 2.2]). Also, dim(Y ) = 0 since C(Y ) has real
rank zero (by [4, Proposition 1.1]). As Y is totally disconnected, the map
∆: K0(C(Y ))→ C(Y,Z), [p]0 7→ θp,
is a group isomorphism, where θp : Y → Z is defined by θp(y) = rank(p(y)) (see,
e.g., [14, Exercise 3.4]). Set H = K0(ϕ)(K0(C(X))). We have
H =
{
[ϕ(p)]0 − [ϕ(q)]0 : p, q ∈ P∞(C(X))
}
=
{
[p ◦ h]0 − [q ◦ h]0 : p, q ∈ P∞(C(X))
}
.
Thus, ∆(H) = {θp◦h − θq◦h : p, q ∈ P∞(C(X))}. Hence, ∆(H) is the subgroup of
C(Y,Z) generated by the maps g : Y → Z where there is some p ∈ P∞(C(X)) such
that g(y) = rank(p ◦ h)(y), for all y ∈ Y . We claim that
(3.1) ∆(H) = {f ◦ h : f ∈ C(X,Z)}.
To prove the claim, let p ∈ P∞(C(X)) and let g : Y → Z be defined by g(y) =
rank(p◦h)(y), for all y ∈ Y . Define f : X → Z by f(x) = rank(p(x)), for all x ∈ X .
Then g = f ◦ h, and hence ∆(H) ⊆ {f ◦ h : f ∈ C(X,Z)}. For the reverse
inclusion, let f : X → Z be a continuous function. We may assume that f ≥ 0
as C(X,Z) is generated by its positive elements. There are distinct nonnegative
integers n1, . . . , nk such that ran(f) = {n1, . . . , nk}. Set Ui = f
−1({ni}), i =
1, . . . , k. Then Ui is clopen in X and X =
⋃k
i=1 Ui (disjoint union). We define
p ∈ P∞(C(X)) by
p = diag(χU1 , . . . , χU1 , . . . , χUk , . . . , χUk),
where for each i = 1, . . . k, the characteristic function χUi repeats ni times. Thus
rank(p(x)) = ni = f(x) for every i = 1, . . . , k and every x ∈ Ui. So, (f ◦ h)(y) =
rank((p ◦ h)(y)) = θp◦h(y), for every y ∈ Y . The claim is proved.
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Using (3.1) at the third step, we get
K0(B)
K0(ϕ)(K0(A))
=
K0(C(Y ))
H
∼=
C(Y,Z)
∆(H)
=
C(Y,Z)
{f ◦ h : f ∈ C(X,Z)}
.
We show that the last quotient group is torsion free. Let g ∈ C(Y,Z) and let n ∈ N
satisfy ng = f ◦ h for some f ∈ C(X,Z). Thus, ng(y) = f(h(y)) for all y ∈ Y .
Since h is surjective, this implies that n divides f(x) for all x ∈ X . Set f˜ = 1
n
f .
Now, f˜ ∈ C(X,Z) and g = f˜ ◦ h. Therefore, K0(B)K0(ϕ)(K0(A)) is torsion free.
For the second part of the statement, let A have real rank zero. Then X is
totally disconnected. Let [p]0 − [q]0 ∈ K0(C(X)) satisfy K0(ϕ)([p]0 − [q]0) = 0.
Then [p ◦ h]0 = [q ◦ h]0. Note that C(Y ) has the cancellation property since it has
stable rank one. Thus p ◦ h ∼u q ◦ h, and so p(h(y)) ∼u q(h(y)), for all y ∈ Y . In
particular, rank(p(h(y))) = rank(q(h(y))), for all y ∈ Y . Since h is surjective, we
get rank(p(x)) = rank(q(x)), for all x ∈ X . Using totally disconnectedness of X ,
we get [p]0 = [q]0 (see [14, Exercise 3.4(iii)]). Hence, [p]0 − [q]0 = 0. 
Proof of Theorem 1.2. First we prove Part (1). Suppose that A has the cancellation
property and Property (SP). Assume to the contrary that ϕ is not injective. Since
ker(ϕ) is a nonzero closed ideal of A, it is a nonzero hereditary C*-subalgebra of
A. As A has Property (SP), ker(ϕ) has a nonzero projection p. Now, since A has
the cancellation property, it follows that 0 6= [p]A0 ∈ K0(A). Since K0(ϕ)([p]
A
0 ) =
[ϕ(p)]0 = 0 and K0(ϕ) is injective, we deduce that [p]
A
0 = 0, which is a contradiction.
Therefore, ϕ is injective.
To prove Part (2), suppose that A has real rank zero and ϕ is surjective. First
note that for every n ∈ N, the n-inflation of ϕ, denoted again by ϕ : Mn(A) →
Mn(B), is a surjective ∗-homomorphism and that RR(Mn(A)) = 0. Next, [4,
Theorem 3.14] implies that for every projection q ∈Mn(B) there exists a projection
p ∈ Mn(A) such that ϕ(p) = q. Thus ϕ([p]0) = [q]0. Since K0(B) is generated (as
an abelian group) by {[q]0 : q ∈ P∞(B)}, it follows that K0(ϕ) is surjective. To
see that the natural map K1(I) → K1(A) is injective, consider the following short
exact sequence:
0 // I
j
// A
ϕ
// B // 0,
where j : I → A is the inclusion map. Using the six term exact sequence in K-theory
([14, Theorem 12.1.2]), we see that K1(j) : K1(I)→ K1(A) is injective.
Part (3) follows essentially from [3, Proposition 3.4]. In fact, since A has sta-
ble rank one, Mn(A) has stable rank one, for all n ∈ N [12]. Hence, Mn(A) has
property IR [7], and so A has stable IR (see [7, 3] for the definition of proper-
ties IR and stable IR). Now, [3, Proposition 3.4] implies that the natural map
K0(j) : K0(I)→ K0(A) is injective. Using the six term exact sequence in K-theory,
we conclude that K1(ϕ) : K1(A)→ K1(B) is surjective. 
In general, the injectivity of K0(ϕ) does not imply the injectivity of ϕ. For exam-
ple, if ϕ : B(H)→ C is the zero homomorphism where H is an infinite-dimensional
Hilbert space, then K0(B(H)) = 0 and K0(C) ∼= Z [14], and so K0(ϕ) is injective,
whereas clearly ϕ is not.
Also observe surjectivity of ϕ does not imply surjectivity of K0(ϕ). For instance,
consider the ∗-homomorphism ϕ : C[0, 1] → C ⊕ C, f 7→ (f(0), f(1)). It is clear
that ϕ is surjective but K0(ϕ) : Z → Z ⊕ Z is not. For the converse implication,
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let ψ : C([0, 1])→ B(H) be the universal representation of C([0, 1]). Then ψ is not
surjective but K0(ψ) : Z→ 0 is surjective.
Remark 3.1. Part (1) of Theorem 1.2 holds in a slightly more general setting. In
fact, if ϕ : A→ B is a ∗-homomorphism such that
(1) A has the cancellation property, and
(2) for every nonzero ideal I of A, I is not stably projectionless,
then ϕ is injective whenever K0(ϕ) is injective. (Recall that a C*-algebraA is called
stably projectionless ifMn(A) has no nonzero projections, for all n ∈ N.) To see this,
suppose that I = ker(ϕ) 6= 0. Then by (2), there are n ∈ N and a nonzero projection
p ∈ Mn(I). By (1), we have 0 6= [p]
A
0 ∈ K0(A). But, K0(ϕ)([p]
A
0 ) = [ϕ(p)]
B
0 = 0,
and so [p]A0 = 0, which is a contradiction.
Now we prepare to prove Theorem 1.3. Note that the first two parts of this
theorem follow from Theorem 1.2 since finite-dimensional C*-algebras have real
rank zero and stable rank one. We need the following results to prove the other
parts.
Proposition 3.2. Let k, ℓ ∈ N with k ≤ ℓ. Let E ∈Mℓ×k(Z) and put
d = gcd
(
{det(F ) : F is a full sqaure submatrix of E}
)
.
Then there exists K ∈Mk×ℓ(Z) such that KE = dIk.
Proof. Let F1, F2, . . . , Fs ∈ Mk(Z) be the full square submatrices of E. We fix
1 ≤ r ≤ s. Define F˜r in Mℓ×k(Z) as follows. Let i1, i2, . . . , ik ∈ {1, 2, . . . , ℓ} be the
numbers of rows of Fr in E. Let F˜r be the matrix obtained from E by replacing
every row of E which is not in Fr with zero, that is, the it-th row of F˜r is the t-th
row of Fr for 1 ≤ t ≤ k, and the i-th row of F˜r is zero for i ∈ {1, . . . , ℓ}\{i1, . . . , ik}.
Let Kr = adj(Fr) and let K˜r ∈ Mk×ℓ(Z) be the matrix whose it-th column is
the t-th column of Kr and whose i-th column is zero for i ∈ {1, . . . , ℓ}\{i1, . . . , ik}.
Since KrFr = det(Fr)Ik, it follows that K˜rE = K˜rF˜r = det(Fr)Ik. There are
α1, . . . , αs in Z such that
∑s
r=1 αr det(Fr) = d. Put K =
∑s
r=1 αrK˜r. Then
KE =
s∑
r=1
αrK˜rE =
s∑
r=1
αrK˜rF˜r =
s∑
r=1
αr det(Fr)Ik = dIk. 
The equivalence of Parts (1) and (3) in the following proposition should be known
in Matrix Theory, however, we did not find any reference. Our proof uses torsion
freeness which is surely new.
Proposition 3.3. Let k, ℓ ∈ N with k ≤ ℓ. Let E ∈ Mℓ×k(Z) and consider the
group homomorphism h : Zk → Zℓ defined by h(X) = EX, for every column matrix
X ∈ Zk. Put H = ran(h). Then the following statements are equivalent:
(1) there is K ∈Mk×ℓ(Z) such that KE = Ik;
(2) the quotient group Z
ℓ
H
is torsion free and h is injective;
(3) gcd
(
{det(F ) : F is a full sqaure submatrix of E}
)
= 1.
Proof. (3)⇒(1): This follows from Proposition 3.2.
(1)⇒(2): First, using KE = Ik, it is easy to see that h is injective. To show
that Z
ℓ
H
is torsion free, let Y ∈ Zℓ be a column matrix such that nY ∈ H for some
n ∈ N. We have to show that Y ∈ H . There is X ∈ Zk such that EX = nY . Then
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X = KEX = nKY . In particular, 1
n
X = KY is an integer column matrix. Thus
Y = E · 1
n
X ∈ H . Hence, Z
ℓ
H
is torsion free.
(2)⇒(3): First, note that the injectivity of h implies that the columns of E are
linearly independent (see Lemma 2.2). In particular, the rank of E (as a matrix
in Mℓ×k(Q)) is k. Thus there is at least one full square submatrix F of E with
det(F ) 6= 0. Put
d = gcd
(
{det(F ) : F is a full sqaure submatrix of E}
)
.
Then d 6= 0. We claim that d divides the determinant of every (not necessarily full)
square submatrix of E. We use induction to prove the claim. Let F be an r × r
square submatrix of E. If r = k then by the definition of d we have d | det(F ).
Suppose that 1 ≤ r < k and that d divides the determinant of every (r+1)×(r+1)
square submatrix of E. Let F be an arbitrary r × r square submatrix of E. We
show that d | det(F ). Let i1, i2 . . . , ir be the number of rows of F and let j1, j2 . . . , jr
be the number of columns of F as a submatrix of E. Without loss of generality,
assume that i1 = j1 = 2, i2 = j2 = 3, . . . , ir = jr = r + 1. (The general case can
be proved in a similar way. Alternatively, observe that by interchanging rows and
columns, we can reduce the general case to this special case.)
Write E = (ai,j). Let G be the (r+ 1)× (r+ 1) square submatrix of E which is
on the upper-left corner of E, that is, G = (ai,j)1≤i,j≤r+1. Let Gi,j be the matrix
obtained by deleting the i-th row and j-th column fromG. For each 1 ≤ i ≤ r+1, let
xi be the (1, i) cofactor ofG, that is, xi = (−1)
1+i det(G1,i). In particular,G1,1 = F
and x1 = det(F ). Set xr+2 = xr+3 = · · · = xk = 0. Let X = (x1, x2, . . . , xk) (as
a column matrix). Put Y = EX . Observe that, if we write Y = (y1, y2, . . . , yℓ)
then yi = det(Gi) where Gi is obtained from G by replacing the first row of G with
(ai,1, ai,2, . . . , ai,r+1), for every i = 1 . . . , ℓ. Clearly, y2 = y3 = · · · = yr+1 = 0. By
the induction hypothesis, d |yi for i = 1, r+2, r+3, . . . , ℓ. Thus, d |Y . Set Z =
1
d
Y .
So, Z ∈ Zℓ and dZ = Y = EX ∈ H . Since Z
ℓ
H
is torsion free, we get Z ∈ H . Hence
Z = EW for some W ∈ Zk. We have
(3.2) EX = Y = dZ = dEW.
On the other hand, by Proposition 3.2, there is K ∈Mk×ℓ(Z) such that KE = dIk.
Using this and (3.2), we obtainX = dW . In particular, d |X , and so d |x1 = det(F ).
The claim is proved.
By the claim, d |ai,j for every entry ai,j of E. Thus, d
k | det(F ) for every full
square submatrix F of E (since F is a k×k integer matrix). Hence, dk |d. If k > 1,
this implies that d = 1, as desired. Suppose that k = 1, i.e., E is a column matrix,
say (a1, . . . , aℓ). Then E ∈ H . Put X =
1
d
E. Then dX ∈ H , and since Z
ℓ
H
is torsion
free, we get X ∈ H . So, (a1
d
, . . . , aℓ
d
) = b(a1, . . . , aℓ) for some integer b. It follows
that d = 1. This finishes the proof. 
Proof of Theorem 1.3. As stated before Proposition 3.2, the first two parts of the
statement follow from Theorem 1.2. For the third part, suppose that K0(ϕ) is injec-
tive. Recall from Section 2 that K0(ϕ) : Z
k → Zℓ has the formula K0(ϕ)(X) = EX
for every X ∈Mk×1(Z). By Lemma 2.2, the columns of E are linearly independent.
In particular, k ≤ ℓ. Now, the statement follows from Proposition 3.3. 
4. FURTHER RESULTS AND APPLICATIONS
In this section we give results which are related to the main results of Section 1.
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It seems that the following result does not follow from the classification results
as we do not assume that A is simple, amenable, or Z-stable.
Proposition 4.1. Every C*-algebra A with real rank zero and stable rank one
whose K0-group is a subgroup of the rationals is embeddable into a UHF algebra.
Proof. Let Q denote the universal UHF algebra, that is, the unique unital AF al-
gebra B with K0(B) ∼= Q, K0(B)+ ∼= Q+, and [1B] ∼= 1.

In the following result which is a consequence of Theorem 1.1, C denotes the
Cantor set. Recall that for every compact metrizable space X , there is a surjective
continuous map f : C→ X .
Proposition 4.2. Let f : C → X be a surjective continuous map from a compact
metrizable space X to the Cantor set, and let ϕ : C(X) → C(C), ϕ(g) = g ◦ f ,
be the natural induced homomorphism. Then the quotient group K0(C(C))K0(ϕ)(K0(C(X))) is
torsion free. If moreover dim(X) = 0 then K0(ϕ) is injective.
Proof. First note that, since f is surjective, ϕ is injective. Also, as dim(C) = 0,
C(C) has real rank zero and stable rank one, by [4, Proposition 1.1] and [12,
Proposition 1.7]. Now, the statement follows from Theorem 1.1. 
The following is a consequence of Theorem 1.2 and the fact that AF algebras
have real rank zero and stable rank one.
Corollary 4.3. Let A be an AF algebra, let B be a C*-algebra, and let ϕ : A→ B
be a ∗-homomorphism. If K0(ϕ) is injective then so is ϕ. If ϕ is surjective then so
is K0(ϕ).
Corollary 4.4. Let X be a second countable, locally compact, Hausdorff space with
dim(X) = 0. Let B a C*-algebra and let ϕ : C0(X)→ B be a ∗-homomorphism. If
K0(ϕ) is injective then so is ϕ. If ϕ is surjective then so is K0(ϕ).
Proof. The assumptions on X imply that C0(X) is an AF algebra. Now, use
Corollary 4.3. 
In the third part of Theorem 1.3, if K0(ϕ) is not injective, there is still a necessary
condition for torsion freeness of the quotient group as follows.
Proposition 4.5. Let A =Mn1(C)⊕· · ·⊕Mnk(C) and B =Mm1(C)⊕· · ·⊕Mmℓ(C)
be finite-dimensional C*-algebras, and let ϕ : A→ B be a nonzero ∗-homomorphism
with multiplicity matrix E.
(1) If K0(B)K0(ϕ)(K0(A)) is torsion then gcd(E) = 1.
(2) If K0(B)K0(ϕ)(K0(A)) is torsion free and K0(ϕ) is injective then gcd(Ej) = 1 for
every column Ej of E.
Proof. (1). Set d = gcd(E). Fix 1 ≤ j ≤ k and set Xj =
1
d
Ej , where Ej is the j-th
column of E. So, Xj ∈ Mℓ×1(Z) and dXj = Ej ∈ H , where H = K0(ϕ)(K0(A)).
Since K0(B)
H
is torsion free, we get Xj ∈ H . Thus, Xj = EYj for some Yj ∈
Mk×1(Z). Hence, d divides every entry of Xj , and so d
2 divides every entry of Ej .
Thus d2| gcd(E) = d. Therefore, d = 1.
For (2), let 1 ≤ j ≤ k and put dj = gcd(Ej). Note that Ej 6= 0 since K0(ϕ)
is injective. Put Xj =
1
dj
Ej . Similar to the preceding argument, it follows that
HOMOMORPHISMS OF C*-ALGEBRAS AND THEIR K-THEORY 9
Xj ∈ H . So there exist α1, . . . , αk ∈ Z such that
1
dj
Ej = Xj = α1E1 + · · ·+ αkEk.
Thus Ej = α1djE1 + · · ·+ αkdjEk. Since E1, . . . , Ek are linearly independent (by
Lemma 2.2), we get 1 = αjdj , and so dj = 1. 
The following is a corollary of Proposition 3.3. It should be already known,
however, we did not find it in the literature. It can be seen as an application of our
study of torsion freeness. This result extends the fact that a square integer matrix
has an integer inverse matrix if and only if its determinant is ±1.
Corollary 4.6. Let k, ℓ ∈ N and let E ∈Mℓ×k(Z). We set
d = gcd
(
{det(F ) : F is a full sqaure submatrix of E}
)
.
(1) If k ≤ ℓ then there exists K ∈Mk×ℓ(Z) with KE = Ik if and only if d = 1;
(2) If ℓ ≤ k then there exists R ∈Mk×ℓ(Z) with ER = Iℓ if and only if d = 1.
Proof. Part (1) follows from the equivalence (1)⇔(3) in Proposition 3.3. Part (2)
follows from Part (1) applied to the transpose of E. 
The proof of Proposition 3.2 gives a method to compute the matrix K (and
similarly, the matrix R) in Corollary 4.6. We give an illustrative example.
Example 4.7. Let
E =

3 32 0
0 5

 .
Then, with the notation of the proof of Proposition 3.2, the full square submatrices
of E are
F1 =
[
3 3
2 0
]
, F2 =
[
2 0
0 5
]
, F3 =
[
3 3
0 5
]
,
and d = gcd (det(F1), det(F2), det(F3)) = gcd(−6, 10, 15) = 1. Also, Kr = adj(Fr),
for r = 1, 2, 3. So,
K1 =
[
0 −3
−2 3
]
, K2 =
[
5 0
0 2
]
, K3 =
[
5 −3
0 3
]
,
K˜1 =
[
0 −3 0
−2 3 0
]
, K˜2 =
[
0 5 0
0 0 2
]
, K˜3 =
[
5 0 −3
0 0 3
]
.
Since d = 1 = 4 det(F1) + det(F2) + det(F3), we get
K = 4K˜1 + K˜2 + K˜3 =
[
5 −7 −3
−8 12 5
]
.
So, KE = I2, as desired.
Let ϕ : A→ B be a ∗-homomorphism between unital C*-algebras A and B. Ob-
viously, if ϕ is unital, then K0(ϕ) : K0(A)→ K0(B) is unital, that is, K0(ϕ)([1A]0) =
[1B]0. The following proposition gives a sufficient condition for the converse.
Proposition 4.8. Let A and B be unital C*-algebras where B has the cancel-
lation property (in particular, if B has stable rank one). Let ϕ : A → B be a
∗-homomorphism. Then ϕ is unital if and only if K0(ϕ) is unital.
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Proof. First, note that K0(ϕ) is unital if and only if [ϕ(1A)]0 = [1B]0. Since B has
the cancellation property, [ϕ(1A)]0 = [1B]0 is equivalent to ϕ(1A) ∼ 1B. This is
equivalent to ϕ(1A) ∼u 1B (since B has the cancellation property), that is, there
exists a unitary u ∈ B such that ϕ(1A) = u1Bu
∗ = 1B. 
By the preceding proposition, a ∗-homomorphism ϕ : A → B between finite-
dimensional C*-algebras (or AF algebras) is unital if and only if K0(ϕ) is unital
(since these algebras have stable rank one).
The multiplicity matrix of a ∗-homomorphism ϕ between finite-dimensional C*-
algebras can be used to recognize properties of ϕ. For example, Part (1) of The-
orem 2.1 gives an equivalent condition for injectivity of ϕ, and Lemma 2.2 deals
with injectivity of K0(ϕ). In the following two propositions we obtain equivalent
conditions for surjectivity of ϕ and K0(ϕ).
Proposition 4.9. With the notation of Theorem 2.1, ϕ is surjective if and only if
the following conditions hold:
(1) for every i ∈ {1, . . . , ℓ} there is j ∈ {1, . . . , k} such that ai,j = 1 and
ai,j′ = 0 for all j
′ = 1, . . . , k with j′ 6= j;
(2) card({i : ai,j 6= 0}) ≤ 1, for all j = 1, . . . , k;
(3) EV1 = V2.
Proof. By Theorem 2.1 we have
vϕ(u1, . . . , uk)v
∗ = (v1, . . . , vℓ)(ϕ1(u1, . . . , uk), . . . , ϕℓ(u1, . . . , uk))(v
∗
1 , . . . , v
∗
ℓ )
=




u
(a1,1)
1 ··· 0
u
(a1,2)
2
. . .
u
(a1,k)
k
0 ··· 0(s1)

 , . . . ,


u
(aℓ,1)
1 ··· 0
u
(aℓ,2)
2
. . .
u
(aℓ,k)
k
0 ··· 0(sℓ)



 .
Suppose that ϕ is surjective. Thus ϕ is unital, and so by Theorem 2.1, s1 =
s2 = · · · = sℓ = 0 and EV1 = V2, which is (3). Using this and the formula of ϕ
above, there are j1, j2, . . . , jℓ such that vϕ(u1, . . . , uk)v
∗ = (uj1 , uj2 , . . . , ujℓ). This
implies (1). Since ϕ is surjective, j1, . . . , jℓ are distinct. This implies (2).
For the converse, suppose that (1), (2), and (3) hold. By (1) and (2), there
are distinct positive integers j1, . . . , jℓ such that ai,ji = 1 and ai,j′ = 0 for all
j
′
= 1, . . . , k with j
′
6= ji. Using this and (3), we have vϕ(u1, . . . , uk)v
∗ =
(uj1 , uj2 , . . . , ujℓ), and so ϕ(u1, . . . , uk) = v
∗(uj1 , uj2 , . . . , ujℓ)v. Let (w1, . . . , wℓ) ∈
B. We will find (u1, . . . , uk) ∈ A such that ϕ(u1, . . . , uk) = (w1, . . . , wℓ). For every
i ∈ {1, . . . , ℓ}, put
ui =
{
vrwrv
∗
r i = jr for some 1 ≤ r ≤ ℓ,
0 otherewise.
So, ϕ(u1, . . . , uk) = v
∗(v1w1v
∗
1 , . . . , vℓwℓv
∗
ℓ )v = (w1, . . . , wℓ), and ϕ is onto. 
In the following, let span
Z
{E1, . . . , Ek} =
{
x1E1 + · · ·+ xkEk : x1, . . . , xk ∈ Z
}
.
The following lemma gives another equivalence for Condition (2) of Proposition 4.9.
Lemma 4.10. Let E = (ai,j) be an ℓ× k matrix of nonnegative integers. Suppose
that for every i ∈ {1, . . . , ℓ} there is j ∈ {1, . . . , k} such that ai,j = 1 and ai,j′ = 0
for all j′ = 1, . . . , k with j′ 6= j. The following conditions are equivalent:
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(1) for every j ∈ {1, . . . , k}, card({i : ai,j 6= 0}) ≤ 1;
(2) span
Z
{E1, . . . , Ek} = Z
ℓ.
Proof. (1)⇒(2): It is not hard to see that ℓ ≤ k and {e1, . . . , eℓ} = {E1, . . . , Ek} \
{0}, where {e1, . . . , eℓ} is the standard basis of Z
ℓ. This gives (2).
(2)⇒(1): Suppose that there is 1 ≤ j ≤ k, and there are 1 ≤ i1, i2 ≤ ℓ such
that i1 6= i2 and ai1,j = ai2,j = 1. Then for each column matrix (y1, . . . yℓ)
T in
span
Z
{E1, . . . , Ek}, we have yi1 = yi2 . Therefore, spanZ{E1, . . . , Ek} 6= Z
ℓ, which
is a contradiction. 
Proposition 4.11. With the notation of Theorem 2.1, K0(ϕ) is surjective if and
only if span
Z
{E1, . . . , Ek} = Z
ℓ, where E1, . . . , Ek are the columns of E.
Proof. By (2.1), we have K0(ϕ) : Z
k → Zℓ, X 7→ EX . So, the set on the left side
of the above equality is the range of K0(ϕ). The statement follows. 
Combining Propositions 4.9, 4.11, Theorem 2.1(2), and Lemma 4.10, we get:
Corollary 4.12. With the notation of Theorem 2.1, ϕ is surjective if and only if
K0(ϕ) is surjective, ϕ is unital, and Condition (1) in Proposition 4.9 holds.
Propositions 4.9, 4.11, and Lemmas 2.2 and 4.10 can be used to construct ex-
amples to show that the converse of the first two parts of Theorem 1.3 does not
hold.
Example 4.13. Consider a ∗-homomorphism ϕ : M2⊕M3⊕M4 →M5⊕M4 where
ϕ(x, y, z) =
([
x 0
0 y
]
, z
)
.
It is clear that ϕ is not surjective. But, since the multiplicity matrix of ϕ is
E =
[
1 1 0
0 0 1
]
,
Proposition 4.11 implies that K0(ϕ) is surjective. Also, ϕ is injective but K0(ϕ) is
not, by Lemma 2.2.
Remark 4.14. In this paper we did not consider the functor K1 (except in The-
orem 1.2) because in some cases of interest (e.g., finite-dimentional C*-algebras
and AF algebras) it vanishes. However, the functor K1 (as well as the functor Cu)
may be used to obtain certain information about ∗-homomorphisms between more
delicate examples of C*-algebras.
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