Abstract-We propose a fast algorithm to compute an initial triangular square-root of the estimation error covariance matrix for BLAST, which are then applied to develop a square-root algorithm for BLAST. The speedups of our square-root BLAST algorithm over the previous square-root BLAST algorithm in the number of multiplications and additions are 3.78-5.8 and 3.95-5 respectively, and the ratios between the computational complexity of our BLAST algorithm and that of the linear MMSE detection algorithm in the number of multiplications and additions are 1.10-0.71 and 0.90-0.71 respectively, which means that for the first time, the nonlinear MMSE BLAST detector with successive interference cancellation can have even lower complexity than the linear MMSE detector. Moreover, our BLAST algorithm is also numerically stable and hardware friendly, since it uses unitary transformations to avoid the matrix inversions, and gets the initial square-root which is equivalent to a Cholesky factor of the estimation error covariance matrix. In this paper we will further improve the algorithm in [4] . We propose a fast algorithm to compute an initial upper triangular matrix P 1/2 , a square-root [2] of the estimation error
I. INTRODUCTION
Bell Labs Layered Space-Time architecture (BLAST), including the most practical version-vertical BLAST (V-BLAST), can achieve very high spectral efficiency in rich multipath environments through exploiting the extra spatial dimension [1] . However, the required computational complexity is quite high. Recently several fast algorithms have been proposed for efficient implementation of V-BLAST [2] - [7] . The square-root algorithm in [2] can reduce the computational load of the conventional V-BLAST by 0.7M , where M is the number of transmit antennas. The speedups of the recursive algorithm in [3] over the algorithm in [2] in the number of multiplications and additions are 1.54 and 1.89 respectively [5] . The improved square-root algorithm in [4] speeds up the original square-root algorithm in [2] by 1.36. And the speedups of the improved recursive algorithm in [5] over the original recursive algorithm in [3] in the number of multiplications and additions are 1.47 and 1.2 respectively. In recent published [6] Shang-Xia gave the "fastest known algorithm" by incorporating the improvements in [5] , [7] into the original fast recursive algorithm [3] , and proposed a further improvement.
In this paper we will further improve the algorithm in [4] . We propose a fast algorithm to compute an initial upper triangular matrix P 1/2 , a square-root [2] of the estimation error covariance matrix P. Notice that P 1/2 is also equivalent to a Cholesky factor of P. Then we develop a V-BLAST detection algorithm, which is faster than all existing algorithms in [2] - [7] .
The V-BLAST system and its basic detection algorithm are overviewed in section II, followed by the description of the previous square-root algorithm in [4] in Section III. A fast algorithm to compute an initial triangular P 1/2 is proposed in Section IV. Then it is applied to develop the novel algorithm for BLAST detection in Section V. The complexity of the presented V-BLAST detection algorithm is evaluated in Section VI. Finally, we make conclusion in Section VII.
In this paper, (•) T , (•) * , and (•) H denote matrix transposition, matrix conjugate, and matrix conjugate transposition, respectively. 0 M is the M × 1 zero vector, I M is the identity matrix with size M , and P i,i is the i th diagonal entry of P.
II. V-BLAST SYSTEM MODEL AND DETECTION
The considered V-BLAST system consists of M transmit antennas and N (≥ M ) receive antennas in a rich-scattering and flat-fading wireless channel. At the transmitter, the data stream is de-multiplexed into M streams, and each sub-stream is encoded and fed to its respective transmit antenna. Each receive antenna receives the signals from all M transmit anten-
T denote the vector of transmit symbols from M antennas and assume E(aa H ) = σ 2 a I M . Then the received signal is given by
where
is the N × M complex channel matrix with statistically independent entries, with H n and h m to be the n th row and the m th column of H respectively. w is the complex zero-mean Gaussian noise vector with covariance σ 
where the MMSE filtering matrix
It is easy to show that P is the covariance matrix for the detection error a −â [2] . Denote the i th row of G by G i . Then the i th element ofâ isâ i = G i · r , where G i is usually referred to as the i th MMSE nulling vector. The conventional V-BLAST detection detects M elements of the transmit vector a iteratively with the optimal ordering. According to (2) , the best detected element ofâ would be the one with the smallest error variance, i.e. the one for which the P i,i is the smallest [2] , and it can be used to improve the detection of the remaining M − 1 signals. Suppose that the order of the entries of the transmit vector a is arranged such that the best detected element is the M th entry, and treat a M as the correctly detected element. Then we obtain the following reduced order problem:
T is the reduced signal vector. Then the solution is given bŷ
, and
is the corresponding error covariance matrix. The detection will proceed until all elements are detected.
III. THE PREVIOUS SQUARE-ROOT ALGORITHM
The square-root algorithms for V-BLAST [2] , [4] use P 1/2 instead of P to calculate the MMSE nulling vectors, where P 1/2 can be identified as a square-root of P , i.e.
Specifically, the previous square-root algorithm in [4] can be summarized as follows:
Initialization:
and propagate the square-root algorithm
, where Θ i is any unitary transformation that block lower triangularizes the pre-array Ω i−1 , and "×" denotes irrelevant entries at this time. In addition, set the initial m = M , r (M ) = r , a (M ) = a , and
Recursion:
2) Find the minimum length row of P (m)/2 and permute it to be the last row. Permute a (m) and H (m) accordingly. 3) Find a unitary transformation Σ such that P (m)/2 Σ is block-upper triangular, i.e.,
where u m−1 is a (m − 1) × 1 vector and λ m is a scalar. 4) Form the least-mean-square estimate of a m , i.e.,
. (7) 5) Obtain a m fromâ m via slicing. 6) Cancel the effect of a m to the received signal r (m) by
to get the above-mentioned reduced-order problem IV. AN FAST ALGORITHM TO COMPUTE AN INITIAL SQUARE-ROOT MATRIX FOR BLAST By the square-root algorithm introduced in the previous section, the computational load is extremely high to compute the initial P 1/2 . So we propose a fast algorithm to compute an initial P 1/2 , where we get an upper triangular P 1/2 . If P (m)/2 satisfies (5), any P (m)/2 Σ also satisfies (5). Then it can be seen from (6) that there must be a square-root of P (m) in the form of
By (6) we can compute P (m−1)/2 from P (m)/2 . On the contrary, by (10) we can compute
and
So we can compute P (m)/2 from P (m−1)/2 by (10), using λ m and u m−1 as
where (15) and (16) is derived in Appendix A. Moreover, one of the λ m s satisfying (15) can be expressed as
By this way, we can use (17), (16) and (10) to compute P (m)/2 from P (m−1)/2 recursively till we get P (M )/2 . This recursion starts from P (1)/2 computed from (5) and (11), i.e.
One of the P (1)/2 s satisfying (18) is
Since we can exchange columns and rows in P (M )/2 and P (M ) to get the new lower triangular P (M )/2 and P (M ) still satisfying (5), the upper triangular P (M )/2 is equivalent to a Cholesky factor [8] 
V. THE NOVEL BLAST DETECTION ALGORITHM
Since R (M ) is computed in step 1*-ii, there is an analogy between the steps in our current BLAST detection and the steps in [5] . Then the method in [5] to avoid computing (7) can be applied in our BLAST detection, which is briefly introduced in the following. Let
Then (7) becomeŝ
As can be seen from (21),â m can be computed via z (m) instead of r (m) in (7). From (8), we can update z (m) by (after permutation of rows and columns) [5] . F (M ) is ready when computing R (M ) in step 1*-ii, and F (m−1) is the first (m−1) rows and columns of the matrix F (m) after permutation of rows and columns [5] .
So we add the following step 1*-iv after the step 1*-iii,
Finally the steps of our novel BLAST detection algorithm are as follows: 1*) Set m = M , and compute R (M ) , F (M ) , the initial upper triangular P 1/2 = P (M )/2 , and z (M ) , which includes the above-described step 1*-i, 1*-ii, 1*-iii and 1*-iv. and a (m) , respectively. Otherwise stop.
Moreover, since in step 1* we get the upper triangular P (M )/2 , the step 3* in our algorithm requires less computational load than the corresponding step 3 in the previous square-root algorithm, which is analyzed as follows.
When the minimum length row of P (M )/2 found in our step 2* is the i th row, it must be 0 · · · 0 ϕ i · · · ϕ M with the first i−1 elements to be zero. Then in our step 3* the transformation Σ can be performed by only (M − i) Givens rotations or a (M −i+1)×(M −i+1) Householder reflection, and the former can be expressed as
where Ω (k,n) denotes a Givens rotation matrix which rotates the k th element and the n th element in each row of P (M )/2
and zeroes the k th element in the minimum length row. It is easy to verify that the P (M −1)/2 got from P (M )/2 Σ g is always triangular. Let M = 5 and i = 3. The effect of the sequence of Givens rotations is shown in Fig. 1 , where × denotes non-zero elements in P (M )/2 . In Fig. 1 , it can be seen that the P (4)/2 got by deleting the 3 rd row and the last column in
But it is no longer satisfied and then Σ averagely needs more computational load when Σ is a Householder reflection, which has been verified by analysis and simulations. Table I compares the computational complexity of our BLAST detection algorithm and that of the previous squareroot algorithm in [4] . In the table, we use one item to express the number of multiplications and additions, or we use (x, y) to express x multiplications and y additions when the number of multiplications and the number of additions required by a step are different.
VI. COMPLEXITY EVALUATION
In our step 1*-ii, R is Hermitian and then some computational load can be saved [3] . Our step 1*-iii uses R to compute an equivalent Cholesky factor of P = R −1 , i.e. P 1/2 , and the dominant computations come from (17) and ( , where P (m−1)/2 is always triangular and thus much computational complexity can be saved. While it requires nearly the same complexity to compute the inverse matrix of the Cholesky factor of R to get P 1/2 [8] , but the numerical stability is expected to be worse since the matrix inversion step.
In our step 3*, 
2 M 2 N +M 3 multiplications and additions, and then the speedups of our algorithm over the algorithm in [6] in the number of multiplications and additions are ( On the other hand, we compare the computational complexity of our BLAST detection algorithm with that of the linear MMSE detection algorithm shown in (2) . The linear MMSE detector needs to compute R −1 = P. In [3] three different algorithms to compute P are introduced, which all require higher computational complexity than our BLAST detection algorithm. An algorithm to compute P with lower complexity is got by using our fast algorithm, i.e. our step 1*, to compute an initial P 1/2 , and then use (5) to compute P from P 
multiplications and additions to compute P, which are the same to the complexity of the linear MMSE detection since the computational load to get z = H H · r andâ = P · z is 0(M 3 ) and can be neglected. Then if M = N , the ratios between the complexity of our BLAST detection algorithm 3 ) = 0.71 in "the best case" when the successive detection order assumed in step 1*-i is just the current optimal detection order.
Assume M = N , the numerical experiments to count the average flops of our algorithm and compare them with those of the algorithms in [2] - [6] and the linear MMSE detection algorithm for different number of transmit/receive antennas are shown in Fig. 2 . It can be seen that they are consistent with the theoretical flops calculation.
VII. CONCLUSION
In this paper, we improve the square-root algorithm for BLAST in [4] . Our improved algorithm speeds up the previous algorithm [4] in the number of multiplications and additions by 3.78-5.8 and 3.95-5 respectively, and speeds up the recent published "fastest known algorithm" with the improvement [6] in the number of multiplications and additions by 1.17-1.8 and 1.42-1.8 respectively. While the ratios between the complexity of our BLAST detection algorithm and that of the linear MMSE detection algorithm in the number of multiplications and additions are 1.10-0.71 and 0.90-0.71 respectively. Meanwhile our algorithm maintains the advantages of the squareroot based algorithms [2] , [4] that are numerically stable and hardware-friendly, since it uses unitary transformations to avoid the matrix inversions, and gets the initial P 1/2 equivalent to a Cholesky factor of P [8] . 
From (10) 
