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1 Introduction ge´ne´rale
Nos travaux concernent l’e´tude qualitative d’e´quations aux de´rive´es partielles non-line´aires.
En particulier nous nous inte´ressons a` une classe d’e´quations hamiltoniennes appele´es disper-
sives qui comprend notamment l’e´quation des ondes et l’e´quation de Schro¨dinger. Ces mode`les
sont tre`s e´tudie´s puisqu’ils servent a` de´crire de nombreux phe´nome`nes physiques (en optique
non-line´aire, en e´lectromagne´tisme, en me´canique des fluides, . . .) et d’un point de vue mathe´-
matique leurs structures sont tre`s riches. Un exemple est l’oscillateur harmonique quantique
non-line´aire qui s’e´crit
i∂tu+ ∂
2
xu− x2u = |u|2u, (t, x) ∈ R× R, (1.1)
et dont nous avons aborde´ l’e´tude. Cette e´quation qui a pour inconnue la fonction a` valeurs
complexes u : R × R −→ C, est un mode`le utilise´ dans la description des condensats de Bose-
Einstein. L’e´quation line´aire associe´e est bien comprise car on peut repre´senter explicitement
la solution a` l’aide de modes propres. En revanche, lorsque l’on rajoute la non-line´arite´, l’e´tude
se complique sensiblement, puisque des interactions sont possibles entre des modes d’e´nergies
diffe´rentes.
Ces dernie`res anne´es, beaucoup de progre`s ont e´te´ faits dans l’e´tude de l’existence et de
l’unicite´ des solutions d’e´quations dispersives et dans certains cas, on sait meˆme re´soudre dans
des espaces optimaux. Il est donc maintenant naturel d’essayer d’obtenir des renseignements
qualitatifs sur leur dynamique : les exemples montrant l’optimalite´ de la re´gularite´ de la solution
sont-ils isole´s ou typiques ? Peut-on re´soudre l’e´quation pour des donne´es tre`s irre´gulie`res ? Quel
est le comportement en temps long du syste`me ? En particulier, peut-on construire des solutions
globales remarquables (par exemple des solutions pe´riodiques ou quasi-pe´riodiques en temps),
ou obtenir des proprie´te´s globales du flot (proprie´te´s de re´currence ou bornes en temps des
solutions) ? Ce sont ce type de proble`mes que nous allons aborder dans ce me´moire.
Pour attaquer ces questions, nous allons nous servir des probabilite´s et mettre de l’ale´a
soit dans les conditions initiales, soit dans l’e´quation elle-meˆme. Souvent la pre´sence de termes
stochastiques complique l’e´tude d’un syste`me puisque l’on est amene´ a` traiter des objets de
faible re´gularite´ (par exemple dans une e´quation stochastique avec force ale´atoire). Au contraire,
ici nous allons essayer de tirer profit de l’ale´a graˆce a` des proprie´te´s de re´gularisation de se´ries
ale´atoires ou en e´liminant un certain nombre de mauvaises valeurs d’un parame`tre de l’e´quation.
Ainsi, nous allons obtenir, sur un ensemble de mesure pleine ou de mesure proche de 1, des
re´sultats concernant la dynamique de l’e´quation. Notons que physiquement cette approche a
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un sens puisque les parame`tres et les conditions initiales de l’e´quation ne peuvent pas eˆtre
de´termine´s de fac¸on absolue. De plus, dans chacune de nos me´thodes employe´es, nous obtenons
des re´sultats de stabilite´ de la dynamique par rapport aux conditions initiales. Enfin, nous
montrons que l’approche pre´ce´dente est pertinente en construisant, pour des choix particuliers
de parame`tres, des trajectoires exceptionnelles en utilisant des phe´nome`nes de re´sonance.
Dans nos travaux, nous utilisons les probabilite´s pour l’e´tude d’e´quations de´terministes, et
ceci avec deux points de vue diffe´rents.
La premie`re approche utilise des ide´es de la physique statistique et qui ont e´te´ de´veloppe´es
mathe´matiquement par Lebowitz-Rose-Speer [69], P. Zhidkov [99], J. Bourgain [15, 17] puis
N. Tzvetkov [91, 90]. Cela consiste a` munir l’espace des conditions initiales d’une loi de pro-
babilite´ et de traiter les trajectoires en leur ensemble au lieu de les conside´rer de fac¸on isole´e
comme on le fait traditionnellement dans l’e´tude d’un proble`me de Cauchy. L’avantage est de
pouvoir tirer profit de phe´nome`nes de re´gularisation en moyenne des se´ries ale´atoires. Avec
ces ide´es, on peut donc revisiter les arguments classiques d’e´tude d’EDPs et ainsi de´velopper
une the´orie de Cauchy locale (voire globale) probabiliste pour des e´quations mal-pose´es, ou
construire par compacite´ des solutions faibles probabilistes. De plus, dans certains cas, on peut
montrer une de´pendance continue presque suˆre du flot par rapport aux conditions initiales, ce
qui renforce la pertinence de l’approche stochastique.
La deuxie`me strate´gie utilisant l’ale´a que nous allons adopter repose sur une me´thode qui tire
ses origines des syste`mes dynamiques hamiltoniens en dimension finie. Il s’agit de la me´thode
KAM de´veloppe´e par Kolmogorov [62], puis confirme´e par Arnold [3] et Moser [73], qui a no-
tamment contribue´ a` montrer la stabilite´ du syste`me solaire (voir Chierchia et Pinzari [34] pour
une preuve comple`te). Cette strate´gie a e´te´ adapte´e pour des EDP hamiltoniennes (donc vues
comme des syste`mes dynamiques en dimension infinie) par S. Kuksin [63], puis E. Wayne [97]
et J. Po¨schel [86]. La me´thode KAM est une me´thode ite´rative sur l’hamiltonien du syste`me
qui permet de montrer que la partie line´aire de l’e´quation est stable par perturbation. Pour
mettre en œuvre cette me´thode, on doit a` chaque e´tape restreindre un ensemble de parame`tres
de l’hamiltonien, puis avec un argument de mesure on montre qu’il est non vide a` la fin : c’est a`
ce niveau qu’intervient l’ale´a. En utilisant cette me´thode, Kuksin et Po¨schel [66] ont construit
des tores invariants pour une e´quation de Schro¨dinger en prenant comme seuls parame`tres les
conditions initiales de l’e´quation : on peut ainsi voir le contenu de [66] comme un re´sultat de
conditions initiales ale´atoires. Mentionnons pour conclure un point important de la me´thode
KAM, par rapport a` d’autres me´thodes de construction de solutions quasi-pe´riodiques : la
me´thode KAM fournit l’existence de tores invariants qui sont, de plus, line´airement stables.
Ainsi, dans les deux cas, l’utilisation de l’ale´a permet de fournir un ensemble de conditions
initiales ou de parame`tres pour lesquels on a une bonne compre´hension de la dynamique.
De´crivons maintenant plus pre´cise´ment notre travail.
Dans [A1] nous avons e´tudie´ l’e´quation de Schro¨dinger avec potentiel confinant (qui com-
prend notamment l’e´quation (1.1)) en dimension quelconque et avec des conditions initiales
ale´atoires. Graˆce aux travaux de Christ, Colliander et Tao [35] on sait qu’il existe un seuil
critique de re´gularite´ des donne´es initiales pour que l’e´quation soit bien pose´e de fac¸on de´-
terministe. En utilisant des ide´es de Burq-Tzvetkov [26, 27] pour l’e´quation des ondes, nous
avons montre´ qu’il existe beaucoup (en un sens probabiliste) de donne´es de faible re´gularite´
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(sous l’indice critique) pour lesquelles on sait construire des solutions fortes probabilistes par
un argument de contraction. L’argument utilise le fait que la partie line´aire de l’e´quation e´tu-
die´e a un spectre discret et que les fonctions propres associe´es (fonctions d’Hermite dans le
cas du potentiel quadratique) jouissent de bonnes proprie´te´s dispersives. Ne´anmoins, graˆce a`
une transformation explicite (dite transformation de lentille), on est capable de de´duire des
re´sultats analogues pour l’e´quation de Schro¨dinger non-line´aire sans potentiel.
Avec N. Tzvetkov [A2] nous avons construit une mesure de Gibbs pour l’e´quation de Schro¨-
dinger avec de´rive´e dans la non-line´arite´. Cette construction est non-triviale et ne´cessite des
arguments fins de probabilite´s, comme par exemple des estime´es de chaos de Wiener qui per-
mettent de controˆler des produits de se´ries ale´atoires. Une mesure de Gibbs est une mesure
sur un espace de Sobolev, et c’est un outil pour la compre´hension de la dynamique d’une EDP
hamiltonienne. En particulier :
1. Supposons que l’on a une the´orie de Cauchy raisonnable pour des conditions initiales sur
le support d’une mesure de Gibbs. Alors on peut espe´rer construire un flot global, presque
suˆrement de´fini par rapport a` cette mesure : de fac¸on informelle, une mesure de Gibbs
remplace une loi de conservation de faible re´gularite´.
2. Si l’on arrive a` montrer que cette mesure finie est invariante par ce flot, on peut appliquer
le the´ore`me re´currence de Poincare´ : presque tout point est re´current par la dynamique.
Avec N. Burq et N. Tzvetkov [A4] (voir aussi l’acte [A5]) nous avons mis en oeuvre ce
programme sur le mode`le (1.1). Nous avons montre´ que cette e´quation (et avec n’importe
quelle non-line´arite´ polynomiale dans le cas de´focalisant) e´tait globalement bien pose´e sur le
support de la mesure de Gibbs associe´e qui est essentiellement L2(R), ce qui constitue un gain
d’une demi-de´rive´e par rapport a` la the´orie de´terministe. De plus, nous obtenons une borne en
norme Sobolev sur la croissance typique des solutions, lorsque le temps va vers l’infini. Graˆce a`
la transforme´e de lentille, nous montrons dans [A4] un phe´nome`ne de diffusion (scattering) sur
le support de la mesure pour Schro¨dinger sans potentiel. Ici encore, nous obtenons un re´sultat
qui semble hors d’atteinte avec les me´thodes de´terministes.
Les preuves d’existence dans les travaux pre´ce´dents reposent sur un argument de point fixe
combine´ avec des estimations probabilistes. Il est naturel d’e´tudier un analogue stochastique
des me´thodes de compacite´ usuelles pour l’obtention de solutions faibles. Dans [A6], avec Burq
et Tzvetkov, nous construisons des solutions faibles globales, d’e´nergie infinie, a` l’e´quation des
ondes pe´riodique avec non-line´arite´ cubique, en dimension quelconque. La globalisation ne re-
pose pas ici sur l’utilisation d’une mesure de Gibbs mais sur une estimation a priori utilisant
l’e´nergie de l’e´quation, de´ja` utilise´e dans [28]. Dans [A6] on construit des solutions globales
pour des donne´es distribue´es selon une grande classe de mesures de probabilite´s : l’avantage de
cette approche est qu’elle permet de briser la rigidite´ induite par une mesure de Gibbs, qui est
typiquement supporte´e dans un ensemble tre`s irre´gulier et en pratique seulement utilisable en
dimension 1. En revanche, en dimension 1 (ou en dimension supe´rieure, avec hypothe`se radiale),
une mesure de Gibbs peut eˆtre un outil efficace pour construire des solutions faibles probabi-
listes, c’est l’objet du travail [A7]. Dans cet article, en nous inspirant de l’approche [2] et [40],
nous avons conside´re´ diffe´rents mode`les dispersifs (e´quation de Schro¨dinger sur la sphe`re S3
avec solutions radiales, Schro¨dinger avec de´rive´e, Benjamin-Ono et e´quation des demi-ondes)
et nous avons construit des solutions globales sur le support de la mesure de Gibbs conside´-
re´e. L’argument repose sur un the´ore`me de compacite´ des mesures (the´ore`me de Prokhorov)
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combine´ avec le the´ore`me de Skorohod qui permet de passer d’une convergence en loi, a` une
convergence presque suˆre. L’invariance (au moins formelle) de la mesure de Gibbs par l’e´quation
est utilise´e de fac¸on cruciale pour obtenir des bornes en vue de la compacite´.
Jusqu’a` pre´sent, nous avons e´tudie´ le comportement de solutions irre´gulie`res, inte´ressons-
nous maintenant a` la dynamique en temps long de solutions re´gulie`res, en particulier regardons
l’existence de solutions quasi-pe´riodiques a` (1.1). Avec B. Gre´bert [A3] nous avons construit
des tores invariants pour (1.1) perturbe´ par un potentiel ale´atoire. Ide´alement, on aimerait
conside´rer exactement l’e´quation (1.1), mais ce syste`me est re´sonant au sens ou` il existe des
combinaisons line´aires des valeurs propres de l’e´quation libre qui s’annulent. La pre´sence du
potentiel ale´atoire permet d’e´viter des proble`mes de petits diviseurs et de mettre en place une
me´thode KAM. On adopte le formalisme abstrait de Po¨schel [85] en y incorporant des estime´es
dispersives des fonctions d’Hermite. La me´thode KAM fournit un changement de variables,
proche de l’identite´, sur l’hamiltonien qui montre que la dynamique est une perturbation de
la dynamique line´aire. Il s’agit du premier re´sultat de ce type pour une EDP dans un cadre
non compact. Notons a` ce propos que le fait que la variable d’espace varie dans R tout entier
est utilise´ via les estime´es dispersives des fonctions d’Hermite ; le seul fait que l’ope´rateur sous-
jacent soit a` re´solvante compacte n’est pas suffisant.
Cette meˆme approche permet de montrer la re´ductibilite´ de l’oscillateur harmonique avec
potentiel quasi-pe´riodique en temps : il existe un changement de variables qui transforme l’e´qua-
tion en une e´quation a` coefficients constants. Ceci donne une description comple`te de la dyna-
mique. Ici encore l’ale´a est crucial, le parame`tre e´tant la fre´quence de la perturbation.
Il est naturel de se demander si l’approche stochastique est ne´cessaire, ou si les re´sultats
pre´ce´dents restent valables sans avoir a` se restreindre a` un sous ensemble de conditions initiales
ou de parame`tres.
En ce qui concerne le caracte`re bien pose´ des EDP dispersives, un certain nombre de contre-
exemples (ou suites de contre-exemples) montrent l’optimalite´ des espaces de re´solution. Citons
en particulier les re´sultats de G. Lebeau [68, 67] pour les ondes, Christ-Colliander-Tao [35] pour
Schro¨dinger puis Alazard-Carles [1] ainsi que les travaux [A11, A12, A13] issus de notre the`se
que nous ne de´taillerons pas ici.
Avec la the´orie KAM, dans [A3] nous avons montre´, sous une hypothe`se ge´ne´rique sur le
potentiel perturbatif, que la dynamique de l’oscillateur harmonique e´tait proche du line´aire.
Pour montrer que les hypothe`ses de non-re´sonance inhe´rentes a` la me´thode sont ne´cessaires,
avec B. Gre´bert [A8] nous avons conside´re´ une e´quation de Schro¨dinger non-line´aire sur le
cercle et construit des exemples de solutions qui ne se comportent pas comme une solution
line´aire. Ceci demande une description en temps long, rendue possible graˆce a` une me´thode
de formes normales de Birkhoff re´sonantes. Ceci e´tend des re´sultats de Gre´bert et Villegas-
Blas [56] pour une e´quation de Schro¨dinger avec non-line´arite´ non autonome. Avec B. Gre´bert
et E´. Paturel [A9] nous avons montre´ que la me´thode de´veloppe´e dans [56] et [A11] e´tait
robuste et pouvait s’appliquer a` des syste`mes. En corollaire de notre e´tude nous obtenons un
exemple de croissance optimal de norme Sobolev pour l’e´quation de Schro¨dinger sur le cercle
avec potentiel re´gulier de´pendant de la variable de temps, on retrouve ainsi un re´sultat de
Bourgain [19]. Dans [A8, A9] nous avons construit des solutions proches de solutions pe´riodiques
en temps, dans [A10] avec E. Haus nous avons adapte´ la preuve pour obtenir des solutions
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quasi-pe´riodiques pour un grand choix de fre´quences. Ce dernier re´sultat repose sur une e´tude
arithme´tique des re´sonances.
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2 Dynamiques hamiltoniennes et ale´a
2.1 Se´ries ale´atoires
Dans la premie`re partie de ce me´moire, beaucoup de nos re´sultats reposent sur des proprie´te´s
remarquables des se´ries ale´atoires. Ces se´ries, qu’elles soient a` valeurs re´elles ou dans un espace
de Banach, ont beaucoup e´te´ e´tudie´es pour elles-meˆme : voir les livres de Marcus-Pisier [72] et
de J.-P. Kahane [59]. Nous allons les utiliser dans l’e´tude des e´quations aux de´rive´es partielles ;
commenc¸ons par donner quelques proprie´te´s qui seront utiles par la suite.
2.1.1 Ine´galite´ de Khintchin et chaos de Wiener
Soit (Ω,F ,p) un espace probabilise´. On dira qu’une suite de variables ale´atoires (gn)n∈N
ve´rifie l’Hypothe`se 1 si
Hypothe`se 1. Les variables (gn)n∈N sont inde´pendantes et identiquement distribue´es et leur
distribution conjointe θ ve´rifie
∃ c > 0, ∀ γ ∈ R,
∫ ∞
−∞
eγxdθ(x) ≤ ecγ2 .
Cette condition implique que la loi conside´re´e est centre´e et admet des moments a` tout ordre,
en particulier sa distribution est tre`s localise´e pre`s de ze´ro. Par exemple on peut choisir des gaus-
siennes dθ(x) =
1√
2πσ2
e−x
2/(2σ2)dx ou des lois de type Bernoulli dθ(x) =
1
2
δx0(x) +
1
2
δ−x0(x).
Alors on a le re´sultat suivant (voir [26, Lemma 3.1] pour une preuve), connu sous le nom
d’ine´galite´ de Paley-Zygmund [80, 81, 82] ou de Khintchin
Lemme 2.1.1. Il existe une constante C > 0 telle que pour tout p ≥ 2 et (cn)n∈N ∈ ℓ2(N)∥∥ +∞∑
n=0
cngn(ω)
∥∥
Lp(Ω)
≤ C√p( +∞∑
n=0
|cn|2
)1/2
. (2.1)
Dans le cas ou` les gn sont des gaussiennes centre´es inde´pendantes,
+∞∑
n=0
cngn(ω) est une
gaussienne centre´e et l’on peut montrer le re´sultat de fac¸on e´le´mentaire. En ge´ne´ral, ce re´sultat
se de´montre graˆce a` l’ine´galite´ de Markov combine´e a` un argument d’optimisation.
Le Lemme 2.1.1 montre un phe´nome`ne de re´gularisation duˆ a` l’ale´a. Prenons un exemple
concret : on choisit cn = 1/(n + 1) et (gn) une suite de variables de Bernoulli centre´es. Alors
la se´rie
+∞∑
n=0
cn diverge, mais d’apre`s (2.1) on a |
+∞∑
n=0
cngn(ω)| < +∞, p – p.s., autrement dit un
changement de signe ale´atoire rend la se´rie convergente p.s.
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A` partir du Lemme 2.1.1 avec l’ine´galite´ de Markov et en faisant une optimisation en p ≥ 2,
et graˆce a` la connaissance explicite de la constante C
√
p dans (2.1), on peut obtenir le re´sultat
de grande de´viation suivant qui permet de quantifier la taille ponctuelle de la se´rie.
Corollaire 2.1.2. Il existe des constantes c, C > 0 telles que pour tout (cn)n∈N ∈ ℓ2(N) et λ > 0
p
(
ω ∈ Ω ;
∣∣∣ +∞∑
n=0
cngn(ω)
∣∣∣ > λ) ≤ Ce−cλ2/‖c‖2ℓ2 .
Les re´sultats pre´ce´dents sont bien connus par les probabilistes et les spe´cialistes de l’analyse
harmonique, mais ne semblent pas avoir e´te´ utilise´s pour l’e´tude des e´quations aux de´rive´es
partielles avant le travail de Burq-Tzvetkov [26, 27] (voir aussi [21] pour une pre´sentation du
sujet). Donnons de suite une application du Lemme 2.1.1.
Application a` l’ine´galite´ de Strichartz pour Schro¨dinger sur le tore :
Soient d ≥ 1 et f =
∑
n∈Zd
fne
in·x ∈ L2(Td). Pour e´tudier l’e´quation de Schro¨dinger non-line´aire
il peut eˆtre utile d’e´tablir des ine´galite´s de Strichartz, qui sont des bornes espace-temps de la
solution libre : ∥∥∥eit∆f∥∥∥
Lq
(
(0,T )×Td
) ≤ C‖f‖L2(Td).
Ces ine´galite´s sont souvent difficiles a` obtenir et ne´cessitent des restrictions sur q ≥ 2 et d ≥ 1.
Montrons comment a` partir du Lemme 2.1.1 on peut simplement obtenir une version faible
de ces ine´galite´s, quels que soient q ≥ 2 et d ≥ 1.
Sur un espace probabilise´ (Ω,F ,p) on conside`re une suite de v.a. (gn)n≥1 ve´rifiant l’Hypo-
the`se 1. On de´finit alors la variable ale´atoire, appele´e “randomise´e de f” donne´e par
fω =
∑
n∈Zd
gn(ω)fne
in·x ∈ L2(Ω;L2(Td)).
La solution libre de Schro¨dinger issue de fω s’e´crit eit∆fω =
∑
n∈Zd
gn(ω)fne
−it|n|2einx. Alors en
posant cn = fne
−it|n|2einx, il n’est pas difficile de montrer que pour tout q ≥ 2 il existe des
constantes c, C > 0 telles que
p
(
ω ∈ Ω ;
∥∥∥eit∆fω∥∥∥
Lq
(
(0,T )×Td
) > λ) ≤ Ce−cλ2/‖f‖2L2(Td) ,
qui est bien une version probabiliste de l’ine´galite´ de Strichartz usuelle. Ceci a e´te´ utilise´ pour la
premie`re fois par Burq et Tzvetkov dans [26, 27] pour montrer des re´sultats d’existence presque
suˆre pour l’e´quation des ondes.
Remarques :
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• Une telle approche est possible de`s que le laplacien a un spectre discret (par exemple sur
une varie´te´ compacte, ou si l’on conside`re le laplacien avec un potentiel confinant). Dans
ce cas, on munit L2 d’une base hilbertienne de fonctions propres et on utilise les estime´es
en norme Lp de ces fonctions propres.
• La randomisation ainsi que les estime´es de la se´rie ale´atoire de´pendent du choix d’une
base hilbertienne.
• Il est important de souligner que si la randomisation induit une re´gularisation dans
l’e´chelle des espaces Lp, p > 2, ce n’est pas le cas au niveau L2. Voir l’appendice de
[26] pour le re´sultat suivant : Soit f ∈ Hs et telle que f /∈ Hs+ε pour ε > 0, alors presque
suˆrement fω /∈ Hs+ε.
Pour conclure ce paragraphe, donnons une version multiline´aire de (2.1) dans le cas parti-
culier des gaussiennes qui sera utile dans la suite. Le re´sultat repose sur les estime´es d’hyper-
contractivite´ du semi-groupe d’Ornstein-Uhlenbeck (voir [A2] pour plus de de´tails).
Proposition 2.1.3 (Chaos de Wiener).
Soient c(n1, . . . , nk) ∈ C et (gn)n≥0 ∈ NC(0, 1) des gaussiennes complexes i.i.d., centre´es et
normalise´es dans L2. Pour k ≥ 1 on de´finit
Sk(ω) =
∑
n∈Nk
c(n1, . . . , nk) gn1(ω) · · · gnk(ω).
Alors pour tout p ≥ 2
‖Sk‖Lp(Ω) ≤
√
k + 1 (p− 1) k2 ‖Sk‖L2(Ω).
Ce re´sultat signifie que l’on peut se ramener au cas p = 2 dans les estime´es de produits de
se´ries ale´atoires, ce qui est agre´able, puisque dans ce cas on peut e´crire explicitement tous les
termes. Si k = 1 on retrouve le Lemme 2.1.1 dans le cas des gaussiennes. Ce qui est remarquable
dans ce re´sultat, c’est la connaissance explicite de la constante de la borne en fonction de k, p,
qui permet d’obtenir des estime´es de grande de´viation avec de´croissance exponentielle :
p
(
ω ∈ Ω ;
∣∣∣Sk(ω)∣∣∣ > λ) ≤ Ce−cλ2/k .
2.1.2 Application a` l’existence locale d’EDP
Pre´sentons le travail [A1] qui concerne l’existence locale de solutions fortes pour l’e´quation
de Schro¨dinger cubique avec potentiel harmonique{
i∂tu+∆u− |x|2u = ±|u|2u, (t, x) ∈ R× Rd,
u(0, x) = f(x),
(2.2)
en dimension d ≥ 2 (le cas d = 1 sera de´taille´ dans la Section 2.2). On note H = −∆ + |x|2
l’oscillateur harmonique et on de´finit les espaces de Sobolev base´s sur l’ope´rateur H
Hs(Rd) = {u ∈ S ′(Rd) : Hs/2u ∈ L2(Rd)}. (2.3)
Graˆce aux ine´galite´s de Strichartz, on peut montrer [51] que l’e´quation (2.2) est localement
bien pose´e dans Hs(Rd) de`s que s > sc := d/2 − 1, avec un flot uniforme´ment continu sur les
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borne´s de Hs(Rd). D’un autre coˆte´, Christ-Colliander-Tao [35] ont montre´ que l’indice sc est
optimal, en mettant en de´faut l’uniforme continuite´ du flot dans Hs(Rd), de`s que s < sc. Pour
plus de re´sultats de´terministes concernant NLS avec potentiel quadratique, voir Zhang [98],
Carles [29, 30] et le livre [33].
Nous allons utiliser une ide´e de Burq-Tzvetkov [26, 27] qui consiste a` randomiser les condi-
tions initiales pour montrer que (2.2) est localement bien pose´e pour beaucoup de donne´es
f ∈ Hs(Rd) avec s < sc. Plus pre´cise´ment, on note
(
hn
)
n≥0
une base hilbertienne de L2(Rd)
de fonctions propres de H tel que Hhn = λ
2
nhn pour tout n ≥ 0.
Soient (Ω,F ,p) un espace probabilise´ et (gn)n∈N une suite de v.a. ve´rifiant l’Hypothe`se 1.
A` tout e´le´ment f ∈ Hs(Rd) que l’on e´crit
f(x) =
∑
n≥0
αnhn(x),
on peut associer ω 7−→ fω ∈ L2(Ω;Hs(Rd)) donne´ par
fω(x) =
∑
n≥0
αngn(ω)hn(x). (2.4)
En effet, par Parseval
‖fω‖2Hs(Rd) =
∑
n≥0
λ2sn |αn|2|gn(ω)|2,
puis
∫
Ω ‖fω‖2Hs(Rd)dp(ω) ≤ C‖f‖2Hs(Rd) par inte´grabilite´ des (gn). Avec le meˆme argument, on
montre que la somme partielle associe´e est de Cauchy dans L2(Ω;Hs(Rd)) ce qui permet de
de´finir la limite (2.4).
Au lieu de re´soudre (2.2) avec donne´e f , on re´sout pour fω et on obtient
The´ore`me 2.1.4 ([A1]). Soient d ≥ 2, σ > d2 − 1 − 1d+3 et f ∈ Hσ(Rd). On conside`re la
fonction fω ∈ L2(Ω;Hσ(Rd)) donne´e par la randomisation (2.4). Alors il existe s > d2 − 1 tel
que pour presque tout ω ∈ Ω il existe Tω > 0 et une unique solution a` (2.2) de condition initiale
fω de la forme
u(t) = e−itHfω + C([0, Tω];Hs(Rd)). (2.5)
On peut quantifier le temps d’existence de la fac¸on suivante : pour tout 0 < T ≤ 1, il existe
un e´ve´nement ΩT tel que
p(ΩT ) ≥ 1− Ce−c/T δ , C, c, δ > 0,
et tel que pour tout ω ∈ ΩT , il existe une unique solution de (2.2) dans la classe (2.5) avec
temps d’existence Tω = T .
Le The´ore`me 2.1.4 montre que l’on peut re´soudre (2.2) pour beaucoup de donne´es sur-
critiques avec un gain de 1/(d+ 3) de´rive´e par rapport a` l’indice critique.
Cette me´thode permet e´galement d’obtenir des re´sultats d’existence locale pour l’e´quation
de Schro¨dinger cubique sans potentiel{
i∂tu+∆u = ±|u|2u, (t, x) ∈ R× Rd,
u(0, x) = f(x).
(2.6)
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En utilisant une transformation explicite qui permet de passer de (2.2) a` (2.6), on montre
que
The´ore`me 2.1.5 ([A1]). Soient d ≥ 2, σ > d2−1− 1d+3 et f ∈ Hσ(R). On conside`re la fonction
fω ∈ L2(Ω;Hσ(R)) donne´e par la randomisation (2.4). Alors il existe s > d2 − 1 tel que pour
presque tout ω ∈ Ω il existe Tω > 0 et une solution unique a` (2.6) avec condition initiale fω de
la forme
u(t) = eit∆fω + C([0, Tω];Hs(Rd)).
Remarque 2.1.6. Soit Hs(Rd) l’espace de Sobolev usuel sur Rd. Alors pour s > 0 on peut
montrer que
Hs(Rd) = {u ∈ Hs(Rd), 〈x〉su ∈ L2(Rd)}.
Par rapport aux re´sultats connus d’existence et d’unicite´ dans Hs(Rd), le The´ore`me 2.1.5
montre que l’on peut re´soudre (2.6) pour des donne´es de re´gularite´ sur-critique, mais avec
un certain taux de de´croissance a` l’infini.
Ide´es de preuve
La strate´gie ge´ne´rale pour construire le flot est la suivante :
E´tape 1 : utilisation des proprie´te´s dispersives des fonctions propres. Les fonctions
propres (hn)n≥0 de l’oscillateur harmonique, qui sont des combinaisons line´aires de produits
de fonctions d’Hermite jouissent d’une proprie´te´ remarquable de de´croissance en norme Lp. Si
l’on note Hhn = λ
2
nhn on a pour
p⋆ = 2(d+ 3)/(d+ 1), (2.7)
et tout ε > 0 l’estimation
‖hn‖Lp⋆ (Rd) ≤ Cλ−1/(d+3)−εn ‖hn‖L2(Rd). (2.8)
Pour d = 1 l’estimation est due a` Yajima-Zhang [94] et dans le cas ge´ne´ral a` Koch-Tataru [61].
Ainsi, lorsque n −→ +∞ une partie de la masse des hn part a` l’infini. Notons qu’un tel
phe´nome`ne n’est pas possible sur une varie´te´ compacte, et qu’en ge´ne´ral dans ce dernier cas on
a plutoˆt des phe´nome`nes de concentration.
En combinant l’estime´e (2.8) avec le Lemme 2.1.1 on obtient une version probabiliste de
Strichartz avec un gain de 1/(d+3) de´rive´e dans Lp⋆(Rd). Plus pre´cise´ment, on de´finit l’espace
de Sobolev
Ws,p(Rd) = {u ∈ S ′(Rd) : Hs/2u ∈ Lp(Rd)},
alors
Proposition 2.1.7 ([A1]). Soient d ≥ 1 et p⋆ donne´ par (2.7). Soient p⋆ ≤ p < ∞, σ ∈ R et
0 < T ≤ 1. Soit f ∈ Hσ et soit fω sa randomise´e. Alors pour tout ε > 0
‖e−itHfω‖Lp(Ω×(0,T );W1/(d+3)+σ−ε,p⋆ (Rd)) .
√
p T
1
p ‖f‖Hσ(Rd).
Ceci implique en particulier l’estime´e de grande de´viation
p
({ω ∈ Ω : ‖e−itHfω‖
Lp
(
(0,T );W1/(d+3)+σ−ε,p⋆ (Rd)
) ≥ λ}) ≤ Ce−cλ2 .
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E´tape 2 : point fixe dans les espaces de Strichartz. Pour tirer profit de l’estime´e
de la Proposition 2.1.7 on cherche une solution de la forme u(t) = e−itHfω + v(t). Alors u est
solution de (2.2) si et seulement si v est un point fixe de
v 7−→ −i
∫ t
0
e−i(t−τ)H |e−iτHfω + v|2(e−iτHfω + v)(τ, ·)dτ.
Le terme de fluctuation v est traite´ comme un terme de´terministe. En fait on montre que cette
application est contractante dans les espaces de Strichartz a` un niveau de re´gularite´ s > sc.
Le point-cle´ est d’estimer le terme line´aire uniquement dans la norme de la Proposition 2.1.7,
dans laquelle on peut tirer profit du gain p.s. de re´gularite´.
Remarque 2.1.8. Plus ge´ne´ralement, dans [A1] on obtient un re´sultat pour l’e´quation de
Schro¨dinger non-line´aire avec un potentiel confinant a` croissance au moins quadratique en
dimension 1. Dans ce cas, on a encore des estime´es dispersives de type (2.8) mais qui de´pendent
de la croissance du potentiel (voir [94]).
Remarque 2.1.9. Dans le travail [26, 27], Burq-Tzvetkov de´veloppent une the´orie de Cauchy
pour des e´quations des ondes sur-critiques sur des varie´te´s compactes. Dans leur cas, le gain
de re´gularite´ provient du terme de Duhamel des ondes, alors que dans notre cas ce sont les
estime´es dispersives des fonctions propres qui permettent de conclure.
E´tape 3 : la transformation de lentille. On suppose que v(s, y) est solution de l’e´quation
i∂sv +∆yv = |v|k−1v, s ∈ R, y ∈ Rd. (2.9)
Alors on de´finit u(t, x) pour |t| < π4 , x ∈ R par
u(t, x) =
1
cos
d
2 (2t)
v
(tan(2t)
2
,
x
cos(2t)
)
e−
i|x|2tan(2t)
2 , (2.10)
et on peut ve´rifier que u est solution de
i∂tu−Hu = cosα(2t)|u|k−1u, |t| < π
4
, x ∈ Rd, (2.11)
avec α = (k − 1)d/2 − 2. La transformation (2.10) a e´te´ utilise´e dans l’e´tude de l’e´quation de
Schro¨dinger L2-critique (dans ce cas α = 2), notamment par R. Carles [31].
La the´orie d’existence de´veloppe´e dans les e´tapes pre´ce´dentes s’applique e´galement a` (2.11),
et on de´duit imme´diatement le re´sultat pour (2.9).
2.1.3 Application a` la construction de mesures de Gibbs
Nous pre´sentons ici une autre application des se´ries ale´atoires qui est la construction de
mesures de Gibbs pour des EDP dispersives. Les mesures de Gibbs sont des objets tre`s e´tudie´s
en physique statistique. D’un point de vue mathe´matique, leur construction est inte´ressante
en soi, puisqu’elle ne´cessite souvent des estime´es fines d’analyse harmonique. Nos motivations
sont e´galement les suivantes :
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• Des mesures de Gibbs permettent d’obtenir des proprie´te´s de re´currence de flot, d’apre`s
le the´ore`me de re´currence de Poincare´.
• Une mesure de Gibbs peut en un certain sens remplacer une loi de conservation a` faible
re´gularite´ et permet de construire des solutions globales a` des EDP, qu’elles soient fortes
(Section 2.2) ou faibles (Section 2.4).
Qu’est-ce qu’une mesure de Gibbs ?
Soit un syste`me hamiltonien dans R2
x˙ =
∂H
∂y
, y˙ = −∂H
∂x
, (2.12)
et supposons que H s’e´crive H(x, y) = x2 + y2 + P (x, y) ou` P est une perturbation d’ordre
supe´rieure. Comme le champ (2.12) est a` divergence nulle, on sait d’apre`s le the´ore`me de
Liouville que la mesure de Lebesgue dxdy est invariante par le flot de l’e´quation. De meˆme,
comme H est conserve´e, la mesure f(H(x, y))dxdy est e´galement invariante, quel que soit f .
En particulier, on peut de´finir
dρ(x, y) = e−H(x,y)dxdy = e−P (x,y)dµ(x, y), (2.13)
ou` µ est une gaussienne et c’est la mesure ρ qui est appele´e mesure de Gibbs. Cette de´fini-
tion pre´sente l’inte´reˆt de pouvoir eˆtre e´tendue en dimension infinie : il suffit de montrer que
|P | < +∞, µ – p.s. pour que ρ donne´e par (2.13) soit non triviale.
Donnons l’exemple concret de Schro¨dinger sur le tore Td, qui permet de voir quels vont eˆtre
les proble`mes de construction et de support d’une mesure de Gibbs. Soit
i∂tu+ (∆− 1)u = |u|2u, (t, x) ∈ R× Td, (2.14)
qui s’obtient a` partir de l’e´quation usuelle par changement d’inconnue u 7→ eitu. On se donne
une base hilbertienne (en)n≥0 de L
2(Td) de fonctions propres de (1−∆). Alors
(1−∆)en = λ2nen, n ≥ 0,
et on ve´rifie que λn ∼ cn1/d lorsque n −→ +∞. On de´compose u =
∑+∞
n=0 cnen en se´rie de
Fourier, alors dans les coordonne´es cn, cn, l’hamiltonien de l’e´quation s’e´crit
H =
∫
Td
(|u|2 + |∇u|2) + 1
2
∫
Td
|u|4 =
+∞∑
n=0
λ2n|cn|2 +
1
2
∫
Td
|u|4.
Soit (gn) une suite i.i.d. de gaussiennes complexes centre´es re´duites sur un espace (Ω,F ,p). On
peut alors interpre´ter la mesure de Gibbs de la partie line´aire
dµ =
∞∏
n=0
βne
−λ2n|cn|
2
dcndcn,
(βn > 0 e´tant un facteur de normalisation) comme la mesure image µ = p ◦ ϕ−1 avec
ω 7−→ ϕ(ω, .) =
+∞∑
n=0
gn(ω)
λn
en.
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En utilisant l’asymptotique de λn, on ve´rifie que ϕ ∈ L2(Ω;Hs(Td)) pour tout s < 1− d/2. En
particulier, on de´duit que µ est supporte´e dans X1−d/2(Td) := ∩s<1−d/2Hs(Td).
Pour mieux comprendre la mesure µ, mentionnons les proprie´te´s e´le´mentaires suivantes :
• µ(X1−d/2(Td)) = 1 (µ est une mesure de probabilite´)
• µ(H1−d/2(Td)) = 0 (µ est supporte´e dans un ensemble irre´gulier)
• Soit σ < 1 − d/2. Pour tout ouvert non vide B ⊂ Hσ(Td), µ(B) > 0 (µ charge tous les
ouverts).
Maintenant, en ce qui concerne la construction de la mesure de Gibbs associe´e au proble`me
non-line´aire :
• En dimension d = 1 : µ est supporte´e dans X1/2(Td). Une injection de Sobolev permet
alors de montrer que
∫
T
|u|4 < +∞ µ – p.s. et on de´finit ainsi une mesure de Gibbs par
dρ(u) = exp(−‖u‖4L4(T)/2)dµ(u).
• En dimension d = 2 : µ est supporte´e dans X0(Td). La construction plus difficile a e´te´
faite par Bourgain apre`s renormalisation de Wick de la non-line´arite´.
• En dimension d ≥ 3 : on ne sait pas de´finir de mesure de Gibbs pour (2.14).
La construction de mesure de Gibbs pour les e´quations focalisantes est plus difficile en
ge´ne´ral. En effet, si l’on note dρ(u) = G(u)dµ(u) il faut s’assurer que la densite´ est inte´grable
par rapport a` µ, i.e. G ∈ Lp(dµ). Ceci induit des restrictions sur le degre´ de la non-line´arite´ et
ne´cessite des arguments de renormalisation, comme nous allons en voir juste apre`s.
Pour la construction mathe´matique de mesures de Gibbs pour des EDP dispersives, nous
renvoyons a` P. Zhidkov [99], Lebowitz-Rose-Speer [69], B. Bide´garay [13], J. Bourgain [15, 17], et
plus re´cemment a` N. Tzvetkov [91, 90, 89], Burq-Tzvetkov [25, 27], T. Oh [78, 79] et Tzvetkov-
Visciglia [92], ainsi qu’aux papiers que nous pre´sentons ici.
Construction d’une mesure pour l’e´quation de Schro¨dinger
Ici, comme exemple de construction, nous allons pre´senter l’article [A2], ou` avec N. Tzvetkov
nous construisons une mesure pour l’e´quation de Schro¨dinger pe´riodique avec de´rive´e (derivative
non linear Schro¨dinger equation). Une motivation pour ce travail, est d’utiliser a` terme cette
mesure pour construire des solutions globales de faible re´gularite´ a` l’e´quation : ceci est le re´sultat
du The´ore`me 2.4.2.
Soit S1 = R/2πZ le cercle. Dans la suite on conside`re l’e´quation{
i∂tu+ ∂
2
xu = i∂x
(|u|2u), (t, x) ∈ R× S1,
u(0, x) = u0(x).
(2.15)
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Pour f ∈ L2(S1) on note
∫
S1
f(x)dx =
1
2π
∫ 2π
0
f(x)dx. Outre la moyenne, l’e´quation (2.15)
admet trois lois de conservation e´le´mentaires qui sont :
• La masse
M(u(t)) = ‖u(t)‖L2 = ‖u0‖L2 =M(u0).
• L’e´nergie
H(u(t)) =
∫
S1
|∂xu|2dx− 3
4
Im
∫
S1
u2 ∂x(u
2)dx+
1
2
∫
S1
|u|6dx = H(u0).
• Le moment
P (u(t)) =
1
2
∫
S1
|u|4dx− Im
∫
S1
u ∂xudx = P (u0).
Le moment est l’hamiltonien de (2.15) pour une structure symplectique un peu complique´e
faisant intervenir ∂x (voir l’appendice de [A2]). Dans notre construction, nous allons plutoˆt
utiliser l’e´nergie H.
Soit (Ω,F ,p) un espace probabilise´ et (gn(ω))n∈Z une suite inde´pendante de gaussiennes
complexes centre´es re´duites, gn ∈ NC(0, 1). Dans la suite on note 〈n〉 =
√
n2 + 1. En passant
par les sommes partielles, on de´finit alors la v.a. ϕ par
ω 7−→ ϕ(ω, x) =
∑
n∈Z
gn(ω)
〈n〉 e
inx, (2.16)
et on montre que ϕ ∈ L2(Ω; Hσ(S1)) pour tout σ < 1/2.
Dans la suite on note X1/2(S1) =
⋂
σ<1/2H
σ(S1). On de´finit la mesure gaussienne µ
sur X1/2(S1) par µ = p ◦ ϕ−1. Ainsi, µ est la mesure image de p par l’application
Ω −→ X1/2(S1)
ω 7−→ ϕ(ω, ·).
Pour un e´le´ment u =
∑
n∈Z cne
inx de L2(S1), on de´finit le projecteur spectral ΠN par
uN = ΠNu =
∑
|n|≤N cne
inx. On introduit alors
fN (u) = Im
∫
S1
u2N (x) ∂x(u
2
N (x))dx.
Soient κ > 0 et χ : R −→ R, 0 ≤ χ ≤ 1 une fonction continue de support supp χ ⊂ [−κ, κ]
telle que χ = 1 sur [−κ2 , κ2 ]. Soient enfin la densite´
GN (u) = χ
(‖uN‖L2(S1))e 34fN (u)− 12 ∫S1 |uN (x)|6dx, (2.17)
et la mesure ρN sur X
1/2(S1) donne´e par
dρN (u) = GN (u)dµ(u).
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On peut montrer, graˆce au the´ore`me de Liouville que ρN est une mesure invariante par le flot
d’une approximation de type Galerkin de (2.15) (voir l’appendice de [A2]). Avec N. Tzvetkov
nous avons montre´ que la densite´ GN admettait une limite lorsque N −→ +∞, ce qui permet
de de´finir une mesure finie non nulle ρ qui est formellement invariante pour (2.15). Rappelons
que GN de´pend de κ via le support de χ. Alors on a :
The´ore`me 2.1.10 ([A2]). La suite GN (u) de´finie en (2.17) converge en mesure par rapport a`
la mesure µ vers une limite note´e G(u).
De plus pour tout p ∈ [1,∞[, il existe κp > 0 tel que pour tout 0 < κ ≤ κp, G(u) ∈ Lp(dµ(u))
et la suite GN converge vers G dans L
p(dµ(u)), lorsque N −→ +∞.
Ce re´sultat permet de de´finir une mesure non triviale sur X1/2(S1) par
dρ(u) ≡ G(u)dµ(u).
Les ide´es principales de la preuve proviennent du papier [89] ou` N. Tzvetkov a construit
une mesure de Gibbs pour l’e´quation de Benjamin-Ono. Ici on a une difficulte´ supple´mentaire
qui est d’estimer le terme fN : pour faire cela, on utilise des me´thodes de renormalisation des
se´ries et la Proposition 2.1.3.
En suivant une approche diffe´rente, Nahmod, Oh, Rey-Bellet et Staffilani [74] puis Nahmod,
Rey-Bellet, Sheffield et Staffilani [76] ont construit des solutions globales sur le support de ρ.
Leur approche est base´e sur la the´orie d’existence et d’unicite´ locale de Gru¨nrock-Herr [57]
valable pour une transforme´e de jauge de l’e´quation (2.15). Nous renvoyons a` la Section 2.4 (et
en particulier au The´ore`me 2.4.2) pour une utilisation de la mesure ρ dans la construction de
solutions faibles globales de (2.15).
2.2 Solutions fortes globales
Dans la Section 2.1.2 nous avons montre´ comment on peut utiliser l’ale´a pour construire
des solutions fortes localement en temps pour des e´quations sur-critiques. Ici nous allons de
plus utiliser une mesure de Gibbs pour construire un flot global presque-suˆrement de´fini sur
le support de cette mesure. Cette ide´e qui remonte a` Lebowitz-Rose-Speer [69] s’est re´ve´le´e
fructueuse dans diffe´rents contextes : citons Bourgain [17, 15], Zhidkov [99], Tzvetkov [90, 91],
Burq-Tzvetkov [27] et Oh [78, 79].
2.2.1 Introduction et re´sultats
Nous pre´sentons le travail [A4] dans lequel nous e´tudions l’e´quation de Schro¨dinger de´foca-
lisante avec potentiel harmonique{
i∂tu+ ∂
2
xu− x2u = |u|k−1u, (t, x) ∈ R× R,
u(0, x) = f(x),
(2.18)
ou` k ≥ 5 est un entier impair.
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On note H = −∂2x + x2 l’oscillateur harmonique. Rappelons que cet ope´rateur est auto-
adjoint sur L2(R) et admet une famille (hn)n≥0 de fonctions propres (les fonctions d’Her-
mite) telles que pour tout n ∈ N, Hhn = (2n + 1)hn et qui forment une base hilbertienne
de L2(R). Rappelons e´galement la de´finition (2.3) des espaces de Sobolev Hσ(R). On de´finit
alors X0(R) = ∩σ>0H−σ(R).
Soit (Ω,F ,p) un espace probabilise´ et gn ∈ NC(0, 1) une suite i.i.d. On de´finit alors la v.a.
gaussienne
ϕ(ω, x) =
+∞∑
n=0
√
2
2n+ 1
gn(ω)hn(x),
ainsi que la mesure gaussienne µ sur X0(R) par µ = p ◦ ϕ−1. Dans [A4] on montre que l’on
peut de´finir une mesure de probabilite´ par
dρ(u) = β exp
(− 1
k + 1
‖u‖k+1
Lk+1(R)
)
dµ(u),
ou` β > 0 est un facteur de normalisation.
Alors on peut e´noncer
The´ore`me 2.2.1 ([A4]). Il existe un ensemble Σ ⊂ X0(R) avec ρ(Σ) = 1 et tel que pour tout
f ∈ Σ, il existe une unique solution globale u(t, .) = Φ(t)(f) de (2.18) telle que
u(t, ·)− e−itHf ∈ C(R;H1/2−ε(R)), pour tout ε > 0.
On a de plus Φ : Σ −→ Σ et la mesure ρ est invariante par Φ.
Dans [A4] on montre plus pre´cise´ment que pour tout σ > 0 et t ∈ R
‖u(t, ·)‖H−σ(R) ≤ C
(
Λ(f, σ) + ln1/2
(
1 + |t|)),
ou` la constante Λ(f, σ) ve´rifie l’estime´e de grande de´viation µ
(
f : Λ(f, σ) > λ
) ≤ Ce−cλ2 .
L’unicite´ dans le the´ore`me doit eˆtre comprise au sens suivant : pour tout T > 0, il existe
un espace fonctionnel XT continuˆment inclus dans C
(
[−T, T ];Hs(R)) tel que la solution soit
unique dans la classe u(t, ·)− e−itHf ∈ XT .
Remarque 2.2.2. Dans le cas k = 3, on a un analogue du The´ore`me 2.2.1 mais avec un gain
de re´gularite´ de 1/3. Pour k = 3 on est e´galement capables de traiter l’e´quation focalisante
(avec non-line´arite´ −|u|2u). Dans ce contexte une difficulte´ supple´mentaire apparaˆıt, a` savoir
l’inte´grabilite´ de la densite´ exp(
1
2
‖u‖2L4) par rapport a` la mesure µ.
L’approche que nous venons de de´velopper nous permet e´galement d’obtenir des re´sultats
pour l’e´quation de Schro¨dinger sans potentiel. Soit{
i∂tu+ ∂
2
xu = |u|k−1u, k ≥ 5, (t, x) ∈ R× R,
u(0, x) = f(x),
(2.19)
alors on a
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The´ore`me 2.2.3 ([A4]). Pour tout 0 < s < 1/2, l’e´quation (2.19) a pour µ-presque toute
donne´e initiale une unique solution globale telle que
u(t, ·)− e−it∆f ∈ C(R;Hs(R)).
De plus, cette solution diffuse au sens suivant : il existe µ – p.s. des e´tats g± ∈ Hs(R) tels que
‖u(t, ·)− eit∆(f + g±)‖Hs(R) −→ 0, lorsque t −→ ±∞.
Le The´ore`me 2.2.3 montre un phe´nome`ne de diffusion pour des donne´es qui sont grandes,
irre´gulie`res, (µ – presque suˆrement, f 6∈ L2(R)) et qui tendent vers 0 a` l’infini (voir l’appen-
dice de [A4]). Dans cette direction, citons le re´sultat de B. Dodson [45] qui montre le scatte-
ring dans L2(R) pour l’e´quation quintique. En ge´ne´ral, les re´sultats de diffusion pour (2.19)
ne´cessitent des donne´es de re´gularite´ H1 (voir [77]), et il semble que le re´sultat ge´ne´ral du
The´ore`me 2.2.3 est difficile a` obtenir avec des me´thodes de´terministes.
La preuve repose sur la transformation de lentille que nous avons de´ja` utilise´e dans [A1] :
celle-ci permet de ramener l’e´quation (2.19) a` une e´quation de la forme (2.18), mais avec non-
line´arite´ cos
k−5
2 (2t)|u|k−1u. Dans ce cas, l’approche utilise´e dans la preuve du The´ore`me 2.2.1
s’applique encore, a` la diffe´rence que l’on perd l’invariance de l’e´nergie (sauf dans le cas k = 5),
nous n’avons donc pas de mesure de Gibbs invariante. Ne´anmoins, persiste une monotonie qui
permet de construire un flot global. Mentionnons pour finir, dans un autre contexte, Colliander-
Oh [36] qui obtiennent un re´sultat d’existence globale pour NLS sans mesure invariante.
Les re´sultats des The´ore`mes 2.2.1 et 2.2.3 ont e´te´ ge´ne´ralise´s en dimension d = 2 par
Y. Deng [44] puis par A. Poiret [83, 84] en dimension quelconque.
Dans le meˆme ordre d’ide´e, A.-S. de Suzzoni [41] a obtenu un re´sultat de diffusion pour
l’e´quation des ondes dans R3. Dans ce contexte, il existe une tranformation (de Penrose) qui
change l’e´quation des ondes non-line´aire sur R3 en une e´quation des ondes non-line´aire sur S3.
On peut alors tirer profit de la compacite´ de S3.
2.2.2 Ide´es de preuve
E´tape 1 : existence locale, gain d’une demi-de´rive´e. Dans la preuve du The´o-
re`me 2.2.1, on a besoin d’une the´orie de Cauchy locale dans X0(R) pour l’e´quation (2.18).
Or l’indice critique de l’e´quation est sc =
1
2 − 2k−1 , donc il faut re´cupe´rer essentiellement 1/2
de´rive´e lorsque k ≥ 5 est grand. Rappelons qu’en utilisant simplement les estimations L4 des
fonctions d’Hermite, on avait gagne´ 1/4 de de´rive´e en un sens probabiliste : c’est le re´sultat de
la Proposition 2.1.7 pour d = 1.
Pour commencer, on e´nonce une version probabiliste de l’effet re´gularisant qui montre un
gain local d’une 1/2 de´rive´e pour le groupe libre.
Lemme 2.2.4. Soient 0 < s < σ < 12 et q ≥ 2. Alors il existe C, c > 0 tels que pour tout λ > 0
ρ
(
u ∈ X0(R) :
∥∥∥ 1〈x〉σ Hs/2 e−itHu ∥∥∥Lq
[0,2π]
L2(R)
> λ ) ≤ Ce−cλ2 .
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L’ame´lioration par rapport a` l’ine´galite´ de´terministe, est que l’on peut prendre q ≥ 2 aussi
grand que l’on veut.
Le deuxie`me ingre´dient crucial est une estime´e biline´aire des fonctions d’Hermite qui a e´te´
prouve´e par P. Ge´rard : il existe C > 0 telle que pour tout 0 ≤ θ ≤ 1 et n,m ∈ N
‖hn hm‖Hθ(R) ≤ Cmax (n,m)−1/4+θ/2
(
log
(
min (n,m) + 1
)) 12
. (2.20)
L’ine´galite´ montre en particulier que le produit permet de gagner 1/2 de´rive´e dans l’e´chelle des
espaces Hs(R).
Graˆce au Lemme 2.2.4 et a` (2.20) on est capable d’e´tablir des estimations multiline´aires
qui a` leur tour permettent de montrer que (2.18) est localement bien pose´e dans un espace qui
tient compte des informations dont on dispose sur le flot line´aire.
Remarque 2.2.5. Avec l’ine´galite´ (2.20), on peut montrer que pour tout θ < 12 et q ≥ 2, il
existe C > 0 tel que pour tout λ > 0
ρ
(
u ∈ X0(R) : ∥∥(e−itHu)2∥∥
LqTH
θ(R)
> λ ) ≤ Ce−cλ.
Nous n’avons pas utilise´ cette estimation dans la preuve, mais elle montre bien le gain de
re´gularite´ duˆ au carre´.
E´tape 2 : existence globale, utilisation de la mesure invariante. L’e´quation que
nous e´tudions est donc localement bien pose´e sur le support de la mesure de Gibbs. Nous allons
maintenant pre´senter, de fac¸on informelle, un argument de Bourgain qui montre comment on
peut utiliser une mesure invariante pour prolonger un flot de´fini localement. Supposons que :
• Il existe un flot Φ tel que le temps d’existence τ sur la boule
BR =
{
u ∈ X0(R) : ‖u‖ ≤ R1/2 },
est uniforme et tel que τ ∼ R−γ pour un certain γ > 0. De plus, pour tout |t| ≤ τ
Φ(t)
(
BR
) ⊂ {u ∈ X0(R) : ‖u‖ ≤ (R+ 1)1/2 }. (2.21)
Nous ne pre´cisons pas ici la norme ‖ ‖ dont la de´finition est un peu technique.
• On a l’estime´e de grande de´viation ρ(X0(R)\BR) ≤ Ce−cR.
Posons pour T ≤ ecR/2 fixe´,
ΣR =
[T/τ ]⋂
k=−[T/τ ]
Φ(−kτ)(BR). (2.22)
Par invariance de la mesure, pour tout k ∈ Z
ρ(X0(R)\ΣR) ≤ (2[T/τ ] + 1)ρ(X0(R)\BR) (2.23)
≤ CRγecR/2e−cR ≤ Ce−cR/4,
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ce qui montre que ΣR est un gros ensemble de X
0(R) lorsque R −→ +∞. Maintenant, par
de´finition (2.22) de ΣR et (2.21), on en de´duit que pour tout |t| ≤ T et f ∈ ΣR
‖Φ(t)(f)‖ ≤ (R+ 1)1/2.
En particulier, pour |t| = T ∼ ecR/2
‖Φ(t)(f)‖ ≤ C(ln |t|+ 1)1/2,
ce qui est bien la croissance annonce´e dans le The´ore`me 2.2.1. Le terme – optimal – en ln1/2(t)
provient des estimations de grandes de´viations des gaussiennes qui de´finissent la mesure.
Pour rendre cet argument rigoureux, il faut approcher l’e´quation par un syste`me de dimen-
sion finie dont on sait montrer qu’il admet une mesure invariante ρN et un flot ΦN avec des
bornes uniformes en N ≥ 1. Graˆce a` cela, on peut de´finir un flot global a` (2.18) et finalement
montrer que ρ est invariante par ce dernier. Voir e´galement [22] pour une explication de cet
argument.
E´tape 3 : preuve du The´ore`me 2.2.3. On proce`de comme dans la preuve du The´o-
re`me 2.1.5 en utilisant la transformation donne´e en (2.10) qui rame`ne le proble`me a` l’e´tude en
temps |t| < π/4 de l’e´quation
i∂tu−Hu = cos
k−5
2 (2t)|u|k−1u, x ∈ R.
Cette e´quation n’admet pas d’e´nergie conserve´e, mais dans l’argument de globalisation, ce n’est
pas tant l’invariance d’une mesure qui compte, mais une monotonie (notamment dans (2.23)).
2.3 Solutions faibles globales pour les ondes
Soit d ≥ 3. On conside`re l’e´quation des ondes cubique sur le tore Td = (R/2πZ)d{
∂2t u−∆u+ u3 = 0, (t, x) ∈ R× Td,
(u, ∂tu)(0, ·) = (u0, u1) ∈ Hs(Td),
(2.24)
ou` l’on note
Hs(Td) := Hs(Td)×Hs−1(Td).
On de´finit sc = (d − 2)/2 l’indice critique de Sobolev pour (2.24). Alors on peut montrer
que (2.24) est bien pose´e dans Hs(Td) si s > sc ([51]) et mal-pose´e si s < sc ([68, 67, 35]). On
renvoie a` l’introduction de [28] pour plus de de´tails. L’e´nergie de (2.24) s’e´crit
E(u) = 1
2
∫
Td
(|∇u|2 + (∂tu)2)+ 1
4
∫
Td
u4,
ainsi avec les me´thodes de compacite´ classiques de´terministes (voir par exemple G. Lebeau [67,
Section 6]) on peut construire des solutions faibles a` (2.24) telles que(
u, ∂tu
) ∈ Cw(R;H1(Td) ∩ L4(Td))× Cw(R;L2(Td)),
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et E(u)(t) ≤ E(u)(0) pour tout t ∈ R (ici Cw signifie faiblement continue en temps). A` noter
que cette me´thode fonctionne meˆme si l’indice critique est tel que sc > 1 ce qui arrive de`s
que d > 4.
En dimension d = 3, N. Burq et N. Tzvetkov [28] ont montre´ que (2.24) e´tait globale-
ment bien pose´e en un sens probabiliste dans Hs(T3), s > 0. En dimension supe´rieure, leur
approche ne s’applique plus, mais on peut ne´anmoins construire des solutions faibles d’e´nergie
infinie avec des arguments probabilistes et de compacite´ : c’est l’objet de l’article [A6] que
nous pre´sentons ici. Dans ce travail, nous combinons l’approche de [28] avec celle de Nahmod-
Pavlovic-Staffilani [75] pour Navier-Stokes.
Soient 0 < s < 1 et (u0, u1) ∈ Hs(Td) dont les se´ries de Fourier s’e´crivent
uj(x) = aj +
∑
n∈Zd⋆
(
bn,j cos(n · x) + cn,j sin(n · x)
)
, j = 0, 1,
avec Zd⋆ = Z
d\{0}. On se donne (αj(ω), βn,j(ω), γn,j(ω)), n ∈ Zd⋆, j = 0, 1 une suite de variables
ale´atoires re´elles sur un espace probabilise´ (Ω,F ,p) qui ve´rifient l’Hypothe`se 1. On de´finit
alors uωj par
uωj (x) = αj(ω)aj +
∑
n∈Zd⋆
(
βn,j(ω)bn,j cos(n · x) + γn,j(ω)cn,j sin(n · x)
)
,
et on de´finit la mesure µ(u0,u1) sur Hs(Td) comme e´tant l’image de p par l’application
ω 7−→ (uω0 , uω1 ) ∈ Hs(Td).
On noteMs l’ensemble de ces mesuresMs =
⋃
(u0,u1)∈Hs(Td)
{
µ(u0,u1)
}
, et on de´finit le propaga-
teur des ondes
S(t)(u0, u1) = cos
(
t
√−∆ )(u0) + sin ( t√−∆ )√−∆ (u1).
Alors on peut e´noncer
The´ore`me 2.3.1 ([A6]). Soient 0 < s < 1 et µ ∈Ms. Alors il existe un ensemble Σ ⊂ Hs(Td)
avec µ(Σ) = 1 et tel que pour tout (u0, u1) ∈ Σ l’e´quation (2.24) avec condition initiale
(u(0), ∂tu(0)) = (u0, u1) admet une solution
u(t) = S(t)(u0, u1) + w(t),
ou` pour tout ε > 0 (
w, ∂tw
) ∈ C(R;H1−ε(Td)×H−ε(Td)).
De plus, pour tout t ∈ R
‖(w(t), ∂tw(t))‖H1(Td) ≤ C(M + |t|)
1−s
s
+ε,
‖w(t)‖L4(Td) ≤ C(M + |t|)
1−s
2s
+ε,
avec µ(M > λ) ≤ Ce−λδ pour un certain δ > 0.
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Ce re´sultat (obtenu par compacite´) ne donne pas l’unicite´ de la solution dans la classe
conside´re´e. La solution construite s’e´crit comme somme du terme libre et d’un terme dans
l’espace d’e´nergie : cette re´gularisation est due au gain d’une de´rive´e dans le terme de Duhamel
pour les ondes. Ceci peut eˆtre compare´ au re´sultat du The´ore`me 2.2.1, mais dans ce dernier
cas, le gain de re´gularite´ est duˆ aux proprie´te´s dispersives des fonctions d’Hermite.
Ici l’existence globale ne repose pas sur une mesure de Gibbs invariante. Le point-cle´ est
l’estimation suivante qui provient de [28]. On e´crit u(t) = S(t)(u0, u1) + w(t). Alors avec une
simple inte´gration par parties on peut montrer que l’e´nergie de w
E(w) = 1
2
∫
Td
(|∇w|2 + (∂tw)2)+ 1
4
∫
Td
w4,
ve´rifie
d
dt
E(w) ≤ CE1/2(w)(g(t) + f(t)E1/2(w)),
ou` f et g ne de´pendent que des conditions initiales. Par Gronwall, cette estimation donne un
controˆle a priori de w dans l’espace d’e´nergie, et un argument de compacite´ donne le re´sultat.
A` noter que cette me´thode ne fonctionne que pour des non-line´arite´s au plus cubiques.
2.4 Solutions faibles globales pour les e´quations de Schro¨dinger
2.4.1 Introduction et re´sultats
Dans la partie pre´ce´dente, nous avons construit des solutions a` une EDP en tirant profit
d’un phe´nome`ne de re´gularisation par la formule de Duhamel. Maintenant, en l’absence de celui-
ci – typiquement pour Schro¨dinger sur une varie´te´ compacte – nous allons montrer comment
on peut utiliser une mesure de Gibbs associe´e a` l’e´quation non-line´aire pour construire des
solutions globales a` faible re´gularite´. L’objectif ici est de :
• Construire des solutions globales d’e´nergie infinie, graˆce a` des me´thodes probabilistes.
• Obtenir des proprie´te´s de re´currence du flot graˆce a` des mesures invariantes.
L’approche que nous allons pre´senter s’inspire des travaux d’Albeverio-Cruzeiro [2] pour
Euler et Da Prato-Debussche [40] pour Navier-Stokes avec forc¸age ale´atoire. Avec N. Burq et
T. Tzvetkov [A7] nous avons de´veloppe´ cette me´thode pour diffe´rentes e´quations dispersives.
Pour simplifier la pre´sentation, nous allons nous concentrer sur le cas de NLS sur la sphe`re S3.
On conside`re donc l’e´quation de Schro¨dinger non-line´aire{
i∂tu+∆S3u = |u|r−1u, (t, x) ∈ R× S3,
u(0, x) = f(x) ∈ Hσ(S3), (2.25)
ou` 1 ≤ r < 5. Dans [23] Burq, Ge´rard et Tzvetkov ont montre´ que (2.25) est globalement bien
pose´e dans l’espace d’e´nergie H1(S3). Sous une hypothe`se radiale, nous allons construire des
solutions faibles dont la re´gularite´ est essentiellement H1/2−ε.
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Plus pre´cise´ment, soit Z(S3) l’espace des fonctions zonales, i.e. l’espace des fonctions qui
ne de´pendent que de la distance au poˆle nord de S3. On de´finit Hσrad(S
3) := Hσ(S3) ∩ Z(S3),
L2rad(S
3) = H0rad(S
3) et
X
1/2
rad = X
1/2
rad(S
3) =
⋂
σ<1/2
Hσrad(S
3).
Pour x ∈ S3, on note θ = dist(x,N) ∈ [0, π] la distance ge´ode´sique de x au poˆle nord et on
de´finit
Pn(x) =
√
2
π
sinnθ
sin θ
, n ≥ 1.
Alors, (Pn)n≥1 est une base hilbertienne de L
2
rad(S
3). Pour e´viter le proble`me de la fre´quence
nulle, on fait le changement d’inconnue u 7−→ e−itu, et dans la suite on e´tudie l’e´quation{
i∂tu+ (∆S3 − 1)u = |u|r−1u, (t, x) ∈ R× S3,
u(0, x) = f(x) ∈ Hσ(S3). (2.26)
Soit (Ω,F ,p) un espace probabilise´ et (gn(ω))n≥1 une suite i.i.d. de gaussiennes complexes
centre´es et re´duites gn ∈ NC(0, 1). Comme dans la Section 2.1.3 on peut de´finir la v.a.
ω 7→ ϕ(ω, x) =
∑
n≥1
gn(ω)
n
Pn(x) ∈ L2
(
Ω; Hσ(S3)
)
,
pour tout σ < 1/2, ainsi que la mesure gaussienne µ sur X
1/2
rad(S
3) par µ = p ◦ ϕ−1.
On construit maintenant une mesure de Gibbs pour l’e´quation (2.26). Pour u ∈ Lr+1(S3)
et β > 0, on de´finit la densite´
G(u) = βe−
1
r+1
∫
S3 |u|
r+1
,
et avec le bon choix de la constante β > 0, on de´finit une mesure de probabilite´ ρ sur X
1/2
rad(S
3)
par
dρ(u) = G(u)dµ(u).
On peut alors e´noncer
The´ore`me 2.4.1 ([A7]). Soit 1 ≤ r < 5. La mesure ρ est invariante par une dynamique
de (2.26). Plus pre´cise´ment, il existe un ensemble Σ de mesure pleine pour ρ tel que pour
tout f ∈ Σ l’e´quation (2.26) avec condition initiale u(0) = f admet une solution
u ∈ C(R ;X1/2rad(S3)).
Pour tout t ∈ R, la distribution de la variable ale´atoire u(t) est e´gale a` ρ
L
X
1/2
rad
(
u(t)
)
= L
X
1/2
rad
(
u(0)
)
= ρ, ∀ t ∈ R.
On ne se restreint aux fonctions zonales que pour de´finir la mesure ρ, aucun des autres
arguments de la preuve ne ne´cessite cette hypothe`se.
La mesure ρ construite ve´rifie les points suivants :
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• µ(X1/2rad(S3)) = ρ(X1/2rad(S3)) = 1
• µ(H1/2rad(S3)) = ρ(H1/2rad(S3)) = 0
• Soit σ < 1/2. Pour tout ouvert non vide B ⊂ Hσ(S3), ρ(B) > 0.
En particulier, la dernie`re proprie´te´ montre que ρ est une mesure raisonnable puisqu’elle charge
tous les ouverts de Hσ.
Il est inte´ressant de comparer le re´sultat du The´ore`me 2.4.1 avec la me´thode de compacite´
de´terministe usuelle. L’e´nergie de l’e´quation (2.25) s’e´crit
H(u) =
1
2
∫
S3
|∇u|2 + 1
r + 1
∫
S3
|u|r+1.
Alors on peut montrer (voir par exemple [33]) que pour tout f ∈ H1(S3) ∩ Lr+1(S3) il existe
une solution de (2.25) telle que
u ∈ Cw
(
R;H1(S3)
) ∩ Cw(R;Lr+1(S3)),
et telle que pour tout t ∈ R, H(u)(t) ≤ H(f) (ici Cw veut dire faiblement continue en temps).
Un des avantages de cette me´thode est qu’il n’y a pas de restriction sur r ≥ 1 ni d’hypothe`se
radiale sur la condition initiale. En revanche, cette strate´gie demande plus de re´gularite´ sur f .
Comme nous venons de le dire, une me´thode de compacite´ de´terministe peut induire une
perte d’e´nergie de la solution, et ce phe´nome`ne provient d’une concentration de l’objet limite
en un point. Dans notre contexte, nous utilisons un argument de compacite´ pour des mesures
et celles-ci peuvent au contraire de´crire une concentration ponctuelle, et c’est pour cela que
nous obtenons une dynamique invariante dans le The´ore`me 2.4.1.
Soit ρ la mesure sur X1/2(S1) de´finie dans la Section 2.1.3 (quitte a` la renormaliser, on
peut supposer que ρ est une mesure de probabilite´). Avec des arguments analogues on peut
alors montrer le re´sultat suivant pour l’e´quation de Schro¨dinger avec de´rive´e (2.15). Soit κ2 > 0
donne´ par le The´ore`me 2.1.10, alors
The´ore`me 2.4.2 ([A7]). Supposons que κ ≤ κ2. Alors il existe un ensemble Σ ∈ X1/2(S1)
tel que ρ(Σ) = 1 et tel que pour tout f ∈ Σ l’e´quation (2.15) avec condition initiale u(0) = f
admet une solution
u ∈ C(R ;X1/2(S1)).
Pour tout t ∈ R, la distribution de la variable ale´atoire u(t) est e´gale a` ρ
LX1/2
(
u(t)
)
= LX1/2
(
u(0)
)
= ρ, ∀ t ∈ R.
Comme nous l’avons de´ja` mentionne´, ce re´sultat peut eˆtre vu comme une conse´quence
de [74, 76] avec une me´thode alternative.
Dans [A7], nous avons e´galement construit des solutions faibles globales pour l’e´quation de
Benjamin-Ono et pour l’e´quation des demi-ondes dans X0(S1). Voir [A7] pour les e´nonce´s et
les de´tails.
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2.4.2 Principe ge´ne´ral de la me´thode
Soient (Ω,F ,p) un espace probabilise´ et (gn(ω))n≥1 une suite i.i.d. de gaussiennes complexes
gn ∈ NC(0, 1). Soit M une varie´te´ riemannienne compacte et soit (en)n≥1 une base hilbertienne
de L2(M). On de´finit l’espace
Xσ = Xσ(M) =
⋂
τ<σ
Hτ (M).
La strate´gie ge´ne´rale pour construire les solutions faibles est la suivante :
E´tape 1 : la mesure gaussienne µ. On commence par de´finir une mesure µ sur Xσ(M)
qui est invariante par le flot de la partie line´aire de l’e´quation conside´re´e. L’indice σc ∈ R
est donne´ par l’e´quation et par la varie´te´ M . Cette mesure est de´finie par µ = p ◦ ϕ−1, ou`
ϕ ∈ L2(Ω; Hσ(M)) pour tout σ < σc est une variable ale´atoire gaussienne qui s’e´crit
ϕ(ω, x) =
∑
n≥1
gn(ω)
λn
en(x).
Les coefficients (λn) ve´rifient λn ∼ cnα, α > 0 et sont donne´s par la partie line´aire et
par la structure hamiltonienne de l’e´quation. En particulier, pour toute fonction mesurable
f : Xσc(M) −→ R ∫
Xσc (M)
f(u)dµ(u) =
∫
Ω
f
(
ϕ(ω, ·))dp(ω).
E´tape 2 : la mesure invariante ρN . A` partir de la formulation hamiltonienne de l’e´qua-
tion, on de´finit un proble`me approche´ qui admet un flot global ΦN , et pour lequel on peut
construire une mesure ρN sur X
σc(M) qui a les proprie´te´s suivantes :
i) La mesure ρN est une mesure de probabilite´ absolument continue par rapport a` µ
dρN (u) = ΨN (u)dµ(u).
ii) La mesure ρN est invariante par le flot ΦN d’apre`s le the´ore`me de Liouville.
iii) Il existe Ψ 6≡ 0 telle que p ≥ 2, Ψ(u) ∈ Lp(dµ) et
ΨN (u) −→ Ψ(u), dans Lp(dµ).
(En particulier ‖ΨN (u)‖Lpµ ≤ C uniforme´ment en N ≥ 1.) Ceci permet de de´finir une
mesure de probabilite´ sur Xσc(M) par
dρ(u) = Ψ(u)dµ(u),
qui est formellement invariante par l’e´quation.
E´tape 3 : la mesure νN . Par abus de notation, on e´crit
C([−T, T ];Xσc(M)) = ⋂
σ<σc
C([−T, T ];Hσ(M)).
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On de´finit la mesure νN = ρN ◦Φ−1N sur C
(
[−T, T ];Xσc(M)) comme e´tant la mesure image
de ρN par l’application
Xσc(M) −→ C([−T, T ];Xσc(M))
v 7−→ ΦN (t)(v).
En particulier, pour toute fonction mesurable F : C([−T, T ];Xσc(M)) −→ R∫
C
(
[−T,T ];Xσc
) F (u)dνN (u) = ∫
Xσc
F
(
ΦN (t)(v)
)
dρN (v).
Un point important de la preuve consiste alors a` montrer que la suite (νN ) est tendue
dans C([−T, T ];Hσ(M)) pour tout σ < σc. Alors, pour tout σ < σc, d’apre`s le the´ore`me
de Prokhorov, il existe une mesure νσ = ν sur C
(
[−T, T ];Hσ(M)) telle que, a` une sous-
suite pre`s, on a la convergence faible : pour tout σ < σc et toute fonction continue et borne´e
F : C([−T, T ];Hσ(M)) −→ R
lim
N→∞
∫
C
(
[−T,T ];Hσ
) F (u)dνN (u) = ∫
C
(
[−T,T ];Hσ
) F (u)dν(u).
De plus, il est facile de voir que l’on peut de´finir la mesure ν sur C([−T, T ];Xσc(M)).
Enfin, avec le the´ore`me de Skorohod, on construit une suite de variables ale´atoires qui
converge vers une solution du proble`me initial (voir le paragraphe suivant pour plus de de´tails).
2.4.3 L’argument probabiliste de convergence
Soit N ≥ 1. On conside`re l’approximation suivante de (2.26){
i∂tu+ (∆− 1)u = SN
(|SNu|r−1SNu), (t, x) ∈ R× S3,
u(0, x) = v(x) ∈ X1/2rad(S3),
(2.27)
ou` SN est une version lisse du projecteur spectral usuel. Le proble`me (2.27) est une e´quation
diffe´rentielle ordinaire pour les basses fre´quences et correspond a` l’e´quation de Schro¨dinger
line´aire pour les hautes fre´quences. En utilisant la conservation de la masse, il est facile de voir
que (2.27) admet un flot global ΦN . On de´finit une mesure de Gibbs pour ce proble`me par
dρN (u) = GN (u)dµ(u),
ou`
GN (u) = βNe
− 1
r+1
∫
S3 |SNu|
r+1
,
la constante βN > 0 e´tant choisie pour que ρN soit une mesure de probabilite´ sur X
1/2
rad(S
3).
On peut montrer que ρN −→ ρ au sens des mesures. De plus, avec le the´ore`me de Liou-
ville, ρN est invariante par ΦN : pour tout bore´lien A ⊂ X1/2rad(S3) et pour tout t ∈ R,
ρN
(
ΦN (t)(A)
)
= ρN
(
A
)
.
En particulier si L
X
1/2
rad
(v) = ρN alors pour tout t ∈ R, LX1/2rad(ΦN (t)v) = ρN .
Dans [A7], en utilisant l’invariance de ρN , on montre le re´sultat suivant
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Proposition 2.4.3. Soient T > 0 et σ < 12 . Alors la famille de mesures
νN = LCTHσ
(
uN (t); t ∈ [−T, T ]
)
N≥1
est tendue dans C([−T, T ];Hσ(S3)).
Graˆce a` cette proposition, on peut appliquer le the´ore`me de Prokhorov : pour tout T > 0
il existe une sous-suite νNk et une mesure ν sur l’espace C
(
[−T, T ];X1/2(S3)) telles que pour
tout τ < 1/2 et toute fonction continue et borne´e F : C([−T, T ];Hτ (S3)) −→ R∫
C
(
[−T,T ];Hτ
) F (u)dνNk(u) −→ ∫
C
(
[−T,T ];Hτ
) F (u)dν(u).
Ensuite, d’apre`s le the´ore`me de Skorohod, il existe un espace probabilise´ (Ω˜, F˜ , p˜), une suite de
variables ale´atoires (u˜Nk) et une variable ale´atoire u˜ a` valeurs dans C
(
[−T, T ];X1/2(S3)) tels
que
L
(
u˜Nk ; t ∈ [−T, T ]
)
= L
(
uNk ; t ∈ [−T, T ]
)
= νNk , L
(
u˜; t ∈ [−T, T ]) = ν, (2.28)
ve´rifiant pour tout τ < 1/2
u˜Nk −→ u˜, p˜− p.s. dans C
(
[−T, T ];Hτ (S3)).
De plus, on montre facilement que pour tout t ∈ [−T, T ] et k ≥ 1 on a
LX1/2(uNk(t)) = LX1/2(u˜Nk(t)) = ρNk . (2.29)
Comme u˜Nk et uNk ont meˆme loi, on peut ve´rifier que u˜Nk est solution de l’e´quation approche´e
avec la condition initiale ad hoc. Enfin, avec les arguments standards, on peut alors passer a` la
limite dans l’e´quation et montrer que u˜ est p˜ – p.s. une solution de (2.26). De plus, en passant
a` la limite dans (2.29) on obtient bien que pour tout t ∈ [−T, T ], LX1/2(u˜(t)) = ρ.
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2.5 Un the´ore`me KAM pour l’oscillateur harmonique
Nous allons maintenant pre´senter une autre utilisation de l’ale´a dans l’e´tude qualitative des
e´quations de Schro¨dinger, par le biais de la me´thode KAM. Dans ce cas, ce ne sont plus les
conditions initiales qui sont ale´atoires, mais un parame`tre de l’e´quation.
Avec B. Gre´bert [A3] nous avons de´montre´ un the´ore`me KAM abstrait pour des e´quations
hamiltoniennes en dimension infinie qui e´tend des re´sultats ante´rieurs de S. Kuksin et J. Po¨schel.
En particulier, avec notre re´sultat, nous pouvons montrer que l’e´quation de Schro¨dinger non-
line´aire avec potentiel harmonique perturbe´e
i∂tu+∆u− x2u+ V (x)u = |u|p−1u, (t, x) ∈ R× R,
admet “beaucoup” de solutions quasi-pe´riodiques (re´gulie`res), sous une hypothe`se de ge´ne´ricite´
sur le potentiel V .
2.5.1 Le proble`me
On conside`re l’e´quation de Schro¨dinger non-line´aire avec potentiel harmonique{
i∂tu+ ∂
2
xu− x2u = ε|u|2u, (t, x) ∈ R× R,
u(0, x) = u0(x),
(2.30)
ou` ε > 0 est un petit parame`tre. On note H = −∂2x+x2 l’oscillateur harmonique, et pour p ≥ 0
on note Hp(R) = {u ∈ L2(R) s.t. Hp/2u ∈ L2(R)} l’espace de Sobolev base´ sur H. On peut
alors ve´rifier que
Hp = Hp(R) = {u ∈ Hp(R) t.q. (1 + x2)p/2u ∈ L2(R)},
ou` Hp(R) est l’espace de Sobolev usuel sur R.
On peut montrer, en utilisant la conservation de l’e´nergie, que (2.30) est globalement bien
pose´e dans H1. Une question naturelle est de de´crire les dynamiques possibles des solutions
lorsque t −→ +∞. Ce proble`me est difficile, nous n’allons donner qu’un de´but de re´ponse en
construisant des solutions quasi-pe´riodiques.
Rappelons que f : R −→ C, t 7→ f(t) est quasi-pe´riodique s’il existe n ≥ 1, une fonction
pe´riodique U : Tn −→ C et (ω1, . . . , ωn) ∈ Rn tels que pour tout t ∈ R, f(t) = U(ω1t, . . . , ωnt).
Ne´anmoins, une difficulte´ majeure est que la partie line´aire de l’e´quation est re´sonante : les
valeurs propres de H sont λj = 2j − 1, j ≥ 1 et il existe beaucoup de k ∈ N∞ de longueur finie
tels que k · λ =∑j≥1 kjλj = 0. Pour e´viter ce proble`me, on va plutoˆt conside´rer une e´quation
ou` la partie line´aire est perturbe´e. Soit{
i∂tu+ ∂
2
xu− x2u+ εV (x)u = ε|u|2u, (t, x) ∈ R× R,
u(0, x) = u0(x).
(2.31)
ou` V ∈ S(R,R).
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Une motivation de notre approche est que l’e´quation line´aire associe´e a` (2.31) admet beau-
coup de solutions quasi-pe´riodiques, il est donc raisonnable de penser que cette proprie´te´ persiste
par perturbation par le terme non-line´aire.
Soit A = −∂2x+x2+εV (x). Si ε > 0 est assez petit, A est auto-adjoint, son spectre est pure-
ment ponctuel et ses valeurs propres (λj(ε))j≥1 sont simples et ve´rifient λj(ε) ∼ 2j−1. Les fonc-
tions propres associe´es
(
ϕj(ε, ·)
)
j≥1
forment une base orthonormale de L2(R), et ϕj(ε, ·) ∼ hj
lorsque ε→ 0 en norme L2. Ainsi A et H ont meˆme domaine D(Hp/2) = D(Ap/2) = Hp.
2.5.2 Les re´sultats
Notre re´sultat principal concernant l’e´quation (2.31) est le suivant
The´ore`me 2.5.1 ([A3]). Soit n ≥ 1 un entier. Alors il existe une grande classe de potentiels
V ∈ S(R) et ǫ0 > 0 tels que pour tout ε < ε0 la solution de (2.31) avec donne´e initiale
u0(x) =
n∑
j=1
I
1/2
j e
iθjϕj(ε, x), (2.32)
avec (I1, · · · , In) ⊂ (0, 1]n et (θ1, . . . , θn) ∈ Tn, est quasi-pe´riodique en temps.
En fait, dans [A3] on montre de plus que lorsque θ de´crit Tn, l’ensemble des solutions
de (2.31) avec condition initiale (2.32) de´crit un tore de dimension n qui est invariant par (2.31).
De plus, ce tore est line´airement stable.
Remarque 2.5.2. Notre re´sultat s’applique a` une non-line´arite´ qui est une combinaison li-
ne´aire de termes du type |u|2mu, avec m ≥ 1. De plus, sous des conditions ad hoc sur les
de´rive´es de G, on peut traiter des non-line´arite´s de la forme ∂G∂u (x, u, u) (i.e. qui de´pendent
de x) dans (2.31). Par ailleurs, on peut remplacer l’ensemble {1, · · · , n} par n’importe quel
ensemble de N de cardinal n.
Le The´ore`me 2.5.1 e´tend des re´sultats ante´rieurs de S. Kuksin [65] et J. Po¨schel [85], soit
lorsque les valeurs propres de l’ope´rateur line´aire ve´rifient λj ∼ cjd avec d > 1, soit lorsque la
non-line´arite´ de l’e´quation est re´gularisante au sens Sobolev. Ici, pour compenser l’absence de
re´gularisation on utilise la de´croissance des de´rive´es de la partie non-line´aire de l’hamiltonien
(dans l’esprit de la condition To¨plitz-Lipschitz utilise´e par H. Eliasson et S. Kuksin [47]). Cette
de´croissance provient ici d’estime´es dispersives sur les fonctions d’Hermite. Voir aussi [53] ou`
cette ide´e a e´te´ utilise´e pour faire des formes normales de Birkhoff. Dans la me´thode KAM,
les fre´quences du syste`me doivent ve´rifier une condition de petits diviseurs, dite condition de
Melnikov (voir (2.43)). Ceci demande une asymptotique pre´cise des fre´quences obtenue par un
controˆle ite´ratif dans des normes adapte´es. Pour une discussion plus pre´cise a` ce sujet, on revoie
a` la fin de la Section 2.5.
Il existe diffe´rentes me´thodes pour construire des solutions quasi-pe´riodiques a` des EDP.
Parmi celles-ci, mentionnons la me´thode de Lyapunov-Schmidt qui fut initie´e par W. Craig
et E. Wayne [39] puis de´veloppe´e par J. Bourgain [14, 16] en dimension supe´rieure. Comme
cette me´thode ne demande pas de seconde condition de Melnikov, elle s’applique a` des syste`mes
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hamiltoniens plus ge´ne´raux, mais elle ne donne pas la stabilite´ (les tores invariant sont line´aire-
ment stables) comme la me´thode KAM. Plus re´cemment, M. Berti et Ph. Bolle ont ge´ne´ralise´
ces re´sultats en prenant le point de vue de Nash-Moser, voir [10, 11] et re´fe´rences. Dans chacune
de ces approches, on doit traiter des proble`mes de petits diviseurs : voir a` ce sujet le livre de
W. Craig [38].
2.5.3 La me´thode KAM pour l’e´quation non-line´aire
On pre´sente maintenant la me´thode KAM pour (2.31).
Formulation Hamiltonienne
Soient n ≥ 1 un entier, V ∈ S et ε > 0 un petit parame`tre. On conside`re l’espace de Hilbert
complexe ℓ2p de´fini par la norme
‖w‖2p =
∑
j≥1
|wj |2jp.
On de´finit l’espace des phases Pp par
Pp = Tn × Rn × ℓ2p × ℓ2p,
muni de la structure symplectique canonique
n∑
j=1
dθj ∧ dyj + i
∑
j≥1
dzj ∧ dzj . (2.33)
Soit v(x) =
∑
j≥1wjϕj(ε, x) un e´le´ment typique de L
2. Alors on peut ve´rifier que v ∈ Hp si
et seulement si (wj)j≥1 ∈ ℓ2p. Fixons maintenant (I1, . . . , In) ∈]0, 1]n et (θ1, . . . , θn) ∈ Rn et
e´crivons {
u(x) =
∑n
j=1(yj + Ij)
1
2 eiθjϕj(ε, x) +
∑
j≥1 zjϕj+n(ε, x),
u¯(x) =
∑n
j=1(yj + Ij)
1
2 e−iθjϕj(ε, x) +
∑
j≥1 zjϕj+n(ε, x),
ou` (θ, y, z, z¯) ∈ Pp = Tn × Rn × ℓ2p × ℓ2p sont conside´re´s comme des variables. Alors l’e´qua-
tion (2.31) est issue de l’hamiltonien H = N + P ou`
N =
n∑
j=1
λj(ε)yj +
∑
j≥1
Λj(ε)zj z¯j , (2.34)
Λj(ε) = λj+n(ε) et
P (θ, y, z, z) =
ε
2
∫
R
∣∣∣ n∑
j=1
(yj + Ij)
1
2 eiθjϕj(ε, x) +
∑
j≥1
zjϕj+n(ε, x),
n∑
j=1
(yj + Ij)
1
2 e−iθjϕj(ε, x) +
∑
j≥1
zjϕj+n(ε, x)
∣∣∣4dx. (2.35)
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Autrement dit, on obtient le syste`me suivant, qui est e´quivalent a` (2.31)
θ˙j =
∂H
∂yj
, y˙j = − ∂H∂θj , 1 ≤ j ≤ n
z˙j = i
∂H
∂zj
, z˙j = −i ∂H∂zj , j ≥ 1
(θj(0), yj(0), zj(0), zj(0)) = (θ
0
j , y
0
j , z
0
j , z
0
j ),
ou` les conditions initiales sont choisies telles que
u0(x) =
n∑
j=1
(y0j + Ij)
1
2 eiθ
0
jϕj(ε, x) +
∑
j≥1
z0jϕj+n(ε, x).
La me´thode KAM
Pre´sentons la strate´gie ge´ne´rale de la me´thode KAM comme utilise´e par exemple dans [63,
64, 85]. On conside`re une fonction re´gulie`re F = F (θ, y, z, z), et on note XtF le flot de l’e´quation
θ˙j =
∂F
∂yj
, y˙j = − ∂F∂θj , 1 ≤ j ≤ n
z˙j = i
∂F
∂zj
, z˙j = −i ∂F∂zj , j ≥ 1
(θj(0), yj(0), zj(0), zj(0)) = (θ
0
j , y
0
j , z
0
j , z
0
j ).
Si F est assez petit, X1F est bien de´fini et on a les proprie´te´s suivantes
(i) L’application X1F pre´serve la structure symplectique (2.33).
(ii) Pour tout G re´gulier on a
d
dt
(
G ◦XtF
)
=
{
G,F
} ◦XtF . (2.36)
L’ide´e de l’ite´ration KAM est de trouver F telle que H ◦X1F a une forme plus simple (en un
sens qui sera pre´cise´ dans la suite) que H = N + P . Le terme P dans (2.35) peut eˆtre re´e´crit
P =
∑
m,q,q
∑
k∈Zn
Pkmqq e
ik·θymzqzq.
On conside`re alors l’approximation de Taylor au second ordre de P qui est
R =
∑
2|m|+|q+q|≤2
∑
k∈Zn
Rkmqq e
ik·θymzqzq, (2.37)
ou` Rkmqq = Pkmqq et on de´finit sa valeur moyenne
[R] =
∑
|m|+|q|=1
R0mqqy
mzqzq.
Notons que dans ce contexte z, z est homoge`ne de degre´ 1, alors que y est homoge`ne de degre´ 2.
Soit F une fonction de la forme (2.37) et notons XtF le flot au temps t associe´ au champ de
vecteurs de F . On peut alors de´finir un nouvel hamiltonien par H ◦ X1F := N+ + P+, et la
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structure hamiltonienne de l’e´quation de de´part est pre´serve´e car X1F est une transformation
symplectique. L’ide´e de la me´thode KAM est de trouver de fac¸on ite´rative, une fonction ade´-
quate F telle que le nouveau terme d’erreur a une partie quadratique petite. Plus pre´cise´ment,
graˆce a` la formule de Taylor et (2.36) on peut e´crire
H ◦X1F = N ◦X1F + (P −R) ◦X1F +R ◦X1F
= N +
{
N,F
}
+
∫ 1
0
(1− t){{N,F }, F } ◦XtF dt+
+(P −R) ◦X1F +R+
∫ 1
0
{
R,F
} ◦XtF dt.
Supposons qu’on puisse trouver F et N̂ qui a la meˆme forme que N et qui ve´rifient l’e´quation
homologique suivante {
N,F
}
+R = N̂ . (2.38)
Alors on de´finit la nouvelle forme normale N+ = N + N̂ , dont les fre´quences sont donne´es par
λ+(ε) = λ(ε) + λ̂(ε) et Λ+(ε) = Λ(ε) + Λ̂(ε), (2.39)
avec
λ̂j(ε) =
∂N̂
∂yj
(0, 0, 0, 0, ε) et Λ̂j(ε) =
∂2N̂
∂zj∂zj
(0, 0, 0, 0, ε). (2.40)
Une fois que l’on a re´solu l’e´quation homologique, on de´finit le nouveau terme de perturbation
P+ par
P+ = (P −R) ◦X1F +
∫ 1
0
{
R(t), F
} ◦XtF dt,
avec R(t) = (1− t)N̂ + tR de telle sorte que
H ◦X1F = N+ + P+ .
Noter que si P est initialement de taille ε, alors R et F sont de taille ε et la partie quadratique
de P+ est formellement de taille ε
2. Ainsi, on peut espe´rer que ce sche´ma ite´ratif est convergent
avec vitesse exponentielle.
Si ce sche´ma est convergent, on obtient une transformation symplectique Φ (pre`s de l’ori-
gine) telle que H⋆ = H ◦ Φ = N⋆ + P ⋆, ou`
N⋆ =
n∑
j=1
λ⋆j (ε)yj +
∑
j≥1
Λ⋆j (ε)zj z¯j , (2.41)
et P ⋆ n’a pas de partie quadratique en z, z et pas de partie line´aire en y. Alors les nouvelles
coordonne´es (y′, θ′, z′, z¯′) = Φ−1(y, θ, z, z¯) satisfont le syste`me θ˙
′
j =
∂H⋆
∂y′j
, y˙′j = −∂H
⋆
∂θ′j
, 1 ≤ j ≤ n
z˙′j = i
∂H⋆
∂z′j
, z˙
′
j = −i∂H
⋆
∂z′j
, j ≥ 1. (2.42)
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Graˆce a` la forme particulie`re de P ⋆, la solution de (2.42) avec condition initiale
(θ′j(0), y
′
j(0), z
′
j(0), z
′
j(0)) = (θ
′0
j , 0, 0, 0),
s’e´crit
(θ′j(t), y
′
j(t), z
′
j(t), z
′
j(t)) = (tθ
′0
j + λ
⋆
j , 0, 0, 0),
qui est quasi-pe´riodique. En conclusion, nous avons construit une solution quasi-pe´riodique
a` (2.31).
L’e´quation homologique
Comme la de´pendance des valeurs propres a` un potentiel ge´ne´ral V n’est pas facile a` e´tudier,
on choisit V de la forme
V (ξ, x) =
n∑
k=1
ξkfk(x),
avec (f1, . . . , fn) ∈ (S(R))n et ξ = (ξ1, . . . , ξn) ∈ Π = [−1, 1]n. Dans la suite, pour simplifier les
notations, on e´crit ϕj(ξ), λj(ξ),Λj(ξ) au lieu de ϕj(ξ, ε), λj(ξ, ε),Λj(ξ, ε). Dans [A3] on montre
que l’on peut trouver (fk)1≤k≤n tel que :
Controˆle des petits diviseurs : il existe un ensemble Πα ⊂ Π tel que Mes(Π\Πα) −→ 0
lorsque α −→ 0 et τ ≥ 1, tel que pour tout ξ ∈ Πα les fre´quences dans (2.34) satisfont
∣∣k · λ(ξ) + ℓ · Λ(ξ)∣∣ ≥ α 〈ℓ〉
1 + |k|τ , (k, l) ∈ Z, (2.43)
ou` Z := {(k, ℓ) ∈ Zn × Z∞, (k, ℓ) 6= 0, |ℓ| ≤ 2}.
On suppose maintenant que la condition (2.43) est ve´rifie´e et on montre qu’on peut re´soudre
l’e´quation homologique (2.38). Comme dans [85], on cherche une solution F de (2.38) de la
forme (2.37), i.e.
F =
∑
2|m|+|q+q|≤2
∑
k∈Zn
Fkmqq e
ik·θymzqzq. (2.44)
Un calcul imme´diat donne les coefficients dans (2.44)
iFkmqq =

Rkmqq
k · λ(ξ) + (q − q) · Λ(ξ) , si |k|+ |q − q| 6= 0,
0, sinon,
et on peut poser N̂ = [R].
Pour pouvoir appliquer la me´thode KAM, on doit alors ve´rifier que la condition (2.43) persiste
a` chaque ite´ration. Ceci sera le cas si la perturbation Λ̂ des fre´quences exte´rieures (voir (2.39))
ve´rifient |Λ̂j(ξ)| ≤ Cεj−β pour un certain β > 0. Mais par (2.40) et le fait que N̂ = [R], on a
Λ̂j(ξ) =
∂2N̂
∂zj∂zj
(0, 0, 0, 0, ξ) =
∂2P
∂zj∂zj
(0, 0, 0, 0, ξ).
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Dans notre cas, on a P =
ε
2
∫
R
|u|4, ainsi ∂
2P
∂zj∂zj
= 2ε
∫
R
ϕ2j+n|u|4. Maintenant on utilise
l’estime´e dispersive ‖ϕj‖L∞(R) ≤ Cj−1/12 obtenue par K. Yajima & G. Zhang [94] pour en
de´duire que ∣∣∣ ∂2P
∂zj∂zj
∣∣∣ ≤ ε‖ϕj+n‖2L∞(R)‖u‖2L2(R) ≤ Cεj−1/6‖u‖2L2(R).
Commentaires et ge´ne´ralisations : Ainsi, apre`s ite´ration de la me´thode, on obtient un
hamiltonien H⋆ = N⋆ + P ⋆ comme dans (2.41), dont les fre´quences (λ⋆(ξ),Λ⋆(ξ)) ve´rifient la
condition (2.43). On sait ve´rifier cette condition, qui porte sur une infinite´ d’indices (k, ℓ) car
on a l’asymptotique
Λj(ξ) = 2j + 1 +O(j−β), β > 0,
qui permet de se ramener a` un nombre fini de ve´rifications. Notons que la seule information
Λj(ξ) = 2j + 1 +O(1) n’est pas suffisante.
Plus ge´ne´ralement, M. Procesi et X. Xu [88] ont introduit la notion de fonctions quasi-
To¨plitz, qui contrairement a` la classe des fonctions To¨plitz-Lipschitz, est stable par crochet
de Poisson : elle est ainsi bien adapte´e a` une ite´ration KAM. Cette notion a e´te´ utilise´e pour
des e´quations d’ondes quasi-line´aires en une dimension par M. Berti, L. Biasco et M. Procesi
[7, 8, 9], qui obtiennent dans ce cas l’asymptotique
Λj(ξ) = j + c+O(j−1).
On renvoie a` l’introduction de l’article [7] pour une introduction pe´dagogique a` ces notions.
2.6 Re´ductibilite´ de l’e´quation de Schro¨dinger line´aire
La the´orie KAM de´veloppe´e dans la partie pre´ce´dente permet e´galement de montrer la
re´ductibilite´ de l’oscillateur harmonique line´aire avec un potentiel quasi-pe´riodique en temps,
ce qui signifie qu’il existe un changement d’inconnue qui transforme l’e´quation de de´part en une
e´quation a` coefficients constants. Ceci montre que toutes les solutions sont presque pe´riodiques
et en particulier, qu’elles restent borne´es pour tout temps dans les normes Sobolev.
2.6.1 Introduction et re´sultats
Conside´rons l’e´quation line´aire
i∂tu+ ∂
2
xu− x2u− ǫV (tω, x)u = 0, u = u(t, x), x ∈ R,
ou` ǫ > 0 est un petit parame`tre. Le vecteur des fre´quences ω ∈ U ⊂ Rn est aussi conside´re´
comme un parame`tre. On suppose que le potentiel V : Tn × R ∋ (θ, x) 7→ R est analytique en
la variable θ sur |Im θ| < s pour un certain s > 0, et C2 en x. On suppose de plus qu’il existe
δ > 0 et C > 0 tels que pour tout θ ∈ [0, 2π)n et x ∈ R
|V (θ, x)| ≤ C(1 + x2)−δ, |∂xV (θ, x)| ≤ C, |∂xxV (θ, x)| ≤ C. (2.45)
Alors on peut e´noncer
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The´ore`me 2.6.1 ([A3]). Supposons que V ve´rifie (2.45). Alors il existe ǫ0 tel que pour tout
0 ≤ ǫ < ǫ0 il existe Λε ⊂ [0, 2π)n de mesure strictement positive et asymptotiquement de mesure
pleine : Mes(Λε) → (2π)n quand ǫ → 0, tels que pour tout ω ∈ Λε, l’e´quation de Schro¨dinger
line´aire
i∂tu+ ∂
2
xu− x2u− ǫV (tω, x)u = 0, (2.46)
est re´ductible dans L2(R) en une e´quation line´aire a` coefficients constants.
En particulier, on obtient le re´sultat suivant concernant les solutions de (2.46).
Corollaire 2.6.2 ([A3]). Supposons que V est C∞ en x et que toutes ses de´rive´es sont borne´es
et satisfont (2.45). Soient p ≥ 0 et u0 ∈ Hp. Alors il existe ε0 > 0 tel que pour tout 0 < ε < ε0
et ω ∈ Λε, il existe une unique solution u ∈ C
(
R ; Hp) de (2.46) telle que u(0) = u0. De plus,
u est presque-pe´riodique en temps et on a les bornes
(1− εC)‖u0‖Hp ≤ ‖u(t)‖Hp ≤ (1 + εC)‖u0‖Hp , ∀ t ∈ R,
pour une certaine constante C = C(p, ω).
L’ide´e d’utiliser des techniques KAM pour obtenir des re´sultats de re´ductibilite´ d’EDP pro-
vient de Bambusi & Graffi [5], ou` les auteurs ont montre´ la re´ductibilite´ d’e´quations de Schro¨-
dinger avec un potentiel xβ , pour β > 2. Voir aussi le travail re´cent de J. Liu et X. Yuan [70].
Pour la preuve de notre re´sultat, nous suivons l’approche de´veloppe´e re´cemment par Eliasson-
Kuksin [48] pour NLS sur un tore de dimension quelconque. Enfin, notons que W.M. Wang [95]
a obtenu la re´ductibilite´ de (2.46) pour une classe de potentiels plus petite, en utilisant une
approche de type KAM diffe´rente de la noˆtre.
Le re´sultat du Corollaire 2.6.2 montre que pour un grand choix de parame`tres ω ∈ [0, 2π)n,
toutes les solutions de (2.46) restent borne´es en temps. Une question naturelle est de savoir si
l’on peut trouver un potentiel re´el V , quasi-pe´riodique en temps et une solution u ∈ Hp telle
que ‖u(t)‖Hp ne reste pas borne´e lorsque t −→ +∞. J.-M. Delort [43] a montre´ que c’e´tait le cas
si V e´tait remplace´ par un ope´rateur pseudo-diffe´rentiel : il existe des solutions re´gulie`res telles
que pour tout p ≥ 0 et t ≥ 0, ‖u(t)‖Hp ≥ ctp/2, qui est la croissance optimale. Nous renvoyons
a` l’introduction de [43] pour un survol des proble`mes de croissance de norme Sobolev pour
l’e´quation de Schro¨dinger line´aire.
Le re´sultat du The´ore`me 2.6.1 peut aussi se comprendre en terme d’ope´rateur de Floquet
(voir Eliasson [46] et Wang [95] pour une approche mathe´matique, et [49, 93] pour une expli-
cation physique de cette notion). Sur L2(R)⊗ L2(Tn) on conside`re l’hamiltonien de Floquet
K := i
n∑
k=1
ωk
∂
∂θk
− ∂2x + x2 + ǫV (θ, x),
alors on a
Corollaire 2.6.3 ([A3]). On supppose que V ve´rifie (2.45). Alors il existe ε0 > 0 tel que pour
tout 0 < ε < ε0 et ω ∈ Λε, le spectre de l’ope´rateur de Floquet K est purement ponctuel.
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Notons qu’un re´sultat analogue, avec une me´thode KAM diffe´rente, a e´te´ obtenu par
W.-M. Wang [95] dans le cas ou` V s’e´crit
V (tω, x) = e−x
2
n∑
k=1
cos(ωkt+ ϕk).
2.6.2 Ide´es de preuve
Dans cette section, on donne une ide´e de la preuve du The´ore`me 2.6.1 en suivant la strate´gie
de´veloppe´e par H. Eliasson et S. Kuksin [48] pour l’e´quation de Schro¨dinger sur le tore avec un
potentiel quasi-pe´riodique en temps.
Ici on ne montre pas seulement qu’on tore de dimension finie est stable par perturbation,
mais on construit un changement de variables de´fini sur tout l’espace des phases. Conside´rons
l’e´quation (2.46) ou` V satisfait a` la condition (2.45). Ici on travaille dans l’espace des phases
P2 = Tn×Rn× ℓ22× ℓ22. On e´crit u et u¯ dans la base d’Hermite, u =
∑
j≥1 zjhj , u¯ =
∑
j≥1 z¯jhj .
Alors l’e´quation (2.46) devient un syste`me hamiltonien non-autonome{
z˙j = −i(2j − 1)zj − iε ∂∂z¯j Q˜(t, z, z¯), j ≥ 1
˙¯zj = i(2j − 1)z¯j + iε ∂∂zj Q˜(t, z, z¯), j ≥ 1
(2.47)
ou`
Q˜(t, z, z¯) =
∫
R
V (ωt, x)
(∑
j≥1
zjhj(x)
)(∑
j≥1
z¯jhj(x)
)
dx,
et (z, z¯) ∈ ℓ22 × ℓ22. On re´-interpre`te (2.47) comme un syste`me hamiltonien autonome dans un
espace des phases plus grand
z˙j = −i(2j − 1)zj − iε ∂∂z¯jQ(θ, z, z¯) j ≥ 1
˙¯zj = i(2j − 1)z¯j + iε ∂∂zjQ(θ, z, z¯) j ≥ 1
θ˙j = ωj j = 1, · · · , n
y˙j = −ε ∂∂θjQ(θ, z, z¯) j = 1, · · · , n
(2.48)
ou`
Q(θ, z, z¯) =
∫
R
V (θ, x)
(∑
j≥1
zjhj(x)
)(∑
j≥1
z¯jhj(x)
)
dx,
est quadratique (z, z¯) et (θ, y, z, z¯) ∈ P2. On remarque que les trois premie`res e´quations
de (2.48) sont inde´pendantes de y et sont e´quivalentes a` (2.47). De plus (2.48) est le syste`me
hamiltonien issu de H = N +Q avec
N(ω) =
n∑
j=1
ωjyj +
∑
j≥1
(2j − 1)zj z¯j .
Ici, les parame`tres exte´rieurs sont directement les fre´quences ω = (ωj)1≤j≤n ∈ [0, 2π)n =: Π et
les fre´quences normales (les fre´quences de l’hamiltonien en forme normale) Ωj = 2j − 1 sont
constantes.
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Graˆce a` la me´thode KAM, on est capable de montrer qu’il existe un ensemble de pa-
rame`tres Πε ⊂ Π avec |Π\Πε| → 0 lorsque ε → 0 et une transformation de coordonne´es
Φ : Πε × P0 −→ P0, tels que H ◦ Φ = N⋆, ou` N⋆ est de la forme
N⋆(ω) =
n∑
j=1
ωjyj +
∑
j≥1
Ω⋆jzj z¯j .
Alors dans les nouvelles coordonne´es, (y′, θ′, z′, z¯′) = Φ−1(y, θ, z, z¯), la dynamique est line´aire
et y′ est invariant : 
z˙′j = iΩ
⋆
jz
′
j j ≥ 1
˙¯z′j = −iΩ⋆j z¯′j j ≥ 1
θ˙′j = ωj j = 1, · · · , n
y˙′j = 0 j = 1, · · · , n.
Finalement, on conclut en utilisant l’e´quivalence entre l’e´quation (2.46) et le syste`me (2.48).
Ne´cessite´ d’une hypothe`se de petit diviseur sur ω : conside´rons l’e´quation line´aire
i∂tu+ ∂
2
xu− x2u− ǫV (tω)u = 0,
ou` V : Tn −→ R est re´el analytique et inde´pendant de x ∈ R, et on suppose que V (0) = 0 et∫
Tn
V = 0. Notons que dans ce cas, on n’est pas tout a` fait dans les conditions d’application
du The´ore`me 2.6.1 puisque V ne de´croˆıt pas comme demande´ dans (2.45). Ne´anmoins dans ce
cas on peut expliciter la transformation construite dans la partie pre´ce´dente.
Si l’on suppose que ω ∈ [0, 2π)n est diophantien, on peut de´finir u(t, x) = eiε
∫ t
0 V (ωs)dsv(t, x)
ou` v est solution de i∂tv = −∂2xv + x2v, et on ve´rifie que l’on a bien une fonction presque-
pe´riodique. De plus, on peut de´terminer la transformation Φ qui est bien de´finie si ω est
diophantien. Voir [A3] pour plus de de´tails.
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3 Dynamiques re´sonantes
Dans le chapitre pre´ce´dent, nous avons vu comment en mettant de l’ale´a dans les conditions
initiales ou dans l’e´quation, on pouvait obtenir des re´sultats sur des e´quations non-line´aires ;
sous ces hypothe`ses, nous avons montre´ que la dynamique e´tait proche de celle d’une e´quation
line´aire. Nous allons montrer que ces hypothe`ses sont ne´cessaires en construisant des exemples
de dynamiques non-line´aires en utilisant les re´sonances de l’e´quation. Ceci correspond aux
travaux [A8, A9, A10] avec B. Gre´bert, E. Haus et E´. Paturel.
3.1 Introduction
3.1.1 Dynamiques proches du line´aire
Conside´rons l’e´quation de Schro¨dinger line´aire sur le cercle S1 = R/(2πZ){
i∂tu+ ∂
2
xu = 0, (t, x) ∈ R× S1,
u(0, x) = u0(x).
Dans ce cas on peut calculer explicitement la solution u(t, x) =
∑
j∈Z
ξj(t)e
ijx, ou` ξj(t) = ξ
0
j e
−ij2t.
On voit en particulier que toutes les solutions sont 2π-pe´riodiques en temps. De plus, chaque
mode de Fourier est pre´serve´ au sens ou` |ξj | est constant.
Regardons maintenant l’e´quation non-line´aire
i∂tu+ ∂
2
xu+ V ⋆ u = ν∂u¯g(x, u, u¯), x ∈ S1, t ∈ R, (3.1)
ou` ν ≪ 1 est un petit parame`tre, V = V (x) est un potentiel re´el, 2π−pe´riodique et re´gulier,
et g est une fonction analytique qui s’annule au moins a` l’ordre 3 a` l’origine. Dans ce cas, les
valeurs propres de la partie line´aire sont ωj = j
2 + Vˆ (j), j ∈ Z ou` Vˆ (j) de´signe le coefficient
de Fourier de V . Sous une condition de non-re´sonance, Bambusi-Gre´bert [6] (voir aussi [52])
ont montre´ que les actions |ξj |2, j ∈ Z e´taient essentiellement constantes pendant des temps
tre`s long. Plus pre´cise´ment, pour tout N ≥ 1
|ξj(t)|2 = |ξj(0)|2 +O(ν), pour |t| ≤ ν−N .
Ainsi, dans le cas non-re´sonant, la dynamique de NLS est proche de la dynamique de l’e´quation
line´aire. Notons par ailleurs qu’il est possible de de´velopper une the´orie KAM pour l’e´qua-
tion (3.1) en faisant des hypothe`ses plus fortes sur les fre´quences. En particulier, dans le cas de
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la non-line´arite´ quintique J. Bourgain [20] a montre´ l’existence de tores invariants de dimensions
infinies qui sont proches des tores invariants de l’e´quation line´aire.
Dans le cas de l’e´quation cubique
i∂tu+ ∂
2
xu = ±ν|u|2u, (t, x) ∈ R× S1,
les actions sont presque pre´serve´es et ceci pour tout temps :
|ξj(t)|2 = |ξj(0)|2 +O(ν), pour tout t ∈ R.
Ce re´sultat est en fait une conse´quence de l’existence de coordonne´es actions-angles (I, θ). Ces
coordonne´es sont de´finies globalement pour l’e´quation de´focalisante (voir [54, 55]) et pre`s de
l’origine seulement dans le cas focalisant (voir [60]). On peut alors montrer que ces variables
d’actions ve´rifient Ij = |ξj |2(1 +O(ν)), ce qui donne le re´sultat.
Ces diffe´rents exemples montrent donc que les actions line´aires |ξj |2 sont presque pre´serve´es,
et ceci pour diffe´rentes raisons. En particulier, pour les e´chelles de temps en question, les normes
Sobolev
(∑
j∈Z j
2s|ξj(t)|2
)1/2
des solutions sont essentiellement constantes.
3.1.2 Un premier exemple de dynamique re´sonante
Donnons maintenant un exemple ou` les re´sonances produisent des effets non-line´aires sur
la dynamique. Soit l’e´quation
i∂tu+ ∂
2
xu = ±ν cos 2x |u|2u, (t, x) ∈ R× S1,
alors Villegas-Blas & Gre´bert [56] ont montre´ que pour des donne´es initiales de la forme
u0(x) = Ae
ix + A¯e−ix, il y avait un e´change pe´riodique entre les modes 1 et −1 de la solu-
tion. En particulier, pour u0(x) = cosx+ sinx, on a pour des temps |t| ≤ ν−5/4
|ξ1(t)|2 = 1± sin 2νt
2
+O(ν3/4), |ξ−1(t)|2 = 1∓ sin 2νt
2
+O(ν3/4).
On parle alors de battement de pe´riode t ∼ ν−1.
3.2 Pre´sentation de nos re´sultats
Le phe´nome`ne pre´ce´dent est duˆ a` la pre´sence du cos(2x) devant la non-line´arite´. Nous
allons maintenant montrer que cet effet existe dans des e´quations autonomes. Comme on l’a
vu avant, la comple`te inte´grabilite´ de l’e´quation cubique interdit ce phe´nome`ne. Le premier
exemple naturel a` conside´rer est donc l’e´quation quintique.
3.2.1 Re´sultats pour l’e´quation quintique
Soit l’e´quation {
i∂tu+ ∂
2
xu = ±ν|u|4u, (t, x) ∈ R× S1,
u(0, x) = u0(x).
(3.2)
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Liang et You [71] ont montre´ l’existence de beaucoup de solutions quasi-pe´riodiques pour
l’e´quation (3.2). Leur preuve suit la strate´gie de Kuksin-Po¨schel [66] : une premie`re forme
normale permet d’utiliser les amplitudes de la condition initiale comme parame`tres et permet
ainsi d’e´viter les re´sonances pour appliquer une me´thode KAM (voir aussi [87]). Ici, au contraire,
nous allons essayer de tirer profit de ces re´sonances et de montrer que diffe´rents modes de Fourier
peuvent e´changer entrer eux.
Nous allons voir que nous pourrons faire e´changer certains modes particuliers, dont nous
donnons la de´finition
De´finition 3.2.1. On appellera ensemble re´sonant, un ensemble A de la forme
A = {n, n+ 3k, n+ 4k, n+ k}, k ∈ Z\{0} et n ∈ Z,
Dans la suite on notera a2 = n, a1 = n+ 3k, b2 = n+ 4k, b1 = n+ k.
Les ensembles re´sonants correspondent aux indices des termes re´sonants ξ2a1ξa2 ξ¯
2
b1 ξ¯b2 de
degre´ 6 dans la forme normale de l’hamiltonien de (3.2). Par exemple pour (n, k) = (−2, 1) on
obtient (a2, a1, b2, b1) = (−2, 1, 2,−1).
Notre re´sultat s’e´nonce alors
The´ore`me 3.2.2 ([A8]). Il existe T > 0, ν0 > 0, α ∈ (0, 1/2) et une fonction 2T−pe´riodique
K⋆ : R 7−→ (0, 1) qui ve´rifie K⋆(0) ≤ α et K⋆(T ) ≥ 1− α tels que si 0 < ν < ν0, alors il existe
une solution u a` (3.2) ve´rifiant pour tout |t| ≤ ν−9/8
u(t, x) = v(t, x) + ν1/4q(t, x),
avec
v(t, x) =
∑
j∈A
wj(t)e
ijx,
et |wa1(t)|2 = 2|wa2(t)|2 = K⋆(νt)
|wb1(t)|2 = 2|wb2(t)|2 = 1−K⋆(νt).
Le terme d’erreur q est re´gulier en temps et analytique en espace sur [−ν−9/8, ν−9/8]× S1. De
plus, ses coefficients de Fourier q̂j(t) satisfont
sup
|t|≤ν−9/8
|q̂j(t)| ≤ Ce−|j|,
avec C inde´pendant de A et ν > 0.
Ce re´sultat montre qu’il y a un e´change entre les modes a1 et a2 ainsi qu’entre les modes
b1 et b2. Notons que cet effet non-line´aire est universel au sens ou` la dynamique de la solution
exhibe´e ne de´pend pas du choix de l’ensemble re´sonant A.
Le re´sultat du The´ore`me 3.2.2 a e´te´ ve´rifie´ nume´riquement par F. Castella, P. Chartier,
F. Me´hats et A. Murua [32] a` l’aide d’une me´thode appele´e moyennisation stroboscopique
(stroboscopic averaging) qui permet de simuler des proble`mes sur des temps longs. Ainsi sur la
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Figure 3.1 – Battement entre les modes -1, 5, 7 et 1. Ces simulations proviennent de [32].
Figure 3.1 on observe le phe´nome`ne de battement entre les modes (a2, a1, b2, b1) = (−1, 5, 7, 1).
Dans le re´sultat du The´ore`me 3.2.2, l’effet non-line´aire apparaˆıt pour des temps t ∼ ν−1.
En fait, c’est le temps minimal pour qu’un tel effet se produise, puisque la formule de Duhamel
u(t) = eit∂
2
xu0 − iν
∫ t
0
ei(t−s)∂
2
x
(|u|4u)(s)ds,
permet de de´duire que |ξj |2 reste essentiellement constant pour des temps t≪ ν−1.
Les solutions construites sont telles que, pour 0 ≤ t ≤ ν−9/8 et s ≥ 0
‖u(t, ·)‖2
H˙s
=
K⋆(νt)
2
(
2|a1|2s + |a2|2s − 2|b1|2s − |b2|2s
)
+ |b1|2s + 1
2
|b2|2s +O(ν1/4).
En particulier, ce re´sultat est compatible avec la conservation de la masse (s = 0) et de l’e´nergie
(s = 1), car compte tenu du choix (a1, a2, b1, b2) ∈ A, le facteur
(
2|a1|2s + |a2|2s − 2|b1|2s −
|b2|2s
)
s’annule pour ces valeurs de s. On peut e´galement ve´rifier que ces solutions sont de
moment constant. Si s ≥ 2, ‖u(t, ·)‖H˙s n’est plus constant en ge´ne´ral (sauf pour certains choix
particuliers de A).
Si s ≥ 4 et n = −k dans la de´finition de A, on peut trouver un T > 0 tel que
‖u(T, ·)‖2Hs ≥ 2‖u(0, ·)‖2Hs .
Ceci est a` comparer avec le re´sultat de Colliander, Keel, Staffilani, Takaoka et Tao [37] qui ont
montre´ un transfert des basses vers les hautes fre´quences pour NLS cubique 2D. Leur re´sultat
est plus fort, puisque dans notre situation, nous avons un e´change entre les modes {n, n+ 3k}
et les modes {n+ 4k, n+ k} dont l’e´nergie est du meˆme ordre de grandeur.
Notons pour conclure que les simulations de [32] sugge`rent l’existence d’une dynamique plus
riche pour des termes de taille infe´rieure : voir Figure 3.2.
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Figure 3.2 – Simulations de termes d’ordres supe´rieurs. Voir [32].
Par ailleurs, il serait inte´ressant de montrer qu’il existe effectivement des solutions pe´rio-
diques de (3.2) qui sont proches de celles que l’on a exhibe´es dans le The´ore`me 3.2.2. Pour
ce faire, on pourrait essayer d’utiliser un the´ore`me de type Birkhoff-Lewis pour des syste`mes
hamiltoniens de dimension infinie, dans l’esprit des travaux de D. Bambusi et M. Berti [4] et
de L. Biasco et L. Di Gregorio [12].
Une ge´ne´ralisation du re´sultat
Dans la suite on va conside´rer les ensembles re´sonants
Ak =
{
nk − 2, nk − 1, nk + 1, nk + 2
}
,
ou` (nk)k≥1 est une suite d’entiers qui sera pre´cise´e apre`s, et pour K ≥ 1, on e´crit A =
K⋃
k=1
Ak.
Avec E. Haus [A10], nous avons construit des solutions avec un nombre arbitraire de modes
supporte´s dans A.
The´ore`me 3.2.3 ([A10]). Il existe ν0 > 0 et une suite strictement croissante d’entiers (nk)k≥1
tels que si 0 < ν < ν0, pour tout K ≥ 1 avec nK ≤ −c ln ν il existe une solution a` (3.2) qui
s’e´crit |t| ≤ ν−9/8
u(t, x) =
K∑
k=1
e−nkvk(t, x) + ν
1/4q(t, x), (3.3)
avec
i) Pour tout 1 ≤ k ≤ K, vk est comme dans le The´ore`me 3.2.2.
ii) Le terme d’erreur q est re´gulier en temps et analytique en espace sur [−ν−9/8, ν−9/8]× S1.
De plus, ses coefficients de Fourier q̂j(t) ve´rifient
sup
|t|≤ν−9/8
|q̂j(t)| ≤ Ce−|j|,
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ou` C est une constante inde´pendante de K ≥ 1 et ν > 0.
Ce re´sultat montre un e´change entre les modes a` l’inte´rieur de chacun des ensembles Ak.
Pour tout j ∈ Z, le coefficient de Fourier ûj de u dans (3.3) ve´rifie
sup
|t|≤ν−9/8
|ûj(t)| ≤ Ce−|j|,
et donc u reste uniforme´ment borne´e par rapport a` K ≥ 1 en norme analytique. Il est donc
naturel de se demander si l’on peut choisir K = +∞ dans le The´ore`me 3.2.3. En fait, il n’en
est rien car la pe´riode de vk croˆıt vers l’infini avec k. De plus, l’asymptotique (3.3) a un sens
tant que e−nkvk est plus grand que le terme d’erreur, ce qui donne la restriction nK ≤ −c ln ν.
Ce re´sultat n’est pas une conse´quence directe du The´ore`me 3.2.2. En effet, si on excite
plusieurs ensembles re´sonants, des interactions entre ceux-ci peuvent apparaˆıtre. Pour pouvoir
controˆler ces diffe´rents modes de Fourier et limiter les interactions on a besoin d’une hypo-
the`se arithme´tique sur la suite (nk), qui est ve´rifie´e pour presque toutes les suites telles que
nk+1 ≥ 12n2k (voir [A10]).
3.2.2 Re´sultats pour le syste`me cubique
Notre approche permet e´galement d’obtenir un re´sultat de battement pour le syste`me cu-
bique de Schro¨dinger suivant
i∂tu+ ∂
2
xu = ε
2|v|2u, (t, x) ∈ R× S1,
i∂tv + ∂
2
xv = ε
2|u|2v,
u(0, x) = u0(x), v(0, x) = v0(x) .
(3.4)
Avec B. Gre´bert et E´. Paturel [A9] nous avons e´tabli que
The´ore`me 3.2.4 ([A9]). Pour tout 0 < γ < 1/2, il existe 0 < Tγ < C| ln γ|, une fonction
Kγ : R 7−→]0, 1[, 2Tγ−pe´riodique telle que Kγ(0) = γ et Kγ(Tγ) = 1−γ, et il existe 0 < ε0 < γ2
tel que si p, q ∈ Z et si 0 < ε < ε0, il existe une solution a` (3.4) ve´rifiant pour tout |t| ≤ ε−5/2
u(t, x) = up(t)e
ipx + uq(t)e
iqx + ε1/2ru(t, x) ,
v(t, x) = vp(t)e
ipx + vq(t)e
iqx + ε1/2rv(t, x) ,
avec |uq(t)|2 = |vp(t)|2 = Kγ(ε2t),
|up(t)|2 = |vq(t)|2 = 1−Kγ(ε2t),
et ou` ru et rv sont re´guliers en temps et analytiques en espace sur [−ε−5/2, ε−5/2]× S1.
Ici on a montre´ un e´change d’e´nergie entre les modes p et q : les modes uq et vp croissent
de γ a` 1− γ en temps t = ε−2Tγ .
Les solutions que nous avons construites sont telles que
‖u(t, ·)‖2Hs = (q2s − p2s)Kγ(ε2t) + p2s +O(ε),
alors que ‖u(t, ·)‖2Hs + ‖v(t, ·)‖2Hs reste constant pour 0 ≤ t ≤ ε−5/2 et s ≥ 0. Ainsi, si |p| 6= |q|,
on a un transfert d’e´nergie entre u et v sans pour autant avoir une croissance de norme.
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3.2.3 Croissance de norme pour l’e´quation line´aire
Conside´rons maintenant l’e´quation line´aire
i∂tu+ ∂
2
xu+ V (t, x)u = 0, (t, x) ∈ R× S1, (3.5)
avec V (t, x) un potentiel analytique re´el en espace et re´gulier en temps. Une question inte´res-
sante est de savoir si les solutions u de (3.5) sont borne´es en norme Sobolev. Bourgain [18]
a obtenu des bornes polynomiales, puis dans [19] en supposant de plus que V e´tait quasi-
pe´riodique en temps il a obtenu des bornes logarithmiques. Ce dernier re´sultat a e´te´ e´tendu
par Wang [96] qui a montre´ qu’il existe Cs > 0 et κ > 0 tels que
‖u(t)‖Hs ≤ Cs
(
log(|t|+ 2))κs‖u0‖Hs , (3.6)
si V est re´el analytique en (t, x).
Graˆce au The´ore`me 3.2.4, on peut montrer l’optimalite´ de (3.6) et ainsi retrouver un re´sultat
de [19]. En effet, dans (3.2) on peut e´crire V (t, x) = −ε2|v(t, x)|2 et interpre´ter la premie`re
e´quation comme une e´quation line´aire avec potentiel V .
Rappelons que si une fonction pe´riodique f ∈ C∞(T) ve´rifie : il existe K > 0 et B > 0 tels
que pour tout j ∈ Z, |f̂j | ≤ Ke−B|j|, alors f est analytique, et on note f ∈ G(T). Dans ce cas,
on de´finit la semi-norme ‖f‖G par la meilleure constante K dans l’ine´galite´ pre´ce´dente.
Nous pouvons alors e´noncer
The´ore`me 3.2.5 ([A9]). Soit s > 0. Il existe une suite de potentiels re´els Vq(t, x), une suite
de conditions initiales (uq0) et une suite de temps Tq −→ +∞ lorsque q −→ +∞ tels que
i) Les potentiels sont re´guliers en temps, re´els analytiques en espace et uniforme´ment borne´s :
∀ q ∈ Z, ∀ t ∈ [0, Tq], ‖Vq(t, .)‖G ≤ C,
ii) ‖uq0‖Hs = 1,
iii) La solution uq(t) de (3.5) issue de uq0 est re´elle analytique en espace pour t ∈ [0, Tq],
iv) Il existe une constante Cs > 0 ne de´pendant seulement de s telle que
‖uq(Tq)‖Hs ≥ Cs(lnTq)s .
Comme nous l’avons dit, le re´sultat du The´ore`me 3.2.5 a e´te´ obtenu en premier par J. Bour-
gain [19].
Mentionnons enfin qu’en suivant l’approche de Delort [42], Fang-Zhang [50] ont obtenu des
bornes logarithmiques dans le cas d’un potentiel Gevrey. Notre approche permet e´galement de
montrer que celles-ci sont optimales (voir [A9] pour plus de de´tails).
3.3 Ide´es de preuve
Nous allons donner un sche´ma de preuve pour le syste`me (3.4), l’e´tude de l’e´quation quin-
tique pre´sentant des aspects plus techniques.
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E´tape 1 : formulation hamiltonienne. Avec un changement d’inconnue, on commence
par se ramener a` un proble`me a` donne´es petites. On e´tudie donc
i∂tu+ ∂
2
xu = |v|2u, (t, x) ∈ R× S1,
i∂tv + ∂
2
xv = |u|2v,
u(0, x) = εu0(x), v(0, x) = εv0(x) .
(3.7)
La fonctionnelle
H =
∫
|∂xu|2 + |∂xv|2 +
∫
|u|2|v|2,
est l’hamiltonien de (3.7) pour la structure symplectique du ∧ du+ dv ∧ dv. Autrement dit, le
syste`me (3.7) est e´quivalent a` 
u˙ = −iδH
δu
, u˙ = i
δH
δu
,
v˙ = −iδH
δv
, v˙ = i
δH
δv
.
(3.8)
On e´crit les de´compositions en se´rie de Fourier de u, u¯, v et v¯
u(x) =
∑
j∈Z
αje
ijx, u¯(x) =
∑
j∈Z
αje
−ijx,
v(x) =
∑
j∈Z
βje
ijx, v¯(x) =
∑
j∈Z
βje
−ijx,
et on de´finit
P (α, β) =
∫
T
|u(x)|2|v(x)|2dx =
∑
j,ℓ∈Z2
M(j,ℓ)=0
αj1αj2βℓ1βℓ2 ,
ou` M(j, ℓ) = j1 − j2 + ℓ1 − ℓ2 est le moment de (α, β) ∈ Z4.
Dans la suite on travaillera dans l’espace des phases
Fρ =
{
(α, β) ∈ (ℓ1(Z))4, s.t. ‖(α, β)‖ρ :=∑
j∈Z
e|j|(|αj |+ |βj |) <∞
}
,
que l’on munit de la structure symplectique canonique −i
∑
j
(dαj ∧ dαj +dβj ∧ dβj). Alors, le
crochet de Poisson de deux fonctions f et g de (α, α¯, β, β¯) s’e´crit{
f, g
}
= −i
∑
j∈Z
[ ∂f
∂αj
∂g
∂αj
− ∂f
∂αj
∂g
∂αj
+
( ∂f
∂βj
∂g
∂βj
− ∂f
∂βj
∂g
∂βj
)]
.
Enfin, on introduit les coordonne´es polaires symplectiques
(
αj =
√
Ije
iθj , αj =
√
Ije
−iθj , βj =√
Jje
iϕj , βj =
√
Jje
−iϕj
)
j∈Z
, et dans celles-ci le syste`me (3.8) est e´quivalent a`
θ˙j =− ∂H
∂Ij
, I˙j =
∂H
∂θj
, j ∈ Z,
ϕ˙j =− ∂H
∂Jj
, J˙j =
∂H
∂ϕj
, j ∈ Z .
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E´tape 2 : mise sous forme normale. On de´finit l’ensemble re´sonant
R = { (j1, j2, ℓ1, ℓ2) ∈ Z4 s.t. | j1 − j2 + ℓ1 − ℓ2 = 0 et j21 − j22 + ℓ21 − ℓ22 = 0} .
Graˆce a` une forme normale de Birkhoff, on simplifie l’e´criture de l’hamiltonien. Ceci permet
de de´tecter les termes qui contribuent a` la dynamique du syste`me. En ge´ne´ral, des conditions
de non-re´sonance permettent d’e´liminer tous les termes qui ne de´pendant pas seulement des
actions : dans ce cas, la dynamique est alors proche d’une dynamique non-line´aire. Ici au
contraire, Z4 contient des termes non triviaux dont on espe`re qu’ils auront une influence sur la
dynamique de H (et donc sur H).
Proposition 3.3.1. Si ε > 0 est assez petit, il existe un changement de variables canonique τ
proche de l’identite´ tel que
H := H ◦ τ = N + Z4 +R6,
ou`
i) N = N(I) =
∑
j∈Z j
2(Ij + Jj).
ii) Z4 est le polynoˆme homoge`ne de degre´ 4 qui est donne´ par
Z4 =
∑
R
αj1αj2βℓ1βℓ2 .
iii) R6 est un reste d’ordre 6.
Par abus de notation, on continue a` noter (α, β) les nouvelles variables (α′, β′) = τ−1(α, β).
Le terme Z4 contient les monoˆmes re´sonants :
{
Z4, N
}
= 0, et on peut le de´crire explici-
tement. Notons
I =
∑
n∈Z
|αn|2, J =
∑
n∈Z
|βn|2, S =
∑
n∈Z
αnβn.
Alors
Z4 = IJ + |S|2 −
∑
n∈Z
|αn|2|βn|2.
E´tape 3 : e´tude d’un sous-syste`me de dimension finie. On cherche maintenant une
dynamique de dimension finie issue de H, qui ne soit pas line´aire et ayant le moins de degre´s
de liberte´ possible. On fixe p, q ∈ Z et on de´finit la restriction
Ĥ := H
∣∣
J (p,q)
,
ou`
J (p, q) := { (α, β) ∈ Fρ | αj = αj = βj = βj = 0 lorsque j 6= p, q }.
Un calcul direct donne
Ĥ = p2(Ip + Jp) + q
2(Iq + Jq) + (Ip + Iq)(Jp + Jq) + (αpαqβpβq + αpαqβpβq)
= p2(Ip + Jp) + q
2(Iq + Jq) + (Ip + Iq)(Jp + Jq) + 2
(
IpIqJpJq
)1/2
cos(ψ0),
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avec ψ0 = θq − θp + ϕp − ϕq.
Le syste`me hamiltonien qui est associe´ a` Ĥ est de´fini sur l’espace des phases T4 × R4 ∋
(θp, θq, ϕp, ϕq; Ip, Iq, Jp, Jq) et s’e´crit
θ˙j =− ∂Ĥ
∂Ij
, I˙j =
∂Ĥ
∂θj
, j = p, q,
ϕ˙j =− ∂Ĥ
∂Jj
, J˙j =
∂Ĥ
∂ϕj
, j = p, q.
(3.9)
L’expression de Ĥ ne de´pend seulement d’un angle (ψ0) : il en re´sulte que le syste`me (3.9)
est comple`tement inte´grable. On ve´rifie que le changement de variables{
K1 = Iq + Ip, K2 = Jq + Jp, K3 = Iq + Jq, K0 = Iq
ψ1 = θp, ψ2 = ϕp, ψ3 = ϕq − ϕp, ψ0 = θq − θp + ϕp − ϕq
est symplectique : dI ∧ dθ+dJ ∧ dϕ = dK ∧ dψ. De plus, les quantite´s K1, K2 et K3 sont des
constantes du mouvement.
On e´tudie maintenant Ĥ dans les nouvelles coordonne´es. On fixe K1 = K2 = K3 = ε
2 et
on de´finit
Ĥ0(ψ0,K0) := Ĥ(ϕ0,K0, ε
2, ε2, ε2) = ε2(p2 + q2) + ε4 + 2K0(ε
2 −K0) cosψ0.
Alors (ψ0,K0) satisfont au syste`me
ψ˙0 = −∂Ĥ0
∂K0
, K˙0 =
∂Ĥ0
∂ψ0
.
Enfin on fait le changement d’inconnues
ψ0(t) = ψ(ε
2t) and K0(t) = ε
2K(ε2t),
et on ve´rifie que (ψ,K) satisfont
ψ˙ =− 2(1− 2K) cosψ = −∂H⋆
∂K
K˙ =− 2K(1−K) sinψ = ∂H⋆
∂ψ
,
ou`
H⋆ = H⋆(ψ,K) = 2K(1−K) cosψ.
La dynamique de H⋆ est celle d’un pendule (voir Figure 3.1.)
E´tape 4 : analyse perturbative en temps longs. Il s’agit maintenant de montrer que les
trajectoires exhibe´es dans la partie pre´ce´dente sont proches de ve´ritables trajectoires de (3.7),
et ceci sur des temps supe´rieurs a` une pe´riode de (ϕ,K), i.e. t ≥ Tε−2. Ce genre de question est
difficile en ge´ne´ral. Ici on peut y re´pondre car on a une perturbation d’un syste`me inte´grable
et on peut faire l’analyse perturbative dans des coordonne´es actions-angles.
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Figure 3.3 – Lignes de niveau de l’hamiltonien H⋆.
On conside`re le syste`me donne´ par H avec des conditions initiales dans J (p, q). On peut
montrer que les quantite´s K1, K2 et K3 sont presque pre´serve´es par le flot. Cette proprie´te´
repose sur certaines syme´tries du syste`me.
Soit (ϕ,K) une solution du syste`me de dimension finie. On de´finit la variable τ = ε2t. Alors
ϕ˙(τ) = −∂H⋆
∂K
+O(ε2)
K˙(τ) =
∂H⋆
∂ϕ
+O(ε2)
pour 0 < τ < ε−2.
D’apre`s le the´ore`me d’Arnold-Liouville, il existe des coordonne´es actions-angles
(L⋆, α⋆) = Φ(ϕ⋆,K⋆),
telles que {
L˙⋆(τ) = 0
α˙⋆(τ) = ω⋆.
On de´finit alors
(L, α) = Φ(ϕ,K),
qui ve´rifient le syste`me  L˙(τ) = 0 +O(ε
2)
α˙(τ) = ω⋆ +O(ε2)
pour 0 < τ < ε−2.
Finalement
(ϕ,K)(τ) = (ϕ⋆,K⋆)(τ) +O(ε2τ) +O(ε2τ2),
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ce qui donne la description de la trajectoire.
Pour conclure, remarquons que la strate´gie pre´ce´dente est robuste. En fait, dans [A9] nous
avons de´gage´ un principe ge´ne´ral pour exhiber un phe´nome`ne de battement pour des modes
supporte´s dans un ensemble A. Il suffit de ve´rifier les points suivants :
• L’hamiltonien re´duit Ĥ doit eˆtre comple`tement inte´grable.
• L’hamiltonien H doit eˆtre une perturbation d’ordre au moins 2 de Ĥ : H− Ĥ = O(α, β)2
pour (α, β) /∈ A.
• L’hamiltonienH doit satisfaire une hypothe`se de syme´trie (voir [A9] pour plus de de´tails).
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Conclusion et perspectives
Dans nos travaux nous avons utilise´ diffe´rents outils provenant de la the´orie des probabilite´s
et des syste`mes dynamiques en dimension finie. Nous souhaitons poursuivre dans cette voie pour
obtenir des re´sultats fins sur les dynamiques des EDP dispersives non-line´aires, notamment en
grand temps.
D’emble´e, nous pouvons donner trois directions naturelles concernant les re´sultats typiques
d’existence de solutions :
• De´crire plus pre´cise´ment les solutions probabilistes que nous avons construites : voir
comment se comportent les modes de Fourier (interactions), ou e´tudier le comportement
en temps infini.
• Construire des solutions globales, mais en de´veloppant des outils alternatifs a` des mesures
de Gibbs car celles-ci donnent beaucoup de rigidite´ et dans de nombreux proble`mes elles
sont supporte´es dans des espaces trop irre´guliers pour eˆtres utiles.
• De´velopper d’autres me´thodes de randomisation des conditions initiales, qui donneraient
plus de souplesse dans leur utilisation, par exemple dans l’esprit de celle de´veloppe´e par
Burq-Lebeau [24]. Notons e´galement que ces me´thodes de randomisation s’appliquent a`
des e´quations a` spectre discret et qu’en ge´ne´ral on n’a pas de notion analogue pour des
e´quations pose´es sur Rd.
Il serait aussi inte´ressant d’utiliser l’ale´a pour construire des solutions remarquables ou
obtenir d’autres re´sultats qualitatifs d’un flot. Par exemple on pourrait se servir de l’ale´a pour
exhiber des croissances de normes Sobolev dans des e´quations de type Schro¨dinger (voir par
exemple J. Bourgain [18] pour l’utilisation d’un potentiel ale´atoire pour une croissance de norme
dans une e´quation line´aire).
Dans le contexte de dynamiques re´sonantes, nous aimerions exhiber d’autres dynamiques,
a` plusieurs degre´s de liberte´, notamment des solutions quasi-pe´riodiques en temps. Dans ce
cas il faudra comprendre comment faire l’analyse perturbative dans des cas ou` le sous-syste`me
effectif n’est pas comple`tement inte´grable.
Plus ge´ne´ralement, nous voulons mieux comprendre des notions classiques en syste`mes dy-
namiques, comme celle de varie´te´ centrale, varie´te´ stable/instable ou la notions d’orbites homo-
clines ou he´te´roclines, qui pourront eˆtre utiles dans l’e´tudes d’EDP. Ces outils pourront servir a`
montrer des phe´nome`nes de transfert d’e´nergie qui induisent des croissances de normes sur des
EDP hamiltoniennes : c’est en substance le re´sultat de [37] (voir aussi Guardia-Kaloshin [58]).
Avec B. Gre´bert et T. Je´ze´quel [A17], nous avons e´tudie´ une e´quation d’ondes non-line´aire sur
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une varie´te´ compacte au voisinage d’une trajectoire homocline, ce qui est une premie`re e´tape
dans cette direction.
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