a. H 0 , the null hypothesis, i.e., the hypothesis that is being tested, always includes a statement of equality. H 0 specifies a numerical "null value" of the parameter of interest, which will be presumed correct for the purpose of the test. b. H 1 (sometimes denoted by H A ), the alternative, always includes a statement of strict inequality, and always contradicts H 0 . H 1 determines whether the test is 2-sided or 1-sided. If possible, H 1 is a statement of the research hypothesis (Daniel 1987 p. 161, Daniel 1991 e. Decide whether or not reject the null hypothesis in favor of the alternative. If P < α, reject H 0 . If P > α, do not reject. f. Characterize the result verbally. If P < α, "the results are significant." If P > α, "not significant." If P is an order of magnitude less than α, the results are characterized as "highly significant". 6. State the conclusion verbally, succinctly, informatively:
"There _____ significant statistical evidence that ________ (___< P <___)."
"There [is / is not] significant statistical evidence that [the alternative hypothesis, verbally] (___< P <___)." 2BEstimation versus Testing
There are two kinds of statistical inference: estimation and testing. You are already familiar with estimation. You understand that the term "estimation" always means estimation of unknown parameters.
Testing, the second kind of inference, is also used to make inferences about the unknown value of a parameter. Scientists use testing rather than estimation when they are concerned about whether or not the unknown parameter has a specific value or a specific range of values.
To summarize and reiterate:
 In both kinds of inference, estimation and testing, there is an unknown parameter of interest, i.e., a parameter whose value is unknown.  In testing, a specific value or range of values is of particular interest. That is, the scientist may have a theory that implies that the unknown parameter is o equal to some specific value, o not equal to some specific value, o less than some specific value, or o greater than some specific value.
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The point is that the scientist uses testing when he or she has some testable, preconceived idea, i.e., hypothesis, about the unknown parameter of interest, and that hypothesis focuses interest on some specific value.
 When a scientist uses estimation he or she has no specific value in mind.
3BOverview of Tests of Significance
Significance testing, as described here, was introduced in the year 1900 by an English biomathematician named Karl Pearson. R. A. Fisher, another Englishman, championed and popularized this form of inference during the first quarter of this century.
8BPurpose of Significance Testing R.A. Fisher (1956) put it this way: "As early as Darwin's experiments on growth rate the need was felt for some sort of a test whether an apparent effect might reasonably be due to chance." 9BThe
Logic of Significance Testing
Significance Testing is a form of statistical inference. A hypothesis, called the null hypothesis, is presumed to be true rather than some contradictory hypothesis, called the alternative hypothesis. Then relevant data are collected, and a test statistic is evaluated. The observed value of the test statistic is compared with what would be expected if the null hypothesis were true. If the observed value of the test statistic is "far" from what would be expected if the null hypothesis were true, then the data contradict the null hypothesis and support the alternative hypothesis and the result is called (statistically) significant. If, on the other hand, the observed value of the test statistic is not "far" from what would be expected if the null hypothesis were true, then the data do not contradict the null hypothesis, do not support the alternative hypothesis, and the result is called not (statistically) significant. If the data are "close" to (i.e., not "far" from) what would be expected under the null hypothesis, the results are considered inconclusive. That is, we cannot infer that the null hypothesis is true just because the data agree with the null hypothesis. The data might be explained just as well by some other hypothesis. On the other hand, if the data are "far" from agreeing with the null hypothesis, then we do infer that the null hypothesis is implausible, and that the alternative must therefore probably be true. This is a simple, but very important, matter of logic. Moreover, it is the reason that we call results that refute the null hypothesis statistically significant, and results that fail to refute the null hypothesis not statistically significant. In hypothesis testing, the underlying model (Step 1), the null and alternative hypotheses (
Step 2), and the test statistic (Step 3), are formulated exactly the same way as in significance testing.
The first difference arises in the design step (Step 4), when it becomes necessary to choose a significance level, α, which will be defined soon.
After choosing the level of significance, the investigator chooses the sample size. Then (Step 5) relevant data are collected, and, based on these data, a decision is made. It is decided either  to REJECT the null hypothesis in favor of the alternative, or  NOT to REJECT the null hypothesis in favor of the alternative.
The following two types of error can result:
Type 1 error: to REJECT the null hypothesis when the null hypothesis actually is true, or Type 2 error:
NOT to REJECT the null hypothesis when the null hypothesis actually is false. The first priority is to avoid a Type 1 error, and the null and alternative hypotheses are chosen with this in mind.
The significance level of the test is denoted by α, and is defined as the probability of committing a Type 1 error, i.e., the probability of rejecting the null hypothesis given that the null hypothesis is true. It is by setting the significance level, , at a small value like 0.001 or 0.01 or 0.05 or 0.10 that we control the chance of erroneously REJECTing a true null hypothesis (in favor of a false alternative). Thus the investigator controls the chance of committing a Type 1 error, which is the first priority.
Note. The result of a significance test is a P-value which is a statistic that quantifies the plausibility of the null hypothesis with respect to the alternative. The result of a hypothesis test is a decision, either to reject, or not to reject, the null hypothesis in favor of the alternative.
The two methods are easily reconciled by thinking of a hypothesis test as a significance test with a few augmentations. First, before gathering the data, the hypothesis tester chooses a significance level α which will be the largest P-value he or she will take as support of the alternative hypothesis. After gathering the data, the hypothesis tester computes the P-value, and compares the observed P-value with the predetermined α-level. If the observed P-value is smaller than the predetermined α-level, the hypothesis tester rejects the null hypothesis in favor of the alternative. If, on the other hand, the observed P-value is larger than the predetermined α-level, then the hypothesis tester does not rejects the null hypothesis in favor of the alternative. 
Jury-Trial/Hypothesis-Testing Analogy
The logic of hypothesis testing is analogous to the logic of our system of jurisprudence, where the defendant is presumed innocent until proven guilty beyond a shadow of a doubt.
10/4/2012 In a jury trial, the presumption of innocence is the "null hypothesis". The "alternative hypothesis" is that the accused is guilty. The "data" are the bits of evidence presented to the jury during the trial, and the decision made by the jury based on the evidence (data) is either  we find the defendant GUILTY (i.e., we REJECT the null hypothesis in favor of the alternative), or  we find the defendant NOT GUILTY (i.e., we do NOT REJECT the null hypothesis in favor of the alternative).
Truth
The jury can make the following two types of error:
Type 1 error: find the defendant guilty when he actually is innocent, or Type 2 error: find the defendant not guilty when he actually is guilty.
As you know, the first priority is to avoid a "Type 1 error," convicting an innocent man. In a jury trial this is controlled by choosing a very small "significance level"&em.a shadow of a doubt.
In a jury trial, if the jury becomes convinced that the defendant is innocent, then they find him NOT GUILTY, i.e., they do NOT REJECT the "null hypothesis" that he is innocent in favor of the "alternative" that he is guilty. But--and this is very important--it is not necessary for the jury to be convinced beyond a shadow of a doubt that the defendant is innocent in order to find that he is NOT GUILTY. As long as they fail to be convinced beyond a shadow of doubt that the defendant is guilty, they should find him NOT GUILTY. On the other hand, in order to find the defendant GUILTY, the jury must be convinced beyond a shadow of a doubt that he is guilty. Thus, a finding of NOT GUILTY does not imply that the jury is convinced that the defendant is innocent, it implies only that they failed to be convinced, beyond a shadow of a doubt, that he is guilty. On the other hand, a finding of GUILTY does imply that the jury is convinced beyond a shadow of a doubt that the defendant is GUILTY.
Analogously, in hypothesis testing, if the investigator decides NOT to REJECT the null hypothesis in favor of the alternative, that does not imply that he is convinced that the null hypothesis is true. It implies only that the researcher failed to be convinced that the null hypothesis is false and that he failed to be convinced that the alternative is true. On the other hand, if the researcher does decide to REJECT the null hypothesis in favor of the alternative, then it is implied that he is convinced that the null hypothesis is false and that the alternative is true.
4BExa mple A: Significance Test, using the 6-step method (6.2.1, p. 194 of Daniel 1987) Researchers are interested in whether the mean level of some enzyme is abnormal among adult white male alcoholics. The normal level is 25, with a population standard deviation of 6.71. Based on a sample of 10 adult male alcoholics with a mean enzyme level of 22, is there evidence that the mean enzyme level for adult male alcoholics is abnormal? Population standard deviation 45 6.71
2. Hypotheses H 0 : 25
where X denotes the sample mean, and where 0  denotes the hypothetical value of the population mean.
[We use formula (1) 
Alternatively, we can use a t-table by realizing that the bottom row of the t-table, corresponding to infinite degrees of freedom, is a row of standard normal critical values. We look for the critical values adjacent to |Z OBS | = 1.41 and find that 0.10 < P < 0.20. 
Conclusion
There is not statistically significant evidence that the mean enzyme level of adult male alcoholics is different from 25 (P > 0.10).
5BScien tific Method
The beauty of significance testing is the simplicity of its logic. The logic is not due to Karl Pearson; it is at least as old as the scientific method of Galileo (1564-1642).
(Newton was born the year Galileo died.) The steps of the scientific method are 1. Formulate a hypothesis. 2. Deduce some consequences of the theory that should be observable. 3. Test the hypothesis by performing an experiment or by otherwise making the observations. a. If the observed results are inconsistent with hypothesis, then the hypothesis has been refuted, and scientific progress has been made. Go back to step one and formulate a new hypothesis. b. If the results of the experiment are consistent with the hypothesis, then the hypothesis has not been refuted, it remains viable, but it hasn't been proven. The hypothesis can never be proven because  The consequence of the hypothesis that was tested might also be the consequence of some other hypothesis.  There might be some other consequence of the hypothesis that will not pass the test of observation.  Above all, the hypothesis can not be proven as a matter of logic.
The investigator has several choices now. 
1: The Model
The modeling step is the same as in confidence interval estimation.
13BStep
2: Specifying the Hypotheses
The statistical hypotheses are always statements about the value of the parameter of interest.
27BThe
Null Hypothesis
 H 0 , the null hypothesis, i.e., the hypothesis that is being tested, always includes a statement of equality.  H 0 specifies a numerical "(null value)" of the parameter of interest, which will be presumed correct for the purpose of the test. The key to proper specification is close adherence to these "rules", especially the rule that the conclusion is always a statement about the alternative, H 1 .
The conclusion always takes the form:
There [is / is not] statistically significant evidence that _____________ (? < P < ?).
The blank is always filled in by a verbal statement of the alternative hypothesis.
Note that the null and alternative hypotheses are a pair. If we denote the parameter of interest by  and the null value by  0 , then the three possible pairs are 
Conclusion (Step 6)
The alternative hypothesis partially determines the conclusion of Step 6.
"There [is/is not] significant statistical evidence that [H 1 ] (P = [ __ ])."
 The alternative does not determine whether there is or is not significant evidence. We need the data (step 5) to determine that.
 The alternative does not determine whether the P-value. We need the data (step 5) to determine that.
 The alternative does determine what the conclusion will address. The conclusion addresses whether or not there is significant statistical evidence in favor of the alternative. The conclusion is always about the alternative; never about the null. [
Step 1a] Verbally identify the random variable.
[
Step 1b] Verbally identify the parameter of interest (as in the modeling step).
Step 2] Formulate the null and alternative hypothesis symbolically.
Step 6b] Check your formulation by 
4: Design
Choose the significance level,  (alpha)
After the study is performed and the data are analyze, a statistic called the P-value will be calculated under the assumption that the null hypothesis is true. The P-value can be thought of as the probability of the sample given that the null hypothesis is true. The result of the significance/hypothesis test will be determined by the magnitude of the P-value. The significance level, , draws the line between a small Pvalue and a large P-value. The P-value is denoted by P. 
i.e., Power
The larger the sample size, the more information (data) we have about the underlying population or experimental phenomena. More information means a more sensitive test, i.e., more sensitive to small departures (of the true, actual value of the parameter of interest) from the null hypothetical value. A more sensitive test has a greater probability of rejecting the null hypothesis in favor of the alternative when the true value of the parameter of interest differs only slightly from the null hypothetical value. An insensitive test has a high probability of rejecting (the null in favor of the alternative) only when there is a large difference between the (null value) and the true value. For purposes of illustration, suppose that the parameter of interest is a population mean (a population proportion would do just as well), and that the null hypothesis is H 0 : (population mean) = (null value), and suppose that the test statistic is Z, and denote the observed value of Z by Z OBS .
 If the alternative hypothesis is H 1 : (population mean) < (null value), then the Pvalue is defined by P = P{Z < Z OBS }  If the alternative hypothesis is H 1 : (population mean) > (null value), then the Pvalue is defined by P = P{Z > Z OBS }.
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 If the alternative hypothesis is H 1 : (population mean) ≠ (null value), then the Pvalue is defined by
Note that all of these probabilities are computed under the presumption that the null hypothesis is true. Thus, the P-value is defined as the probability, presuming that the null hypothesis is true, of observing a value of the test statistic (Z, for example) as "extreme" or more extreme than its observed value (Z OBS , for example), in the direction specified by the alternative hypothesis. Since this is a lower-tailed test, P = P{Z < 1.7}. From the bottom line of the t-table for infinite degrees of freedom we find 1.96 < 1.7 < 1.645, therefore 0.025 < P < 0.05. First, this is a one-sided lower-tailed test, therefore P = P{Z < 1.7}. Second, because the observed value of 1.7 is less than the expected value of 0 (recall that the expected value of a Z statistic is 0), the observed value of the tests statistic is in the lower tail.
From JMP or Minitab:
From the bottom line of the t -table for Because this is an upper-tailed test,
Without looking in any table, we know that P{Z > 0} = 0.5, therefore P{Z > 1.7} > 0.5, and no one would consider the results significant. In a situation like this, it would suffice to report:
"The results were not significant (P > 0.10)."
Another way to see this is to realize that if Z OBS is negative, i.e., in the lower tail, then the estimator, the observed sample mean, was less than the null hypothetical value of 150. If the sample mean is less than 150, then we wouldn't make sense to conclude that the population mean is greater than 150. So we know the result cannot be statistically significant. See the "Interpretation of P-values" below. Chi-Squared P-values can also be computed within a JMP data table as PValues.JMP.
To calculate the P-value from a tabulation of Chi-Squared critical values, the following thought process is required.
We must first notice that the observed value of the test statistic, "The results were NOT significant (P = 0.08)"
And we conclude that "There is NOT significant statistical evidence that the population standard deviation is greater than 50 (P > 0.10).
or "There is NOT significant statistical evidence that the population standard deviation is greater than 50 (P = 0.08). 
The decision would be NOT to reject the null hypothesis, the results would be characterized as NOT significant, and the conclusion would be that there is NOT significant statistical evidence that the population standard deviation is less than 50.
for the two-sided alternative 
The P-value is 2 times the upper-tail probability in this case because the observed  had been less than the degrees of freedom of 15 and therefore in the lower tail, then the P-value would be 2 times the lower-tail probability.
See the "Interpretation of P-values" below.
19BExercise on Determination of P-Value
Instructions. You can use a JMP Probability function in the formula editor to calculate P exactly, and then report the answer in the form (P = a). Alternatively, you can use a statistical table to find a range for the P-value, and report it in the form (b < P < c). There are several mutually consistent ways to interpret a P-value:
 The smaller the P-value, the greater is the "strength of the evidence (the data, the sample)" against the null hypothesis and in favor of the alternative.
 The smaller the P-value, the greater is the "distance between the null hypothesis and the data." Fisher (1956, p. 39) put it this way: "The force with which such a conclusion [i.e., a conclusion, based on a small P-value, that 'the result is significant'] is supported is logically that of the simple disjunction: Either an exceptionally rare chance has occurred, or the theory [which implies the null hypothesis] is not true."
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Step 5e Decision, Verbal characterization of the Results, and
Step 6, Verbal Conclusion
There are three ways of characterizing the "statistical significance" of the results based on the P-value.
In significance testing, as devised by Karl Pearson in 1900, and as popularized by R.A.
Fisher with his 1925 test book, and before the introduction of the -level (significance level) by Neyman and Pearson (1933) the result was traditionally characterized verbally as follows.
P-value:
Verbal characterization of the observed P-value P < 0.001: The results are very highly significant (P < 0.001).
0.001 < P < 0.01: The results are highly significant (0.001 < P < 0.01).
0.01 < P < 0.05: The results are significant (0.01 < P < 0.05).
0.05 < P < 0.10: The results are slightly significant (0.05 < P < 0.10).
P > 0.10: The results are NOT significant (P > 0.10).
The verbal characterization of significance is subjective, but since the P-value is given, the reader is free to make his or her own subjective assessment.
In hypothesis testing, as devised by Jersey Neyman and Egon Pearson in 1928-33, a decision, whether or not to reject the null hypothesis in favor of the alternative, is made based on comparison of the P-value with significance level  that was specified in the design step prior to gathering the data. The mean DBH of 16 trees randomly selected from Region 2 was 18 cm with a standard deviation of 10 cm. Is there evidence that the mean DBH of trees in Region 2 is greater than 11 cm? Step 5, 0.005 < P < 0.01. Therefore, P < α, and  the decision is to reject the null hypothesis at level α = 0.05 (and conclude in favor of the alternative),
