ABSTRACT: Scale has a central role in the modelling of an urban heat island (UHI). In the present study, the effects of the spatial extent of explanatory variables and modelling approach were explored in Turku (179 000 inhabitants), SW Finland, based on the average temperatures recorded by 50 temperature loggers over a 2 yr period. First, the optimal monthly circle of influence around temperature measurement points was determined for 6 urban and 6 non-urban explanatory variables. Second, the independent effect of the intercorrelated urban variables was tested using hierarchical partitioning (HP), a method for tackling multicollinearity. Third, the relative importance of the strongest urban variable was explored with 6 non-urban variables utilizing HP and multiple linear regression (LR). The mode of the optimal monthly buffer size was 1000 m for the urban variables and 2000 m for the non-urban variables. The optimal buffer size of the urban variables was largest in spring and smallest in autumn and winter. A clear seasonal trend was not observed with the non-urban variables. Based on HP, the strongest urban variable had a more independent effect on temperatures than the non-urban variables. The importance of the 'best' urban variable was also revealed in LR. Of the non-urban variables, the importance of the Landsat ETM+ derived 'greenness' variable was highlighted in HP and 'water bodies' in LR. In conclusion, the circle of influence of the explanatory variables varied substantially. Scale should be considered before doing multivariate analyses in UHI studies. Methodologically, the HP technique complements traditional UHI studies in multivariate model settings.
INTRODUCTION
A typical feature of urban climate is the urban heat island (UHI), in which city areas are warmer than surrounding rural areas. There are several factors affecting the development of UHI, but the key determinants are differences in solar heat storage, anthropogenic heat release and evaporation between urban and rural areas (e.g. Landsberg 1981 , Oke 1987 , Cotton & Pielke 1995 . When assessing the thermal effect of environmental variables on temperatures, the influence of scale should be considered. In urban climatology, variables have often been calculated inside certain buffers around temperature measurement points (e.g. Wen et al. 2011 ). Oke (2006) concluded that the 'circle of influence', i.e. the effects of the surroundings on the weather measurement site, depends on instrument height, building density and boundary layer conditions, but it is typically around 500 m. At low instrument heights and among highrise buildings, the circle of influence is smaller than, for example, in measurements high above open fields (Stewart & Oke 2009 ). Giridharan et al. (2008) used a buffer size as small as 15 to 17 m when investigating the effects of vegetation on urban temperatures. In Kolokotroni & Giridharan (2008) , a 50 m radius buffer was used in a UHI study in London. Giridharan et al. (2007) differenti-ated on-site variables such as sky view factor from off-site variables such as proximity to the sea. Giridharan & Kolokotroni (2009) concluded that the buffer size of on-site variables in winter could be around 25 m. At that resolution, the effects of anthropogenic factors could be captured and the effects of local wind patterns could be negated. In summer, however, they concluded that the buffer size should be larger. In contrast, the scale of the off-site variables should be based on the sizes of natural elements like hills and water bodies. In less densely built environments, the maximum buffer size of the off-site variables may have a radius of 1 km, but in densely built areas it is around 300 m (Giridharan & Kolokotroni 2009) . Relatively large buffer size has been adopted by e.g. Wen et al. (2011) , who used a 1500 m radius buffer in a UHI study in Guangzhou, southern China. Houet & Pigeon (2011) tested how well the urban climate zones classification by Oke (2006) reflects climatically different areas on a city scale. They used circles with a radius of 100, 250 and 500 m in computing different environmental variables used in Oke's (2006) classification. Houet & Pigeon (2011) did not adopt a strong stance towards the optimal buffer size of the environmental variables, but they concluded that, when creating a map representing urban climate zones, the grid size should be much smaller than the 500 m circle of influence suggested by Oke (2006) .
The shape of the area that has been used in the calculations has sometimes deviated from a circle, or the observation point has not been in the centre of the circle. Wong et al. (2011) used 4 partially overlapping 50 m radius buffers for predicting outdoor air temperature for buildings in Singapore. As a result, a little less than 100 m around the buildings, on average, was taken into account in the calculations. Sakakibara & Matsui (2005) used 250 m grid cells in assessing the effects of urban canopy characteristics and city size indices on UHI intensity, while Costa et al. (2007) used a buffer with a 350 m radius to the predominant wind direction and 150 m radius to the downwind direction.
In modelling a UHI, a common methodological problem is the significant intercorrelation of explanatory variables in the analyses. Multicollinearity among the environmental variables might result in the exclusion of other causal variables from multivariate models. Hierarchical partitioning (HP) (Chevan & Sutherland 1991) is an efficient approach for tackling multicollinearity. HP is a quantitative statistical method that can provide novel insights into UHI studies by decomposing the variation in response variables into independent components (cf. MacNally 2000, Heikkinen et al. 2004) .
Considering the increasing interest in spatial analysis of UHI and the relatively large variation in employed buffer sizes, there are surprisingly few studies on scale effects and optimal buffer sizes in urban climatology. Moreover, we are not aware of any UHI studies using partitioning methods for tackling multicollinearity problems. In the present study, the optimal buffer size for 6 urban and 6 non-urban explanatory variables was assessed, and the variables with determined buffers were used in modelling the observed temperature differences in the coastal city of Turku, SW Finland, in 2006 Our aim was to explore: (1) the optimal buffer size for 12 explanatory variables for monthly mean temperatures, (2) how the optimal buffer size varies between seasons, (3) which of the 6 highly intercorrelated urban variables has the greatest independent effect on temperatures in HP and (4) the relative role and explanatory power of the 'best' urban variable and the 6 non-urban (i.e. land use and environmental) variables in 2 different modelling settings, HP and linear regression (LR).
STUDY AREA
The study area consisted of the mid-sized (179 000 inhabitants) coastal city Turku (city centre: 60°27' N, 22°16' E) and parts of its neighbouring municipalities. The area is located in SW Finland at the mouth of the River Aura. The Baltic Sea coastline in the region is very indented, exhibiting a large archipelago to the southwest of the city (Fig. 1a,b) . Due to the effects of nearby islands and the large archipelago, the climate of Turku is a mixture of coastal and inland types. Depending on the location and movements of large weather systems, either continental or marine characteristics can dominate (Alalammi 1987) . At Turku airport, 7 km north of the city centre, the annual average temperature for the period 1981 to 2010 was 5.5°C. February is typically the coldest month, while July is the warmest, with average temperatures of −5.2 and 17.5°C, respectively. The highest temperature in the period 1981 to 2010 was 32.1°C (2010) and the coldest was −34. 8°C (1987) . Mean annual precipitation is 723 mm, of which 30% falls as snow. The average duration of permanent snow cover is approximately 90 d starting from 24 December. The wettest month is typically August, while April is the driest, with monthly rainfalls of 80 and 32 mm, respectively. Winds are highly variable in speed (average 3.4 m s ) and direction (dominant SW with 17% proportion of all winds) due to cyclonic activity (FMI 2011 (FMI , 2012 . A strong seasonal factor in the climate of Turku is the spatiotemporal extent of sea ice cover, which typically lasts from 2 January to 1 April, but can have substantial year to year variation (Seinä & Peltola 1991 , Seinä et al. 2006 . Continuous sea ice eliminates heat and water vapour transfer from the sea and effectively makes the city more continental. In Köppen's climate classification (Peel et al. 2007) , Turku belongs to the hemiboreal and humid continental 'Dfb' class together with southern parts of the Scandinavian Peninsula, the Baltic countries and much of Eastern Europe. The same climate type also exists around the Great Lakes region in the USA and in the Russian Far East around the Amur River basin and northern parts of Sakhalin Island.
The grid plan area of the Turku city centre is approximately rectangular in form, with a spatial extent of 4 km (SW−NE) by 1.5 km (SE−NW). The streets in the grid plan area are covered with tarmac or cobble stones. The marketplace (Fig. 1c) is the core area of the city centre, located in the middle of the grid plan and surrounded by commercial buildings. Residential areas and parks are the most common land use forms elsewhere in the grid plan area. The majority of the buildings in the grid plan area are 6-to 8-storey stone houses with varying surface colours. River Aura flows across the city centre, where its width varies between 50 and 100 m (City of Turku 2001). The majority of the urban parks are on the southeastern side of the river. Industrial areas, consisting of a dockyard and various light industry, lie scattered to the west and north of the city centre. Elsewhere outside the grid plan area, the land cover is a mosaic of suburbs, forests and fields. The largest sparsely populated areas are found towards the north of the city centre (Fig. 1c) Topographically, the grid plan area consists of 30 to 50 m high bedrock outcrops with interleaving flat terrain 5 to 10 m above sea level. The area is old sea bottom, exposed due to post-glacial isostatic rebound during the last millennia. Therefore, flat areas consist of marine clay deposits whereas bedrock outcrops have been washed of fine sediments by wave action. Many of the hills are partially covered with buildings, while some of them host parks in their summit areas. Outside the grid plan area, hills alternate with flat areas and, in general, ground elevation rises gently towards the inland, reaching a maximum of 67 m above sea level in the northeast (Fig. 2) .
DATA AND METHODS
Temperature data consisted of observations from 50 Hobo H8 Pro temperature loggers during the 2 yr period 2006 to 2007 (Fig. 2, Table 1 ). The logging interval was 30 min. According to the manufacturer, the accuracy of this instrument is ± 0.2°C at 0 to 50°C, while the resolution is 0.02°C. Below 0°C, the accuracy is slightly worse, being about ± 0.38°C at −20°C. Loggers were placed inside radiation shields at 3 m elevation above the immediately surrounding ground. The observations were part of the Turku Urban Climate Research Project TURCLIM (initiated in 2001) of the Department of Geography and Geology at the University of Turku. Calculated monthly average temperatures were used as the response variables in the statistical analyses. A month was considered the proper time span, as it is short enough to reflect seasonal variation in independent effects and explanatory powers of the variables. On the other hand, a month is long enough to smooth the variation caused by short-term weather phenomena.
Altogether, 12 explanatory variables were included in the first step of the analysis in which optimal buffer sizes were determined (Tables 2 & 3 ). The land use and environmental variables included 6 urban and 6 non-urban variables. The division into urban and non-urban variables was made mainly based on thermal characteristics of the land use forms. The urban variables described densely built areas with a strong effect on UHI. One of the urban variables, namely the building floor area, was derived from the City of Turku (2010) One of these weighted sums, 'greenness', indicates the amount of green (i.e. photosynthetically active) vegetation, and it was selected as one variable instead of the more commonly used normalized difference vegetation index (NDVI). The selection was based on a preliminary analysis in which 'greenness' showed a higher correlation with the temperature variables (using Spear man's rank correlation r S and optimal buffer sizes, the mean r S of monthly temperatures with 'greenness' and 'NDVI' were −0.81 and −0.79, respectively). The spatial resolution of SLICES is 10 × 10 m, whereas the DEM and CORINE have a resolution of 25 × 25 m, and Landsat ETM+ imaging 30 × 30 m for bands used in the computations. The values of the explanatory variables were computed using ArcGIS 9.3 and MS Excel 2003 software.
The theoretical maximum buffer sizes were determined for each ex planatory variable based on the literature and estimated thermal effects of the variable. In the literature, the radius of the buffers used or recommended varied typically between 17 and 1500 m, whereas the UHI itself has been reported to extend up to 30 km in large towns (e.g. Hicks et al. 2010 ). Oke (1973) made comparisons between city size and maximum UHI intensity. As UHI intensity strengthens between 100 000 and 1 000 000 inhabitants, the circle of influence is supposed to be > 500 m, and in some cases even >1000 m. Stewart & Oke (2009) have also concluded that the circle of influence is larger in an open environment compared to that of built surroundings. Based on these facts, the theoretical maximum buffer size of most of the urban variables was set at 2 km, and for most of the non-urban variables at 5 km (Table 3 , Fig. 3 ). The theoretical maximum buffer size for 'floor area' was 300 m because the data were available only from Turku and Kaarina municipalities, and larger buffers crossed their borders. For 'water bodies', a relatively large Table 1 ) maximum buffer size is justifiable, as the sea stores heat in a thick layer and releases latent heat with evaporation (see Hjort et al. 2011 , Suomi & Käyhkö 2012 . Taking into account the characteristics of the study area and the extent of the observation network, the theoretical maximum buffer size for 'water bodies' was determined to be 20 km. A theoretical maximum buffer size for 'relative elevation' was set to 1 km due to the present topographic features whose horizontal extent is often <1 km (Table 3) . Spearman's rank order correlation coefficients were calculated between monthly average temperatures and explanatory variables to determine the optimal buffer sizes. The correlation coefficients were Fig. 2 for locations). Distance from city centre is measured from the centre point of the marketplace. Land cover includes the 2 most common land use forms inside a 100 m radius buffer based on the SLICES land use classification
Step Data Method 1. Buffer size optimization 12 variables, see Table 3 Spearman's rank correlation 2. Independent effects of urban variables 6 urban variables, see Table 3 Hierarchical partitioning 3a. (Table 3) . For most of the variables, selection of the optimal buffer size was based on the highest correlation coefficients. However, if a clear curve saturation or levelling off effect in the curve of the coefficients was detected, the point of levelling off rather than the highest value was considered the optimum buffer size. The correlations were calculated with SPSS 19 software. After determining the optimal buffer size for each ex planatory variable, the relative independent effect (hereinafter referred to as 'independent effect') of the variables was investigated in HP (Steps 2 and 3a in Table 2 ). The HP method is designed to overcome multicollinearity problems (i.e. intercorrelation among explanatory variables) by using a mathematical hierarchical theorem by which the explanatory capacities of a set of explanatory variables can be estimated (Chevan & Sutherland 1991 , MacNally 1996 . HP employs goodness-of-fit measures for each of 2 k possible models for k explanatory variables. In HP, the variances are partitioned so that the total independent contribution of a given explanatory variable can be estimated (Chevan & Sutherland 1991) . For example, the independent contribution of the 'floor area' variable is estimated by comparing goodness-of-fit measures for all models including the 'floor area' variable with their reduced version (i.e. the exact same model but without 'floor area') within each hierarchical level; e.g. with 3 explanatory variables (2 3 ), there are 8 possible models at 4 hierarchical levels (models with only intercept, 1, 2 and 3 variables). The average improvement in fit for each hierarchical level that includes 'floor area' is then averaged across all hierarchies, giving the independent contribution of the 'floor area' variable. Thus, HP allows one to differentiate between those explanatory variables whose independent, as distinct from partial, correlation with a response variable may be important, from variables that have little independent effect on the studied phenomena. In the present study, HP was conducted using the 'hier.part' package version 1.0-3 in statistical software R version 2.11.1 (http://r-project.org). The goodness-of-fit measure we used was root-mean-square prediction error (RMSPE) (e.g. MacNally 2000). For every response variable, several regression models were generated (64 in Step 2, and 1024 in Step 3a) to reveal the most meaningful explanatory variables in determining monthly average temperatures.
In order to find the urban variable with the strongest independent effect, the 6 intercorrelated ur ban variables were compared with each other in HP (Step 2 in Table 2 ). Next, the selected urban variable of each month was taken into the further analysis, where the urban variable was modelled with 9 other explanatory variables in HP (Step 3a in Table 2 ). In this step, spatial variables, namely eastern (X) and northern (Y) map coordinates (Finland Uniform Coordinate System) and 'distance from city centre', were included in the HP in addition to the 6 land use and environmental variables. The spatial variables were employed to cover the potential spatial structures (i.e. trend and spatial autocorrelation) in the responses not covered by any other explanatory variables in the analyses. Consequently, the main focus was on urban and non-urban variables, whereas the spatial variables served only as a control in this study.
As the second part of the final step, a multivariate LR (for LR, see Sokal & Rohlf 1995 ) was employed to model the observed temperature differences in the study area (Step 3b in Table 2 ). The calibration of the LR model was performed utilizing the standard lm function in R. The LR model optimization was based on a step-wise approach and Akaike's information criterion (AIC) (Akaike 1974 , Burnham & Anderson 1998 . The normality of the distribution of variables was tested before the HP and L R analyses. For cases whose frequency-size distribution was not normal, different transformations were tested. If the variable could not be transformed to meet the normality assumption, the original variable was used (Sokal & Rohlf 1995) . In general, LR has been used in several UHI studies (e.g. 
RESULTS

Optimal buffer sizes
For urban variables, the radius of the optimal buffer sizes varied be tween 300 and 1000 m, the larger one being the most common value (Table 4) . Among the other variables, the optimal buffer size varied between 100 and 20 000 m, the mode being 2000 m. The average optimum buffer size of urban variables was ca. 700 m, and for non-urban variables it was 2500 m. Of all the variables, 'water bodies' had the largest average buffer size, 6100 m, and 'relative elevation' the smallest one, 200 m.
On a monthly basis, the average buffer size of all the variables was largest in July and August (2700 m) and smallest in April and May (1200 m). For the urban variables, the average buffer size was largest (900 m) from March to May, and smallest (500 m) from September to February. For non-urban variables, the average buffer size was largest (4600 m) in July and August, and smallest (1400 m) in April and May (Table 4) . It should be noted that the average values of the optimal buffer sizes are used here only to illustrate the differences between variables and between variable groups, as well as seasonal differences of the variable groups.
Independent effects of urban variables in HP
Based on HP, the 'large and urban buildings' variable had the highest independent explanatory power of the 6 urban variables, the average proportion being 24.9% (Table 5 ). On average, the weakest urban variable, with an independent effect of 12.2%, was 'urban land use'. Seasonally, 'floor area' had the largest independent effect in spring and early summer (from March to June), whereas in all other months, 'large and urban buildings' was the Avg. all 1500 1500 1200 1200 1200 1200 2700 2700 1500 1500 1500 1500 1600 Table 5 . Average independent effects of urban variables based on hierarchical partitioning analysis. See Table 3 for abbreviations strongest variable (hereinafter the term 'best urban variable' is used for the strongest variable based on HP analysis). The highest and lowest single independent effects (32.1 and 9.5%, respectively) existed in November, the lowest being that of the 'urban land use' variable (Fig. 4) .
Independent effects of the best urban variable and non-urban variables in HP
The HP results indicated that the 'best urban variable' had on average the highest (21.2%) independent effect on temperatures. The effect of 'greenness' was almost as large (21.0%). The effect of 'relative elevation' was on average the weakest (1.1%, Table 6 ). On a monthly basis, the 'greenness' variable had the highest independent explanatory power in the 7 mo from August to February, whereas in other months, the 'best urban variable' was dominant. The highest single independent effect (30.7%) ex isted for 'floor area' in March and the lowest (0.3%) for 'relative elevation' in April (Fig. 5) .
Linear regression
The results of LR modelling are presented in Table 7 . According to the residual plots, the assumption of normal errors was appropriate. The adjusted R 2 values of the models varied between 0.71 and 0.91, being highest in March and lowest in September. The 'best urban variable' was the most important variable during 5 months, whereas the 'water bodies' variable dominated in 4 months. Seasonally, the urban variables dominated mostly in spring, and 'water bodies' in late autumn and early winter. 'Greenness' was the most important variable in July and August, and 'distance from city centre' in May. The impact of 'best urban' and 'water body' variables on temperature was constantly positive, whereas the 'greenness' and 'distance from city centre' variables had cooling effects. Table 6 . Average independent effects of the 'best urban variable' (Ur) and non-urban variables. Distance from city centre (Di) is measured from the centrepoint of the marketplace. X = eastern map coordinate, Y = northern map coordinate. See Table 3 for other abbreviations
DISCUSSION
The results of this study clearly indicate that when possible, it is important to explore the optimum buffer sizes of explanatory variables before further analyses of UHI. This is in contrast with the common practice in urban climate studies, where the employed buffer sizes have often been based on the literature or site-specific consideration. The results also demonstrate that the optimal buffer size of a certain variable can have large seasonal variation, which is important to take into account in UHI studies.
The determined optimal buffer sizes of urban variables were either 300 or 1000 m and thus settling under the theoretical maximum buffer size set before the analyses. The observed buffer sizes were consistent with Oke's (2006) estimation of 500 m for the circle of influence, the size that has been used by e.g. Eliasson & Svensson (2003) and Suomi & Käyhkö (2012) . The determined buffer sizes were, however, clearly larger than the 25 to 50 m estimated by Giridharan & Kolokotroni (2009) . The difference in optimum buffer sizes can, however, be partly due to different explanatory variables used in the studies. The mode and average size of the non-urban variables' optimal buffers were larger than those of urban variables. This observation is in line with Stewart & Oke's (2009) and Giridharan & Kolokotroni's (2009) conclusions that the circle of influence is larger in open and sparsely built areas than in a densely built environment.
The optimal buffer sizes of urban variables were, on average, largest in spring, and smallest in autumn and winter. This finding is analogous to that of Giridharan & Kolokotroni (2009) , who concluded that the optimal buffer size of on-site variables was smaller in winter than in summer. For non-urban variables, seasonal variation in optimal buffer sizes differed from the urban variables in that the maximum sizes occurred in July and August and the smallest in spring. This largely reflects the variation of the optimal buffer size of 'water bodies' between spring and summer, i.e. 500 m in spring to 20 000 m in July and August (cf. Table 4 ). In variable-specific com parisons, the optimal buffer size varied seasonally more uniformly among urban variables than among nonurban variables; the optimal buffer size of 'detached houses' was largest (5000 m) from March to September, whereas at the same time the optimal buffer size of 'greenness' and 'agricultural lands' was smallest Fig. 5 . Independent effects (% of total independently explained variance) of the 'best urban variable' ('large and urban buildings' or 'floor area') and 9 other explanatory variables in explaining temperature variability by month, as estimated from hierarchical partitioning. Numbered ranks indicate the relative importance of the variables in the final linear regression models (see Table 7 ). See Tables 3 and 6 for abbreviations (200 and 500 m, respectively). Such a contrasting pattern was not ob served among the urban variables. The more heterogeneous optimal buffer size variation among the non-urban variables is probably due to the more versatile spectrum of factors that they reflect. In addition, for the urban variables, the correlation between them and temperatures is in every case positive, whereas for the non-urban variables, the direction of the correlation varies both between and within variables. Based on HP results for the urban variables, 'large and urban buildings' and 'floor area' showed the highest independent effect on temperatures, ca. 20 to 30% depending on the month. 'Floor area' dominated in spring and early summer, whereas 'large and urban buildings' dominated in other seasons. As the latter variable is a combination of blocks of flats, administrative and business areas and industrial and warehouse areas, it mostly reflects the warming impact of buildings, similar to the 'floor area' variable. Logically, the variables consisting of buildings and the variable consisting mainly of asphalt surfaces, namely 'traffic areas', showed the greatest difference in winter and late autumn, when the solar heat storage of streets is minimal. Somewhat surprising, however, was the finding that 'traffic areas' contributed in UHI only a little also in summer. This can be partly due to the fact that 'traffic areas' included also relatively open suburban and rural areas, where released radiation was not trapped in nearby buildings, as was the case in the city centre. The larger impact of building-based variables compared to traffic areas was also detected by Hart & Sailor (2009) in daytime UHI modelling in June in Portland, Oregon. They found clear differences be tween weekdays and week ends, with the average heat island intensity near the main arterial roads being 1.9°C on weekdays and 0.6°C on weekends. This indicates a relatively large effect of traffic compared to solar heat storage in road areas. In Turku, the anthropogenic component of the warming effect of traffic areas is relatively low on smaller suburban and rural roads, which is one reason for the weak contribution of the 'traffic areas' variable on UHI. In addition, traffic has a relatively minor impact at night, and the heat flux from horizontal surfaces decreases towards the end of the night (see e.g. Kuttler et al. 1996) , which also diminishes the warming effect of traffic areas on average temperatures.
In a comparison between the 'best urban variable' and the non-urban variables, the urban variable had on average the highest independent impact based on HP. In LR, the 'best urban variable' was most often the strongest, (in 5 out of 12 months) and it was included in the model every month. Based on both methods, the dominance of the 'best urban variable' was most ob vious in spring and early summer. This may be due to relatively cold sea areas during spring, which highlights the heating effect of the urban variables. In Gothenburg, the variables reflecting urban effects were also strongest compared to other variables in spring nights (Eliasson & Svensson 2003) .
Among the non-urban variables, 'greenness' and 'water bodies' dominated, although with some differences, depending on the employed method; 'greenness' dominated in HP and 'water bodies' in LR. One should not directly compare the results of LR to HP, or consider either of these more correct, as these are rather different modelling approaches. HP is used to reveal independently the most important variables among correlated explanatory variables, whereas the output of LR is a multivariate model (Chevan & Sutherland 1991 , Sokal & Rohlf 1995 . In the present study, the explanatory power of 'greenness' was partly or mostly covered by other variable(s) in the final LR models (cf. MacNally 2000) . Compared with the other rural variable, namely 'agricultural lands', Tables 3 & 6 for abbreviations 'greenness' clearly had stronger explanatory power. This may be due to the fact that forests were not included in the 'agricultural lands' variable, but their effect was seen in 'greenness' values; in forested and vegetated areas, evapotranspiration is relatively high, resulting in lower temperatures. Also, 'greenness' was the most important variable in LR in midand late summer (July and August), when the abundance of vegetation is highest. In addition to the strong effect of 'greenness' in summer, when using HP, its importance was also revealed in autumn and winter, when the verdancy of vegetation is low. This finding is believed to originate at least partially in the low amount of anthropogenic heat sources in green areas (Crist & Cicone 1984) . Moreover, 'greenness' as a continuous variable was able to better reflect the lack of heat sources than the categorical variables (e.g. agricultural areas). NDVI has been commonly used in UHI studies (see e.g. Chen et al. 2006 , Zhang et al. 2009 , Szymanowski & Kryza 2011 , but in our analyses, 'greenness' outperformed NDVI in the preliminary correlation analysis. Consequently, the use of a greenness index is worth considering in urban climate studies.
Methodologically, traditional regression techniques may distort inferences about the relative importance of explanatory variables (Chevan & Sutherland 1991) because they lack sensitivity to detect intercorrelation be tween the explanatory variables (Sokal & Rohlf 1995) . The HP method used in the present study provided a successful separate measure of the amount of variation explained independently by 2 or more ex planatory variables and, therefore, it helped to make deductions on the important environmental determinants (MacNally 1996 (MacNally , 2000 . However, one should be aware of a couple of constraints when using this ap proach. Firstly, HP does not produce a model and, secondly, the importance of polynomial variables (i.e. non linear relationships between response and ex plana tory variables) cannot be assessed. Consequently, HP is a suitable method for exploring causal variables, but it is not suited for e.g. predicting temperatures. However, the relationships between temperature and environmental variables in UHI studies have often been reported to be linear, and thus the difficulty of investigating nonlinear responses is potentially a minor short coming in the UHI context (e.g. Eliasson & Svensson 2003) . Finally, rather than considering LR and HP as exclusionary methods, it is advisable to combine them in multivariate analyses, especially if explanatory variables are highly intercorrelated (MacNally 2000, Heikkinen et al. 2004 , Hjort & Luoto 2009 ).
CONCLUSIONS
Based on our results, we can draw 4 main conclusions. (1) The comparison of the 6 urban and 6 nonurban explanatory variables on different scales revealed that the optimal buffer size radius of the urban variables varied seasonally, being either 300 or 1000 m. For the non-urban variables, the optimal monthly buffer size showed larger variation; between 100 and 20 000 m, the mode being 2000 m.
(2) The optimal buffer size of the urban variables was largest in spring and smallest in winter and autumn. For the non-urban variables, no clear seasonal trend was observed.
(3) Of the 6 intercorrelated urban variables, 'large and urban buildings' and 'floor area' had the largest independent impact on temperatures. This indicates that in our high-latitude study area, heat released from buildings dominates in UHI formation throughout the year over heat released from horizontal urban surfaces.
(4) In the comparison between the 'best urban variable' and 6 non-urban variables, HP revealed the high importance of the 'urban' and Landsat ETM+ based 'greenness' variables, whereas LR highlighted the importance of the 'urban' and 'water body' variables. 
