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Hurwitz Orbits with a Cellular Automaton
NAQEEB UR REHMAN
ABSTRACT. Hurwitz orbits are the orbits of the braid group action on the powers of a rack. Hurwitz
orbits for the action of the braid group on three strands are used in [6] and [7] for the classification of
Nichols algebras. This classification is based on a combinatorial invariant called plague on the Hurwitz
orbits. The method to calculate plagues on the Hurwitz orbits is formulated in [7] by using a cellular
automaton on the Hurwitz orbits and their quotients. By using this cellular automaton-based method
we estimate the minimal plagues on the Hurwitz orbits.
1. Introduction
The braid group on three strands is B3 = 〈σ1, σ2 | σ1σ2σ1 = σ2σ1σ2〉 with center Z(B3) = 〈∆〉,
where ∆ = (σ1σ2)
3 = (σ1σ2σ1)
2. The quotient of B3 by its center is isomorphic to the modular
group PSL(2,Z). The braid group B3 acts on third power of a finite rack R by σ1(r, s, t) = (r 
s, r, t), σ2(r, s, t) = (r, s  t, s) for all r, s, t ∈ R. The orbit Σ of this action of B3 is called Hurwitz
orbit. The Hurwitz orbit quotient Σ is a set of equivalence classes of the Hurwitz orbit Σ defined by
the center Z(B3). Since the action of B3 on any Hurwitz orbit is transitive, the action of PSL(2,Z) on
the Hurwitz orbit quotient is transitive. Therefore any Hurwitz orbit quotient is a finite homogeneous
PSL(2,Z)-space. Moreover, any finite homogeneous B3-spaces Σ can be considered as a covering of
a homogeneous PSL(2,Z)-space Σ. These finite homogeneous PSL(2,Z)-spaces can be presented in
terms of Schreier coset graphs associated to the modular group PSL(2,Z) with respect to its finite
index subgroups and the generators x = σ−12 σ
−1
1 Z(B3) and y = σ1σ2σ1Z(B3). In the interpretation
as a PSL(2,Z)-space, the vertices of the Schreier coset graph correspond to the points of the Hurwitz
orbit quotient, and the edges are formed by an x−arrow pointing from any coset gH (equivalently,
point of the PSL(2,Z)-space) to the coset xgH , and a y−arrow pointing from any coset gH to the
coset ygH .
The Hurwitz orbits for the action of the braid group B3 on racks are studied in [6] and [7] for the
classification of Nichols algebras. In this study combinatorial objects called plague, immunity, and
weight on the Hurwitz orbit are defined (see Definitions 3.6, 3.8, and 3.9). The immunity imm on a
Hurwitz orbit is estimated by its weight ω in [7], by using a cellular automaton-based method on the
Hurwitz orbits and their quotients with xy-cycles of length at most four. The assumption about the
length of an xy−cycle in a Hurwitz orbit quotient can be replaced by a weaker assumption which is
proposed as a following conjecture in [7].
Conjecture 1.1. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Then imm(Σ) ≤ ω(Σ) holds for all homogeneous B3-spaces Σ.
In this paper we prove Conjecture 1.1 for coverings with simply intersecting cycles of certain finite
homogeneous PSL(2,Z)-spaces Σ. In our proof we will use the robust subgraphs of certain pointed
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Schreier graphs of the Hurwitz orbit quotients. The paper is organized as follows. In Section 2 we
review the basic definitions concerning racks, Hurwitz orbits, quotients of the Hurwitz orbits and their
labelled Schreier graphs and coverings. In Section 3 we recall the study of cellular automaton, plague
and immunity on the Hurwitz orbits. In Section 4 we define robust subgraph of the pointed Schreier
graph of the Hurwitz orbit quotient, and calculate the plagues and immunities on the coverings of
certain robust subgraphs. Finally, in Section 5 we prove our main result about the immunity of the
coverings of certain pointed Schreier graphs.
2. Hurwitz Orbits and Their Quotients
In this section we recall the study of Hurwitz orbits and their quotients from [6] and [7]. We begin
with the definition of rack.
A rack is a pair (R,), where R is a non-empty set and  : R×R −→ R is a binary operation such
that
(R1) the map φr : R −→ R, defined by φr(s) = r  s, is bijective for all r ∈ R,
(R2) r  (s t) = (r  s) (r  t) for all r, s, t ∈ R (i.e.,  is self-distributive).
A rack R is called quandle if r  r = r for all r ∈ R. A rack R is called braided if R is a quandle, and
for all r, s ∈ R, at least one of the equations
r  (s r) = s, r  s = s,
holds. A group G is a quandle with rs = rsr−1 for all r, s ∈ G. This quandle is called the conjugation
quandle. Similarly, the union of conjugacy classes in G is a quandle under the binary operation of
conjugation.
Let n be a positive integer. The braid group on n strands is the following:
Bn = 〈σ1, σ2, ..., σn−1〉 /(σiσj = σjσi if |i− j| ≥ 2, σiσjσi = σjσiσj if |i− j| = 1).
The braid group on 3 strands is B3 = 〈σ1, σ2 | σ1σ2σ1 = σ2σ1σ2〉. The center of B3 is Z(B3) = 〈∆〉,
where ∆ = (σ1σ2)
3 = (σ1σ2σ1)
2.
According to E. Brieskorn [3], A. Hurwitz in [8] studied implicitly an action of Bn on the n product
of the conjugacy class R of a group, which is therefore called the Hurwitz action and is the following:
σi(r1, r2, ..., ri, ri+1, ..., rn) = (r1, r2, ..., riri+1r
−1
i , ri, ..., rn),
for all r1, r2, ..., rn ∈ R and i ∈ {1, 2, ..., n − 1}. Since the algebraic structure of racks is similar to
conjugation in groups, the Hurwitz action can also be studied for racks. We recall the study of Hurwitz
action on finite racks from [6].
Let R be a finite rack. The braid group Bn acts on R
n via the Hurwitz action:
σi(r1, r2, ..., ri, ri+1, ..., rn) = (r1, r2, ..., ri  ri+1, ri, ..., rn),
for all r1, r2, ..., rn ∈ R and i ∈ {1, 2, ..., n− 1}. For example, the Hurwitz action of the braid group
B3 on R
3 is given by:
σ1(r, s, t) = (r  s, r, t), σ2(r, s, t) = (r, s t, s)
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for all r, s, t ∈ R. The orbit Σ = Σ(r1, ..., rn) := {σ(r1, ..., rn) : σ ∈ Bn} of the Hurwitz action on Rn
is called the Hurwitz orbit.
The Hurwitz orbits for the action of B2 on R
2 are studied in [5]. The Hurwitz orbits for the action of
B3 on R
3 are studied in [6] and [7]. Note that for a finite braided rack the possible sizes of a Hurwitz
orbit are 1, 3, 6, 8, 9, 12, 16, 24 (see [6], Proposition 9). For example, for the conjugacy class of two
cycles in the symmetric group S3, there are three Hurwitz orbits of size 1 and three Hurwitz orbits of
size 8.
2.1 Hurwitz Orbit Quotients and their Coverings.
The Hurwitz orbits under the action of the braid group B3 can be studied as coverings of the Hurwitz
orbit quotients. In this section we recall the definitions and results about the Hurwitz orbit quotients
and their coverings from [7].
Let R be a finite rack and Σ ⊆ R3 a Hurwitz orbit. Define a relation on Σ by:
(r, s, t) ∼ (r′, s′, t′)⇔ ∆m(r, s, t) = (r′, s′, t′)
for some m ∈ Z, and for all (r, s, t), (r′, s′, t′) ∈ Σ. Then ∼ is an equivalence relation. A Hurwitz orbit
quotient is the set Σ of equivalence classes of Σ.
Let x = σ−12 σ
−1
1 Z(B3) and y = σ1σ2σ1Z(B3). Then, by construction (see [9], Appendix A), we have
B3/Z(B3) ≃
〈
x, y | x3 = y2 = 1
〉
≃ PSL(2,Z).
Since the braid group B3 acts transitively on Σ, the modular group PSL(2,Z) acts transitively on Σ,
that is, Σ is a finite homogeneous PSL(2,Z)-space. Note that Σ is also a B3−space on which Z(B3)
acts trivially. The finite homogeneous B3-spaces are studied in [7] as coverings of finite homogeneous
PSL(2,Z)-spaces. The covering of a finite homogeneous PSL(2,Z)-space Σ is defined in [7] as follows.
Definition 2.1. A covering of Σ is a triple (pi,Σ,Σ), where pi : Σ → Σ is a surjective B3-equivariant
map such that pi(r, s, t) = pi(r′, s′, t′) implies that (r, s, t) = ∆m(r′, s′, t′) for some m ∈ Z and for all
(r, s, t), (r′, s′, t′) ∈ Σ.
Note that a covering (pi,Σ,Σ) is finite if Σ (and hence Σ) is finite. Also, a covering (pi,Σ,Σ) is
trivial if pi : Σ → Σ is bijective. For a covering (pi,Σ,Σ), the fiber of an element v ∈ Σ is the subset
pi−1(v) ⊆ Σ. Following the notation of [7], we write v[∗] for the complete fiber pi−1(v) over an element
v ∈ Σ. Since the braid group B3 acts transitively on Σ and Z(B3) = 〈∆〉 is a normal subgroup of B3,
we have |pi−1(v)| = |pi−1(w)| for all points v, w of Σ. For a covering (pi,Σ,Σ), we write the size of any
fiber by N , that is, |pi−1(v)| = |pi−1(w)| = N for all v, w of Σ.
Now we recall the definitions of cycles in Σ and Σ, and the covering (pi,Σ,Σ) with simply intersecting
cycles from [7].
Definition 2.2. For i ∈ {1, 2}, a σi−cycle of a homogeneous B3−space Σ is a minimal non-empty
subset ci ⊆ Σ which is closed under the action of σi. A covering (pi,Σ,Σ) is said to be with simply
intersecting cycles if any given σ1-cycle c1 and σ2-cycle c2 in Σ intersect at most once, i.e., |c1∩c2| ≤ 1.
An xy−cycle in a homogeneous PSL(2,Z)-space Σ is a minimal non-empty subset Cxy ⊆ Σ such that
xy.v ∈ C and (xy)−1.v ∈ C for all v ∈ C.
4 NAQEEB UR REHMAN
Similarly one can define yx−cycles Cyx. An xy−cycle containing a fixed element v of Σ is written
as Cxy(v). Note that for any covering (pi,Σ,Σ), the image of a σ1-cycle in Σ is an xy−cycle in Σ, and
the image of a σ2-cycle in Σ is a yx−cycle in Σ.
2.2 Pointed Schreier Graphs of the Hurwitz Orbit Quotients and their Coverings.
The finite homogeneous PSL(2,Z)-spaces (in particular, the Hurwitz orbit quotients Σ) can be
presented in terms of Schreier graphs associated to the modular group PSL(2,Z) with respect to
the generators x, y and the finite index subgroups of PSL(2,Z). Recall that, finite homogeneous
PSL(2,Z)-spaces up to isomorphism are known to be in bijection with conjugacy classes of finite
index subgroups of the modular group PSL(2,Z), which have been studied intensively (for example
in [10]).
The Schreier graph associated to the modular group PSL(2,Z), with respect to a finite index
subgroup H of PSL(2,Z) and the generators x and y of PSL(2,Z), is an oriented labelled graph
whose vertices are the left H−cosets and edges are of the form (gH, xgH) and (gH, ygH). In the
Schreier graph for PSL(2,Z), an x−arrow points from any coset gH to the coset xgH and a y−edge
points from any coset gH to the coset ygH . Since, PSL(2,Z) =
〈
x, y | x3 = y2 = 1
〉
, the Schreier graph
associated to PSL(2,Z) consists of oriented triangles of x−arrows (slid arrow) and double y−edges
(dashed lines). Usually, instead of a double y−edge, a single edge or dashed line is displayed in the
Schreier graph for PSL(2,Z). The fixed points of x are shown by solid loop or circle with an arrow
on them and the fixed points of y are shown by dashed loop or circle.
Let G = (V,E) be the Schreier graph of a finite homogenous PSL(2,Z)-space Σ of size n with vertex
set V = V (G) and edge set E. We call G as a pointed Schreier graph of Σ if G has a distinguished
vertex, say, v0. Note that G consists of x−triangles, x−loops, y−edges and y−loops. We will write
Vx := {v ∈ V (G)|x(v) = v}, Vy := {v ∈ V (G)|y(v) = v}, Vxy := {v ∈ V (G)|xy(v) = v}.
If needed, we will denote G of size n explicitly by Gn{l1,l2,...,lk}, where {l1, l2, ..., lk} is a multiset of the
lengths of xy-cycles (or yx-cycles) of G for non-negative integer k.
Note that in the interpretation as a homogeneous PSL(2,Z)-space (in particular, the Hurwitz orbit
quotient Σ), the vertices of the Schreier graph for PSL(2,Z) correspond to the points of the PSL(2,Z)-
space. The Schreier graph of a PSL(2,Z)-space Σ can also be used to display the covering (pi,Σ,Σ).
The graph of the covering (pi,Σ,Σ) is the labelled Schreier graph of the homogeneous B3-space Σ with
respect to the generators σ−12 σ
−1
1 and σ1σ2σ1 of B3. We recall the labeling of the Schreier graph of
the covering (pi,Σ,Σ) from [7].
Remark 2.3. Let (pi,Σ,Σ) be a covering of a PSL(2,Z)-space. Since x = σ−12 σ
−1
1 B3 and y =
σ1σ2σ1B3, the generators σ
−1
2 σ
−1
1 and σ1σ2σ1 of B3 correspond to labeled x− and y−edges, respec-
tively, in the labeled Schreier graph. Since the covering is a homogeneous space and the sequence
Z(B3)→ B3 → PSL(2,Z)
is exact, the fiber v[∗] over any v ∈ Σ consists of 〈∆〉-orbit. If we fix a point v[0] in the fiber v[∗] then
all other points of the fiber can be enumerated by v[i] = ∆iv[0] for all i ∈ {0, 1, ..., N − 1}, where N
is the size of any fiber. Now by choosing a spanning tree of the Schreier graph of Σ and the images of
v[0] along the arrows of the spanning tree, one can obtain the images of v[i] for all i since ∆ is central.
The remaining arrows vi → vj (which are not on the spanning tree) in the graph of Σ then have to
obtain labels indicating the index shift in the fiber. For instance, a label l tells that vi[k] is mapped to
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vj [k+ l (mod N)] for all k. Then, up to the choice of the spanning tree, any covering of Σ is uniquely
determined by the labels of the x− and y−edges.
Observe that, since ∆ = (σ1σ2)
3 = (σ1σ2σ1)
2, the sum of the labels in any x−triangle is −1 and the
sum of the two labels of a y−edge is 1. We interpret the y−edge as double arrows and put the label
of the arrow close to its destination. For any xy−cycle (or yx-cycle) C in Σ, the label of C is the sum
of the labels of x− and y−edges of the cycle.
Now we recall the following lemmas from [7], which are easy consequences of Remark 2.3 and the
Definition 2.2 of a covering with simply intersecting cycles.
Lemma 2.4. Let Σ be a finite PSL(2,Z)-space and let (pi,Σ,Σ) be a covering of Σ with simply
intersecting cycles. Let v be a vertex of the graph of Σ.
(a) If there exists an x-loop on v with label a then 3a ≡ −1 (mod N).
(b) If there exists a y-loop on v with label a then 2a ≡ 1 (mod N).
Lemma 2.5. Let Σ be a finite PSL(2,Z)-space and let (pi,Σ,Σ) be a covering of Σ with simply
intersecting cycles. Let v ∈ Σ and w ∈ Cyx(v) ∩ Cxy(v). If w 6= v, then (pi,Σ,Σ) is not trivial.
Lemma 2.6. Let Σ be a finite PSL(2,Z)-space and let (pi,Σ,Σ) be a covering of Σ with simply
intersecting cycles. Let v ∈ Σ and assume that xv = v or yv = v and that PSL(2, Z)v 6= {v}. Then
the labels of the xy- and yx-cycles containing v are 0.
Lemma 2.7. Let Σ be a finite PSL(2,Z)-space and let (pi,Σ,Σ) be a covering of Σ with simply
intersecting cycles. Let v, w ∈ Σ, N = |pi−1(v)| and assume that v 6≡ w and that v, w are on the same
xy- and yx-cycle. Let λ and µ be the labels of the xy- and yx-path from v to w, respectively. Then
λ 6≡ µ (mod N).
Corollary 2.8. Let Σ be a finite PSL(2,Z)-space and let (pi,Σ,Σ) be a covering of Σ with simply
intersecting cycles. Let v, w ∈ Σ and assume that v 6= w, xv = v, xw = w ( or yv = v, yw = w ) and
that v, w are on the same xy- and yx-cycles. Then Σ has no coverings with simply intersecting cycles.
Proof. Assume to the contrary that (pi,Σ,Σ) is a covering of Σ with simply intersecting cycles. Let
N = |pi−1(v)| and let a and b be the labels of the x-loops at v and w, respectively. By Lemma 2.4 we
have 3a ≡ −1 (mod N) and 3b ≡ −1 (mod N) and hence a ≡ b (mod N). Since xv = v and xw = w,
v and w are on the same xy- and yx-cycles, and the xy and yx-paths from v to w have the same labels.
This is a contradiction to Lemma 2.7.
3. Cellular Automaton on Hurwitz Orbits
In this section we recall the study of a cellular automaton on Hurwitz orbits from [7]. First we recall
from [7] the following definition of a cellular automaton on homogeneous G-sets which is motivated by
a similar definition of cellular automaton on groups in [4].
Definition 3.1. Let G be a group acting transitively on a set Ω and let A be a set called an alphabet.
Let AΩ be the set of all functions from Ω to A. Let S be a set, let (gs)s∈S be a family of elements in
G, and let µ : AS → A be a map. Then the map τ : AΩ → AΩ such that
τ(f)(w) = µ((f(gs.w))s∈S)
for all f ∈ AΩ, w ∈ Ω, is called a cellular automaton over (G,Ω) with alphabet A.
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A good interpretation of a cellular automaton over (G,Ω) is the following. For any w ∈ Ω, consider
the family of points (gs)s∈S as the neighborhood of w. Then for any function f ∈ AΩ, the value of
τ(f) at w is obtained from the values of f in the neighborhood of w according to the local defining
rule determined by µ. Note that the cellular automata to be considered here are with the alphabet
A = Z2. For any function f ∈ Z
Ω
2 let supp f = {w ∈ Ω|f(w) = 1}, and the characteristic function of a
set I ⊆ Ω is
χI ∈ Z
Ω
2 , w →
{
1 if w ∈ I,
0 if otherwise.
Definition 3.2. Let τ be a cellular automaton over (G,Ω) with alphabet Z2. Then τ is said to be
monotonic if
(1) supp f ⊆ supp τ(f) for all f ∈ ZΩ2 , and
(2) supp τ(f) ⊆ supp τ(g) for all f, g ∈ ZΩ2 with supp f ⊆ supp g
Definition 3.3. Let τ be a monotonic cellular automaton over (G,Ω) with alphabet Z2. For any
subsets I, J ⊆ Ω with I ⊆ J , the subset I is said to spread to J , if J ⊆ (τn(χI)) for some n ∈ N.
A subset I ⊆ Ω is a quarantine if τ(χI) = χI . A subset I ⊆ Ω is called a plague if the smallest
quarantine containing I is Ω.
Note that if a subset I spreads to another subset J of Ω, then any subset I ′ ⊆ Ω with I ⊆ I ′ spreads
to J . Assume that Ω has only finitely many points. Then a subset I of Ω is a plague if and only if it
spreads to Ω. In this case, any subset of Ω containing I is a plague.
Now we recall from [7] the examples of cellular automata over (G,Ω) = (Z,Zm) for m ∈ N≥2 and
(G,Ω) = (B3,Σ).
Example 3.4. Let f ∈ ZZm2 , r ∈ N, and a1, ..., ar ∈ Zm \ {0}. Let A = Z2, S = {0, 1, ..., r}, and
(gs)s∈S = (0,−a1,−a2, ...,−ar) ∈ GS . Define µ : AS → A by
µ(f0, f1, ..., f7) =
{
1 if f0 = 1 or f1 = f2 = ... = fr = 1,
0 if otherwise.
The map τ : ZZm2 → Z
Zm
2 defined by µ and (gs)s∈S is then a monotonic cellular automaton. By
definition, supp τ(f) ⊆ supp f ∪{w ∈ Ω|f(x− a1) = ... = f(x− a1) = 1} for all f ∈ Z
Zm
2 . The plagues
for special cases of the cellular automaton over (Z,Zm), which are also used to calculate plagues on
the Hurwitz orbits, are the following.
Case 1. Let r = 1 and a1 = λ. The cellular automaton is determined by the rule
supp τ(f) ⊆ supp f ∪ {x ∈ Zm|f(x− λ) = 1}.
Let Γ = 〈λ〉 and let I be a set of representatives for Ω/Γ. Then I is a plague.
Case 2. Let λ ∈ Zm, r = 3, a1 = 1, a2 = λ+1, and a3 = −λ. Let Γ = 〈λ〉 and let I be the union of a
set of representatives for Ω/Γ with Γ. For example, I = 〈λ〉 ∪ {1, 2, ..., λ− 1}. Now if supp f
contains a coset a+Γ, where a+1 ∈ I, then supp f spreads to a+1+Γ. Thus I is a plague.
HURWITZ ORBITS WITH A CELLULAR AUTOMATON 7
Case 3. Let λ ∈ Ω \ {0, 1}, r = 2, a1 = λ, a2 = λ− 1. Let I = {0, 1, ..., (m− 1)/2} if m is odd, and
I = {0, 1, ..., (m/2)− 1} if m is even. Then I is a plague of size ≤ (m+1)/2. It is in general
not minimal, for example for m ≥ 3, λ = 2 the set {0, 1} is a plague.
Example 3.5. Let G = B3 and Ω = Σ ⊆ R3 be an Hurwitz orbit. Take A = Z2, S = {1, 2, ..., 7} and
(gs)s∈S = (1, σ2, σ1σ2, σ
−1
2 σ
−1
1 , σ
−1
1 , σ
−1
2 , σ1) ∈ B
7
3.
Consider the neighborhood of x1 ∈ Σ given in Figure 1, where the solid arrow indicates the action of
σ1, the dashed arrow indicates the action of σ2, and xs = gs.x1 for all s ∈ S.
x1 x2 x3x5x4
x6
x7
Figure 1. Neighbors of x1
Define µ : A7 → A by
µ(f1, f2, ..., f7) = f1 ∨ f2f3 ∨ f4f5 ∨ f6f7 = 1− (1− f1)(1 − f2f3)(1 − f4f5)(1− f6f7),
where f1, f2, ..., f7 ∈ A, and ∨ denotes logical or. Then the map τ defined by µ and (gs)s∈S is a
monotonic cellular automaton over (B3,Σ). A plague of this cellular automaton is literally the same
which is defined in [6] as follows.
Definition 3.6. A quarantine of an Hurwitz orbit Σ is a non-empty subset Q ⊆ Σ such that if any two
of elements (r, s, t), σ2(r, s, t), and σ1σ2(r, s, t) are in Q, then the third one is also in Q. A non-empty
subset P of an Hurwitz orbit Σ is called plague if the smallest quarantine of Σ containing P is Σ.
Remark 3.7. Note that the graph theoretical structure of plague on the Hurwitz orbits is closely
related to the graph bootstrap percolation (see [2]). The principle of the method to calculate the
plague on the Hurwitz orbits in the language of cellular automata is formulated in [7] as follows.
Consider σ−12 σ
−1
1 and σ1σ2σ1 as generators of B3. Let τ be a cellular automaton over (B3,Σ). Let
f be a Z2−valued function on Σ and let P = supp f . Let v be a point in the Hurwitz orbit quotient
Σ and v[∗] be a fiber over v of size N . Let I be a subset of ZN and let v[I] = {v[i]|i ∈ I} be the
corresponding subset of v[∗]. Now consider the following three neighboring subsets of v[I]
(σ−12 σ
−1
1 )
−1.v[I], σ1σ2σ1.v[I], and (σ
−1
2 σ
−1
1 ).v[I].
These three subset are denoted in Figure 2 by v1[I − c], v2[I + a] and v3[I + b + 1], where I + a =
{i + a|i ∈ I}. In this setting v[I] is called a pivot. Now by Example 3.4 if P = supp f contains
the subsets v1[I − c] = σ1σ2.v[I] and σ2.v1[I − c] = v2[I + a], then supp τ(f) contains σ1.v2[I + a] =
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σ1σ2σ1σ2.v[I] = σ
−1
1 σ
−1
2 ∆.v[I] = v3[I+b+1]. Similarly, if any two of the neighboring subsets v1[I−c],
v2[I+a], and v3[I+b+1] of v[I] are contained in P , then the third is a subset of supp τ(f). Moreover,
supp τ(f) is the smallest subset of Σ containing supp f and all sets constructed this way for some
point v and some subset I ⊆ ZN .
b
v[I]
b v3[I + b + 1]
b v1[I − c]
bv2[I + a]
b
c
a
Figure 2. Neighbors of v[I]
3.1 Immunity and Weight on Hurwitz Orbits.
In this section we recall the definitions of immunity and weight on the Hurwitz orbit Σ from [7].
The notation ΣN ;a,b,cX is used in [7] for the Hurwitz orbit Σ, where N stands for the fiber size, the
numbers a, b, c are the values of the individual labels determining the covering and X stands for any
possible index.
Definition 3.8. Let P is a plague of smallest possible size on a Hurwitz orbit Σ. Then the immunity
of Σ is defined as the quotient |P |/|Σ| ∈ Q ∩ (0, 1]. The immunity of Σ is denoted by imm(Σ).
Note that in the case of braided racks, immunities can be computed manually, because there is only
a small number of Hurwitz orbits for braided racks (see [6], Proposition 9). In the case of arbitrary
racks, the immunity on a Hurwitz orbits can be estimated by using the length i of σ1-cycle and the
length j of σ2-cycle of each point of that Hurwitz orbit. For estimating the immunity on a Hurwitz
orbit the following matrix is defined in [7]:
(ω′ij)i,j≥1 =


1 1/3 11/24 1/2 1/2 · · ·
1/3 1/3 1/3 1/3 1/3 · · ·
11/24 1/3 7/24 7/24 7/24 · · ·
1/2 1/3 7/24 1/4 1/4 · · ·
1/2 1/3 7/24 1/4 1/4 · · ·
...
...
...
...
...
. . .


.
Definition 3.9. Let Σ be a finite homogeneous B3-space and v ∈ Σ such that v belongs to a σ1-cycle
of length i, and also to a σ2-cycle of length j. Let ω : Σ −→ Q be the map defined by
ω(v) =


ω′ij +
1
30 =
13
40 if Σ = Σ
5;3,2
4A and v ∈ v1[∗],
ω′ij +
1
12 =
1
3 if Σ = Σ
4;2,2
6A and v ∈ v3[∗],
ω′ij +
1
24 =
1
3 if Σ is the trivial covering of Σ12C ,
ω′ij otherwise.
The weight of Σ is defined as ω(Σ) = 1|Σ|
∑
v∈Σ
ω(v).
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Example 3.10. Let R = {r1, r2, r3} be the conjugacy class in the symmetric group S3 with r1 = (2 3),
r2 = (1 3), r3 = (1 2). Let Σ = {A,B,C,D,E, F,G,H} be the Hurwitz orbit of (r1, r2, r3). The
Hurwitz orbit quotient of Σ is Σ = {v1, v2, v3, v4} with v1 = {D,E}, v2 = {B,G}, v3 = {A,H}, v4 =
{C,F}, as shown in Figure 3. In this covering N = 2. The xy−cycles with labels are: (v1 v3 v2) with
pi
bA bB bC
bD b E
b
F
b
G
b
H
b
v1
b
v2
b
v3
b
v4
−1
1− b
10
b
a
Figure 3. The Covering (pi,Σ,Σ)
a + b and (v4) with 1 − b. The yx−cycles with labels are: (v1 v2 v4) with a + b and (v3) with 1 − b.
By Lemma 2.4 and Lemma 2.7, it follows that 3a ≡ −1 (mod N) and a+ b = 0 (mod N), and hence
a = b = 1. Note that for i ∈ {0, 1}, v1[i], v2[i] have two 3-cycles and v3[i], v4[i] have cycles of lengths 1
and 3. Hence for N = 2 we have ω(Σ) = 1|Σ|
∑
v∈Σ
ω(v) = 1/8(2N(7/24) + 2N(11/24)) = 3/8. Now by
the following table P = {v1[∗], v3[0]} = {v1[0], v1[1], v3[0]} = {A,D,E} is a plague on Σ.
pivot v1[∗] v4[0] v2[∗]
v2[∗] v3[1] v4[∗]
Hence imm(Σ) = 3/8 = ω(Σ).
The weight of an Hurwitz orbit provides a good upper bound for the immunity of that Hurwitz orbit
which is given in [7](Theorem 6.3). We recall this theorem here.
Theorem 3.11. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Assume that any xy-cycle of Σ has at most four elements. Then imm(Σ) ≤ ω(Σ).
Remark 3.12. Note that by Definition 3.9 it follows that ω(Σ) ≥ 1/4. Therefore if imm(Σ) ≤ 1/4
then imm(Σ) ≤ ω(Σ). Note also that the assumption about the length of an xy−cycle in Theorem 3.11
can be replaced by a weaker assumption that imm(Σ) ≤ ω(Σ) for all homogeneous B3-spaces Σ. This
weaker assumption is proposed as a Conjecture 1.1 in [7]. Note that by Theorem 3.11, the Conjecture
1.1 is true for the coverings Σ of a finite homogeneous PSL(2,Z)-space Σ such that any xy-cycle of Σ
has at most four elements. In Section 5 we will prove the Conjecture 1.1 for any covering with simply
intersecting cycles of finite homogeneous PSL(2,Z)-spaces Σ whose pointed Schreier graph G is with
Vx 6= ∅ and Vxy = ∅. More precisely, we prove the following theorem by using the robust subgraphs of
the pointed Schreier graph G which we define in the next section.
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Theorem 3.13. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Assume that the pointed Schreier graph of Σ is G with Vx 6= ∅ and Vxy = ∅. Then imm(Σ) ≤
ω(Σ).
4. Robust Subgraphs of Pointed Schreier Graph of the
Hurwitz Orbit Quotients
Let t, j be integers with 0 ≤ j ≤ t. Let G be a finite pointed Schreier graph of size n with Vx 6= ∅. Let
t be the number of triangles of G and v0 ∈ Vx be a distinguished vertex in G. Let Hj be a connected
subgraph of G with j triangles such that:
• v0 belongs to Hj ,
• each x−edge of Hj , which is not an x−loop, belongs to a triangle in Hj ,
• each vertex of Hj is either adjacent to itself through a y−loop or adjacent to another vertex of
Hj through y−edge.
We call this subgraph Hj a robust subgraph of G. Note that Ht = G. If H0 = G and n = 1, then v0
is with both x− and y−loops. If H0 6= G and G is with |Vx| = 1 and Vy = ∅ = Vxy then the robust
subgraphs H0 and H1 are shown in Figure 4.
b
b
b
b
v0
b
b
b
v0
b
Figure 4. Small Robust Subgraphs H0 and H1
Let H be the family of all robust subgraphs Hj of a finite PSL(2,Z)-space with Vx 6= ∅. Then H
is a finite partially ordered set by subgraph inclusion relation, Hi ≺ Hj , for all non-negative integers
i, j with 0 ≤ i ≤ j ≤ t. Let e(Hj) denote the number of y−edges of Hj . Note that we will consider
the y−loop at a vertex of G as one y−edge. If i, j ∈ {0, 1, ..., t} with Hi ≺ Hj and mj ∈ {0, 1, 2} such
that e(Hj) = e(Hi) +mj, then we write Hi ≺mj Hj . Since mj varies with j, we write a sequence of
robust subgraphs in H as H0 ≺m1 H1 ≺m2 ... ≺mt Ht, where mj ∈ {0, 1, 2} for 1 ≤ j ≤ t. Observe
that if |V (Hj)| = nj is the size of a robust subgraph Hj and Hi ≺mj Hj then nj = ni + m, for
m ∈ {0, 1, 2, 3, 4}. For example in Figure 4 we have H0 ≺2 H1 and n1 = n0 +m = 2 + 4 = 6.
Let G be a a pointed Schreier graph of a finite PSL(2,Z)-space with t triangles. Let Hj be a robust
subgraph of G for j ∈ {0, 1, ..., t}. We define a fragment F of Hj as a subgraph ofHj which is separated
from Hj by the robust subgraph Hi for any i ∈ {0, 1, ..., t− 1} with i = j − 1. That is, F = Hj \ Hi
for any j ∈ {0, 1, ..., t} and i = j − 1.
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4.1 Coverings of Robust Subgraphs with Plague and Immunity.
Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-space Σ of size
n with Vx 6= ∅. Let G be the pointed Schreier graph of Σ with distinguished vertex v0 ∈ Vx and Hj be
a robust subgraph of G. For the map pi : Σ→ V (G), the covering of Hj is the set
ΣHj := pi
−1(V (Hj)) ⊆ Σ,
such that |ΣHj | = |V (Hj)|N = njN . We denote the plague and immunity on ΣHj by P (ΣHj ) and
imm(ΣHj) respectively. If P (ΣHj ) consists of complete fibers over pj vertices of Hj then |P (ΣHj )| :=
pjN and imm(ΣHj ) ≤
|P (ΣHj )|
|ΣHj |
=
pjN
njN
=
pj
nj
.
Let J be a set of subscripts j of all robust subgraphs Hj of G and K := {k ∈ J : Hk−1 ≺2 Hk}.
Note that 0, t /∈ K, where t is the total number of triangles of G. Let v : K → V (G) be a map such
that v(k) ∈ Hk\Hk−1 for any k ∈ K. Then by using the set PK := {v(k)[∗]|k ∈ K} ⊂ Σ we prove the
following lemma.
Lemma 4.1. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space with Vx 6= ∅ and Vxy = ∅. Then v0[∗] ∪ PK is a plague on ΣHj for all 1 ≤ j ≤ t, where
v0 ∈ Vx.
Proof. We prove the claim by induction on 1 ≤ j ≤ t. For j = 1 we have H0 ≺2 H1, since Vx 6= ∅ and
Vxy = ∅. Now consider the robust subgraph H1 shown in Figure 5. Then for H0 ≺2 H1 we have j = 1,
K = {1} and v(1) ∈ {v2, v3, v4, v5}. If we take v(1) = v2, then PK = {v2[∗]}. Now by the following
table v0[∗] ∪ PK = {v0[∗], v2[∗]} is a plague on ΣH1 .
pivot v0[∗] v1[∗] v3[∗] v2[∗]
v1[∗] v3[∗] v4[∗] v5[∗]
b
v1
b
v3
b
v2
b
v4
b
v5
b
v0
Figure 5. Robust Subgraphs H1
Next suppose that the claim is true for 2 ≤ j < t and v0[∗] ∪ PK is a plague on ΣHj . Then for
j + 1, we have Hj ≺mj+1 Hj+1 with mj+1 ∈ {0, 1, 2}. First, for mj+1 = 0, Hj+1 = Ht = G and
Hj+1 \Hj = ∅ and v0[∗]∪ PK spreads to ΣHj+1 . Next, for mj+1 = 1, nj+1 = nj + 1 or nj+1 = nj + 2.
That is, Hj+1 has one or two vertices, namely vi and vi+1 which are not on Hj . In this case v0[∗]∪PK
will also spread to the fibers vi[∗] and vi+1[∗]. Finally, for mj+1 = 2, nj+1 = nj + 3 or nj+1 = nj + 4.
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That is Hj+1 has three or four vertices which are not on Hj . In this case v0[∗]∪PK can not spread to
ΣHj+1 . However, if we take the fiber over only one vi ∈ Hj\Hj−1 then v0[∗] ∪ PK ∪ vi[∗] will spread
to ΣHj+1 .
Now we prove the following important lemma.
Lemma 4.2. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Assume that the pointed Schreier graph G of Σ is with t triangles and Vx 6= ∅, Vxy = ∅.
Assume that for 1 < i < t there exists a robust subgraph Hi such that imm(ΣHi) ≤ 1/4. Then
imm(ΣHj) ≤ 1/4 for all i+ 1 ≤ j ≤ t.
Proof. Suppose that imm(ΣHi) ≤ 1/4 for some 1 < i < t. Suppose there exists a plague P (ΣHi) on
ΣHi which consists of complete fibers over pi vertices of Hi such that
pi
ni
≤ 14 . No for i + 1 ≤ j ≤ t
we have Hi ≺mj Hj with mj ∈ {0, 1, 2} and nj = ni +m with m ∈ {0, 1, 2, 3, 4}. For mj = 0,m = 0
we have pj = pi and nj = ni. In fact in this case j = t. This implies that imm(ΣHj ) ≤ 1/4. Next
suppose that mj = 1. Then m ∈ {1, 2}. For mj = 1 and m = 1, we have pj = pi and nj = ni + 1.
Therefore we have
pj
nj
= pini+1 <
pi
ni
≤ 1/4.
This implies that imm(ΣHj) ≤ 1/4. For mj = 1 and m = 2 we have pj = pi and nj = ni + 2. In this
case we again have imm(ΣHj ) ≤ 1/4 since
pj
nj
= pini+2 <
pi
ni
≤ 1/4.
Next suppose that mj = 2 and m = 3. Then Vy ∩ (Hj \ Hi) 6= ∅. Let Vy ∩ (Hj \ Hi) = {vj} and let
bj is the label of y−loop on vj as in Figure 6, where the square boxes (like ) may contain arbitrary
fragments of the pointed Schreier graph G. Note that N > 1 because one can see that there exist
b
v0
b b
vi
b
v′i
b
−1
vj
b
v′j
b
bj
Figure 6. Robust Subgraph Hj
xy− and yx−cycles which both contain vertices v′i and v
′
j . Also 2bj ≡ 1 (mod N), and bj 6= 0, 1 since
N > 1. Now from Figure 6 we have the following table
pivot vj [bj] v
′
i[1 + bj ]
v′j [1 + bj ] vj [1 + bj]
Hence by Example 3.4 P (ΣHi) ∪ vj [1] spreads to vj [∗] and P (ΣHi) ∪ vj [1] is a plague on ΣHj . This
implies that pjN = piN + 1. In this case we have imm(ΣHj) ≤ 1/4 since nj = ni + 3 and
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pj
nj
= piN+1(ni+3)N ≤
ni
4
N+1
(ni+3)N
= niN+44(ni+3)N ≤ 1/4.
Finally suppose that mj = 2 and m = 4. Then we have pj = pi + 1 and nj = ni + 4. In this case we
again have imm(ΣHj ) ≤ 1/4 since
pj
nj
= pi+1ni+4 ≤
ni
4
+1
(ni+4)N
= 1/4.
5. Proof of Theorem 3.13.
This section contains a case-by-case analysis of the coverings, immunities and weights for pointed
Schreier graphs G of finite homogeneous PSL(2,Z)-spaces Σ such that Vx 6= ∅ and Vxy = ∅. The main
goal of this section is to prove Theorem 3.13 with following two main cases and their subcases.
Case 1. G with Vx 6= ∅ and Vy = ∅ = Vxy.
Case 2. G with Vx 6= ∅ 6= Vy and Vxy = ∅.
5.1 Case 1. Pointed Schreier Graphs G with Vx 6= ∅ and Vy = ∅ = Vxy.
Suppose that Σ is a covering with simply intersecting cycles of a finite homogeneousPSL(2,Z)-space
Σ. Let G be the pointed Schreier graph of Σ with t triangles and let Vx 6= ∅ and Vy = ∅ = Vxy. Let
v0 ∈ Vx is the distinguished vertex of G. Let H0 ≺m1 H1 ≺m2 ... ≺mt Ht is the sequence of robust
subgraphs of G with v0 ∈ Hj for all j with 0 ≤ j ≤ t. Note that for t = 0, G has no covering Σ with
simply intersecting cycles (see section 7.2 of [7]). Since G is with Vx 6= ∅ and Vy = ∅ = Vxy, it is easy
to see that there is one G with (t, n) = (1, 6) and |Vx| = 3. However, by using Corollary 2.8, such a G
has no covering Σ with simply intersecting cycles. By inspection one can see that the smallest given
G which has a covering Σ with simply intersecting cycles is for (t, n) = (2, 8). For the covering Σ of
this G, imm(Σ) ≤ 1/4 (see section 7.12 of [7]). Motivated by the example of G with (t, n) = (2, 8), we
prove the following result.
Lemma 5.1. Let Σ be a covering with simply intersecting cycles of a finite homogeneous PSL(2,Z)-
space Σ of size n. Let G be the pointed Schreier graph of Σ with t triangles and Vx 6= ∅ and Vy = ∅ = Vxy.
Assume that G contains at least one robust subgraph Hi for some 2 ≤ i ≤ t such that Hi ≺1 Hi+1.
Then imm(Σ) ≤ 1/4.
Proof. Let H0 ≺m1 H1 ≺m2 ... ≺mt Ht is a sequence of robust subgraphs of G with v0 ∈ Hj for all j
with 1 ≤ j ≤ t. Since Vy = ∅ = Vxy, i 6= 0, 1. By Lemma 4.1 v0[∗] ∪ PK is a plague on ΣHj , where
PK = {v(k)[∗]|k ∈ K}. Assume that |ΣHj | = njN and |P (ΣHj )| = pjN for all j, where N is the size
of fiber over any point of Hj . Suppose that there exists no 0 ≤ i′ ≤ i − 1 such that Hi′ ≺1 Hi′+1.
Then by induction on i′ it follows that
imm(ΣHi′ ) ≤
ni′+2
4ni′
,
where ni′ = |Hi′ |. The base step of the induction is as follows. For i′ = 0, we have H0 with n0 = 2.
Since Vy = ∅, n0 6= 1. Since P = v0[∗] is a plague on H0, imm(ΣH0) ≤ 1/2 =
n0+2
4n0
. For i′ = 1, we
have H1 with n1 = 6. Note that n1 6= 4, 5 since Vy = ∅ = Vxy. Now by Lemma 4.1 v0[∗] ∪ v(1)[∗] is a
plague on ΣH1 and hence imm(ΣH1) ≤ 2N/6N =
n1+2
4n1
. Note that imm(ΣHi′ ) ≤
ni′+2
4ni′
implies that
pi′ =
1
4 (ni′ + 2) for all 0 ≤ i
′ ≤ i− 1.
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Now we show that imm(ΣHj ) ≤ 1/4 for i ≤ j ≤ t. For j = i we have Hi ≺1 Hi+1 and nj = ni−1+2,
pjN = pi−1N . For j = i we have imm(ΣHj) ≤ 1/4 since
pj
nj
= pi−1ni−1+2 =
1
4
(ni−1+2)
ni−1+2
= 1/4.
Now by Lemma 4.2 we have imm(ΣHj) ≤ 1/4 for i < j ≤ t. Hence imm(Σ) = imm(ΣHt) ≤ 1/4.
Now we consider the coverings Σ of those pointed Schreier graphs G (with Vx 6= ∅ and Vy = ∅ = Vxy)
which have no robust subgraph Hi such that Hi ≺1 Hi+1. It is easy to see that the smallest such
pointed Schreier graph G is with 3 triangles and H0 ≺2 H1 ≺2 H2 ≺0 H3. There are two such pointed
Schreier graphs which we discuss in the following subsections.
5.1.1 The graph G10{10}.
Lemma 5.2. Let Σ be a covering of G10{10} in Figure 7 with simply intersecting cycles. Then
imm(Σ) ≤ 1/4 = ω(Σ).
Proof. To prove that ω(Σ) = 1/4 observe that in every covering all cycles have length 9. From the
following table it follows that P = v1[∗] ∪ v3[∗] ∪ v9[0] is a plague.
pivot v1[∗] v2[∗] v3[∗] v4[∗] v6[0] v5[0] v9[0] v10[0] ...
v2[∗] v4[∗] v10[∗] v5[∗] v7[1] v6[1] v8[1] v9[1] ...
Thus imm(Σ) < (2N + 1)/10N < 1/4 = ω(Σ) for all odd N with N > 1.
b
v2
b
v3
b
v4
1
b
v1
0
−1
1
b
v10
b
v8
b
v9
b v7
b
v6
b
v5
1− b 0−1
−1
1− c
1
b
0
c
a
Figure 7. Schreier graph G10{10} and its coverings
5.1.2 The graph G10{5, 3, 2}.
Lemma 5.3. Let Σ be a covering of G10{5, 3, 2} in Figure 8 with simply intersecting cycles. Then
imm(Σ) ≤ ω(Σ).
Proof. The xy-cycles with their labels are: (v1 v3 v8 v5 v2) with a−b−c+2, (v4 v6 v10) with b, (v7 v9)
with c. The yx-cycles with their labels are: (v1 v2 v10 v7 v4) with a−b−c+2, (v3 v5 v9) with b, (v6 v8)
with c. By Lemma 2.5 N > 1. The cycle structure on each vertex of Σ is the following: v1[i], v2[i] have
two 5-cycles; v3[i], v4[i], v5[i], v10[i] have cycles of length 5 and 3 |〈b〉|; v6[i], v9[i] have cycles of length
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2 |〈c〉| and 3 |〈b〉|; v7[i], v8[i] have cycles of length 5 and 2 |〈c〉|. Using this cycle structure the weight of
Σ is the following:
ω(Σ) =


3/10 if b ≡ c ≡ 0 (mod N),
17/60 if |〈b〉| ≡ 0 (mod N) and c 6≡ 0 (mod N),
11/40 if |〈b〉| 6≡ 0 (mod N) and c ≡ 0 (mod N),
1/4 otherwise.
b
v2
b
v3
b
v4
1
b
v1
0
−1
1
b
v10
b
v8
b
v9
b v7
b
v6
b
v5
1− b 0−1
−1
1− c
1
b
0
c
a
Figure 8. Schreier graph G10{5, 3, 2} and its coverings
Assume first that b ≡ c ≡ 0 (mod N). Now by the following table P = v1[∗] ∪ v3[∗] ∪ v6[∗] is a
plague.
pivot v1[∗] v2[∗] v4[∗] v5[∗] v7[∗] v10[∗] v3[∗]
v2[∗] v4[∗] v5[∗] v7[∗] v8[∗] v9[∗] v10[∗]
In this case imm(Σ) ≤ 3/10 = ω(Σ). Next assume that b 6≡ 0 (mod N), and I is a set of representatives
of ZN/ 〈b〉. Then by the following table P = v1[∗] ∪ v8[∗] ∪ v3[I], and by Example 3.4, it follows that
P spreads to v3[∗].
pivot v1[∗] v4[I] v7[I − 1] v9[I − 1] v3[I − 1 + c] v2[I + c]
v2[∗] v5[I] v6[I] v10[I] v4[I + c] v3[I + c]
In this case imm(Σ) ≤ (2N + |I|) /10N ≤ (2N +N/2)/10N = 1/4 ≤ ω(Σ). Next assume that |〈c〉| 6≡ 0
(mod N), and I is a set of representatives of ZN/ 〈c〉. Then we claim that P = v1[∗] ∪ v3[∗] ∪ v8[I] is
plague. We compute
pivot v9[I] v7[I]
v6[I + 1] v8[I + c]
and hence by Example 3.4 P spreads to v8[∗]. Thus P = v1[∗] ∪ v3[∗] ∪ v8[I] is plague. In this case
imm(Σ) ≤ (2N + |I|) /10N ≤ (2N +N/2)/10N = 1/4 ≤ ω(Σ).
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5.1.3 Pointed Schreier Graphs with Vx 6= ∅, Vy = ∅ = Vxy and the Fragments.
In this section we discuss those pointed Schreier graphs G with Vx 6= ∅ and Vy = ∅ = Vxy which
contain the fragments of the robust subgraph H0 of the graphs G10{10} and G10{5, 3, 2}. We write these
fragments as F1 := G10{10} \ H0(G10{10}) and F2 := G10{5, 3, 2} \ H0(G10{5, 3, 2}), as shown in Figure
9. Note that |F1| = |F2| = 8 and F1 (resp. F2) has a free site for one vertex which can be used for
gluing F1 with other subgraphs.
bc
b
b
b
b
b
b
bb
F1
b
b
b
b
b
b
bb
F2
bc
Figure 9. Fragments F1 and F2
Let k be an integer with 0 ≤ k < t and H0 ≺2 H1 ≺2 ... ≺2 Hk is a sequence robust subgraphs of
a pointed Schreier graph G with t triangles. Then Hk has k + 1 possible open y−edges which have a
vertex without x−edge or x−loop on it. For example the robust subgraph H7 is shown in Figure 10.
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b b
b
b
b b
b
b
b
b
b
b
b
Figure 10. The Robust Subgraph H7
Note that any pointed Schreier graph G with Vx 6= ∅, Vy = ∅ = Vxy which has no robust subgraph
Hi such that Hi ≺1 Hi+1 can be generated by gluing k+1 copies of F1 (resp. F2 or both F1 and F2)
with k+1 possible open y−edges of Hk. Therefore we write any such graph as G = Span(Hk,F1,F2).
For example G10{10} = Span(H0,F1) and G10{5, 3, 2} = Span(H0,F2). Note that there are infinitely
many pointed Schreier graphs G = Span(Hk,F1,F2) since there are infinitely many subgraphs Hk
with H0 ≺2 H1 ≺2 ... ≺2 Hk. Note also that if Σ is a covering of G = Span(Hk,F1,F2) with simply
intersecting cycles then G = Span(Hk,F1,F2) is with only one x−loop, that is, |Vx| = 1. If |Vx| > 1
then Hk has at least two fixed points of x which will also be on certain xy− and yx− cycles. Therefore
by Corollary 2.8, G = Span(Hk,F1,F2) with |Vx| > 1 has no covering with simply intersecting cycles.
In the following lemma we estimate immunities on the coverings of G = Span(Hk,F1,F2) by the
same method which we used to calculate immunities on the coverings of G10{10} = Span(H0,F1) and
G10{5, 3, 2} = Span(H0,F2).
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Lemma 5.4. Let Σ be a covering of G = Span(Hk,F1,F2) with simply intersecting cycles. Then
imm(Σ) ≤ ω(Σ).
Proof. First suppose that G = Span(Hk,F1,F2) contains at least one copy of the fragment F1. Since
|Vx| = 1 and t = 4k+3, |G| = 3t+1 = 12k+10. Note that Hk ≺2 Hk+1 ≺2 Hk+2 ≺0 Hk+3. Therefore
k+1, k+2 ∈ K, where K = {k ∈ J : Hk−1 ≺2 Hk} with J as a set of subscripts of all robust subgraphs
Hj of G. Also v(k + 1)[∗], v(k + 2)[∗] ∈ PK where PK = {v(k)[∗]|k ∈ K} ⊂ Σ and v : K → V (G) be a
map such that v(k) ∈ Hk\Hk−1 for any k ∈ K. Assume that the label of y−edge at v(k +2) is 0, and
PK\{k+2} = PK \ v(k + 2)[∗]. Then the set v0[∗] ∪ PK\{k+2} ∪ v(k + 2)[0] is a plague on the covering
Σ of G. Therefore for any covering Σ of G with at least one copy of the fragment F1, we have
imm(Σ) ≤ (3k+2)N+1(12k+10)N ≤ 1/4 ≤ ω(Σ).
Now suppose that G = Span(Hk,F1,F2) has no copy of the fragment F1, that is, G = Span(Hk,F2).
Since G = Span(Hk,F2) contains k + 1 copies of F2, any xy-cycle (resp. yx-cycle) has length ≥ 2.
Therefore (ω′2j)j>1 = 1/3 (resp. (ω
′
i2)i>1 = 1/3). Note that the number of vertices on cycles of length
two are 2k+2 and the number of vertices on cycles of length ≥ 3 are n−2k−2 for 0 ≤ k < t. Therefore
we have
ω(Σ) ≥ 1n [(2k + 2)(1/3) + (n− 2k − 2)(7/24)] =
k
12n +
1
12n +
7
24 ,
where n = |G| = 12k + 10. Let v(k + 1), v(k + 2) ∈ PK such that the labels of y−edges at v(k + 1)
and v(k + 2) are b and c respectively. If b = 0 = c, the set v0[∗] ∪ PK is a plague on the covering Σ of
G = Span(Hk,F2). Therefore for b = 0 = c we have
imm(Σ) ≤ (3k+2)N+N(12k+10)N ≤ ω(Σ).
For b 6= 0, v0[∗] ∪ PK\{k+1} ∪ v(k + 1)[I] with |I| ≤ N/2 is a plague on the covering Σ of G =
Span(Hk,F2). Therefore for b 6= 0 we have
imm(Σ) ≤ (3k+2)N+N/2(12k+10)N = 1/4 ≤ ω(Σ).
Similarly, for c 6= 0, v0[∗] ∪ PK\{k+2} ∪ v(k + 2)[I] with |I| ≤ N/2 is a plague on the covering Σ of
G = Span(Hk,F2). Therefore for c 6= 0 we have
imm(Σ) ≤ (3k+2)N+N/2(12k+10)N = 1/4 ≤ ω(Σ).
5.2 Case 2. Pointed Schreier Graphs G with Vx 6= ∅ 6= Vy and Vxy = ∅.
In this section we study the coverings Σ with simply intersecting cycles of finite homogeneous
PSL(2,Z)-space Σ whose pointed Schreier graphs G are with Vx 6= ∅ 6= Vy and Vxy = ∅. Note that
for t = 0, G with Vx 6= ∅ 6= Vy and Vxy = ∅ has only one point, and in this case imm(Σ) = ω(Σ) (see
section 7.1 of [7]). For t = 1 there are two cases of G with Vx 6= ∅ 6= Vy and Vxy = ∅, namely (1) G
with four points including one point with x-loop and two points with y-loop (see section 7.6 of [7]),
and (2) G with five points including two points with x-loop and one point with y-loop. However, by
using Corollary 2.8, such a G has no covering Σ with simply intersecting cycles. By inspection one can
see that the smallest non-trivial G with Vx 6= ∅ 6= Vy and Vxy = ∅ which has a covering Σ with simply
intersecting cycles is for (t, n) = (2, 7) with |Vx| = |Vy| = 1. In this case we have two possible graphs,
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namely, G7{4, 3} and G7{5, 2}. For graph G7{4, 3} we have imm(Σ) ≤ ω(Σ) (see section 7.11 of [7]). We
discuss the graph G7{5, 2} here.
5.2.1 The graph G7{5, 2}.
Lemma 5.5. Let Σ be a covering of G7{5, 2} in Figure 11 with simply intersecting cycles. Then N = 7
and (a, b, c) = (2, 4, 1).
Proof. The xy-cycles with their labels are: (v1 v3 v7 v5 v2) with a + b + c, (v4 v6) with 1 − c. The
yx-cycles with their labels are: (v1 v2 v6 v7 v4) with a+b+c, (v3 v5) with 1−c. By Lemma 2.4 on v1, v7
we have 3a ≡ −1 (mod N) and 2b ≡ 1 (mod N). This implies that N is odd and is not a multiple of 3.
Lemma 2.6 on v1 implies a+ b+ c = 0. Since Σ is a covering with simply intersecting cycles, it follows
that: |{v4[k(1− c)], v6[k(1− c)]} ∩ {v4[0], v6[a+ c]}| ≤ 1. This implies a+ c = −b /∈ {k(1− c)|k ∈ Z}.
From this the claim follows.
b
v2
b
v3
b
v4
b
v6
b
v5
b
v7
−1
10
c
b
v1
0
−1
1− c
1
ba
Figure 11. Schreier graph G7{5, 2} and it coverings
Lemma 5.6. Let Σ be a covering of G7{5, 2} with simply intersecting cycles. Then imm(Σ) ≤ ω(Σ).
Proof. The cycle structure on each vertex of Σ is the following:
v1[i], v2[i], v7[i] : two 5-cycles,
v3[i], v4[i], v5[i], v6[i] : cycles of length 5 and 2,
for all i ∈ Z7. From the following table it follows that P = v1[∗] ∪ v3[∗] is a plague.
pivot v1[∗] v2[∗] v3[∗] v4[∗] v6[∗]
v2[∗] v4[∗] v6[∗] v5[∗] v7[∗]
Therefore imm(Σ) ≤ 2/7 < 25/84 = ω(Σ).
5.2.2 Pointed Schreier Graphs with Vx 6= ∅ 6= Vy, Vxy = ∅ and the fragments.
In this section we discuss those pointed Schreier graphs G with Vx 6= ∅ 6= Vy , Vxy = ∅ which
contain the fragments of robust subgraph H0 of the graphs G10{10}, G10{5, 3, 2}, G7{5, 2}, and G7{4, 3}.
We write these fragments as F1 := G10{10} \ H0(G10{10}) and F2 := G10{10} \ H0(G10{5, 3, 2}), F3 :=
G7{5, 2} \H0(G7{5, 2}), and F4 := G7{4, 3} \H0(G7{4, 3}) as shown in Figure 9 and Figure 12. Note that
|F1| = |F2| = 8, |F3| = |F4| = 5.
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bb
b b
F3
b bc
bb
b b
F4
b
Figure 12. Fragments F3 and F4
Let k be an integer with 0 ≤ k < t and H0 ≺2 H1 ≺2 ... ≺2 Hk is a sequence of a pointed Schreier
graph G. Then Hk has k+1 possible open y−edges (which have a vertex without x−edge). Note that
any pointed Schreier graphs G with Vx 6= ∅ 6= Vy and Vxy = ∅, and without a robust subgraph Hi such
that Hi ≺1 Hi+1, can be generated by gluing k copies of F1 (resp. F2 or both F1 and F2) and one
copy of F1 (resp. F4) with k + 1 possible open y−edges of Hk. Therefore we write any such graph as
G = Span(Hk,F1,F2,F3) or G = Span(Hk,F1,F2,F4).
In the following lemma we estimate immunities on the coverings of G = Span(Hk,F1,F2,F3) (resp.
G = Span(Hk,F1,F2,F4)) by the same method which we used to calculate immunities on the coverings
of G = Span(Hk,F1,F2) in Lemma 5.4.
Lemma 5.7. Let Σ be a covering of G = Span(Hk,F1,F2,F3) with simply intersecting cycles. Then
imm(Σ) ≤ ω(Σ).
Proof. First suppose that G = Span(Hk,F1,F2,F3) contains at least one copy of the fragment F1.
Since |Vx| = 1, |G| = 12k + 7. Note that Hk ≺2 Hk+1 ≺2 Hk+2 ≺0 Hk+3. Therefore k + 1, k + 2 ∈ K
and v(k + 1)[∗], v(k + 2)[∗] ∈ PK . Assume that the label of y−edge at v(k + 2) is 0, and PK\{k+2} =
PK \v(k+2)[∗]. Then the set v0[∗]∪PK\{k+2}∪v(k+2)[0] is a plague on the covering Σ of G. Therefore
for any covering Σ of G with at least one copy of the fragment F1, we have
imm(Σ) ≤ (3k+1)N+1(12k+7)N ≤ 1/4 ≤ ω(Σ).
Now suppose that G = Span(Hk,F1,F2,F3) has no copy of the fragmentF1 and G = Span(Hk,F2,F3).
Since G = Span(Hk,F2,F3) contains k copies of F2 and one copy of F3, any xy-cycle (resp. yx-
cycle) has length ≥ 2 which implies that (ω′2j)j>1 = 1/3 (resp. (ω
′
i2)i>1 = 1/3). Note that for
G = Span(Hk,F2,F3) the number of vertices on cycles of length two are 2k + 2 and the number of
vertices on cycles of length ≥ 3 are n− 2k − 2 for 0 < k < t. Therefore for G = Span(Hk,F2,F3) we
have
ω(Σ) ≥ 1n [(2k + 2)(1/3) + (n− 2k − 2)(7/24)] =
k
12n +
1
12n +
7
24 ,
where n = |G| = 12k + 10. Also for G = Span(Hk,F2,F4) the number of vertices on cycles of length
two are 2k and the number of vertices on cycles of length ≥ 3 are n− 2k for 0 ≤ k < t. Therefore for
G = Span(Hk,F2,F4) we have
ω(Σ) ≥ 1n [(2k)(1/3) + (n− 2k)(7/24)] =
k
12n +
7
24 ,
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Let v(k + 1), v(k + 2) ∈ PK such that the labels of y−edges at v(k + 1) and v(k + 2) are b and c
respectively. If b = 0 = c, then the set v0[∗] ∪ PK is a plague on the covering Σ of G = Span(Hk,F2).
Therefore for b = 0 = c we have
imm(Σ) ≤ (3k+1)N+N(12k+7)N ≤ ω(Σ).
For b 6= 0, v0[∗] ∪ PK\{k+1} ∪ v(k + 1)[I] with |I| ≤ N/2 is a plague on the covering Σ of G =
Span(Hk,F2). Therefore for b 6= 0 we have
imm(Σ) ≤ (3k+1)N+N/2(12k+7)N = 1/4 ≤ ω(Σ).
Similarly, for c 6= 0, v0[∗] ∪ PK\{k+2} ∪ v(k + 2)[I] with |I| ≤ N/2 is a plague on the covering Σ of
G = Span(Hk,F2). Therefore for b 6= 0 we have
imm(Σ) ≤ (3k+1)N+N/2(12k+7)N = 1/4 ≤ ω(Σ).
Now we discuss the pointed Schreier graphs G of Σ with Vx 6= ∅ 6= Vy and Vxy = ∅ for which
imm(Σ) ≤ 1/4. We begin with the following remark.
Remark 5.8. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Let G be the pointed Schreier graph of Σ with Vx 6= ∅ 6= Vy and Vxy = ∅. In this case we again
consider v0 ∈ Vx as a distinguished vertex. We write Vy = {vi1 , vi2 , ..., vik}, where vik ∈ Hik \ Hik−1
for positive integers i1, i2, ..., ik with i1 < i2 < ... < ik. Note that Hik−1 ≺mik Hik with mik ∈ {1, 2}.
Moreover we have the following observations.
(1). It is easy to see that for pointed Schreier graphs G with Vx 6= ∅ 6= Vy, Vxy = ∅ and |V (G)| 6= 1,
|Cxy(v0) ∩Cyx(v0)| > 1, where Cxy(v0) and Cyx(v0) are the xy− and yx−cycles of G containing
v0 ∈ Vx. Therefore, by Lemma 2.5, every covering Σ with simply intersecting cycles of G is
non-trivial, that is, N > 1, where N is the size of fiber over any point of G.
(2). If a0 is the label of x−loop at v0 ∈ Vx and and bk is the label of y−loop at vik ∈ Vy then by
Lemma 2.4, 3a0 ≡ −1 (mod N), 2bk ≡ 1 (mod N), and bk 6= 0, 1, since N > 1. This implies
that N is odd and is not a multiple of 3.
(3). If Vx 6= ∅ 6= Vy and Vxy = ∅, then Vy ∩Hi1−1 = ∅. Therefore, by Lemma 5.1, we have
imm(Hi1−1) ≤
{
ni1−1+2
4ni1−1
, if there is no Hi for 2 ≤ i ≤ i1 − 1 such that Hi ≺1 Hi+1,
1/4, if there is a Hi for 2 ≤ i ≤ i1 − 1 such that Hi ≺1 Hi+1.
Lemma 5.9. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Let G be the pointed Schreier graph of Σ such that Vx 6= ∅, Vxy = ∅ and Vy = {vi1}, where
vi1 ∈ Hi1 \ Hi1−1, and Hi1−1 ≺1 Hi1 . Assume further that there exist a robust subgraph Hi for i 6= i1
such that Hi−1 ≺1 Hi. Then imm(Σ) ≤ 1/4.
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Proof. Let t be the number of triangles of G and H0 ≺m1 H1 ≺m2 ... ≺mt Ht is a finite sequence
of robust subgraphs Hj of G. Now choose i1 = t. Then Vy ∩ Ht−1 = ∅ and 1 ≤ i ≤ t − 1. Since
there exist a robust subgraph Hi for i 6= i1 such that Hi−1 ≺1 Hi, therefore by Lemma 5.1, we have
imm(ΣHt−1) ≤ 1/4. This implies that there exists a plague P (ΣHt−1) consisting of complete fibers
over pt−1 points of Ht−1 such that pt−1 ≤
nt−1
4 . Since Hi1−1 ≺1 Hi1 , we have nt = nt−1 + 1 and
pt = pt−1. Therefore
pt
nt
= pt−1nt−1+1 <
pt−1
nt−1
≤ 1/4.
Therefore imm(Σ) = imm(ΣHt) ≤ 1/4.
Lemma 5.10. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Let G be the pointed Schreier graph of Σ such that Vx 6= ∅, Vxy = ∅ and Vy = {vi1}, where
vi1 ∈ Hi1 \ Hi1−1 and Hi1−1 ≺2 Hi1 . Then imm(Σ) ≤ 1/4.
Proof. Let t be the number of triangles of G and H0 ≺m1 H1 ≺m2 ... ≺mt Ht is a finite sequence of
robust subgraphs Hj of G. By Remark 5.8 (3) we have:
pi1−1
ni1−1
≤
ni1−1+2
4ni1−1
.
This implies that there exists a plague P (ΣHi1−1) consisting of complete fibers over pi1−1 points of
Hi1−1 such that pi1−1 ≤
ni1−1
4 . Therefore pi1−1 ≤
ni1−1+2
4 . Since Hi1−1 ≺2 Hi1 , ni1 = ni1−1+3. Now
consider the Figure 13.
b
v0
b b
v′i1−1
b
vi1−1
b
−1
vi1
b
v′i1
b
bi1
Figure 13. Robust Subgraph Hi1
By the method of Lemma 4.2, P (Hi1) = P (Hi1−1)∪vi1 [1] spreads to vi1 [∗], and therefore P (Hi1) =
P (Hi1−1) ∪ vi1 [1] is a plague on ΣHi1 . Therefore pi1N = pi1−1N + 1 ≤
(ni1−1+2)N+4
4 , and for N ≥ 5
we have
pi1N
ni1N
=
pi1−1N+1
(ni1+3)N
≤
(ni1−1+2)N+4
4(ni1−1+3)N
< 1/4.
Therefore imm(ΣHi1 ) < 1/4. Now by Lemma 4.2, imm(ΣHj ) ≤ 1/4 for all i1 < j ≤ t and hence
imm(Σ) ≤ 1/4.
Lemma 5.11. Let Σ be a covering with simply intersecting cycles of finite homogeneous PSL(2,Z)-
space Σ. Let G be the pointed Schreier graph of Σ such that Vx 6= ∅, Vxy = ∅, |Vy| ≥ 2. Then
imm(Σ) ≤ 1/4.
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Proof. Let t be the number of triangles of G and H0 ≺m1 H1 ≺m2 ... ≺mt Ht is a finite sequence of
robust subgraphs Hj of G. Let Vy = {vi1 , vi2 , ..., vik}, where vik ∈ Hik \ Hik−1 for positive integers
i1, i2, ..., ik. Now we have two cases to consider. First suppose that there exists at least one ik ∈ J
such that Hik−1 ≺2 Hik . In this case we can choose such ik as i1. Then by using the arguments of
Lemma 5.10 it follows that imm(ΣHi1 ) ≤ 1/4. Now by Lemma 4.2 imm(ΣHj) ≤ 1/4 for all i1 < j ≤ t.
Therefore for mi1 = 2 we have imm(Σ) ≤ 1/4.
Next suppose that there does not exist any ik ∈ J such that Hik−1 ≺2 Hik . In this case we can
choose the subscripts i1, i2, ..., ik such that ik = ik−1 + 1 for all k. In particular consider i2 = i1 + 1.
Now by Remark 5.8 (3) we have imm(ΣHi1−1) ≤
ni1−1+2
4ni1−1
. This implies that there exists a plague
P (ΣHi1−1) consisting of complete fibers over pi1−1 points ofHi1−1 such that pi1−1 ≤
ni1−1+2
4 . Therefore
pi1 = pi1−1 ≤
ni1−1+2
4 . Now since i2 = i1 + 1, Hi1 ≺1 Hi2 and therefore ni2 = ni1 + 1 = ni1−1 + 2.
Also P (ΣHi2 ) = P (ΣHi1 ) = P (ΣHi1−1). This implies that pi2 = pi1 = pi1−1 ≤
ni1−1+2
4 . Therefore
pi2
ni2
=
pi1−1
ni1−1+2
≤
ni1−1+2
4(ni1−1+2)
= 1/4.
This implies that imm(ΣHi2 ) ≤ 1/4. Therefore by Lemma 4.2 imm(ΣHj ) ≤ 1/4 for all i1 < j ≤ t and
hence imm(Σ) ≤ 1/4.
The Proof of Theorem 3.13. The pointed Schreier graphs G to consider are with Vx 6= ∅ and
Vxy = ∅. There are two main cases to consider, namely the Case 1 in Section 5.1 when G is with
Vx 6= ∅ and Vy = ∅ = Vxy, and Case 2 in Section 5.2 when G is with G with Vx 6= ∅ 6= Vy and
Vxy = ∅. In Case 1 there are two types of G, namely, G with at least one robust subgraph Hi for
some 2 ≤ i ≤ t such that Hi ≺1 Hi+1, and G without a robust subgraph Hi for some 2 ≤ i ≤ t such
that Hi ≺1 Hi+1. In both these cases we proved that the immunity can be bounded above by the
weight. The corresponding claims are Lemmas 5.1, 5.2, 5.3 and 5.4. In Case 2 there are five subcases
to consider. In each of these cases we proved that the immunity can be bounded above by the weight.
The corresponding claims are Lemmas 5.6, 5.7, 5.9, 5.10, and 5.11.
Conclusion. Theorem 3.13 implies that the Conjecture 1.1 is true for any covering Σ with simply
intersecting cycles of finite homogeneous PSL(2,Z)-space Σ whose pointed Schreier graph is with
Vx 6= ∅, Vy = ∅ = Vxy and Vx 6= ∅ 6= Vy, Vxy = ∅. However through case-by-analysis it is concluded
that the Conjecture 1.1 is open for coverings Σ of the pointed Schreier graph G in the following cases:
G with Vx 6= ∅ 6= Vxy and Vy = ∅,
G with Vy 6= ∅ 6= Vxy and Vx = ∅,
G with Vx 6= ∅ 6= Vxy and Vy 6= ∅,
G with Vxy 6= ∅ and Vx = ∅ = Vy,
G with Vy 6= ∅ and Vx = ∅ = Vxy,
G with Vx = ∅ = Vy and Vxy = ∅.
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