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Abstract. A large proportion of problems found in deployed systems relate to
the user interface. This paper presents an approach to the verification of user
interface models based on model checking. The approach is intended to be used
early in design. The verification is concerned with behavioural aspects of the user
interface and requires models that represent both the interactive aspects and also
capture important features of the context to allow restrictions of behaviour to
those that conform to appropriate human and environmental constraints. A tool
suite to support the approach is under development and is described. Future work
directions are put forward.
1 Introduction
Large software development projects typically do not benefit from current software
engineering practices. It can be argued that the lack of use of these practices has led
to poor success rates in these developments. In a study carried out in North America it
was concluded that 40% of deployed systems had marginal gains, 40% were rejected,
and only 20% of the systems were considered truly successful (cited in [1, chapter 1]) .
Other studies have shown that a large proportion of problems found in deployed
systems relate to the user interface. “Although valid figures are difficult to obtain there
seems to be general agreement to attribute somewhere in the range of 60-90% of all
system failures to erroneous human actions” [2]. However, as Leveson points out [3],
classifying a human-computer interaction problem as human error is too simplistic. In
most situations it is not clear whether the error lies with the “operator” of the system or
with the designers who have created the system.
There is clearly the need for a better integration of human-factors concerns into the
software engineering life-cycle. Despite the emphasis being placed on engineering more
reliable hardware and software systems, relatively little significance has been attached
to human factors issues. Even a recent software development method such as RUP,
which is strongly based around the notion of Use Case, pays little attention to the design
of the user interface. This situation becomes more extreme with the introduction of
ubiquitous technologies where devices are embedded in complex user environments.
In this paper we argue (1) that there should be a closer integration of usability issues
into the software development life cycle; (2) that, more generally, there is need to take
a more careful account of context, including human use in the modelling and analysis
of the device. Section 2 discusses the gap between software engineering and interactive
systems development. Section 3 presents discount usability evaluation methods. Sec-
tion 4 and 5 propose an approach to usability analysis, and a accompanying tool based
on model checking. Section 6 discusses the the need for the use of constraints in the
analysis of interactive systems. Section 7 presents some directions for future work, and
finally section 8 draws some conclusions.
2 Developing the user interface
Usability concerns are typically not among the major concerns of software engineers
during the early stages of design. It is common to find software engineers designing
the user interface as a last layer to be placed on top of the system above function or
business logic in order to enable users access to its functionality. This vision rests on the
assumption that all the application’s logic is at the functional level, and is independent of
the user interface. The user interface then is simply a passive information transmission
layer between the user and the “application”. Such approaches compromise the quality
of the software system that is being produced both in terms of the quality of the user’s
experience and the quality and maintainability of the implemented code.
User interface layers are, in practice, required to implement control logic. In current
applications, the control logic of the user interface is usually tightly coupled with the
logic of the functional layer. This happens both in terms of the state and behaviour
of user interface objects as they reflect the underlying function. Both layers must be
adequately designed so that they can co-operate in order to provide a high quality user
interaction.
An inadequate or non-existent design specification leads to a user interface layer that
is developed in a more or less ad-hoc fashion. This problem is exacerbated by current
IDE tools which provide support for the design and construction of the graphical aspects
of the user interface, but provide little support for the design of the behavioural aspects.
This leads to a situation where the design or, more precisely, the implementation, will
require frequent update as problems are found and improvements requested.
3 Discount approaches to usability analysis
In order to address the above issues more effectively, better integration of human fac-
tors concerns into the software engineering life cycle is needed. This can be achieved by
considering usability issues from early in the development process. Lightweight tech-
niques are needed that enable reasoning about the usability of systems as early as pos-
sible so that design can be shaped by usability criteria and concerns.
Discount methods for the analysis of usability have been proposed that are cheaper
to apply than more traditional empirical methods. Two such methods are Heuristic Eval-
uation [4] and Cognitive Walkthroughs [5]. Heuristic Evaluation involves systematic
inspection of the design by means of guidelines for good practice in the design. It is as-
sumed that there are a number of general characteristics that all usable systems should
exhibit. Cognitive Walkthroughs, on the other hand, aim at analysing how well the in-
terface will guide the user in performing tasks. User tasks must first be identified, and
the model of the interface (the device model) must be sufficiently detailed to cover all
possible courses of action the user might take. Analysis of how a user would execute
the task is performed by asking three simple questions at each stage of the interaction:
Will the correct action be made sufficiently evident to users? Will users connect the cor-
rect action’s description with what they are trying to achieve? Will users interpret the
system’s response to the chosen action correctly? To answer these questions, probable
courses of user action must be presumed and documented as so-called user models.
Discount approaches have the advantage that they do not require substantial plan-
ning, and can be used in the early stages before the design is implemented. They operate
on some informal representation of the design, for example a storyboard or a draft of the
user manual. However, because these methods are largely informal it is more difficult to
perform them systematically and therefore ensure coverage. Additionally, the methods
rely on application by those who have sufficient expertise to apply them correctly —
for example, interpreting any questions that are asked of the design appropriately. This
creates problems when technique application takes place in the context of a develop-
ment and analysis process that is carried out by software engineers who do not have
such skills. There is thus a need for an interdisciplinary development process involving
software engineers, human-factors experts and designers.
A complicating factor, when it comes to the analysis step, is the sheer size and com-
plexity of the models that must be considered when developing complex systems. At
worst the discount methods tend to focus on what could be called surface issues in the
interaction, with little consideration of more complex behavioural issues of the inter-
action between user and device that will arise in real usage conditions. It requires the
specialist analyst to raise the deeper questions. Techniques and tools are required that
enable a more thorough analysis of interactive systems in an interdisciplinary context.
4 Integrating usability analysis into software development
We have been working towards a method for the design of the user interface that in-
volves joint analysis by software engineers and human-factors experts. The approach
taken is that depicted in Figure 1. In it, design and verification become part of the same
development process, where verification is used to inform design decisions. Four main
steps can be identified for this type of approach: 1) selecting what to verify; 2) building
an appropriate model; 3) performing the verification; 4) analysing the results.
Whenever usability issues must be considered, a model is built that captures salient
interactive features of the design. The model is used to capture the intended design, and
at this stage different alternatives can be considered.
It must be stressed that these models are not prescriptive but descriptive. That is,
they are used not to express how the system should be implemented, rather they are used
to express what system should be implemented. At this stage the system implementation
is not of interest, instead focus is on the interaction between the system and its users.
The aim of the approach is that it might be applied from the early design stages, when
the question is “what should be built?”, rather than “how should we build it?”.
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Fig. 1. Integration of verification in development
Once a satisfactory model is reached, the desired usability properties must be ex-
pressed and afterwards verified of the model. From an analysis point of view, the most
interesting situations are those where the verification fails. In this case, the causes for
the failure must be analysed, this will lead to a new iteration of the process where either
the model or the property have been modified.
In order to enable the analysis of the behaviour of non-trivial systems, models are
built from components using a modelling language with rigorous semantics. Compo-
nents are described using the notion of interactor in the style of [6]: an object-like en-
tity which is capable of rendering (part of) its state into some presentation medium. The
state of each interactor is described by a set of attributes and annotated with the render-
ing relation. The behaviour is described by axioms in Modal Action Logic (MAL) [7].
The resulting MAL specification is similar to a production systems’ style specification
(see Figure below 3 for an example interactor model).
Properties that are to be checked of the system are written in Computational Tree
Logic (CTL) [8]. CTL enables the expression of properties over the behaviour of the
model. The properties that can be written/verified deal mainly with which states can or
cannot be reached. Typical properties include: X is an invariant (AG(X) — X holds in
all states of all behaviours); X is inevitable (AF(X) — for all possible behaviours, X will
eventually hold); X is possible (EF(X) — for at least one behaviour X will eventually
hold). Different combinations of the operators can be used to express more complex
properties.
5 A tool for automated usability analysis
A tool has been developed that enables the translation of interactive systems models
into the SMV model checker input language (i2smv) [9]. SMV [10] is a model checker
which uses CTL as the logic to express properties. Models are defined as finite state
machines, and CTL is used to express properties over the behaviour of the models.
When the properties do not hold, SMV attempts to provide a counter-example in the
form of a trace leading to a state where the property does not hold.
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Fig. 2. The Mode Control Panel (adapted from [15])
With the tool it becomes possible to perform an exhaustive search over an interactor
model’s behaviour in order to establish that certain properties hold (for example: usabil-
ity principles, access control rules and timing properties — which can all be formulated
in terms of safety or liveness properties [11, chapter 5], [12], [13]). From traces that are
generated by the model checker, the user behaviour can be extracted and interpreted.
A number of case studies have been carried out in order to access the validity of
the approach and the tool. In [14] the user interface of ECOM, an Audio-Visual Com-
munication System, is analysed. It is demonstrated how the integration of two different
mechanisms for the control of accessibilities in the system creates an user interface that
is difficult to use.
In [9] the Mode Control Panel (MCP) of the MD-88 aircraft (see Figure 2) is anal-
ysed with respect to its predictability. More specifically, it was decided to analyse the
task of setting and acquiring a target altitude. Figure 3 shows an extract of the interactor
model developed for this purpose. The model covers the lighter coloured areas in Figure
2. It resorts to two auxiliary interactors: plane and dial. Interactor plane is used
to model the relevant physical features of the aircraft (altitude, velocity and climb rate).
Interactor dial is used to model the several dials and knobs present at the interface.
Other relevant features such as the pitch mode and the state of the altitude capture are
modelled as attributes. Actions are defined for each event that can take place at the user
interface (both by user initiative - those annotated with vis — or by system initiative).
Finally, axioms are used to model the behaviour of the system. It is not the purpose here
to present a complete account of the case study (see [9] for further details). It suffices
to say that the first axiom defines the effect of changing the climb rate on the system,
the second the effect of the enterAC action (arming the altitude capture), the third and
fourth axioms set permission and obligation conditions on this last action, and the fifth
axiom presented expresses an invariant over the state of the model. The complete model
has sixteen axioms.
In [9] the analysis was concerned with the capability of the system to acquire the
target altitude in response to the user setting the altitude capture mode. Note that the
system is analysed from the perspective of its interaction with the user. The model does
not try to express how the system is implemented. Rather, as with more traditional
interactor MCP
includes
aircraft via plane
dial(ClimbRate) via crDial
dial(Velocity) via asDial
dial(Altitude) via ALTDial
attributes
vis pitchMode: PitchModes
vis ALT: boolean
actions
vis enterVS, enterIAS, enterAH, toggleALT
enterAC
axioms
[crDial.set(t)] pitchMode′=VERT SPD ∧ ALT′=ALT
[enterAC] pitchMode′=ALT CAP ∧ ¬ALT′
per(enterAC) → (ALT ∧ |ALTDial.needle - plane.altitude|≤2)
(ALT ∧ |ALTDial.needle - plane.altitude|≤2) → obl(enterAC)
pitchMode=VERT SPD → plane.climbRate=crDial.needle
...
Fig. 3. Extract from the MCP model
discount usability evaluation methods, it captures what information and behaviour it
presents to users. A first attempt at expressing the desired property in CTL was:
AG((plane.altitude < ALTDial.needle & ALT) ->
AF(pitchMode=ALT_HLD & plane.altitude=ALTDial.needle))
This reads: it always (AG) happens that if the plane is below the altitude set on the MCP
and the altitude capture is on then (AF) the altitude will always be reached and the pitch
mode be changed to altitude hold.
This model was translated into SMV using the i2smv tool, after checking a trace
was produced showing that the property did not hold. This trace identified a user be-
haviour that would lead the aircraft to abandon the altitude capture mode (for example,
by explicitly changing the pitch). Since the particular situation where the pilot would
want the target altitude to be acquired was of interest it was decided to redefine the
property so that those behaviours would not be reported:
AG((plane.altitude < ALTDial.needle & ALT) ->
AF((pitchMode=ALT_HLD & plane.altitude=ALTDial.needle)
| (plane.climbRate = -1))
The attempt to check the property still failed, and the resulting trace highlighted a situ-
ation where an implicit mode change in the state of the system could create an altitude
bust incident (the aircraft climbing above the intended altitude). In short, there is a in-
termediate mode (used for smooth transition between altitude capture and altitude hold)
where the altitude capture is no longer armed and the plane is still acquiring the target
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Fig. 4. Illustration of the input spaces that are explored in different analysis strategies.
altitude. Actions by the pilot during this period can cause the plane to miss the target
altitude.
In an additional case study [16], the user interface of a simple mobile phone was
analysed and usability problems were found, that relate to the interference of the pro-
cessing of phone calls with the processing of SMS (Short Message System)3 messages.
6 Context
An important role of the dialogue between the software engineer and the human factors
or domain expert is to impose rules or constraints to further limit the possible counter-
examples so that “interesting” traces can be discovered. In the case of the MCP model
this constraint was achieved both by introducing a further model (see [9]) of the physical
environment (in this case notions of altitude) and by adding properties to the initial CTL
property to further constrain the possible circumstances of interest.
In typical analysis methods for interactive systems it is either assumed that the pos-
sible behaviour, as reflected in typical use of the device, is limited to those represented
by a task — a description of what the user will do — or, alternatively, the device is
explored by investigating all possible behaviours limited only by the physical device
constraints. The approach described provides the additional opportunity to identify a
representation of environmental or behavioural constraints that can be used to analyse
sets of plausible behaviours and thereby provide opportunity to explore unexpected be-
haviours such as might occur through work arounds.
In other related work [11], model checking techniques were applied to analyse mod-
els of interactive systems, using the behaviour of the device under design, as well as
the detailed behaviour of relevant environmental components. User models were either
omitted, to achieve an exhaustive exploration of the space of user inputs; or the user
was described by a normative task specification if the system was to be analysed with a
particular way of performing a user task in mind [13].
Three possibilities for the analysis of models of interactive systems may be appro-
priate:
1. No assumptions about the user are made at all: as a result the model checker will
explore all possible (combinations of) user inputs, see Figure 4a. The advantage
3 SMS is a service for sending text messages to GSM (Global System for Mobile communica-
tion) mobile phones, which has become very popular in Europe.
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of this approach is that behaviours are considered that were not anticipated by the
designer.
2. An instance of a particular user behaviour is modelled explicitly (see Figure 4b).
This behaviour may be derived from a task description. The aim here is to focus on
all possible responses of a device to a given user behaviour. The disadvantage of this
approach is that it is not very flexible. It is hard to capture “similar” behaviours; for
example, behaviour where the user performs additional actions that are not relevant
for a given goal.
3. A set of general assumptions are made by the designer about the behaviour of
under-specified components. Such assumptions can be interpreted as constraints.
They “impose structure, restriction[s], or limitation[s]” on the model, and thereby
force the model checker to explore only a sub-set of the input space during the
analysis (see Figure 4c).
The advantage of this approach is that it is not necessary to engage in detailed
modelling of user behaviour and user tasks, as such an approach would have at least
two disadvantages. While user task models help focus the analysis of interactive system
behaviour in relation to a particular task, the restrictive view they provide of the user
and the world might rule out desirable design alternatives [17]. A second disadvantage,
the description of complex decisions (for example, as might be required in dynamic
function scheduling [18]) requires the development of complex user models. In the
context of the model checking analysis, the addition of user models contributes to the
state explosion problem.
7 Future Work
At this moment i2smv is a working prototype. It enabled the analysis of models during
the case studies, but it does not yet adequately support the analysis process. In order to
provide support, a tool is needed that can be used throughout the process, from mod-
elling to interpretation of results. We are developing a tool suite with that purpose in
mind. The architecture of the proposed tool suite is presented in Figure 5. In order for
a tool to be effective it must support the different activities identified in section 4. The
base architecture consists of a models’ editor, the i2smv compiler, and a trace visualiser
tool.
In order for this style of approach to be viable, it must itself be usable. Two of
the most problematic aspects are building the models and expressing the properties. To
address these issues we are considering two lines of work: developing a properties editor
module, and performing reverse engineering of the user interface code. The properties
editor module follows the ideas from [11]. Its main responsibility is to help the software
engineer in expressing properties of the model. Regarding reverse engineering, we have
started exploring the derivation of interactor models from Java/Swing code.
Traditional model based usability analysis techniques typically resort to some sort
of graphical description of user interfaces. This can create problems when analysing
software that resort to other presentation modalities other than graphical ones. For ex-
ample, software for visually impaired users. More abstract modelling notations such as
interactors can be of advantage since they move away from concrete details of the actual
presentation. This is an area to be explore by using the approach during the development
of a browser for visually impaired users.
8 Conclusions
In this paper it has been argued that a closer integration of usability issues into the soft-
ware development life cycle would be a positive contribution to effective user interface
design. Studies have shown that for large software development projects current soft-
ware engineering practices are still far from guaranteeing satisfactory solutions. Part of
the problem lies in the (lack of) design of the interaction between human and computer.
An approach for the integration of usability analysis into software development has
been presented based on software model checking. The approach, based on analysing
what systems should be implemented, differs from approaches such as [19, 20] where
the goal is to analyse how the systems should be implemented. There are other ap-
proaches to the model checking of interactive system models, see section 6 in [9] for an
overview. One of the main differences between those approaches and this work relates
to the role properties play in verification. In all of the other approaches properties are
seen as expressing some fact about the system which, if verified, should guarantee the
system to be usable. Properties are typically statically determined, not for negotiation,
whereas here properties capture potential properties of the user in the context of the sys-
tem. The traces that are generated can be used to elicit scenarios representing examples
of usage which thereby aid the development of modifications to the property or indeed
new properties.
A prototype to support model checking based analysis of interactive systems in the
context of the approach has also been presented. Case studies have been carried out that
indicate the approach can be useful at early design stages to identify potential usability
problems. The development of a tool suite to support the proposed approach which is
based around the prototype has begun. Other directions for future work have also been
put forward.
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