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Abstract
Wigner rotations are transformations that affect spinning particles and cause the
observable phenomenon of Thomas precession. Here we study these rotations for
arbitrary symmetry groups with a semi-direct product structure. In particular
we establish a general link between Wigner rotations and Thomas precession
by relating the latter to the holonomies of a certain Berry connection on a
momentum orbit. Along the way we derive a formula for infinitesimal, Lie-
algebraic transformations of one-particle states.
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1 Introduction
Our understanding of particle physics relies to a great extent on the properties of the
Poincaré group — the isometry group of Minkowski space-time, comprising Lorentz trans-
formations and space-time translations. In that context, irreducible unitary representa-
tions of Poincaré are interpreted as relativistic particles. They can be classified according
to their mass and spin, as shown long ago by Wigner [1]. However, recent insights in
high-energy physics and general relativity hint that the Poincaré group is not that funda-
mental after all. Indeed, about fifty years ago, Bondi, van der Burg, Metzner and Sachs
found that Poincaré symmetry is obsolete in space-times with a gravitational field, and
gets enhanced to an infinite-dimensional asymptotic symmetry now known as the BMS
group [2]. Shortly thereafter, it was suggested that one could define a corresponding
generalized notion of particles, and their classification was performed by McCarthy [3].
The last few years have witnessed a resurgence of interest in BMS symmetry, as it was
argued that it can be extended even further [4], that it reproduces various soft theorems
in quantum field theory [5], and that it might account for black hole entropy [6].
The structure of the BMS group is similar to that of Poincaré: it is a semi-direct prod-
uct containing a non-Abelian group of Lorentz transformations or ‘superrotations’ acting
on a vector group of ‘supertranslations’. This constrains all unitary representations of
BMS [7,8], which in turn constrains all quantum-mechanical systems with BMS symme-
try. It is therefore of interest to study how various group-theoretic observables change
when enhancing Poincaré to BMS. The present work originates from an attempt to de-
scribe one such observable, namely Thomas precession [9], in the BMS context. While
investigating this topic, it turned out that many of the required tools were not readily
available in the literature. Indeed, it is widely known that Thomas precession follows
from the presence of Wigner rotations in the transformation law of one-particle states,
but most references on this subject in the physics literature only treat it for the very spe-
cial case of Poincaré symmetry; see e.g. [10, sec. 2.5], [11, sec. 11.8] or the papers [12–14].
On the other hand, the mathematics literature mostly seems to focus on abstract struc-
tures rather than the concrete computations needed by physicists; see e.g. [15, sec. V.5]
or [16]. (Wigner rotations are also responsible for entanglement between spin and mo-
mentum [17], but we will not investigate this here.)
The purpose of this paper is to fill this gap and describe, in full generality, various
aspects of Wigner rotations in unitary representations of semi-direct products. In short,
the question we wish to address is the following: given any semi-direct product group,
are the corresponding particles subject to Thomas precession? And if yes, what is the
precession rate? We shall formulate the answer in terms of a Berry connection (4.22)
related to the Maurer-Cartan form of the symmetry group. Along the way we will derive
eq. (3.10) for unitary Lie algebra representations of semi-direct sums; surprisingly, we
were unable to find this formula in the literature, so we hope it can be useful in a broader
context than that of this work. Throughout the paper, we illustrate our results with the
Poincaré group (which does display Thomas precession) and the Bargmann group (which
does not). The BMS group will be treated in a separate publication [18].
The plan is as follows. We start in section 2 by recalling the Wigner-Mackey con-
struction of irreducible unitary representations of semi-direct products, with particular
emphasis on Wigner rotations and their cohomological properties; we also illustrate this
method with massive representations of the Poincaré group (relativistic particles) and
the Bargmann group (non-relativistic particles). Section 3 is devoted to the Lie algebra
representations obtained by differentiating the Wigner-Mackey formula; these are then
used in section 4 to describe Thomas precession as a Berry phase in a Hilbert space with
a continuous energy spectrum. Finally, in section 5 we apply these results to the Poincaré
and Bargmann groups and briefly discuss other potential applications.
A disclaimer may be called for before we start. The present work was originally meant
as a technical appendix to [18], but it eventually turned out that the resulting structures
were interesting enough by themselves (at least in the author’s opinion) to deserve a
paper of their own. We hope that the reader will not be put off by the abstractness of
our presentation. This being said, note that our approach will not be mathematically
rigorous, so all necessary smoothness or regularity conditions are tacitly assumed to hold.
2 Wigner rotations
Here we review the description of one-particle states as induced representations of semi-
direct products, based on the notion of orbits and little groups. For spinning particles,
this involves Wigner rotations that we describe in detail. We refer e.g. to [19, chap. 16-17]
or [20, chap. 4] for an introduction to these matters with a milder learning curve.
2.1 Orbits, little groups and standard boosts
Consider a Lie group G, generally non-Abelian, whose elements we write as f , g, etc. Let
also A be a vector space with elements α, β, etc.; one can think of A as an Abelian group
with respect to vector addition. Finally, let σ be a representation of G in A, so that for
each f ∈ G we have a linear operator σf acting on A. Then the semi-direct product of G
and A is the group G⋉A whose elements are pairs (f, α), with a group operation
(f, α) · (g, β) = (fg, α+ σfβ). (2.1)
Many interesting groups in physics are semi-direct products. Examples include the
Poincaré groups, the Galilei groups (and their central extensions, the Bargmann groups),
as well as the BMS groups. In all these cases, the space A is interpreted as a group of
translations while G consists of rotations or boosts that act on A.
Given a semi-direct product G⋉ A, let A∗ be the dual vector space of A. In keeping
with the interpretation of A as a group of translations, we shall think of A∗ as ‘momentum
space’ and denote its elements as p, q, etc. Each momentum p is a linear form on A,
〈p, ·〉 : A → R : α 7→ 〈p, α〉. The action σ of G on A gives rise to its dual action on
momenta: for each f ∈ G and any p ∈ A∗, we define f · p ∈ A∗ by
〈f · p, α〉 ≡ 〈p, σf−1α〉 ∀α ∈ A. (2.2)
Choosing a momentum vector p, we define its orbit under G as
Op ≡
{
f · p ∣∣ f ∈ G}. (2.3)
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It is the set of all momenta that can be reached by acting on p with G. Not all elements
of G act non-trivially on p; those that leave it fixed span the little group of p,
Gp =
{
f ∈ G ∣∣ f · p = p}. (2.4)
For the Poincaré group, the dot action given by (2.2) is just the transformation law of
energy-momentum vectors under the Lorentz group and each orbit (2.3) is a hyperboloid
specified by an equation of the type qµq
µ = −M2 [1]. For the BMS3 group, the action of
G on (super)momenta is that of (chiral) conformal transformations on CFT stress tensors
and each orbit is a coadjoint orbit of the Virasoro group [7, 8].
Let us now pick one particular momentum orbit Op. By construction, the action of
G on the orbit is transitive, so Op is diffeomorphic to the quotient space G/Gp and for
any q ∈ Op we can find a group element gq such that
gq · p = q. (2.5)
We shall assume that the gq’s are chosen so as to depend smoothly on q over the entire
orbit1, and refer to them as a family of standard boosts. They can be seen as a map
g : Op → G : q 7→ gq (2.6)
which is in fact a section of the Gp-bundle G → Op by virtue of eq. (2.5). Note that
standard boosts are not uniquely defined: given some gq’s satisfying (2.5), we can always
multiply them from the right by any family of little group elements hq ∈ Gp without
affecting the requirement (2.5). One can think of the mapping
gq 7→ gqhq (2.7)
as a gauge transformation on the orbit, with gauge group Gp.
2.2 Wigner rotations and one-particle states
The notions of orbits, little groups and standard boosts are at the core of the irreducible
representations of semi-direct products built by Wigner and Mackey [1,21]. The construc-
tion goes as follows: pick an orbit Op and let S be an irreducible unitary representation
of Gp. The choice of Op will eventually determine the allowed momenta of one-particle
states (in Poincaré it fixes the value of the mass parameter), while S determines their
spin. We shall refer to the carrier space of S as the ‘spin space’ and denote it by h. Then
any wavefunction Ψ representing a one-particle state is a map
Ψ : Op → h : q 7→ Ψ(q). (2.8)
One can think of it as a wavefunction in the momentum picture of quantum mechanics.
All wavefunctions are required to be square-integrable and their scalar products read〈
Φ
∣∣Ψ〉 = ∫
Op
dµ(q)
(
Φ(q)
∣∣Ψ(q)) (2.9)
1This assumption is tantamount to the triviality of the Gp-bundle G → Op. It is not satisfied in
general, but it will hold for all massive Poincaré or Bargmann orbits considered below.
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where µ is a measure on Op while (·|·) denotes the scalar product in the spin space h.
Thus the Hilbert space of one-particle states is H = L2(Op) ⊗ h. The choice of µ is
mostly irrelevant, but for simplicity we shall assume that it is invariant under G so that
dµ(f · q) = dµ(q) for any f ∈ G.2 The action U of G⋉A on any wavefunction (2.8) is(U [(f, α)] ·Ψ)(q) = ei〈q,α〉S[g−1q fgf−1·q] ·Ψ(f−1 · q) (2.10)
where the gq’s are standard boosts. One can show that U is an irreducible, unitary repre-
sentation of G⋉A, and also that any such representation takes the form (2.10) for some
unique choice of Op and S [23]. In this sense, the one-particle states of any semi-direct
product are always uniquely labelled by their ‘mass’ Op and ‘spin’ S. In what follows we
refer to this statement as the Wigner-Mackey theorem.
In eq. (2.10), the exponential ei〈q,α〉 represents the usual action of translations on
wavefunctions in momentum space, while the argument f−1 ·q of Ψ on the right-hand side
accounts for the transformation law of scalar wavefunctions under boosts and rotations.
But the term involving S is more intriguing: it is a Wigner rotation3
Wq[f ] ≡ S
[
g−1q f gf−1·q
]
(2.11)
that contains a carefully crafted combination of group elements, designed in just the
right way to belong to the little group (2.4). Indeed, using the defining property (2.5) of
standard boosts, one finds that the combination leaves p invariant:
g−1q fgf−1·q · p = g−1q f · f−1 · q = g−1q · q = p.
Intuitively, the Wigner rotation operator (2.11) represents the action of the transforma-
tion f on the spin of a particle with momentum f−1 · q.
2.3 Gauge invariance and cohomology
Wigner rotations satisfy several important properties. First, they are not invariant under
gauge transformations (2.7), since mapping gq on gqhq transforms the operator (2.11) as
Wq[f ] 7→ S[hq]−1 ·Wq[f ] · S[hf−1·q]. (2.12)
Thus, different choices of standard boosts give different Wigner rotations, which is to say
that the representation (2.1) depends on the gq’s. Nevertheless, two such representations
with identical orbit and spin but different standard boosts are unitarily equivalent, as the
change (2.12) leaves the representation (2.10) invariant provided one rewrites it in terms
of S[hq]Ψ(q) rather than Ψ(q). In this sense the choice of gq’s is merely a gauge choice.
The gauge-dependence of Wigner rotations implies that they cannot be observed di-
rectly in any experiment. This naively suggests that they may be removed altogether, i.e.
that the transformation (2.10) could just as well be written without explicit reference to
S. But this cannot be true, since it would lead to the absurd conclusion that any particle
2This assumption can be relaxed by allowing µ to be quasi-invariant under G (see e.g. [22]), but this
complication affects the resulting representations only mildly so we do not include it here.
3The Wigner rotations introduced here should not be confused with the ‘Wigner rotation matrices’ or
‘Wigner D-matrices’ appearing in representations of SU(2), as these notions are completely unrelated.
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with spin S is equivalent to a collection of dim(S) scalar particles. So in fact, Wigner
rotations cannot be bluntly removed, and the problem becomes to extract gauge-invariant
observables out of gauge-dependent Wigner rotations. How can that be done? As it turns
out, the answer will be provided by Thomas precession.
Wigner rotations are also amenable to cohomological considerations. Indeed, one can
think of them as maps that send a point q ∈ Op on an operator Wq[f ] ∈ End(h) given by
eq. (2.11). If we denote the space of all such (smooth) maps by C∞
(Op,End(h)), then
Wigner rotations define an assignment
W : G→ C∞(Op,End(h)) : f 7→W[f ] (2.13)
where W[f ] is an End(h)-valued function on Op whose value at q is Wq[f ]. Now note
that, for f, g ∈ G, the definition (2.11) implies4
Wq[fg] = Wq[f ] ·Wf−1·q[g]. (2.14)
In cohomological terms, this states that the map (2.13) is a one-cocycle on G [15, sec.
V.5]. This is most manifest when the spin space h = C is one-dimensional; then any
Wigner rotation is an exponential
Wq[f ] = e
iWq [f ] (2.15)
with a real phase Wq[f ], and eq. (2.14) means that Wq[fg] = Wq[f ] +Wf−1·q[g]. Here
W[f ] is a function that maps q ∈ Op on the number Wq[f ]. The group G acts on any
such function φ as
(
f · φ)(q) = φ(f−1 · q), so one can write W[fg] = W[f ] + f · W[g],
which precisely says that the map W : f 7→ W[f ] is a one-cocycle on G. Futhermore,
if this cocycle is trivial so that Wq[f ] = φ(f−1 · q) − φ(q) for some function φ, then the
representation (2.10) can be rewritten as(U [(f, α)] · eiφΨ)(q) = ei〈q,α〉(eiφΨ)(f−1 · q),
which is to say that the exponential (2.15) can be absorbed by a redefinition of Ψ. This
also applies when the spin space is not one-dimensional: in that case one would say
that Wigner rotations are cohomologically trivial if they can be written as Wq[f ] =
Ω(q)−1 ·Ω(f−1 ·q) for some function Ω on Op valued in GL(h). Such Wigner rotations can
be removed from the representation (2.10) by expressing it in terms of Ω·Ψ rather than Ψ.
Thus, representations of G ⋉ A with cohomologically trivial Wigner rotations are
scalar representations in disguise. But we stress that, by construction, the actual Wigner
rotation (2.11) is never trivial (at least as long as S is non-trivial). Indeed, the whole point
of the Wigner-Mackey construction (2.10) is that different spins automatically specify
inequivalent irreducible representations; if the Wigner rotations (2.11) were trivial for
some irreducible choice of S, then the corresponding representations would be reducible,
which would contradict the Wigner-Mackey theorem. In a way, the theorem is a recipe for
building the only possible non-trivial cocycles of this type: all of them are given by (2.11)
for some choice of spin. Note also that in cohomological language, eq. (2.12) states that
Wigner rotations change by a coboundary when changing standard boosts; in particular,
4Abstractly, (2.14) says that Wigner rotations provide a representation of the action groupoid G⋉Op.
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the cohomology class of Wigner rotations is invariant under the gauge transformations
(2.7). So group cohomology provides an answer to the question raised above, namely
whether the gauge-dependence of Wigner rotations allows us to remove them altogether:
as long as S is not the identity, the combination (2.11) automatically has a non-trivial
cohomology class and cannot be removed from the transformation law (2.10). Since gauge
transformations (2.12) change Wigner rotations only by a coboundary, gauge-invariant
observables are quantities that only depend on that cohomology class. In section 4 we
shall argue that Thomas precession provides such gauge-invariant observables.
2.4 Example: Poincaré and Bargmann
Here we illustrate the construction of the previous pages with the Poincaré and Bargmann
groups. We focus on massive representations and work in arbitrary space-time dimension
D + 1. We refer again to [20, chap. 4] for a gentler introduction to these matters.
Poincaré. The (connected) Poincaré group is the isometry group of (D+1)-dimensional
Minkowski space-time; it is the semi-direct product of the (proper, orthochronous) Lorentz
group SO(D, 1)↑ with the group RD+1 of space-time translations:
ISO(D, 1)↑ = SO(D, 1)↑ ⋉RD+1.
Since this is a semi-direct product, its irreducible unitary representations are given by
the Wigner-Mackey method and are classified by orbits of energy-momenta under Lorentz
transformations. Each orbit consists of vectors q such that qµq
µ = −M2 for some mass
squared M2. We focus on a massive particle with positive energy, for which every energy-
momentum q on the orbit is a column vector
q =
(√
M2 + q2
q
)
where q ∈ RD is arbitrary. In the rest frame, the energy-momentum of the particle is
just p = (M, 0)t. The corresponding little group is SO(D), consisting of spatial rotations,
and the orbit is a hyperbolic space SO(D, 1)↑/SO(D) diffeomorphic to RD. We choose
a (generally projective) representation S of SO(D) to specify the particle’s spin. At
this point, the only ingredient still lacking for (2.10) is a family of standard boosts. A
convenient choice mapping a particle at rest on a particle with momentum q is
gq =
√1 + q2/M2 qt/M
q/M I+
(√
1 + q2/M2 − 1)qqt
q2
 . (2.16)
Here it is understood that q is a column vector so that qqt is a symmetric D×D matrix
(with entries qiqj), while q
2 = qtq and I is the D-dimensional identity matrix.
The data just described is enough to explicitly write down the Wigner-Mackey rep-
resentation (2.10) for the states of a massive relativistic particle. In keeping with the
subject of this paper, we will not describe any of this in detail, except for the Wigner
rotations (2.11). Specifically, let the group element f coincide with a standard boost
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gk; using (2.16) and letting x ≡ q/M , y ≡ k/M , one can show (after a lengthy but
straightforward calculation) that the Wigner rotation Wq[gk] is given by
g−1q gkgg−1
k
·q =

1 0t
0 I−
xyt − yxt + (√1 + x2√1 + y2 − 1)(xxt
x2
+
yyt
y2
− 2x(x · y)y
t
x2y2
)
√
1 + x2
√
1 + y2 − x · y + 1
 .
(2.17)
This is, as it should, a rotation matrix. In the language of Lorentz symmetry, it embodies
the fact that the composition of non-collinear pure boosts does not results in yet another
pure boost, but rather contains an extra rotation. For a particle with spin S, this rotation
becomes an operator Wq[gk] = S[g−1q gkgg−1
k
·q] acting on the spin space. This geometric
phenomenon is ultimately responsible for Thomas precession, as we shall see in sections 4
and 5. For further details on the computation of Wigner rotations, we refer e.g. to [12].5
Bargmann. We now describe the non-relativistic counterpart of the previous example.
In D spatial dimensions, the (connected) Galilei group is a nested semi-direct product
Γ(D) ≡ (SO(D)⋉RD)⋉ (RD × R) (2.18)
whose elements are quadruples (f,v,α, t) where f ∈ O(D) is a rotation matrix, v ∈ RD
is a velocity vector representing a boost, and (α, t) ∈ RD×R is a space-time translation.
The group operation is
(f,v,α, s) · (g,w,β, t) = (f · g,v+ f ·w,α+ f · β + vt, s+ t) (2.19)
where f · g denotes matrix multiplication while f · w and f · β involve the action of a
matrix on a column vector. In contrast to Poincaré, space and time, as well as rotations
and boosts, live on very different footings. To describe massive particles one needs to
add a central extension to (2.18); thus the Bargmann group is Γ̂(D) = Γ(D)× R, whose
elements are 5-tuples (f,v,α, t, λ) with λ ∈ R, subject to the group operation
(f,v,α, s, λ) · (g,w,β, t, µ) =
(
(f,v,α, s) · (g,w,β, t), λ+ µ+ v · f · β + v
2t
2
)
where the first entry on the right-hand side is a quadruple given by (2.19) while v·β = viβi
denotes the Euclidean scalar product and v2 = vivi.
Just as Poincaré, Bargmann is a semi-direct product with an Abelian normal sub-
group of space-time translations, so its irreducible unitary representations are specified
by orbits of energy-momentum-mass vectors under rotations and boosts. The classifica-
tion is somewhat harder than in the relativistic case due to the intricate group structure;
see e.g. [25] or [20, sec. 4.4.2]. Here we focus on massive particles, for which the spatial
momentum q and mass M determine the energy according to E = q2/2M . In the rest
frame, q = 0. The corresponding little group SO(D) consists of rotations and the orbit
is (SO(D)⋉RD)/SO(D) ∼= RD; spin is a representation S of SO(D). As for boosts, they
are much simpler than in the relativistic case: to map a particle at rest on a particle with
momentum q, just apply a boost with velocity v = q/M :
gq = (I,q/M) ∈ SO(D)⋉ RD. (2.20)
5Wigner rotations also exist for massless spinning particles: see e.g. [24].
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At this point we have all the information needed to write the non-relativistic version of
the Wigner-Mackey formula (2.10). As before we only focus on Wigner rotations. In the
present case we let f ∈ SO(D) be an arbitrary rotation, v ∈ RD an arbitrary boost, and
investigate the corresponding combination (2.11) at momentum q:
g−1q · (f,v) · g(f,v)−1·q = g−1q · (f,v) · gf−1·q−Mf−1·v
(2.19)
= (f, 0).
The last equality is a remarkable fact: it says that Wigner rotations project (f,v) on
the rotation f alone, for any momentum of a non-relativistic particle. It is a radically
different conclusion than the one of the relativistic case. In particular, the non-relativistic
Wigner rotations associated with pure boosts always vanish,
g−1q · gk · gg−1
k
·q = (I, 0), (2.21)
in contrast to the non-trivial relativistic rotation (2.17). In sections 4 and 5 we shall
relate these statements to Thomas precession and Berry phases on momentum orbits.
3 Infinitesimal Wigner rotations
As a preliminary step towards Berry phases and Thomas precession, in this section we
differentiate the Wigner-Mackey formula (2.10) to obtain unitary representations of the
Lie algebra of G ⋉ A. Surprisingly, we were unable to find this computation in the
literature. For our purposes, the most important result will be a Lie-algebraic analogue
of the Wigner rotation (2.11), which we will study in detail.
3.1 Differentiating Wigner-Mackey
The Lie algebra of G ⋉ A is a semi-direct sum g A A where g is the Lie algebra of G,
and its elements are pairs (X,α) where X ∈ g and α ∈ A.6 We wish to differentiate the
group representation (2.10); explicitly, for any (X,α) ∈ g A A we define
u[(X,α)] ≡ d
dt
∣∣∣∣
t=0
U [(etX , tα)] (3.1)
where eX ∈ G is the exponential of X ∈ g. Since U is unitary, u[(X,α)] is an anti-
Hermitian operator acting on the Hilbert space of h-valued wavefunctions on Op. To
obtain u we need to differentiate eq. (2.10) with respect to f and α; we do this by
treating one by one the three terms on the right-hand side of that formula.
Scalar contribution. First, the differential of the exponential term is just ∂t|0ei〈q,tα〉 =
i〈q, α〉. Secondly, let us take f = etX and differentiate the term Ψ(f−1 · q):
d
dt
∣∣∣∣
0
Ψ(e−tX · q) = dΨq
( d
dt
∣∣∣∣
0
(e−tX · q)
)
. (3.2)
Here we are assuming that Ψ is differentiable and write dΨq for its differential (pushfor-
ward) at q ∈ Op.7 The argument of dΨq is a vector tangent to Op at q. In fact, it is the
6Since A is a vector group, its Lie algebra is the vector space A endowed with a trivial Lie bracket.
7The set of smooth functions is dense in L2(Op), so this assumption entails no loss of generality.
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fundamental vector field ξX generating the action of G on Op, evaluated at q:8
(ξX)q ≡ d
dt
∣∣∣∣
t=0
(
etX · q). (3.3)
With this notation we can rewrite (3.2) as ∂t|0Ψ(e−tX · q) = −dΨq(ξX)q = −
(
ξX ·Ψ
)
(q).
All in all, the contribution to (3.1) of the spin-independent terms of (2.10) is
d
dt
∣∣∣∣
0
[
ei〈q,tα〉Ψ(e−tX · q)
]
= i〈q, α〉Ψ(q)− (ξX ·Ψ)(q). (3.4)
In a scalar representation (no spin), this would be the end of the story.
At this point a few words are in order regarding the fundamental vector field (3.3).
For generic X ∈ g and q ∈ Op, the vector (ξX)q does not vanish because etX does not
leave q fixed. However, by construction, any point on the orbit has a non-trivial stabilizer,
which for p is the little group Gp. Accordingly, from now on we refer to the Lie algebra of
the little group as the little algebra, denoted gp; it consists of those Lie algebra elements
X ∈ g such that (ξX)p = 0.
Wigner generators. To complete the computation of (3.1), it remains to differentiate
the Wigner rotation (2.11). Letting f = etX as before, we have
d
dt
∣∣∣∣
0
S[g−1q etXge−tX ·q] = s[ ddt
∣∣∣∣
0
(
g−1q e
tXgq
)
+
d
dt
∣∣∣∣
0
(
g−1q ge−tX ·q
)]
(3.5)
where s is the representation of the little algebra obtained by differentiating S. Note that
the two terms in the argument of s do not separately belong to the little algebra, so one
cannot split the right-hand side of (3.5) as a sum of two operators s[...]. The first term is
d
dt
∣∣∣∣
0
g−1q e
tXgq = Adg−1q X (3.6)
where Ad is the adjoint representation of G. To deal with the second term, recall that
the (left) Maurer-Cartan form on G is defined as the g-valued one-form Θ given by
Θf ≡ d
(
Lf−1
)
f
∀f ∈ G, (3.7)
where Lf−1 denotes left multiplication by f
−1 and d(Lf−1) is its differential (pushforward).
When G is a matrix group, the matrix entries define local coordinates on G and the
Maurer-Cartan form is typically written as Θ = f−1df ; but for the sake of generality, let
us use the abstract definition (3.7). In these terms the second piece of (3.5) is
d
dt
∣∣∣∣
0
(
g−1q ge−tX ·q
)
= −Θgqdgq(ξX)q (3.8)
where ξX is the fundamental vector field (3.3) and dgq is the differential at q ∈ Op
of the family of standard boosts (2.6), which we assume to be smooth. In fact, eq.
8We are defining ξX with an exponential path e
tX , but in fact any curve γ(t) in G such that γ(0) = e
and γ˙(0) = X would do the job; this is important for some of the computations below.
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(3.8) contains the pullback of the Maurer-Cartan form (3.7) by these standard boosts:
Θgq ◦ dgq = (g∗Θ)q. (This is often written as a pure gauge field configuration g−1q dgq.)
With this notation we can combine eqs. (3.8) and (3.6) to write (3.5) as
d
dt
∣∣∣∣
0
Wq[e
tX ] = s
[
Adg−1q X − (g∗Θ)q(ξX)q
] ≡ wq[X ], (3.9)
where we stress once more that the two terms in the argument of s do not separately
belong to the little algebra, though their combination does. From now on we refer to
wq[X ] as an infinitesimal Wigner rotation, or Wigner generator for short.
By now we can evaluate the Lie algebra representation (3.1). Putting together (3.4)
and (3.9), the differential of the transformation law (2.10) at the identity is(
u[(X,α)] ·Ψ)(q) = (i〈q, α〉+ s[Adg−1q X − (g∗Θ)q(ξX)q])Ψ(q)− (ξXΨ)(q).
To rewrite this more compactly, we remove the argument q so that
u[(X,α)] ·Ψ =
(
i〈·, α〉+ s[Adg−1X − g∗Θ(ξX)]− ξX)Ψ (3.10)
where 〈·, α〉 is the real function on Op that maps q on the number 〈q, α〉.
Formula (3.10) is our first key result. It says that infinitesimal translations act by
multiplication on wavefunctions in momentum space, while rotations or boosts act as
translations on a momentum orbit (due to the differential operator ξX) and rotate wave-
functions in their internal (spin) space with the Wigner generator (3.9); the latter will be
studied in detail in the upcoming pages. To the best of our knowledge, eq. (3.10) does
not appear in the literature, though there should be at least one other way to derive it.
Indeed, most Wigner-Mackey representations can be obtained by geometric quantization
of the coadjoint orbits of G ⋉ A. (See [26, 27] for mathematical aspects and [28] for ex-
amples and further references.) For example, the scalar transformation law (3.4) directly
follows from the action of g A A on polarized sections on T ∗Op (see e.g. [20, sec. 5.4.4]).
It should be possible to similarly prove the more general formula (3.10) from geometric
quantization, but we are not aware of any reference that exhibits this computation.
3.2 Comments on Wigner generators
Until the end of this section we focus on the operator (3.9); in particular our goal is to
investigate the Lie-algebraic version of the properties listed in section 2.3.
Projectors. Consider the argument of s in (3.9), which is an element of the little algebra:
Adg−1q X − (g∗Θ)q(ξX)q ∈ gp (3.11)
As mentioned before, the two terms of this expression do not separately belong to gp and
the role of the second term in (3.11) is to set to zero all the components of Adg−1q X that
are not along gp. In fact, the map sending Adg−1q X on (3.11) is a projection:
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Lemma. Let
{
gq
∣∣q ∈ Op} be a set of standard boosts. Then, for any q ∈ Op, the map
πq : g→ g : X 7→ X − (g∗Θ)q
(
ξAdgqX
)
q
(3.12)
is a linear projection operator in the sense that (πq)
2 = πq.
Proof. Let X ∈ g; let q ∈ Op and Y ≡ AdgqX. One then finds by brute force that
π2q (X) = πq
(
X − (g∗Θ)q
(
ξY
)
q
)
= πq(X)− (g∗Θ)q
[
(ξY )q −
(
ξAdgq (g∗Θ)q(ξY )q
)
q
]
. (3.13)
In the very last term we have Adgq(g
∗Θ)q(ξY )q = ∂t|0
[
getY ·qg
−1
q
]
, so that
(
ξAdgq (g∗Θ)q(ξY )q
)
q
=
(
ξ d
dt |0(getY ·qg−1q )
)
q
(3.3)
=
d
dt
∣∣∣∣
0
[
getY ·qg
−1
q · q
]
=
d
dt
∣∣∣∣
0
[
getY ·q · p
]
(2.5)
= (ξY )q.
Using (3.13) this implies that π2q (X) = πq(X)− (g∗Θ)q
[
(ξY )q − (ξY )q
]
= πq(X). Further-
more the definition (3.12) ensures that πq is linear, so it is indeed a projector. 
This lemma demystifies the seemingly awkward combination of terms in (3.9) and
(3.11): it allows us to write Wigner generators as
wq[X ] = s
[
πq
(
AdgqX
)]
,
i.e. as operators in spin space obtained by projecting AdgqX to the little algebra in a
momentum-dependent way. Note that in general, the projection (3.12) genuinely depends
on momentum in the sense that πq 6= πk when q 6= k; this can be verified by fixing X ∈ g
and evaluating the differential of the map Op → g : q 7→ πq(X).
Gauge invariance and cohomology. We now study the gauge-theoretic properties of
Wigner generators. Consider a change of standard boosts (‘gauge transformation’) as in
(2.7); how does it affect (3.9)? To answer this we return to (3.5) and find
d
dt
∣∣∣∣
0
S
[
h−1q g
−1
q e
tXge−tX ·qhe−tX ·q
]
= wq[Adh−1q X ]− s[θhq ](dh)q(ξX)q
where θ is the Maurer-Cartan form of the little group Gp. We can rewrite this more
compactly by recognizing s[θ]dh as the pullback of s[θ] by the section h : Op → Gp : q 7→
hq; removing the argument q, we conclude that under gauge transformations (2.7) the
infinitesimal Wigner rotation (3.9) changes as w 7→ w˜, with
w˜[X ] = S[h]−1w[X ]S[h] − s[h∗θ]ξX . (3.14)
This is the Lie-algebraic version of eq. (2.12). It confirms that Wigner generators are not
gauge-invariant, though their transformation law is somewhat similar to that of a gauge
field. We will return to this in section 4.2, where we shall build a Berry gauge connection
based on the Wigner generator (3.9).
Just as their group-theoretic cousins, the Wigner generators (3.9) have interesting
cohomological properties. Namely, for each X ∈ g one can think of w[X ] as a map that
sends q ∈ Op on the operator wq[X ] ∈ End(h) given by (3.9). This provides a map
w : g→ C∞(Op,End(h)) : X 7→ w[X ] (3.15)
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which is the Lie-algebraic counterpart of (2.13). Using the cocycle property (2.14), one
finds that Wigner generators are compatible with the Lie bracket of g in the sense that
w
[
[X, Y ]
]
=
[
w[X ],w[Y ]
]− ξX · w[Y ] + ξY · w[X ]. (3.16)
Here the bracket on the right-hand side is the commutator in End(h), while ξX · w[Y ]
denotes the action of the vector field ξX on the End(h)-valued function w[Y ](q) = wq[Y ].
Eq. (3.16) says that the map (3.15) is a one-cocycle on g taking its values in a space of
operator-valued functions.9 One can again verify that the representation (3.10) is equiva-
lent to a scalar one if and only if the corresponding Wigner generators are cohomologically
trivial, i.e. if wq[X ] = −Ω(q)−1 ·
(
ξX · Ω
)
(q) for some function Ω : Op → GL(h). In that
language, the Wigner-Mackey theorem implies that, by construction, the operators (3.9)
define a non-trivial cocycle whenever the spin representation s is non-trivial.
3.3 Splitting Wigner generators
So far our observations were independent of the choice of standard boosts on the orbit: all
our statements were covariant under the ‘gauge transformations’ (2.7). But now we shall
impose a specific partial gauge-fixing condition in order to uncover further properties of
Wigner rotations. The motivation stems from the sum of terms in (3.11): the first term
depends directly on X, whereas the second only depends on it through the vector field
ξX . From a gauge-theoretic perspective it is tempting to split that sum in two pieces,
each belonging to the little algebra, with one piece depending on X ∈ g only through ξX .
To perform that splitting, let us require that standard boosts reduce to the identity at p:
gp = e. (3.17)
This condition is satisfied by the standard boosts (2.16) and (2.20) chosen above for
Poincaré and Bargmann, respectively. Any other family of standard boosts can be
brought into such a form with a gauge transformation (2.7): it suffices to choose hp = g
−1
p .
When (3.17) holds, the standard boosts define a section (2.6) whose differential at p is a
linear map dgp : TpOp → g. Keeping in mind the Lie algebra element (3.11), we would
like to act with this map on a vector (ξX)q at q; since the differential is taken at p, we
first translate (ξX)q to p using the action (2.2) of G on Op, which gives a vector
d(g−1q ·)q(ξX)q =
(
ξAd
g
−1
q
X
)
p
∈ TpOp (3.18)
where, for any f ∈ G, the notation d(f ·)k means ‘the differential at k of the map q 7→ f ·q.’
(To prove the equality in (3.18) we used the definition (3.3) of ξX .) The key observation
now is that dgp acting on (3.18) produces a Lie algebra element that can be combined
with the two pieces of (3.11) in such a way that they separately belong to the little algebra:
Lemma. The Lie algebra elements
Adg−1q X − dgpd(g−1q ·)q(ξX)q and
(
(g∗Θ)q − dgpd(g−1q ·)q
)
(ξX)q (3.19)
both belong to the little algebra gp, for any X ∈ g and any q ∈ Op.
9More abstractly, Wigner generators provide a representation of the action Lie algebroid g⋉Op.
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Proof. The difference of the two expressions in (3.19) coincides with (3.11), which
belongs to the little algebra. As the latter is a vector space, if we prove that one of the
two quantities in (3.19) belongs to gp, then so does the other. Accordingly, it suffices
to prove that the first expression in (3.19) belongs to the little algebra, i.e. that the
corresponding fundamental vector field (3.3) vanishes at p. To see this we first compute
(
ξAd
g
−1
q
X
)
p
(3.3)
=
d
dt
∣∣∣∣
0
(
exp[tAdg−1q X ] · p
)
=
d
dt
∣∣∣∣
0
(
g−1q e
tXgq · p
)
=
d
dt
∣∣∣∣
0
(
g−1q e
tX · q). (3.20)
On the other hand, using (3.18) one finds(
ξdgpd(g
−1
q ·)q(ξX)q
)
p
=
d
dt
∣∣∣∣
0
[
exp
[
tdgp(ξAd
g
−1
q
X)p
] · p] = d
dt
∣∣∣∣
0
[
gexp[tAd
g
−1
q
X]·p · p
]
which coincides with (3.20). Thus the fundamental vector field associated with the first
Lie algebra element in (3.19) vanishes at p, as was to be proved. 
This lemma allows us to split infinitesimal Wigner rotations (3.9) as
wq[X ] = s
[
Adg−1q X − dgpd(g−1q ·)q(ξX)q
]− s[(g∗Θ)q(ξX)q − dgpd(g−1q ·)q(ξX)q]
where the right-hand side is well-defined since both arguments of s belong to the little
algebra. The last term, in particular, only depends on X through the vector field ξX , so
it is tempting to interpret it as arising from a gp-valued connection one-form
A = s[g∗Θ− dgpd(g−1·)]. (3.21)
In fact we shall see in section 4.2 that the Berry connection associated with adiabatic
changes of reference frames takes precisely the same form. For now, we simply think of
(3.21) as a convenient tool to study Wigner rotations. One may wonder, for instance, if
there are situations where (3.21) vanishes identically; the answer is as follows:
Lemma. The one-form (3.21) vanishes if and only if the Wigner rotations (2.11) asso-
ciated with standard boosts are trivial, i.e. if
S[g−1q gk gg−1
k
·q] = I ∀ k, q ∈ Op. (3.22)
Proof. If S is trivial, then (3.22) certainly holds and (3.21) vanishes; so let us focus on
the more interesting case where S is a non-trivial representation of Gp. The trick will
be to rewrite (3.21) in a way that explicitly relates it to a derivative of S. Let γ(t) be a
path on the orbit Op; it defines a tangent vector γ˙(t) that we can pair with (3.21):
s
[
(g∗Θ)γ(t)γ˙(t)− dgpd(g−1γ(t)·)γ(t)γ˙(t)
] (3.7)
= s
[ d
dτ
∣∣∣∣
τ=t
(
g−1γ(t)gγ(τ)
)
− d
dτ
∣∣∣∣
τ=t
(
gg−1
γ(t)
·γ(τ)
)]
(3.7)
= − d
dτ
∣∣∣∣
τ=t
S
[
g−1γ(τ)gγ(t)gg−1γ(t)·γ(τ)
]
. (3.23)
The last line is the derivative of a finite (as opposed to infinitesimal) Wigner rotation,
which allows us to relate the vanishing of (3.21) to the triviality (3.22) of Wigner rota-
tions. Indeed, saying that (3.21) vanishes means that it gives zero when paired with any
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tangent vector on Op, i.e. it is equivalent to the vanishing of the time derivative (3.23)
for any choice of path γ. Since γ is arbitrary, (3.23) vanishes if and only if the operator
S[g−1q gkgg−1
k
·q] is independent of k and q, i.e. if it takes a constant value on the orbit. But
standard boosts are continuous by assumption and the gauge condition (3.17) requires
gp = e, so the vanishing of (3.23) implies eq. (3.22). Conversely, if Wigner rotations are
trivial as in (3.22), then eq. (3.23) ensures that (3.21) vanishes. 
Note that Wigner rotations of standard boosts are precisely those we evaluated in
section 2.4 for Poincaré and Bargmann: in the former case we found in (2.17) that these
rotations are non-trivial, while in the latter we saw in (2.21) that they always vanish.
4 Thomas precession as a Berry phase
In this section we study the main observable consequence of Wigner rotations — Thomas
precession —, which we describe as a Berry phase associated with Wigner-Mackey repre-
sentations. Accordingly, we start by recalling in general terms how unitary group repre-
sentations lead to Berry phases, before applying that approach to semi-direct products.
Incidentally, the literature already contains many references that treat Thomas pre-
cession as a holonomy [29, 30], or equivalently a Berry phase [31, 32]. However, it seems
that none of them use the Wigner-Mackey description of one-particle states; instead, most
focus on the special case of Poincaré symmetry and rely on spin-specific tools such as the
Dirac equation. Our approach, by contrast, will not only hold for any spin, but will in
fact allow us to describe Thomas precession for any symmetry group with a semi-direct
product structure. In section 5 we will apply this method to the Poincaré and Bargmann
groups; the BMS group will be treated in a separate paper [18].
4.1 Berry phases in group representations
As a preparation for Thomas precession, our goal here is to exhibit certain Berry holonomies
that appear in unitary representations of Lie groups [33, 34]. In order to leave room for
non-trivial spin spaces, we will deal with generally degenerate eigenvalues of the Hamil-
tonian. This will require the non-Abelian generalization of Berry phases first described
in [35]; the non-degenerate, Abelian version of the argument can be found e.g. in [36]. In
contrast to the rest of this paper, in this section we use the Dirac notation.
Berry phases. Consider a (connected, simply connected) Lie group G and a unitary
representation U thereof. Think of G as a symmetry group consisting of ‘changes of ref-
erence frames’ and assume that it contains a one-parameter subgroup of transformations
that can be interpreted as time translations. Each such transformation corresponds to
a group element etX0 for some fixed X0 belonging to the Lie algebra g of G. From that
perspective, X0 ∈ g is the generator of time translations and the evolution operator is
U [etX0 ] = etu[X0] (4.1)
where u is the Lie algebra representation corresponding to U by differentiation. This is
to say that the Hamiltonian is H = iu[X0]. Crucially however, the latter statement relies
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on an arbitrary choice of reference frame: if f ∈ G relates two observers A and B, and if
A sees an evolution operator (4.1), then B will observe a generally different one,
U [f ]U [etX0 ]U [f ]−1 = U [etAdfX0 ] = etu[AdfX0], (4.2)
corresponding to a different Hamiltonian H ′ = iu[AdfX0] = U [f ]H U [f ]−1. Thus, given
the representation U , one obtains a family of Hamiltonian operators labelled by f ∈ G.
One can then think of G as a space of parameters whose adiabatic variations generally
lead to geometric phases picked along time evolution by any wavefunction. In particular,
closed paths in parameter space lead to Berry phases [33].
Concretely, let E be anN -fold degenerate eigenvalue ofH = iu[X0], and let |φ1〉, ..., |φN〉
be normalized, mutually orthogonal eigenvectors of H for this eigenvalue. For definiteness
we assume that the latter is isolated, though this assumption will fail to hold for semi-
direct products. Now suppose that the system is initially in a state |ψ(0)〉 = U [f(0)]|φi〉
for some f(0) ∈ G, and evolves according to the time-dependent Schrödinger equation
i∂t|ψ(t)〉 = U [f(t)]H U [f(t)]−1|ψ(t)〉 (4.3)
where the path f(t) inG represents time-dependent changes of reference frames. Provided
f(t) varies sufficiently slowly, the adiabatic theorem [37,38] ensures that
|ψ(t)〉 ∼ e−iEtΩji(t)U [f(t)]|φj〉 (in the adiabatic limit) (4.4)
with an implicit sum over j = 1, ..., N . Here (Ωij(t)) is a time-dependent unitary N ×N
matrix; on account of (4.3) it satisfies the differential equation
∂tΩik(t)
(
Ω(t)−1
)
kj
= −〈φi| U [f(t)]−1∂t U [f(t)]|φj〉. (4.5)
At this point we introduce the (non-Abelian) anti-Hermitian Berry connection
Af ≡ 〈~φ|
(U [·]−1dU [·])
f
|~φ〉t = 〈~φ|u[Θf ]|~φ〉t (4.6)
where |~φ〉 is a column vector whose entries are |φ1〉, ..., |φN〉, while d is the exterior
derivative on G and Θ is the Maurer-Cartan form (3.7). In these terms eq. (4.5) reads
∂tΩ · Ω−1 = −Af (f˙) and its solution is a Wilson line
Ω(t) = P exp
[
−
∫
f
A
]
. (4.7)
The integral over f is evaluated between the times 0 and t. For closed paths, i.e. when
f(T ) = f(0) for some time T > 0, the matrix (4.7) becomes a Berry holonomy
Ω(T ) ≡ B~φ[f ] = P exp
[
−
∮
f
A
]
(4.6)
= P exp
[
−
∮
f
〈~φ|u[Θ]|~φ〉t
]
(4.8)
whose eigenvalues are complex numbers with unit norm; their phases are Berry phases.
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Remarks. Various comments are in order regarding formula (4.8). As a prerequisite,
we define the stabilizer of the states |φ1〉, ..., |φN〉:10
G~φ ≡
{
h ∈ G
∣∣∣ U [h]|φi〉 = Λij|φj〉 ∀ i = 1, ..., N, (Λij) unitary}. (4.9)
It is the subgroup of G whose elements rotate the vectors |φi〉 among themselves. Note
that, since U is unitary, the matrices Sij [h] ≡ 〈φi| U [h]|φj〉 provide an N -dimensional
unitary representation S of G~φ. One can think of it as an analogue of the spin represen-
tation that appears in the Wigner-Mackey construction, which is why we call it S.
Now consider the state vector (4.4), which solves the Schrödinger equation (4.3) in
the adiabatic limit. In writing that vector we have arbitrarily declared that it is a linear
combination of states U [f(t)]|φj〉, while we could just as well have used U [f(t) ·h(t)]|φj〉
for any path h(t) contained in the stabilizer (4.9). With this different convention, eq.
(4.5) governing the time-dependence of Ω(t) would have been replaced by
∂tΩ · Ω−1 = −S[h(t)]−1〈~φ| U [f(t)]−1∂t U [f(t)]|~φ〉tS[h(t)] − S[h(t)]−1 · ∂tS[h(t)].
This amounts to transforming the Berry connection (4.6) as
Af 7→ A˜f ·h = S[h]−1AfS[h] + S[h]−1 · dS[h],
so the replacement of f(t) by f(t) · h(t) is akin to a gauge transformation with gauge
group G~φ. From that perspective the connection (4.6) is a gauge field valued in the Lie al-
gebra of the stabilizer (more precisely, in the space of operators representing that algebra
through S). As for the Wilson line (4.7), it is not invariant under such transformations;
this remains true even if the curves f(t) and h(t) are both closed, so the holonomy (4.8)
is not directly observable, though its eigenvalues (hence their Berry phases) are.
From a gauge-theoretic standpoint one may wonder if the holonomies (4.8) have any
chance of being non-trivial at all. Indeed, the gauge connection (4.6) is essentially the
Maurer-Cartan form sandwiched between two |φi〉’s. Since the Maurer-Cartan form is
‘pure gauge’ (Θf = f
−1df), it is flat in the sense that for any two vector fields ξ, ζ on G,(
dΘ
)
(ξ, ζ) +
[
Θ(ξ),Θ(ζ)
]
= 0 (4.10)
where d is the exterior derivative on G and [·, ·] is the Lie bracket of g. As a result, one
might think that the curvature of (4.6) similarly vanishes, which would imply that the
holonomy (4.8) is trivial. However, this naive expectation is misguided: while the gauge
connection (4.6) does contain the Maurer-Cartan form, it also crucially contains the sand-
wiching within 〈φi|...|φj〉 whose effect is to project the Maurer-Cartan form on the Lie
algebra of the stabilizer; this projected form does not, in general, have a vanishing curva-
ture. We shall confirm this explicitly in section 5 with the example of the Poincaré group.
A final comment concerns the space of parameters leading to the Berry holonomies
(4.8), which we originally introduced by considering closed paths in G. However, this
point of view is somewhat too restrictive: since the states |φ1〉,...,|φ1〉 have a non-trivial
stabilizer (4.9), one is free to consider a path f(t) in G which only closes up to some
10This definition fails for semi-direct products — more on that in section 4.4.
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element of G~φ, i.e. f(T ) = f(0)h with h ∈ G~φ. Its projection on the quotient space
G/G~φ is closed and this is enough to ensure that the corresponding Berry phases are
well-defined. Concretely, let us assume that the stabilizer is connected; then, for any
open path f(t) such that f(T ) = f(0)h with h ∈ G~φ, we define a closed path
f¯(t) =
{
f(t) for 0 ≤ t ≤ T
f(T )h(t) for T ≤ t ≤ T ′ (4.11)
where h(t) is a curve in G~φ such that h(T ) = e and h(T
′) = f(T )−1f(0). Formula (4.8)
applies to the path f¯ , whose Berry holonomy factorizes as
B~φ[f¯ ] = P exp
[
−
∫
h
〈~φ|u[Θ]|~φ〉t
]
· P exp
[
−
∫
f
〈~φ|u[Θ]|~φ〉t
]
.
Here the first term, due to the stabilizer path h(t), only depends on its endpoints and
does not depend on the choice of h(t). Accordingly, we define the Berry holonomy of a
(generally open) path f(t) such that f(T )−1f(0) ∈ G~φ as follows:
B~φ[f ] ≡ 〈~φ| U [f(T )−1f(0)]|~φ〉tP exp
[
−
∫
f
〈~φ|u[Θ]|~φ〉t
]
. (4.12)
This says that the actual space of parameters is the coset space G/G~φ. It implies that,
given a path f(t), it can have non-zero Berry phases only if its projection on G/G~φ is
closed and contains more than one point. This is consistent with the ‘orbit method’ for
building group representations [39], where geometric quantization of a coadjoint orbit
G/G~φ produces a unitary representation of G; from that perspective, Berry phases asso-
ciated with loops in G coincide with symplectic fluxes on G/G~φ [40]. We will encounter
similar observations below for semi-direct products.
4.2 Wigner-Berry phases
Having reviewed some aspects of Berry phases, we now return to the original setting of
this paper and consider a semi-direct product G⋉A; we also let U be a Wigner-Mackey
representation (2.10) specified by a momentum orbit Op and a spin representation S.
As before we can see G ⋉ A as a group of transformations relating various reference
frames: G consists of rotations and boosts, while A consists of translations. We assume
that A contains a one-parameter subgroup of time translations, as is indeed the case for
Poincaré, Bargmann and BMS groups. Then, if the system is prepared in an eigenstate of
the Hamiltonian and if the reference frame changes adiabatically and returns to its initial
configuration after some time, the final state vector should contain Berry phase factors.
Our goal is to understand how those phases can be evaluated by adapting eq. (4.12)
to semi-direct products; the result will crucially involve Wigner rotations. Along the
way we will encounter several technical complications, some of which we will not address
rigorously. To streamline the presentation, a more detailed discussion of some of these
issues is postponed to section 4.4. Accordingly, one can think of the next few pages as an
intuitive motivation for the construction of the connection one-form of eq. (4.22) below;
this one-form can be studied in its own right, irrespective of its representation-theoretic
origin, and we will indeed see in section 4.3 that it has many interesting properties.
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Energy eigenstates. At the outset, one should understand what is meant by ‘time
translations’: we are assuming that, in a certain reference frame, a vector α0 ∈ A gener-
ates time translations in the sense that a time translation by t ∈ R is a group element
(e, tα0) ∈ G⋉ A, where e is the identity in G. In another frame, related to the original
one by a ‘boost’ f say, the same translation would be seen as (f, 0) · (e, tα0) · (f, 0)−1 =
(e, tσfα0). This is a semi-direct product analogue of the statement surrounding eq. (4.2).
In this language, an energy eigenstate (in the original frame) is a wavefunction Ψ in
the Hilbert space of U that transforms under time translations as U [(e, tα0)]Ψ = e−iEtΨ.
Given such a wavefunction, the boosted state U [(f, 0)]Ψ has energy E with respect to
time translations generated by σfα0. Since U is given by the Wigner-Mackey formula
(2.10), this means that Ψ must have at least one definite component of momentum — its
energy. In particular, one may consider wavefunctions with definite momentum k ∈ Op,
Ψ(q) = δk(q)v ≡ Ψk,v(q), (4.13)
where v ∈ h is a spin vector while δk is the Dirac distribution at k ∈ Op associated with
the measure µ of (2.9). Such plane waves are energy eigenstates by construction, for any
k and any v. Accordingly, from now on we assume that energy (with respect to α0) is
bounded from below on the orbit Op and that its minimum is reached at p, as is indeed
the case for the massive particles described in section 2.4. One can then think of p as
the energy-momentum vector of a particle in the rest frame, so plane waves Ψp,v given by
(4.13) describe the possible states of a particle at rest. There are in general many such
rest-frame states, since the particle may have a non-trivial spin space h.
At this point we must face a first technical subtlety: if the energy function on the
orbit is non-constant, wavefunctions with definite energy must contain a delta function
in momentum space, which implies that they are not square-integrable and do not belong
to the Hilbert space. When it comes to Berry phases, this means that the treatment of
section 4.1 does not apply; instead we must consider superpositions of energy eigenstates,
whose Berry phases are not sharply defined but satisfy a certain probability distribution
[41]. But for the sake of simplicity (and at the expense of rigour), we will adopt a
somewhat heuristic viewpoint and consider normalized linear combinations of plane waves
whose spread can be made arbitrarily small, in such a way that they formally approach
energy eigenstates in the limit of zero spread. One can typically choose such smeared
wavefunctions to be Gaussian coherent states. This point of view allows us to think of
any normalized plane wave Φk,v with momentum k (and unit spin vector v ∈ h) as a limit
Φk,v = lim
λ→0
Φλk,v (4.14)
where Φλk,v is a normalized wavefunction peaked at k with spread λ in momentum space.
Note that the resulting plane wave Φk,v is not of the form (4.13) because the Dirac delta
function is not normalized. Instead, the relation between the normalized plane wave
(4.14) and the non-normalized one (4.13) is formally Φk,v = Ψk,v/
√
δk(k), where δk(k)
is an infrared-divergent delta function evaluated at zero momentum. In Poincaré one
would find δk(k) ∝ δ(D)(0) where δ(D) is the standard Dirac distribution on RD; in a large
volume V , δk(k) ∝ V . With this prescription for regulating infrared divergences, one
has scalar products such as 〈Φk,v|Φk,w〉 = (v|w). In particular, writing dim(h) = N and
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letting v1, v2, ..., vN be an orthonormal basis of h, we get N linearly independent vectors
Φp,i = vi
δp√
δp(p)
such that 〈Φp,i|Φp,j〉 = δij . (4.15)
One can think of the Φp,i’s as analogues of highest-weight states. Boosted vectors such
as U [(f, α)]Φp,i can then be seen as linear combinations of ‘descendant states’; even
though the energy spectrum is generally continuous (think e.g. of the relativistic energy√
M2 + k2), the adiabatic theorem applies [38] and the considerations of section 4.1
suggest that loops in G⋉ A lead to Berry phases.
Berry phases and Maurer-Cartan form. Consider a closed path (f(t), α(t)) of refer-
ence frame transformations in G⋉A. Let U [(f(0), α(0))]Φp,i be the initial state vector of
the system and let it evolve according to the time-dependent Schrödinger equation (4.3):
i∂tΨ = U
[(
f(t), α(t)
)]
iu[(0, α0)] U
[(
f(t), α(t)
)]−1 ·Ψ.
If the path (f(t), α(t)) is traced very slowly, the adiabatic theorem [38] ensures that the
wavefunction Ψ(t) at time t is given by an expression similar to eq. (4.4). Once the path
(f(t), α(t)) closes, say at t = T , the wavefunction Ψ(T ) differs from U [(f(0), α(0))]Φp,i
by a Berry holonomy (4.8) that now takes the form
B~Φp
[(
f(t), α(t)
)]
= P exp
[
−
∮
(f,α)
〈
~Φp
∣∣u[ϑ]~Φtp〉] (4.16)
where ~Φp denotes the column vector of wavefunctions
(
Φp,1,Φp,2, ...,Φp,N
)t
while u is the
Lie algebra representation (3.10) and ϑ is the Maurer-Cartan form of G⋉A. To compute
the latter, consider a path (g(t), β(t)) in G ⋉ A such that g(0) = f , β(0) = α. This
defines a tangent vector (g˙(0), β˙(0)) ∈ T(f,α)
(
G ⋉ A
) ∼= TfG ⊕ A. The Maurer-Cartan
form at (f, α) acting on that tangent vector is
d
dt
∣∣∣∣
0
[
(f, α)−1 · (g(t), β(t))] (2.1)= ( d
dt
∣∣∣∣
0
(
f−1 · g(t)), σf−1 β˙(0)).
Here the first entry is the Maurer-Cartan form of G acting on g˙(0) ∈ TfG. Thus the
Maurer-Cartan form of G ⋉ A is ϑ(f,α) =
(
Θf , σ
−1
f
)
, where the two entries respectively
act on TfG and TαA = A.
11 It follows that (4.16) can be written as
B~Φp
[(
f(t), α(t)
)]
= P exp
[
−
∮
(f,α)
〈
~Φp
∣∣u[(Θ, σ−1)]~Φtp〉] (4.17)
and it remains to put this in a simpler form by massaging the Berry connection in the
argument of the exponential. To do this we treat separately the ‘rotational piece’ Θ and
the ‘translational piece’ σ−1.
11The same Maurer-Cartan form recently appeared in [42] in the context of BMS3 symmetry.
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Translational piece. Consider the contribution of the translational Berry phase, due to
the term involving α in the representation (3.10). From eq. (4.17) and the scalar product
(4.15) we find that this term contributes an overall (Abelian) phase
Btransl.~Φp
[
(f, α)
]
= P exp
[
−
∮
(f,α)
〈
~Φp
∣∣u[(0, σ−1)]~Φtp〉] (3.10)= exp [− i ∮ T
0
dt 〈p, σ−1f(t)α˙(t)〉
]
(4.18)
where we neglect to write an identity operator I ∈ End(h) on the right-hand side. Using
the definition (2.2) of the action of G on momenta, this can be rewritten as
Btransl.~Φp
[
(f, α)
]
= exp
[
− i
∮ T
0
dt 〈f(t) · p, α˙(t)〉
]
. (4.19)
This overall phase vanishes whenever the path α(t) is constant or when f(t) is contained
in the little group. But in general it produces a non-zero contribution to the total Berry
holonomy (4.17), albeit one that is insensitive to spin; in particular, it also affects scalar
particles. One can think of it as a symplectic flux on the cotangent bundle T ∗Op, when
the latter is endowed with its usual symplectic form; indeed f(t) ·p = q(t) is a closed path
onOp (‘momentum space’) while α(t) is a closed curve in position space, and the exponent
of (4.19) can be seen as the integral of the Liouville one-form (the symplectic potential)
on T ∗Op along the path
(
q(t), α(t)
)
. This is consistent with the results of [40] and also
with the general relation between holonomies on homogeneous spaces and symplectic
fluxes (see e.g. [43]), although we are not aware of any reference that describes analogous
observations for semi-direct products. In the context of Thomas precession, the phase
(4.19) is generally neglected, precisely because it is blind to spin; for the same reason,
from now on we let the translational path α(t) be constant (α˙ = 0) so that the only
non-zero contribution to the Berry holonomy (4.17) comes from its rotational piece.
Rotational piece. When α(t) is constant, the Berry phases of (4.17) are entirely due
to the path f(t) ∈ G, whose contribution to the integrand in the exponent of (4.17) is〈
~Φp
∣∣u[(Θf , 0)]~Φtp〉 (3.10)= 〈~Φp∣∣∣(s[Adg−1p Θf − (g∗Θ)p(ξΘf )p]− (ξΘf )p)~Φtp〉. (4.20)
To simplify this expression we use eq. (4.15) for the states Φp,i. In particular, the vector
field outside the argument of s in (4.20) is blind to the spin vector vi of Φp,i and contributes
a term 〈~Φp|(ξΘf )p~Φtp〉, which is proportional to 〈δp|(ξΘf )pδp〉. This is the expectation value
of a boost generator in a state at rest, and therefore vanishes; intuitively, the boosted
state ξXΦp is orthogonal to Φp because it has a different value of angular momentum [44].
Thus the only non-zero piece of (4.20) comes from the Wigner generator s[...]; the latter
is only sensitive to the spin of Φp,i, and the scalar product (4.15) yields〈
~Φp
∣∣∣s[Ad−1gp Θf − (g∗Θ)p(ξΘf)p]~Φtp〉 = s[Ad−1gp Θf − (g∗Θ)p(ξΘf)p] (4.21)
where we identify the operator s[...] with its matrix in the basis v1, ..., vN of h. This is
the simplification we were looking for; we now analyse it in detail.
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4.3 Thomas precession
Formula (4.21) is the main result of this paper. It is a Wigner generator (3.9) that
coincides with the Berry connection associated to adiabatic boosts and rotations,
A = s
[
Ad−1gp Θ− (g∗Θ)p
(
ξΘ
)
p
]
(3.9)
= wp[Θ], (4.22)
and it may be seen as (the representation s of) the projection of the Maurer-Cartan form
Θ on the little algebra. We shall refer to it as a Wigner-Berry connection. It can be
simplified by choosing a gauge for standard boosts; specifically, let us assume that gp = e
is the identity as in section 3.3. Then Adg−1p Θ = Θ and the pullback of the Maurer-Cartan
form by g boils down to (g∗Θ)p = Θgpdgp = dgp. As a result (4.22) becomes
A = s
[
Θ− dgp(ξΘ)p
]
(for gp = e). (4.23)
We will see below that this is essentially the connection one-form anticipated in (3.21).
The observations of the last few pages show that Wigner rotations, Thomas preces-
sion and Berry phases are one and the same thing when it comes to Wigner-Mackey
representations. Indeed, the Berry holonomy (4.17) of (4.23) along a loop f(t) is
B~Φp[f(t)] = P exp
[
−
∮
f
s
[
Θ− dgp(ξΘ)p
]]
(for gp = e). (4.24)
This is typically a rotation matrix that may be interpreted as the net precession of a
particle’s spin obtained by superimposing a sequence of infinitesimal Wigner rotations.
Similar statements have already appeared in the literature [29–32], but to the best of our
knowledge, all of them only deal with the Poincaré group. By contrast, our goal here
was to draw general conclusions for arbitrary semi-direct products. In particular, we now
know that Thomas precession occurs if and only if the curvature of the connection (4.22)
does not vanish identically. As argued around eq. (4.10), this curvature need not vanish
thanks to the fact that it is a projection of the Maurer-Cartan form down to the stabilizer.
A comment is in order about the parameter space on which the connection (4.23)
lives. Indeed, note that for any path f(t) entirely contained in Gp, the Berry holonomy
(4.24) is trivial; this is because in that case the vector field ξΘf (f˙) vanishes at p and the
remaining connection wp[Θ]
∣∣
Gp
= s[θ] is flat due to the Maurer-Cartan equation (4.10).
One can thus think of the parameter space of the system as being not the group manifold
G, but the coset space G/Gp ∼= Op, and the only thing that truly matters is the projection
of f(t) on Op, i.e. the path γ(t) = f(t) · p in momentum space. When that projection is
a closed curve that contains more than one point, the Berry holonomy (4.24) is generally
non-zero. (We encountered a similar observation around eq. (4.11).) Furthermore, for
any such path f(t), whenever f(T ) = f(0) · h for some group element h ∈ Gp, one can
define a holonomy (4.12) even though the path f is not closed.
This implies that curves which only consist of standard boosts contain all the infor-
mation about the Berry phases associated with paths in G. In other words, as far as
Thomas precession is concerned we are free to consider without loss of generality only
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paths of the form f(t) = gq(t), where q(t) is some closed curve in Op. Any such path
can be interpreted as the momentum-space trajectory q(t) of a particle. Its ‘acceleration’
(or rather the force acting on the particle) is the tangent vector q˙(t), and the pullback
A = g∗A of the Berry connection (4.23) acting on that vector is
Aq(t)(q˙(t)) = s
[
Θgq(t)dgq(t)q˙(t)− dgp
(
ξΘgq(t)dgq(t)q˙(t)
)
p
]
= s
[
g∗Θ− dgpd(g−1·)
]
q(t)
(q˙(t)). (4.25)
Here we recognize the one-form (3.21) of section 3.3, so the lemma surrounding (3.22)
applies and we conclude that, if all Wigner rotations (2.11) associated with standard
boosts are trivial (i.e. if condition (3.22) holds), then the Berry connection A in (4.25)
vanishes identically. In particular, the triviality of Wigner rotations associated with
standard boosts implies the absence of Berry phases and Thomas precession. Conversely,
if some Berry holonomies (4.23) are non-trivial, then some Wigner rotations of standard
boosts must also be non-trivial.
4.4 Technical remarks
Here we discuss some of the technical issues encountered in section 4.2. A first remark
concerns the Berry phase (4.18) associated with non-constant translations. Namely, if
the complete parameter space of the system truly was G/Gp = Op, as is the case for
pure Thomas precession, then translations would not contribute to Wigner-Berry phases.
But one should keep in mind that Op is only the parameter space that incorporates the
effects of pure boosts and rotations; by contrast, the full parameter space of the system is
actually a coadjoint orbit of G⋉A, and is always larger than Op. For scalar particles this
orbit is a cotangent bundle T ∗Op in which Op is the parameter space for rotations and
boosts, while the cotangent piece forms a parameter space for translations. For spinning
particles the situation is similar, but the coadjoint orbit has a more intricate structure: it
is a bundle of little group coadjoint orbits over T ∗Op — see [26] for the original derivation
and [8] or [20, sec. 5.4] for more recent presentations. This is why the symplectic form of
T ∗Op appears in (4.19), and it explains why translations can lead to non-vanishing Berry
phases despite being blind to spin. It is also consistent with our remark below (4.12) on
the relation between Berry phases in group representations and coadjoint orbits.
Note that this conclusion, though correct, is at odds with our arguments at the end
of section 4.1 based on the stabilizer (4.9). Indeed, the stabilizer of the rest-frame states
(4.15) in the sense of (4.9) is the entire group Gp ⋉ A, which naively predicts that the
parameter space is (G ⋉ A)/(Gp ⋉ A) ∼= Op. By contrast, the stabilizer of a coadjoint
orbit of G⋉A is Gp ⋉Ap, where Ap is a strict subspace of A. (For example, for massive
particles Ap ∼= R typically consists of pure time translations.) This distinction between
A and Ap is crucial, as it accounts for the cotangent piece of scalar coadjoint orbits
(G⋉ A)/(Gp ⋉Ap) ∼= T ∗Op, and thus leaves room for translational Berry phases (4.19).
So the stabilizer (4.9) misses a key restriction on translations when it is bluntly applied to
Wigner-Mackey representations. The reason for this failure is that the rest-frame states
(4.15) do not, strictly speaking, belong to the Hilbert space, hence cannot be used as
harmlessly as the states |φi〉 of section 4.1.
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Finally, note that in writing (4.16) we relied on the adiabatic theorem for systems
without gap in the energy spectrum [38]. This is indeed needed for Wigner-Mackey rep-
resentations since they generally have continuous energy, but in practice one may not
have to address this subtlety at all. Indeed, any particle that undergoes periodic changes
of reference frames (e.g. an electron bound to an atomic nucleus) is actually located in
an attractive potential, so that its possible energy levels are discrete after all. Of course,
this discreteness becomes visible only with a dynamical analysis that goes beyond the
kinematical treatment of this paper.
To conclude we should mention one alternative point of view that might justify our
derivation of (4.22) without invoking coherent or bound states. As mentioned earlier,
most Wigner-Mackey representations of semi-direct products can be obtained by quan-
tizing their coadjoint orbits [26,27]. In that context the classification of these representa-
tions in terms of orbits and spins can be seen as a quantum version of the classification of
coadjoint orbits. Each orbit is the phase space of a (generally spinning) particle. Further-
more, since by assumption the symmetry group contains time translations, the system
comes equipped with a whole family of Hamiltonian functions that are related to one
another by changes of reference frames. (This statement is the classical counterpart of
eq. (4.2).) One can thus think of the set of inequivalent reference frames of the particle
as a space of parameters, and look for the Hannay angles [45] that appear when these
parameters are slowly varied in a cyclic way. Since they are purely classical objects, these
angles are not plagued by the difficulties listed above: as there are no ‘wavefunctions’,
there are no issues with the normalizability of quantum states or the adiabatic theorem.
Our expectation is that the Berry connection (4.22) is a quantum analogue of a classical
Hannay connection on phase space, but we will not attempt to verify this here.
5 Applications and outlook
In this short and last section, we illustrate the results of section 4 with the Poincaré and
Bargmann groups and briefly discuss other cases where similar tools apply.
5.1 Thomas precession for relativistic particles
Relativistic and non-relativistic particles are irreducible unitary representations of the
Poincaré and Bargmann groups, respectively. As in section 2.4 we only consider massive
representations in D + 1 dimensions. Let us start with the non-relativistic case — the
Bargmann group. As we showed in (2.21), the Wigner rotations associated with standard
boosts are trivial, so the discussion below (4.25) implies that there is no Thomas preces-
sion. This can be confirmed by directly evaluating the Berry connection (4.23), or rather
its pullback (4.25), for the Bargmann group: since standard boosts are given by (2.20),
they pullback the Maurer-Cartan form according to (g∗Θ)q = g
−1
q dgq = (0, dq/M), where
dq is an RD-valued one-form on RD, while the entire one-form g∗Θ takes its values in
the Euclidean Lie algebra so(D) A RD. The second one-form appearing in (4.25) is also
dgpd(g
−1·)q = (0, dq/M), so the Berry gauge field of (4.25) vanishes.
Relativistic particles are much more interesting in that respect. Consider a particle
with spin S, the latter being some irreducible unitary representation of the little group
SO(D). Standard boosts are given by (2.16), and their Wigner rotations are (2.17). They
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are non-trivial, so one may expect relativistic spinning particles to be subject to Thomas
precession. To confirm this, consider the argument of the Berry connection (4.25),
Aq ≡ g−1q dgq − dgpd(g−1q ·)q. (5.1)
The first term of this expression is just the pullback of the Maurer-Cartan form of the
Lorentz group by the standard boosts (2.16), while the second projects the Maurer-Cartan
form down to the little algebra. Indeed, using (2.16) we explicitly find
g−1q dgq =
 0
dqt
M
−
(
1− 1√
1+q2/M2
)
qtdq
q2
qt
M
dq
M
−
(
1− 1√
1+q2/M2
)
qtdq
q2
q
M
(√
1− q2/M2 − 1)(dqqt−qdqt
q2
)
 , (5.2)
which is valued in the Lorentz algebra as it should. Its purely spatial components (i, j)
span a matrix in so(D), while its first row and first column generate boosts. Crucially,
that boost piece does not appear in the connection (5.1) because it is cancelled by
dgpd(g
−1
q ·)q =
 0 dq
t
M
−
(
1− 1√
1+q2/M2
)
qtdq
q2
qt
M
dq
M
−
(
1− 1√
1+q2/M2
)
qtdq
q2
q
M
0
 .
As a result one finds that the connection (5.1) is just the rotational piece of (5.2),
Aq =
0 0
0
(√
1 + q2/M2 − 1)(dqqt − qdqt
q2
) . (5.3)
It is non-zero, consistently with the fact that the Wigner rotations (2.17) are non-trivial.
To prove that Thomas precession exists, it remains to verify that the connection (5.3) is
not flat. We do this by choosing a basis of the little algebra so(D): for 1 ≤ i < j ≤ D we
define a D ×D matrix Tij having an entry 1 in the jth row and ith column, (−1) in the
ith row and jth column, and zero elsewhere; in components, (Tij)kl = δilδjk−δikδjl. There
are D(D−1)/2 such matrices generating the so(D) algebra, and their commutators read
[Tij , Tkl] = δikTjl − δilTjk − δjkTil + δjlTik, (5.4)
where Tji ≡ −Tij if i < j. We can then write the connection (5.3) and its curvature F as
A = AijTij and F = FijTij, with implicit summation over i < j. Using (5.4) one finds
(Fij)q = d(Aij)q + [Aq,Aq]ij = 1
2
dqi ∧ dqj
M2
− 1
2M4
qkdqk ∧ q[idqj]
1 + q2/M2 +
√
1 + q2/M2
(5.5)
where q[idqj] ≡ qidqj − qjdqi. This does not vanish, so the Berry curvature associated
with changes of reference frames in (massive) representations of the Poincaré group is
non-zero: relativistic particles with non-zero spin are subject to Thomas precession.
It is worth comparing (5.3) and (5.5) with the expressions for Thomas precession that
can be found in the literature (see e.g. [11, sec. 11.8] or [13]). For instance, the Berry
connection (5.3) is essentially a higher-dimensional cross product,(√
1 + q2/M2 − 1)dq× q
q2
, (5.6)
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and may be seen as the infinitesimal rotation that results from a boost with rapidity
dq/M applied to a particle with momentum q. In terms of the velocity v such that
q = Mv/
√
1− v2/c2, the rotation generator (5.6) is(
1√
1− v2/c2 − 1
)
dv× v
v2
v/c→0∼ 1
2
dv× v
c2
where we reinstate the speed of light c for convenience. The right-hand side here is the
first term of the non-relativistic expansion of the exact result, and contains the notorious
‘Thomas half’ [9] that reconciled the observations of Uhlenbeck and Goudsmit [46] with
the predictions of quantum mechanics. In that context the differential form dv is inter-
preted as a small variation of a particle’s velocity due to its acceleration — for instance
the centripetal acceleration of an electron bound to an atomic nucleus.
Of course, any statement based solely on the connection (5.3) is bound to be gauge-
dependent, hence unobservable; for instance, we would have obtained a different expres-
sion for the rotation generator (5.6) if we had used different standard boosts. The only
truly observable quantities are gauge-invariant; those are typically the Berry phases that
can be extracted from the holonomies of the connection (5.3) and that may be interpreted
as rotations corresponding to the Thomas precession of a spinning particle. Note that in
general (for D ≥ 3) even the curvature (5.5) is not directly observable; the only exception
occurs in three space-time dimensions (D = 2), where the little group SO(2) is Abelian
so that the curvature (5.5) is gauge-invariant and reduces to
F = 1
2M2
dq1 ∧ dq2√
1 + q2/M2
(
0 −1
1 0
)
.
The two-form in front of the matrix may be interpreted as the volume form of a hyperbolic
plane embedded in energy-momentum space, so that the net angle of rotation undergone
by a particle that follows a closed path in rapidity space is the hyperbolic area of the
enclosed surface (times the particle’s spin) [30].
The Berry connection (5.3) and its curvature (5.5) have a number of interesting prop-
erties and may for instance be seen as solitonic configurations of a non-Abelian gauge
field [29, 31]. We will refrain from pursuing this line of thought here. Our main purpose
in this work was indeed to point out that such a rich gauge-theoretic structure arises in
the unitary representations of any semi-direct product.
5.2 Dressed particles and other stories
In this paper we have shown that a notion of ‘Thomas precession’ exists for essentially
all semi-direct product groups. This applies of course to Poincaré, but our approach is
independent of the details of the group structure and thus allows us to be more general.
A notable example is the BMS group, whose unitary representations are expected to
describe particles dressed with soft gravitons. In that context it is natural to wonder if
gravitational dressing contributes to Thomas precession, and if so, whether this contri-
bution can actually be measured. We recently addressed a similar question in [36] for the
Virasoro group (see also [47] for related considerations in the gauge-theoretic realm); as
for BMS representations, we intend to turn to them in a separate publication [18].
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While the BMS groups are undoubtedly interesting examples of groups whose repre-
sentations display Thomas precession, they are by no means the only uncharted territory.
For instance, the symmetry group of any two-dimensional conformal field theory with con-
served currents is a semi-direct product between the Virasoro group and a Kac-Moody
group, so the corresponding unitary representations may contain some sort of Thomas
precession. (If the Kac-Moody algebra is non-Abelian the treatment of this paper does
not apply, but this does not prevent the existence of Berry phases similar to those of
section 4.1.) In that context an example that is both rich and tractable is the warped
Virasoro group [48], which spans the symmetries of warped conformal field theories. We
intend to investigate some of these questions in the future and hope that the present work
can be useful for such considerations.
Acknowledgements
I wish to thank G. Barnich, J. Fine and K. H. Neeb for stimulating discussions and
correspondence. This work is supported by the Swiss National Science Foundation, and
partly by the NCCR SwissMAP.
References
[1] E. P. Wigner, “On Unitary Representations of the Inhomogeneous Lorentz Group,” Ann.
Math. 40 (1939) 149–204. [Reprint: Nucl. Phys. Proc. Suppl.6,9(1989)].
[2] H. Bondi, M. G. J. van der Burg, and A. W. K. Metzner, “Gravitational waves in gen-
eral relativity. 7. Waves from axisymmetric isolated systems,” Proc. Roy. Soc. Lond. A269
(1962) 21–52. • R. K. Sachs, “Asymptotic symmetries in gravitational theory,” Phys. Rev.
128 (1962) 2851–2864. • —, “Gravitational waves in general relativity. 8. Waves in asymp-
totically flat space-times,” Proc. Roy. Soc. Lond. A270 (1962) 103–126.
[3] P. J. McCarthy, “Structure of the Bondi-Metzner-Sachs Group,” J. Math. Phys. 13 (1972),
no. 11, 1837–1842. • —, “Representations of the Bondi-Metzner-Sachs Group. I. Determi-
nation of the Representations,” Proc. Roy. Soc. Lond. A330 (1972), no. 1583, 517–535. •
—, “Representations of the Bondi-Metzner-Sachs Group. II. Properties and Classification
of the Representations,” Proc. Roy. Soc. Lond. A333 (1973), no. 1594, 317–336.
[4] G. Barnich and C. Troessaert, “Symmetries of asymptotically flat 4 dimensional spacetimes
at null infinity revisited,” Phys. Rev. Lett. 105 (2010) 111103, 0909.2617.
[5] A. Strominger, “Asymptotic Symmetries of Yang-Mills Theory,” JHEP 07 (2014) 151,
1308.0589. • —, “On BMS Invariance of Gravitational Scattering,” JHEP 07 (2014) 152,
1312.2229.
[6] S. W. Hawking, M. J. Perry, and A. Strominger, “Soft Hair on Black Holes,” Phys. Rev.
Lett. 116 (2016), no. 23, 231301, 1601.00921.
[7] G. Barnich and B. Oblak, “Notes on the BMS group in three dimensions: I. Induced
representations,” JHEP 06 (2014) 129, 1403.5803.
[8] G. Barnich and B. Oblak, “Notes on the BMS group in three dimensions: II. Coadjoint
representation,” JHEP 03 (2015) 033, 1502.00010.
[9] L. H. Thomas, “The motion of a spinning electron,” Nature 117 (1926) 514.
[10] S. Weinberg, The Quantum theory of fields. Vol. 1: Foundations. Cambridge University
Press, 2005.
[11] J. D. Jackson, Classical Electrodynamics. Wiley, 1998.
26
[12] R. Ferraro and M. Thibeault, “Generic composition of boosts: an elementary derivation of
the Wigner rotation,” Eur. J. Phys. 20 (1999) 143–151. • F.-M. Chen, “General Wigner
Rotations in D Dimensions,” 1612.09392.
[13] A. Dragan and T. Odrzygozdz, “Half-page derivation of the Thomas precession,”
1211.1854. • M. Pardy, “Thomas Precession by Uniform Acceleration,” 1504.04349.
[14] A. A. Ungar, “Thomas rotation and the parametrization of the Lorentz transformation
group,” Found. Phys. Lett. 1 (Mar, 1988) 57–89. • J. P. Costella, B. H. J. McKellar, A. A.
Rawlinson, and G. J. Stephenson, Jr., “The Thomas rotation,” Am. J. Phys. 69 (2001) 837–
847, hep-ph/0102244. • K. O’Donnell and M. Visser, “Elementary analysis of the special
relativistic combination of velocities, Wigner rotation, and Thomas precession,” Eur. J.
Phys. 32 (2011) 1033–1047, 1102.2001. • G. Beyerle, “Visualization of Thomas-Wigner
rotations,” 1706.02755. • S. Baskal, Y. S. Kim, and M. E. Noz, “Loop Representation of
Wigner’s Little Groups,” Symmetry 9 (2017), no. 7, 97, 1707.03683.
[15] V. S. Varadarajan, Geometry of quantum theory, vol. 1. Springer, 1968.
[16] A. A. Ungar, “Thomas precession and its associated grouplike structure,” Am. J. Phys. 59
(1991), no. 9, 824–834. •—, Beyond the Einstein Addition Law and Its Gyroscopic Thomas
Precession: The Theory of Gyrogroups and Gyrovector Spaces. Fundamental Theories of
Physics. Springer, 2001. • R. Sen and G. Sewell, “Fiber bundles in quantum physics,” J.
Math. Phys. 43 (2002), no. 3, 1323–1339.
[17] A. Peres, P. F. Scudo, and D. R. Terno, “Quantum entropy and special relativity,” Phys.
Rev. Lett. 88 (2002) 230402, quant-ph/0203033. • A. Peres and D. R. Terno, “Quantum in-
formation and relativity theory,” Rev. Mod. Phys. 76 (2004) 93–123, quant-ph/0212023. •
P. M. Alsing and G. J. Milburn, “Lorentz Invariance of Entanglement,” quant-ph/0203051.
[18] B. Oblak, “Thomas Precession for Dressed Particles,” to appear (2017).
[19] A. Barut and R. Rączka, Theory of Group Representations and Applications. World Scien-
tific, 1986.
[20] B. Oblak, BMS Particles in Three Dimensions. PhD thesis, U.L.B., 2016. Published in
Springer Theses. 1610.08526.
[21] G. W. Mackey, “On Induced Representations of Groups,” Am. J. Math. 73 (1951), no. 3,
576–592. • —, “Induced Representations of Locally Compact Groups I,” Ann. Math. 55
(1952), no. 1, 101–139. • —, Induced representations of groups and quantum mechanics.
Publicazioni della Classe di Scienze della Scuola Normale Superiore di Pisa. W. A. Ben-
jamin, 1968.
[22] B. Oblak, “Characters of the BMS Group in Three Dimensions,” Commun. Math. Phys.
340 (2015), no. 1, 413–432, 1502.03108.
[23] G. W. Mackey, “Imprimitivity for representations of locally compact groups I,” Proc. Nat.
Acad. Sci. 35 (1949), no. 9, 537–545.
[24] P. M. Alsing and G. J. Stephenson, Jr, “The Wigner rotation for photons in an arbitrary
gravitational field,” 0902.1399. •M. Stone, V. Dwivedi, and T. Zhou, “Wigner Translations
and the Observer Dependence of the Position of Massless Spinning Particles,” Phys. Rev.
Lett. 114 (2015), no. 21, 210402, 1501.04586.
[25] E. Inönü and E. P. Wigner, “Representations of the Galilei group,” Il Nuovo Cimento
(1943-1954) 9 (2007), no. 8, 705–718.
[26] J. H. Rawnsley, “Representations of a semi-direct product by quantization,” Math. Proc.
Camb. Phil. Soc. 78 (9, 1975) 345–350.
[27] Z. Li, Coadjoint orbits and induced representations. PhD thesis, M.I.T., 1993.
[28] M. A. Robson, “Geometric quantization of the phase space of a particle in a Yang-Mills
field,” J. Geom. Phys. 19 (1996) 207–245, hep-th/9406041. • S. Bartlett, D. Rowe, and
J. Repka, “Vector coherent state representations, induced representations and geometric
quantization: II. Vector coherent state representations,” J. Phys. A35 (2002), no. 27,
5625.
27
[29] H. Mathur, “Thomas precession, spin-orbit interaction, and Berry’s phase,” Phys. Rev. Lett.
67 (1991), no. 24, 3325. • R. Shankar and H. Mathur, “Thomas precession, Berry potential
and the meron,” Phys. Rev. Lett. 73 (1994) 1565–1569, hep-th/9403076. • J. Samuel,
“Merons and Thomas precession,” Phys. Rev. Lett. 76 (1996) 717–721.
[30] P. K. Aravind, “The Wigner angle as an anholonomy in rapidity space,” Am. J. Phys.
65 (1997), no. 7, 634–636. • J. A. Rhodes and M. D. Semon, “Relativistic velocity space,
Wigner rotation and Thomas precession,” Am. J. Phys. 72 (2004) 943, gr-qc/0501070.
[31] D. S. Brezov, C. D. Mladenova, and I. M. Mladenov, “Wigner rotation and Thomas pre-
cession: geometric phases and related physical theories,” J. Korean Phys. Soc. 66 (2015),
no. 11, 1656–1663.
[32] M. Stone, V. Dwivedi, and T. Zhou, “Berry Phase, Lorentz Covariance, and Anomalous
Velocity for Dirac and Weyl Particles,” Phys. Rev. D91 (2015), no. 2, 025004, 1406.0354.
• Ö. F. Dayi and E. Kilinçarslan, “A Semiclassical Kinetic Theory of Dirac Particles and
Thomas Precession,” Phys. Lett. B749 (2015) 119–124, 1508.00781.
[33] M. V. Berry, “Quantal phase factors accompanying adiabatic changes,” Proc. Roy. Soc.
Lond. A392 (1984) 45–57.
[34] T. F. Jordan, “Berry phases and unitary transformations,” J. Math. Phys. 29 (1988), no. 9,
2042–2052.
[35] F. Wilczek and A. Zee, “Appearance of Gauge Structure in Simple Dynamical Systems,”
Phys. Rev. Lett. 52 (1984) 2111–2114.
[36] B. Oblak, “Berry Phases on Virasoro Orbits,” 1703.06142.
[37] M. Born and V. Fock, “Beweis des Adiabatensatzes,” Zeitschrift für Physik 51 (Mar, 1928)
165–180.
[38] J. E. Avron and A. Elgart, “Adiabatic theorem without a gap condition,” Commun. Math.
Phys. 203 (1999) 445–463, math-ph/9805022.
[39] N. Woodhouse, Geometric Quantization. Oxford mathematical monographs. Clarendon
Press, 1997. • A. A. Kirillov, Lectures on the Orbit Method. Graduate studies in mathe-
matics. American Mathematical Society, 2004.
[40] L. J. Boya, A. M. Perelomov, and M. Santander, “Berry phase in homogeneous Kähler
manifolds with linear Hamiltonians,” J. Math. Phys. 42 (2001), no. 11, 5130–5142.
[41] B. Wu, J. Liu, and Q. Niu, “Geometric phase for adiabatic evolutions of general quantum
states,” Phys. Rev. Lett. 94 (Apr, 2005) 140402.
[42] G. Barnich, H. A. Gonzalez, and P. Salgado-Rebolledo, “Geometric actions for three-
dimensional gravity,” 1707.08887.
[43] K.-H. Neeb, “Central extensions of infinite-dimensional Lie groups,” Ann. Inst. Fourier 52
(2002), no. 5, 1365–1442. • K.-H. Neeb and C. Vizman, “Flux homomorphisms and principal
bundles over infinite dimensional manifolds,” Mon. Math. 139 (2003), no. 4, 309–333.
[44] A. Campoleoni, H. A. Gonzalez, B. Oblak, and M. Riegler, “BMS Modules in Three Di-
mensions,” Int. J. Mod. Phys. A31 (2016), no. 12, 1650068, 1603.03812.
[45] J. Hannay, “Angle variable holonomy in adiabatic excursion of an integrable hamiltonian,”
J. Phys. A18 (1985), no. 2, 221. • M. Berry, “Classical adiabatic angles and quantal adia-
batic phase,” J. Phys. A18 (1985), no. 1, 15.
[46] G. E. Uhlenbeck and S. Goudsmit, “Spinning Electrons and the Structure of Spectra,”
Nature 117 (Feb., 1926) 264–265.
[47] P. Mao, H. Ouyang, J.-B. Wu, and X. Wu, “New electromagnetic memories and soft photon
theorems,” Phys. Rev. D95 (2017), no. 12, 125011, 1703.06588.
[48] S. Detournay, T. Hartman, and D. M. Hofman, “Warped Conformal Field Theory,” Phys.
Rev. D86 (2012) 124018, 1210.0539. • H. Afshar, S. Detournay, D. Grumiller, and
B. Oblak, “Near-Horizon Geometry and Warped Conformal Symmetry,” JHEP 03 (2016)
187, 1512.08233.
28
