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ABSTRACT Riskmanagement in the development of medical software and devices is one of themost crucial
processes in ensuring accurate diagnoses and treatment of disease. The consequences of wrong decisions
that happen in our daily life might be unembellished. However, wrong decisions in healthcare based on
unreliable evidence due to erroneous software could result in loss of life. Dysphonic patients suffering from
various vocal fold disorders might have a threat of life due to inaccurate diagnosis. Some voice disorders,
such as keratosis, are precancerous, and can become cancerous in cases that involve inaccurate diagnosis
due to software failure. The objective of this paper is to design and implement a healthcare software for
the detection of voice disorders in nonperiodic speech signals. Occurrences of potential risks during the
design and development of the proposed software are taken into account to avoid failure. The software is
implemented by applying the local binary pattern (LBP) operator on the textures of nonperiodic signals.
The textures are obtained through the recurrence plot. The LBP operator computes the histograms for
normal persons and dysphonic patients, and these histograms are used with the support vector machine
for the automatic classification of dysphonic patients. The software is evaluated and tested by using the
Massachusetts Eye and Ear Infirmary voice disorder database. The success rate of the proposed healthcare
system is 97.73% ± 1.2, and the area under the receiver operating characteristic curve is 0.98 ± 0. The
performance of the proposed healthcare system is much better than the existing commercial software used
for screening dysphonic patients.
INDEX TERMS Risk management, vocal fold disorders, recurrence plot, local binary pattern, type 2
and 3 signals.
I. INTRODUCTION
Medical devices operated with software are very important in
healthcare [1]–[3], and they provide important complimen-
tary information to the clinicians in making accurate deci-
sions and treatment plans. In the future, however, the recall of
medical devices due to software and hardware malfunctions
may rise to an alarming level [4]–[6].Medical care is a critical
area of safety, and systems failures in this area can cause
threats to life or damage to the environment. It is important
that the quality of software should be high in safety critical
devices by following the standards. According to Software
Product Liability report [7], incorrect matching of patient and
data, faulty programming, erroneous calculation, and many
other software errors have resulted in the recall of medical
devices. Rakitin [8] mentions that it is a responsibility of the
companies to show that their developed software is safe.
Faulty software increases the risks faced by patients, which
should be reduced through the risk management process.
Richard [9] defines the risk management as a step-by-step
process to identify and handle risk factors. Boehm [10] states
that risk management is not a cookbook approach, but rather
it includes the initial identification of risks, handling of those
risks, and continuous management of them. The objective of
this study is to design and develop a healthcare software that
will screen dysphonic patients. The software is based on the
local binary pattern (LBP) features, which are independent
of fundamental frequency (F0). The features depending on
the F0 are one of the major risks in the failure of disorder
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detection software, especially when the input signal is
non-periodic.
The voice of a person can be considered to be healthy if
he/she can meet the personal and professional requirements
of the voice in daily life without facing any fatigue and vocal
problems [11]. Whilst anybody can be affected by a voice
disorder, certain professionals such as teachers, singers, and
lawyers experience more risks of suffering from a voice dis-
order [12], [13]. People suffering from various types of voice
disorders are referred to as dysphonic patients. Generally,
vocal misuse (e.g., yelling, excessive talking, screaming, and
crying) can cause irritating forces at the contact place of
two vocal folds. Other than these reasons, some other factors
such as poor hydration, medication, alcohol consumption,
and smoking also contribute towards and at times directly
influence the development of vocal fold disorders [6], [7].
Therefore, damaged vocal folds exhibit abnormal vibrations
during voice production. Any change along the vocal folds
may disturb the vibrations of the vocal fold, and affect the
quality of the voice. According to Titze [14], ‘‘The qualitative
change in the behavior of a dynamical system is known as
a bifurcation. It usually occurs when some parameter of the
vibrating system is changed gradually (e.g., lung pressure,
vocal fold tension, or asymmetry between the vocal folds).’’
A speech signal can be classified into three types based on the
bifurcation: 1) Type 1 are nearly periodic, 2) Type 2 exhibit
qualitative changes (bifurcation) and, therefore, the F0 of the
signal changes over time, and 3) Type 3 are non-periodic with
significant noise components. Based on the recommendation
of Titze, the acoustics measures depending on the perturba-
tion analysis are not reliable for Type 2 and Type 3 signals.
Themost commonly used perturbationmeasures are shimmer
and jitter [15], [16]. Jitter represents cycle-to-cycle frequency
perturbation and shimmer refers to cycle-to-cycle amplitude
perturbation. Both measures are strongly dependent on the
accurate estimation of F0, and it is itself a challenging task in
the case of Type 2 and Type 3 signals [17]. Therefore, in some
studies [18], [19] that use F0 dependent acoustic measures,
the signals of Type 3 are not included for the detection of
voice disorders. Type 3 of the signals degraded the accuracy
of the system developed in [18] by 10%. So, features not
relying on F0 can be a better choice for the classification of
dysphonic patients by using Type 2 and Type 3 signals.
F0 independent features can be extracted from the recur-
rence plots [20]–[22] of speech signals. Recurrence plots
provide visual facts of a time series and a two-dimensional
image is obtained as a result. Recurrence plots compute
the resemblance of a point in time-series data to all other
points [23]. The recurrence plot of a signal that is obtained
by the addition of two sine waves is depicted in Fig. 1(b),
in which the frequency of the first wave is 200 Hz and
the second is 400 Hz. The sampling frequency is 8 KHz for
both sine waves, and the signal itself is depicted in Fig. 1(a)
and referred to as a clean signal. Moreover, a white noise of
signal-to-noise ratio (SNR) of 20 dB is added to the clean sig-
nal, and the resultant signal is depicted in Fig. 1(c), referred
to as a noisy signal. The recurrence plot of the noisy signal is
shown in Fig. 1(d), and it can be observed that the recurrence
plot of the noisy signal is blurred when compared with that of
the clean signal. The difference between the two plots can be
noticed in Fig. 1(b) and Fig. 1(d). This fact can be used for the
classification of normal and disordered subjects. The speech
signal of a normal subject is considered as periodic and does
not contain any noise generated during the production of
voice. On the other hand, the speech signal of a disorder
subject contains noisy components due to irregular vibrations
of the disordered vocal folds. Voice disorders make the voice
strained, hard, weak, whispering, and breathy [24], and they
generate the noisy component in voice disordered patients.
Therefore, the speech produced by dysphonic patients sounds
unpleasant.
The motivation behind the development of the proposed
software is automatic screening of dysphonic patients without
any potential risk. Automatic evaluation of voice disorders
has the advantage over the subjective evaluation due to the
following limitations: size of the assessment panel [25],
human error, attention, memory lapses of raters [25], [26],
professional background of raters [27], and disagreement of
judgement between slight and moderate voice disorders [25],
[26], [28]. Such software can be used for the early screening
of a patient to avoid complications, as some voice disorders
such as keratosis become life threatening [29]. Furthermore,
healthcare software for the screening of dysphonic patients
can be deployed in remote areas where a general practitioner
can evaluate the patient and refer him/her to a specialized
clinic.
The healthcare software that is proposed in this study
classifies dysphonic patients by using non-periodic speech
signals of Type 2 and Type 3. This is a challenging task,
but the existing software fails to provide high accuracy for
these types of signals due to the usage of F0 dependent
features [18], [19]. To avoid the F0 dependent features,
new features are used to develop the proposed software. The
new features in the proposed software are computed by using
textures of recurrence plots and LBP operators [30]. These
features have never been used before in the screening of
dysphonic patients. To enhance the efficiency of the proposed
software, the number of computed features is reduced by
applying uniformmapping [31] on LBP codes. Uniformmap-
ping reduces the number of features as well as improves the
accuracy of the system [30], [32], [33]. Moreover, to deter-
mine the most discriminant features when screening for
dysphonic patients, Fisher’s Discrimination Ratio (FDR) is
used. In addition, the developed software uses support vector
machine (SVM) for automatic identification of dysphonic
patients. Several experiments are conducted for the evaluation
of the proposed software. To avoid the bias of training and
testing data sets, k-folds cross validation is implemented dur-
ing evaluation of the software. The accuracy of the proposed
software in the detection of voice disordered patients by using
non-periodic signal as an input is very good and better than
the existing software [34].
VOLUME 5, 2017 5845
Z. Ali et al.: Practical Approach: Design and Implementation of a Healthcare Software
FIGURE 1. Signals and their recurrence plots: (a) Clean signal, (b) Recurrence plot for clean signal, (c) Noisy
signal (clean signal + white noise of SNR = 20 dB), and (d) Recurrence plot for noisy signal.
The rest of the paper is organized as follows: Section II
describes the design and implementation of the proposed
healthcare software for the screening of dysphonic patients
with potential risks. Section III conducts an extensive evalu-
ation of the proposed software by using the clinical data. The
experiments are performed by using k-folds cross validation
with the full set of the computed features, as well as a subset
containing the most discriminant features. Section IV pro-
vides a discussion on the developed software and its deploy-
ment. Finally, Section V concludes the study.
II. DESIGN AND IMPLEMENTATION OF THE
PROPOSED SCREENING SOFTWARE
A. DESIGN OF THE PROPOSED SOFTWARE
The design of the proposed software is presented in Fig. 2.
Various potential risks are considered during the design of
the proposed software, such as the features are calculated in a
way that they do not rely on F0. The reason is that the devel-
oped software works with non-periodic signals of Type 2 and
Type 3, and accurate estimation of F0 is not possible for
these types of signals. The first step in the computation of
these new types of features is a generation of the textures
of normal subjects and disordered subjects of Type 2 and 3
by using a recurrence plot. The texture of both subjects is
analyzed by applying the LBP operator, and histograms are
obtained as a result. The histograms contained 256 bins, and a
uniformmapping is applied to reduce the number of bins to 59
for the time efficiency of the proposed healthcare software.
The first of the three computed histograms is Sign-LBP, and
the second is Mag-LBP. Both types of the histograms are
described in subsection Recurrence Plot and Uniform LBP.
The third histogram is a concatenation of Sign- andMag-LBP,
and referred to as ConcSM-LBP. All these histograms, Sign-
LBP, Mag-LBP, and ConcSM-LBP, are computed for each
normal and disordered subject. The number of features (bins)
in Sign- and Mag-LBP is 59, while there are 118 features in
ConcSM-LBP. To reduce the number of features, FDR is used
and the top three features with the greater ratio are selected.
The automatic detection of dysphonic patients is achieved
by providing the computed histograms to the SVM one by
one. Another type of risk that can occur during the evaluation
of the proposed software is a biasness of the software due
to the training and testing dataset. To overcome this risk, the
k-fold cross validation approach is used during the implemen-
tation of the software.
B. IMPLEMENTATION OF THE PROPOSED SOFTWARE
During implementation of the proposed software, the first
component is a selection of non-periodic signals of Type 2
and Type 3 from the voice disorder database. The second
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FIGURE 2. The block diagram of the proposed screening software.
component is the extraction of new types of features by using
recurrence plots and LBP operator. The third component is
FDR, which determines the most discriminant features for
screening dysphonic patients. The fourth component is the
use of SVM for the automatic detection of dysphonic patients.
These components are described in the following subsections.
1) SELECTION OF TYPE 2 AND TYPE 3 SIGNALS
Type 2 and Type 3 signals are taken from the voice disorder
database [35] recorded in the lab at the Massachusetts Eye
and Ear Infirmary (MEEI), and openly commercialized by
Kay Elemetrics. The database contained recorded speech
samples of the sustained vowel /ah/ vocalized by dysphonic
patients as well as normal persons. The speech samples of
Type 2 and Type 3 signals are selected from the subset of the
MEEI database according to the criteria described by Titze
in [14]. The subset contained 173 disordered and 53 normal
samples and has been used in a number of studies [36]–[41].
Type 3 signals are non-periodic in nature and contain noisy
components, whereas Type 2 signals have strong variation
in F0 due to bifurcation. Some Type 2 and Type 3 speech
samples are plotted in Fig. 3, and the selected samples will be
used for the evaluation of the proposed healthcare software.
An analysis is performed for Type 2 and Type 3 signals
by computing F0, standard deviation of F0 (stdF0), shim-
mer and jitter. Box plots for stdF0, shimmer, and jitter are
plotted in Fig. 4. It can be observed that the range of the
stdF0 is 157.3 and the mean stdF0 is 12.5 with standard
deviation (STD) of 27.0. A large value of mean and STD
shows that these types of signals vary quickly over time,
and especially in signals of Type 3, F0 is hard to estimate
accurately due to noisy components. Moreover, the amplitude
perturbation of both types of signal is analyzed by observ-
ing the shimmer. The statistics of shimmer are: range 25,
median 7.5, mean 9.1, and STD 5.6. The mean and STD of
shimmer are large, and it shows that these signals observe a
lot of perturbations in amplitude. The statistics of jitter also
suggest that Type 2 and Type 3 signals have strong frequency
perturbations. The mean and STD of jitter are 3.5 and 3.9,
respectively.
2) RECURRENCE PLOT AND UNIFORM LBP
The recurrence plot, RP, for a speech signal S =
s1, s2, s3, . . . , sn is computed as
RPi = abs (S − si) where i = 1, 2, 3, . . . , n (1)
The obtained RP is an image of n×n dimension, and i stands
for the row index of RP.
After getting the RP, each element of it is replaced by an
LBP code. To determine the LBP code, a 3 × 3 window is
centered on each element of the RP, and the center element
of the selected window is represented by rc and the remaining
eight neighbors by r1, r2, r3, . . . , r8, where r1 is the element
at the right bottom corner of the rc and other elements
r1, r2, r3, . . . , r8 are taken clockwise starting from r1. The
elements r1, r2, r3, . . . , r8 in Fig. 5 are 8, 4, 4, 7, 4, 2, 7, and 6,
respectively, and the center element rc is 5.
VOLUME 5, 2017 5847
Z. Ali et al.: Practical Approach: Design and Implementation of a Healthcare Software
FIGURE 3. Some examples of Type 2 and Type 3 speech signals from MEEI database: (a) SAV18AN.NSP, (b)
WJP20AN.NSP, (c) PAT10AN.NSP, and (d) SCC15AN.NSP.
FIGURE 4. Box plots for (a) Standard deviation of F0 (stdF0), (b) Shimmer, and (c) Jitter.
The neighboring elements are now compared with the
center element, and if a neighbor is equal to or larger than
the center element then the neighbor will be replaced by 1,
otherwise, it will be replaced by 0. Similarly, each neighbor-
ing element will be compared and replaced with 1 or 0. The
calculations are done by using Eq. 2, and a binary number
b7b6b5b4b3b2b1b0 is obtained, where b7 is a most significant
bit (MSB) and b0 is a least significant bit (LSB).
bk−1 =
{
1 if rk ≥ rC
0 if rk < rC
where k = 1, 2, 3, . . . , 8 (2)
Then, the binary number b7b6b5b4b3b2b1b0 is converted
to a decimal number by multiplying each bit with a power of
two by using Eq. 3.
The obtained decimal number is a required LBP code, and
it will replace the center element. In a similar way, an LBP
code is computed for each element of RP. This LBP code is
referred to as Sign-LBP because it depends on the sign of the
difference of the center and neighboring elements.
LBP =
8∑
k=1
(
bk−1 × 2k−1
)
(3)
To calculate the magnitude LBP, the whole procedure is the
same, with the exception that the center element of the 3× 3
window will be computed as
M = 1
8
8∑
k=1
|rk | (4)
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FIGURE 5. Steps to compute the LBP code.
where M represents the average magnitude of the 3 × 3
window. Each neighbor is compared with theM to determine
the magnitude LBP code, which is referred to as Mag-LBP.
The range of both Sign- and Mag-LBP is 0 to 255, and
therefore the histogram of Sign-LBP andMag-LBP contained
256 bins, where each one describes the frequency of an
LBP code. To reduce the number of bins, uniform map-
ping is applied on LBP codes. An LBP code is considered
uniform if it has a maximum two transitions of 0-to-1 or
1-to-0. For instance, 00111100, 11110000, 00000000, and
11100111 are uniform codes, whereas 00110101, 01100110,
and 10101010 are non-uniform codes as they have five, four,
and seven transitions, respectively. All non-uniform codes are
assigned to a single histogram bin, while each uniform code is
assigned to a separate histogram bin. The number of uniform
codes for eight neighbors are 58. After uniform mapping,
the histogram will have 59 bins, 58 for uniform codes, and
one for non-uniform codes.
3) FISHER’s DISCRIMINANT RATIO
The Fisher ratio is applied to determine the features that can
contribute significantly to the detection of dysphonic patients,
and is given by
FDRi = (µNi − µDi)
2
σ 2Ni + σ 2Di
where i = 1, 2, 3, . . . , l (5)
where l represents the number of bins, µNi and µDi represent
the mean of the ith bin of all histograms of normal and
disordered subjects, respectively, while the variance of the
ith bin of all histograms of normal and disordered subjects
is given by σNi and σDi.
The ratio will be greater if the difference between the
means of a bin of all normal subjects and all corresponding
bins of disordered subjects is large, and at the same time the
bins of both subjects should have small variance. The bin with
the greater Fisher ratio will be more discriminant than others.
4) SUPPORT VECTOR MACHINE
SVM is a supervised learning algorithm as it needs train-
ing data to learn [42], [43]. On the basis of learning from
training data, SVM can predict the class of an object, and
is considered to be one of the most successful classification
approaches. SVM has been applied in many real-life prob-
lems to maximize the distance between the classes. In the
proposed healthcare software, SVM is used to classify the
normal and pathological subjects, where pathological and
normal subjects are considered to be positive and negative
classes, respectively. The ultimate goal of the SVM is to find
an optimal hyperplane that provides a maximum distance
between the instances of the two classes.
In the case when data are not linearly separable, kernel
function is implemented to map the original input space to
higher dimensional space, where features are linearly sepa-
rable. In this study, classification of pathological and normal
samples is carried out by using LIBSVM [44] with the radial
basis function (RBF), which is given by Eq. 6.
K
(
x, x ′
) = exp (−γ ∥∥x − x ′∥∥2) (6)
where x is the training sample, x ′ is the testing sample, and
γ is a free parameter.
III. TESTING AND EVALUATION OF
THE PROPOSED SOFTWARE
The MEEI database is used for testing and evaluating the
developed healthcare software, and is recorded at two differ-
ent sampling frequencies: 25 KHz and 50 KHz. Therefore,
all selected Type 2 and 3 speech signals are down sampled at
25 KHz to have a unique sampling frequency. The duration
of recorded samples of the sustained vowel /ah/ for nor-
mal subjects is 3 seconds, and for disordered subjects it is
1 second. Due to the difference in the duration of nor-
mal and pathological samples, only two frames of length
≈20 milliseconds (512 samples) are considered from the
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TABLE 1. Screening results of the proposed healthcare software by using the full set of features.
middle of the sustained vowel, and then recurrence plots of
dimension 512×512 are generated. The other reason to select
the sample of 20 milliseconds is to avoid the computational
cost in the calculation of LBP codes.
All experiments for evaluation of the proposed soft-
ware are performed by using the three-fold cross validation
approach. Each time one of the distinct folds is used for the
testing, the remaining two folds are used for the training. The
results of the software evaluation are provided in the form of
the following performance measures: sensitivity, which is the
likelihood of the system to detect a disordered subject when
an input signal is also a disordered subject; specificity, which
is the likelihood of a system to detect a normal subject when
an input signal is also a normal subject; accuracy, which is
the ratio of truly classified normal and disordered subjects
with the total number of subjects; and area under the Receiver
Operating Characteristic (ROC) curve. A ROC curve graphi-
cally represents the quality of a classifier in the differentiation
of two classes. The area under the ROC curve (AUC) closest
to one represents that a classifier is capable of differentiating
the two classes significantly, and it is reliable in the decision.
The sensitivity (SEN), specificity (SPE), and accuracy (ACC)
measures are defined by Eqs. 7, 8, and 9, respectively.
SEN = TP
TP+ FN × 100 (7)
SPE = TN
TN + FP × 100 (8)
ACC = TP+ TN
TP+ TN + FP+ FN × 100 (9)
where TP, TN, FP, and FN stand for True Positive, True
Negative, False Positive, and False Negative, respectively.
TP means a disordered subject is classified as disordered,
TNmeans a normal subject is detected as normal, FNmeans a
disordered subject is misclassified as normal, and FP means
a normal subject is misclassified as disordered. The SVM is
implemented with linear, quadratic, cubic, and RBF kernels.
A. EVALUATION OF THE PROPOSED SOFTWARE BY
USING THE FULL SET OF FEATURES
The full set of features contains 59 bins of Sign-LBP, 59 bins
of Mag-LBP, and 118 bins of ConcSM-LBP. The Sign-LBP
obtained a maximumACC of 96.21%, where the correspond-
ing SEN is 98.85%, which suggests that Sign-LBP is good at
classifying normal subjects. The SPE of 92.52% shows that
the classification of a disordered subject is also good with
Sign-LBP. The AUC for Sign-LBP is 0.98, which indicates
that the obtained results of the classifier are reliable. The
ACC of 96.21% for Sign-LBP with a linear kernel is better
than with quadratic, cubic, or RBF kernels, which means that
normal and disordered subjects are linearly separable. The
lower STD of 1.3 shows that the margin of error in the ACC
of the proposed healthcare software is small.
The classification ACC for Mag-LBP is 95.23%, whereas
SEN and SPE are 97.53% and 92.27%, respectively. The
best ACC for Mag-LBP is also achieved with a linear kernel,
which shows that two classes are also linearly separable in the
case ofMag-LBP. The STD is comparatively larger than Sign-
LBP, and hence the margin of error for ACC is a bit large. The
AUC is 0.96, which is also good.
When two histograms of Sign-LBP and Mag-LBP are
concatenated into ConcSM-LBP, the best obtained ACC is
96.21% with a STD of 1.3. In that case, the total number
of features becomes 118 (=59 + 59), as each histogram
has 59 bins. Normal and disordered subjects are not linearly
separable for ConcSM-LBP, and this is why the best ACC
for ConcSM-LBP is obtained with a cubic kernel. It can be
observed from Table 1 that the corresponding SEN and SPE
are 100% and 89.65%, respectively. The SPE is not good for
ConcSM-LBP, and its STD is also very high at 4.8.
A comparison of performance measures is depicted
in Fig. 6, in which the SEN, SPE, ACC, and AUC are plotted
with error bars, which highlight the lower and upper limits of
the performance measures. The error bars are plotted using
the STD of the measures. Overall, maximumACC is obtained
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FIGURE 6. A comparison of performance measures for the full set of features.
TABLE 2. Screening results of the proposed healthcare software by using feature selection.
by Sign-LBP and ConcSM-LBP, which is 96.21% with an
STD of 1.3. The results obtained with Sign-LBP are more
reliable as it has greater AUC than ConcSM-LBP. Moreover,
in the case of Sign-LBP, the features are lineally separable.
B. EVALUATION OF THE PROPOSED SOFTWARE BY
USING THE FEATURE SELECTION
In the previous section, the software was evaluated using
all features (59 bins of histograms). The number of features
becomes 118 when histograms of Sign- and Mag-LBP are
concatenated. In other words, a normal and pathological sam-
ple is represented by 118 features, which is a large number.
Therefore, feature selection is achieved by applying FDR
to determine the most significant bins of the histograms for
the classification of normal and disordered subjects. In this
section, the evaluation of the proposed software is performed
by selecting the top three features of Sign-LBP, Mag-LBP,
and ConcSM-LBP. The top three features are selected by
sorting the FDR of the bins in descending order. The results of
the evaluation using feature selection are provided in Table 2.
The maximum obtained ACC for Sign-LBP with the top
three features is 96.97%. The SEN and SPE are 95.95%
and 97.78%, respectively, which is really good. Sign-LBP
classified the normal as well as disordered subjects with
high ACC. Moreover, a large value of AUC (i.e. 0.97)
shows the reliability of the proposed software. The result
is obtained with a RBF kernel, which maps the features
into a higher-dimensional space when the features are not
linearly separable. In addition, Mag-LBP provided the high-
est ACC of 93.94%, and the SEN and SPE are also good.
In the case of ConcSM-LBP, the best obtained ACC is
97.73%, and the AUC is 0.98, which is very close to 1 and
VOLUME 5, 2017 5851
Z. Ali et al.: Practical Approach: Design and Implementation of a Healthcare Software
FIGURE 7. A comparison of performance measures with feature selection.
FIGURE 8. ROC curves for Sign-LBP, Mag-LBP, and ConcSM-LBP for best
classification accuracy.
shows that the obtained results of the proposed software are
reliable.
A comparison of the performance measures SEN, SPE,
ACC, and AUC for Sign-, Mag-, and ConcSM-LBP for the
case of feature selection is provided in Fig. 7. The max-
imum obtained ACC is 97.73% with an error of 1.2 for
ConcSM-LBPwith the top three features. In addition, the best
ACC for Sign-LBP is 96.97% and for Mag-LBP it is 93.94%.
IV. EXPLORATION AND DEPLOYMENT OF
THE PROPOSED SOFTWARE
The working of the proposed software and how it dis-
criminates between normal and disordered speech signals
is described in this section. In addition, deployment of the
proposed software is also discussed.
A. EXPLORATION OF THE PROPOSED SOFTWARE
Two types of LBP codes, Sign-LBP and Mag-LBP, are com-
puted from the recurrence plots in the proposed healthcare
software. The histograms of LBP codes contained 256 bins,
and they are reduced to 59 bins by applying uniformmapping
on Sign-LBP and Mag-LBP. The obtained 59 bins (includ-
ing58 for uniform LBP codes and one for all uniform codes)
are treated as features and used to screen the subjects. The
evaluation of the software is performed with histograms of
uniform Sign-LBP and Mag-LBP, one by one. The highest
obtained ACC for uniform Sign-LBP is 96.21% ± 1.3, and
AUC is 0.98, whereas for uniform Mag-LBP, the obtained
maximum ACC is 95.45% ± 2.3 with AUC equal to 0.96.
In addition, both histograms are also concatenated (ConcSM-
LBP) for the screening of subjects. The obtained maximum
ACC for uniform ConcSM-LBP is the same as for uniform
Sign-LBP, although the AUC is smaller potentially because
of the dimensions of the histograms. The number of bins for
ConcSM-LBP is double than Sign-LBP (i.e. 118 bins), and
therefore the features are not linearly separable and also not
reliable as AUC degraded from 0.98 to 0.95. The ROC curves
for each of the best cases are presented in Fig. 8.
However, an ACC of 96.21% is obtained with the
proposed method, which is really good, especially when
existing screening software [34] are unable to perform well
for Type 2 and Type 3 speech signals. However, the number
of features is 59 for Sign-LBP and 118 for ConcSM-LBP,
which is definitely a large quantity. Therefore, features are
sorted according to their FDR so that the most discriminant
features can be determined. For each case (Sign-LBP, Mag-
LBP, and ConcSM-LBP), the top three features are selected
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FIGURE 9. Scattergrams for the top three features: S-B1, S-B59, and M-B59.
TABLE 3. Statistical analysis for the top three features: S-B1, S-B59, and M-B59.
for evaluation of the proposed healthcare software. With the
top three features, the maximum ACC for Sign-LBP and
Mag-LBP is 96.97% ± 2.6 and 93.94% ± 1.3, respectively.
The classification ACC for ConcSM-LBP with the top three
features is 97.73%± 1.2.
In the studies [16] and [18] conducted by Arjmandi et al.
and Al-Nasheri et al., respectively, the ACC for screening of
normal and disordered subjects for the MEEI subset is 89.3%
in [16] and 89.7% in [18]. The reason for the lower classifica-
tion ACC is the inclusion of Type 2 and Type 3 signals in the
experiments, because traditional acoustic features provided
by the Multi-Dimensional Voice Program (MDVP) [34] are
used, and they are not good for non-periodic signal. The
proposed software in this study provided an ACC of 97.73%,
which is really good. Hence, it can be used with non-periodic
signals of Type 2 and Type 3 to achieve high accuracy.
It can be observed from Tables 1 and 2 that the best
obtained ACC is 97.73% with a minimum error of ±1.2,
and this result is obtained by the top three features of
ConcSM-LBP. These three features are bin 1 of Sign-
LBP (S-B1), bin 59 of Sign-LBP (S-B59), and bin 59 of
Mag-LBP (M-B59). In every histogram, bin 1 represents the
frequency of zero in a recurrence plot, and it shows that there
is no change in the neighbors with respect to the center ele-
ment in a recurrence plot. In addition, the irregularities in the
vibrations of the vocal foldsmake the voiceweaker, whispery,
and breathier, and hence the speech sample becomes more
transient. Due to the transient nature of the disordered speech
VOLUME 5, 2017 5853
Z. Ali et al.: Practical Approach: Design and Implementation of a Healthcare Software
FIGURE 10. The GUI of the proposed healthcare software.
sample, the number of non-uniform LBP codes is larger
than that of the normal subjects. Bin 59 of Sign-LBP and
Mag-LBP represents the frequency of non-uniform LBP
codes in Sign- and Mag-LBP histograms.
The contribution of the top three features of ConcSM-LBP
is observed by performing statistical analysis. As mention
in Fig. 2, the dimension of the generated recurrence plot is
512 × 512. As no zero-padding is done, the number of LBP
codes in a histogram is 510∗510 = 2,60,100. During statisti-
cal analysis, for the sake of simplicity, the frequency of LBP
codes in histogram bins are represented by the percentage.
For example, if the frequency of zero in bin 1 is 2601, then it
will be represented by 1%. Scattergrams for all normal and
disordered subjects for the top three features are depicted
in Fig. 9, where the mean values are highlighted in bold and
the median values are in italics. The statistics of the top three
features are listed in Table 3.
In Fig. 9, It can be observed that the mean and median of
S-B1, bin 1 of Sign-LBP, for normal and disordered subjects
is (1.09, 1) and (4.96, 5), respectively. There is a significant
difference between the means and medians of normal and
disordered subjects. A two-tail t-test is performed to get the
p-value at the 5% significance level. The obtained p-value
is 0.1E-10 (<0.05), and it rejects the null hypothesis that
the difference between the means of normal and disordered
subjects for S-B1 is zero. For the second feature, S-B59
(bin 59 for Sign-LBP), the mean and median for normal and
disordered subjects are (3.51, 3) and (9.98, 9), respectively.
The large difference between means and medians suggests
that disordered speech signals are more transient. Therefore,
non-uniform codes are very large, and thus around 3% of the
codes are non-uniform in normal histograms and 10% of the
codes are non-uniform for disordered histograms. Similarly,
a large difference is observed for M-B59, bin 59 for Mag-
LBP. The means and medians for this case are (6.96, 6.5) and
FIGURE 11. (a) Evaluation of a normal speech signal, (b) Sign histogram
of the LBP codes for a normal signal, and (c) Magnitude histogram of the
LBP codes for a normal signal.
(19.53, 18) for normal and disordered subjects, respectively.
Non-uniform codes in a disordered histogram are approxi-
mately 20%, which shows the transient nature of the disor-
dered subjects.
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FIGURE 12. (a) Evaluation of a disordered speech signal, (b) Sign
histogram of the LBP codes for a disordered signal, (c) and Magnitude
histogram of the LBP codes for a disordered signal.
B. DEPLOYMENT OF THE PROPOSED SOFTWARE
The Graphical User Interface (GUI) of the developed health-
care software is depicted in Fig. 10, which shows the
main screen of the software. To evaluate a signal for
the detection of a voice disorder, a user can select a
speech signal via the main screen. The proposed soft-
ware provides different options to manipulate the selected
speech signal, and thus a user can plot, play, stop, and
replay it.
After selecting a speech signal, a user will click on the
decision button located on the main screen to evaluate the
signal. The decision button will provide the judgement on
the selected signal, revealing whether it belongs to a nor-
mal person or a dysphonic patient. As shown in Fig. 11(a),
a user has selected a signal that the software has subsequently
evaluated as that of a normal person who does not have
any voice complications. With the decision, the proposed
software also provides justification by plotting the sign and
magnitude histograms (Sign-LBP and Mag-LBP), which are
shown in Figs. 11(b) and (c), respectively. As mentioned
in Table 3, that mean value of S- B1 for a normal person is
about 1% and it can be verified in Fig. 11(b) that the value
of the first bin (S-B1) is the same. Furthermore, S-B59 and
M-B59 in Figs. 11(b) and 11(c), respectively, are similar to
those provided in Table 3 for a normal person.
In Fig. 12(a), a user has selected a disordered signal and
the decision of the proposed software is that it belongs to
a dysphonic patient. Three bins (S-B1, S-B59, and MB59)
provide a clear clue that the person is suffering from a
voice disorder because the values of the bins are similar
to those mentioned in Table 3 for disordered persons. The
proposed software can be deployed in clinics to provide com-
plementary information to the medical doctors by ensuring
an accurate diagnosis of voice disorders. In particular, the
proposed software can be deployed in remote areas where
no specialized doctors are available. In such areas, general
physicians can use this software to evaluate people and can
refer a person to specialized clinics in the case of any voice
complication.
V. CONCLUSION
A healthcare software program for screening dysphonic
patients with non-periodic signals is designed and imple-
mented in this study, which is a challenging task due to the
presence of noisy components and strong variation of F0 in
non-periodic signals. The proposed software does not rely on
the computation of F0 because an accurate estimation of F0 is
one of the major risks of software failure. Existing software
utilize traditional acoustic features that are strongly depen-
dent on F0. Therefore, the possibility of incorrect diagnosis
is very high, which in some circumstances can be life threat-
ening for patients. This is the reason that a new type of feature
is used in the proposed healthcare software, in order to avoid
any type of software failure risk. The features in the proposed
software are computed by using recurrence plots and an LBP
operator. The proposed software is tested and evaluated by
using the MEEI voice disorder database, and the maximum
obtainedACC is 96.21%±1.3 by using the full set of features.
However, the ACC of the proposed software with selection is
increased to 97.73% ± 1.2. The area under the ROC curve
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closest to 1 suggests that the decisions of the proposed soft-
ware are reliable. The proposed software can be deployed in
the clinics to facilitate the medical doctors in accurate deci-
sion making regarding the screening of dysphonic patients.
In addition, the proposed software can be used in web-based
applications to avoid hospital visits and long waiting time
in clinics.
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