



























































































The	 Open	 Science	 and	 Research	 Initiative	 (ATT)	 was	 started	 in	 2014	 by	 the	 Ministry	 of	
Education	and	Culture	of	Finland	 to	promote	open	science	and	 the	availability	of	 research	
information.	An	important	aspect	of	the	initiative	is	the	digital	preservation	and	availability	of	
research	 results	 and	data.	 To	ensure	 their	usability	 and	applicability	over	a	 time	period	of	
several	dozen	years,	stable	operational	models	are	being	developed.	The	research	information	
digital	 preservation	 ensemble	 includes	 services	 and	 the	 technical	 infrastructure,	 which	
support	 the	 operational	 models	 and	 provide	 the	 required	 preservation	 functionalities,	
application	programming	interfaces	and	user	interfaces.	
This	report	is	part	of	designing	the	digital	preservation	ensemble.	It	focuses	on	research	data	
file	 formats,	whose	 understandability,	 prevalence	 and	 software	 support	 are	 important	 for	
data	 reuse.	 The	 report	 is	 based	 on	 international	 sources	 and	 interviews	 with	 Finnish	





the	 settings	 of	 the	 device,	 a	 description	 of	 the	 conducted	 experiment	 and	 a	 publication	
presenting	the	results	of	the	research.	It	is	essential	that	the	included	files	together	as	a	whole	
are	understandable	to	the	researchers	reusing	the	dataset.	
The	 interviewed	 researchers	 provided	 eleven	 example	 datasets	 for	 digital	 preservation	
analysis.	They	are	presented	in	the	table	below.	The	sample	does	not	cover	all	fields	of	science,	
but	gives	a	good	overview	of	data	types	and	file	formats.	






































































Almost	 all	 example	 datasets	 consisted	 of	 files	 in	 several	 different	 file	 formats.	 In	 total	 26	
different	formats	were	present,	half	of	which	have	already	been	approved	as	recommended	
formats	or	acceptable	for	transfer	into	digital	preservation	in	the	National	Digital	Library	(NDL)	
of	 Finland.	 The	majority	 of	 the	 remaining,	 not	 yet	 approved	 formats	were	 also	 open	 and	
documented.		
Most	of	 the	 file	 formats	 in	 the	example	datasets	 can	be	accepted	 for	digital	 preservation,	
when	 technical	 metadata	 requirements	 have	 been	 written.	 The	 datasets	 also	 need	 to	 be	
carefully	documented.	All	 components	of	 each	dataset	will	 be	packaged.	Packaging	 in	 this	
context	 means	 primarily	 a	 standard	 method	 of	 representing	 the	 roles,	 relationships	 and	
metadata	of	the	different	parts	of	the	dataset.		
Information	 about	 commonly	 used	 research	 data	 file	 formats	 and	 databases	 was	 also	
gathered	 during	 the	 interviews.	 A	 greater	 variety	 of	 formats	 are	 used	 in	 research	 than	 in	
cultural	heritage	content,	and	many	of	them	are	specific	to	certain	fields	of	science.	Preserving	
databases	 is	 particularly	 challenging.	 Understanding	 the	 formats	 and	 data	 often	 requires	
knowledge	of	the	respective	field.	However,	international	cooperation	is	guiding	researchers	





designed	 in	 the	 National	 Digital	 Library	 project	 were	 taken	 as	 a	 starting	 point,	 and	
modifications	were	made,	taking	into	account	the	special	characteristics	of	research	data.	
Digital	preservation	ensures	the	understandability	of	the	information	during	a	very	long	time	
scale,	 over	 technological,	 methodological	 and	 other	 major	 changes.	 It	 sets	 fairly	 tight	
requirements	for	the	file	formats	and	metadata.	The	requirements	for	research	datasets	are	
similar	to	the	requirements	for	preserved	cultural	content	in	the	National	Digital	Library.	
When	 more	 time	 is	 needed	 to	 decide	 about	 long-term	 digital	 preservation,	 ensuring	 the	
integrity	of	datasets	is	a	simpler	means	of	keeping	them	available	for	many	years.	This	kind	of	
safe	storage	is	referred	to	as	data	repository	in	this	document.	In	a	data	repository,	the	file	












5. The	 licence	 of	 the	 dataset	 conforms	 to	 the	 open	 science	 recommendations.	
(recommended)		
6. The	dataset	is	documented	according	to	the	metadata	requirements.	(mandatory)	
Data	 repository	 requirements	 for	 file	 formats	 that	 have	 not	 been	 preapproved	 (see	
requirement	3	above):	




4. The	 file	 format	 has	 been	 standardised	 by	 an	 independent	 organisation	 or	 by	 the	
scientific	community.	(recommended)	
File	formats	approved	as	recommended	formats	or	acceptable	for	transfer	into	preservation	








preservation	 of	 research	 datasets.	 Existing	 specifications	 can	 be	 extended	 to	 cover	 new	
content	types	and	file	formats,	while	making	the	necessary	changes	to	processes	and	areas	of	
responsibility.		
The	 packaging	 model	 designed	 in	 the	 NDL	 is	 suitable	 for	 research	 datasets	 as	 well.	 It	 is	




that	 have	 an	 ending	 date	 and	 no	 long-term	 responsibility	 for	 preserving	 the	 data.	 The	





term	 preservation	 features.	 Comprehensive	 lists	 of	 recommended	 file	 formats	 as	 well	 as	
specifications	of	metadata	are	often	missing.	The	national	digital	preservation	solution	gives	




The	 Open	 Science	 and	 Research	 Initiative	 (ATT)	 was	 started	 in	 2014	 by	 the	 Ministry	 of	
Education	and	Culture	of	Finland	 to	promote	open	science	and	 the	availability	of	 research	
information.	The	objective	is	for	Finland	to	become	one	of	the	leading	countries	in	openness	
of	science	and	research	by	the	year	2017	and	to	ensure	that	the	possibilities	of	open	science	
will	 be	 widely	 utilised	 in	 our	 society.	 In	 addition	 to	 this,	 the	 ambition	 is	 to	 promote	 the	




of	 research	 results	 and	 datasets.	 Long-term	 preservation	 of	 digital	 information	 means	








preservation	 ensemble	 (Figure	 1)	 includes	 services	 and	 systems	 that	 implement	 the	





the	 settings	 of	 the	 device,	 a	 description	 of	 the	 conducted	 experiment	 and	 a	 publication	
presenting	the	results	of	the	research.	It	is	essential	that	the	included	files	together	as	a	whole	
are	understandable	to	the	researchers	reusing	the	dataset.	
This	 report	 focuses	 on	 the	 file	 formats	 of	 research	 data,	 which	 is	 one	 of	 the	 key	 factors	
influencing	reuse.	 Information	about	commonly	used	 file	 formats	was	gathered	both	using	









for	Digital	 Preservation”	 chapter	 lists	 the	preliminary	 requirements	 for	 accepting	datasets,	












The	 interviewed	 persons	 and	 example	 datasets	 were	 chosen	 so	 that	 they	 provided	 a	
comprehensive	 overview	 of	 different	 types	 of	 data	 and	 file	 formats	 from	 the	 long-term	
preservation	point	of	view.	The	sample	does	not	cover	all	fields	of	science,	but	provides	a	solid	
basis	 for	 designing	 dataset-related	 long-term	 preservation	 requirements	 and	 processes.	
Refinements,	additions	and	changes	required	by	individual	scientific	fields	can	be	made	later.	




Project	 manager	 Esa-Pekka	 Keskitalo	 from	 the	 National	 Library	 of	 Finland	 and	 Secretary	
General	 Pirjo-Leena	 Forsström	 of	 the	 Open	 Science	 and	 Research	 Initiative	 defined	 the	
objectives	and	made	the	key	decisions	during	the	project.	Arto	Teräs,	a	consultant	specialised	
in	 long-term	 preservation,	 was	 responsible	 for	 conducting	 the	 interviews,	 gathering	 the	
information	 and	 writing	 the	 report.	 Juha	 Törnroos	 from	 CSC	 -	 IT	 Center	 for	 Science	 also	
participated	 in	 several	 of	 the	 interviews.	 The	 requirements	 for	 accepting	 datasets	 for	
preservation	 were	 formulated	 together	 in	 the	 digital	 preservation	 services	 development	
group.	The	project	wants	to	express	its	gratitude	to	the	interviewed	persons	(Appendix	A)	who	





are	 used	 internationally.	 Large	 international	 projects	 often	 collect	 their	 data	 in	 central	





formats	 can	 also	 be	 processed	 with	 readily	 available	 validators	 and	 other	 software	 tools,	
reducing	the	cost	of	preservation.	
The	Open	Science	and	Research	 Initiative	has	previously	published	an	 international	 survey	










the	 international	 recommendations	and	guidelines.	On	the	other	hand,	 it	does	not	 include	
many	research	data	file	formats	that	are	approved	in	international	recommendations.	




DANS	 Preferred	 Formats	 document	 [DANS_Formats]	 provides	 additional	 information	 and	
guidelines	related	to	each	file	format	and	category.	It	includes	several	data	types	that	have	







includes	 fairly	 detailed	 version	 information	 on	 the	 recommended	 formats	 and	 a	 general	
explanation	 of	 how	 the	 formats	were	 chosen.	 The	 list	 includes	 several	 data	 types	 not	 yet	
considered	in	the	NDL.	
The	Library	of	Congress	document	[LoC_Statement]	takes	another	approach:	it	does	not	even	
try	 to	 be	 a	 comprehensive	 list	 of	 acceptable	 formats,	 but	 gives	 instead	 more	 general	




















































































































































































































































































Crystals	 PDF,	XLSX	 <	0.1	 Result	files	less	than	0.1	GB	
MAXIV	 Nexus	HDF5,	HTML,	PDF	 <	0.1	 Variable,	both	small	and	large	
datasets	(depending	on	the	
research	project	using	the	service)	













Suomi24	 TXT,	VRT	 4.0	 About	170	GB	
Almost	 all	 datasets	 consisted	of	 files	 in	 several	 different	 file	 formats.	 Examples	of	popular	
formats	were	 TXT	 (text)	 and	 PDF	 (Portable	 Document	 Format)	 documents,	 PNG	 (Portable	
Network	Graphics)	images	and	WMV	(Windows	Media	Video)	videos.	They	are	widely	used	in	
different	fields	and	already	approved	as	recommended	formats	or	acceptable	for	transfer	in	


























To	enable	 the	 reuse	of	a	dataset,	 various	kinds	of	metadata	are	needed.	They	 include,	 for	
example,	 the	settings	of	measurement	devices,	a	description	of	 the	conducted	experiment	
and	information	about	the	structure	of	data	files.	Upon	transfer	into	preservation,	it	needs	to	




























































































































descriptive,	 administrative	 and	 structural	 metadata.	 Administrative	 metadata	 is	 further	
divided	into	technical	metadata,	metadata	for	digital	preservation	and	usage	rights.	
		 19	








schemes	 in	the	NDL	are	 listed	 in	the	recommended	and	accepted	file	formats	specification	
[NDL_Formats].	In	the	area	of	research	data,	comparable	well-defined	metadata	schemes	are	
available	only	for	a	few	file	formats.	Certain	common	guidelines	covering	all	types	of	datasets	
can	 be	 provided,	 such	 as	 which	 character	 sets	 should	 be	 used	 in	 texts,	 but	 much	 of	 the	
metadata	only	concerns	specific	file	formats,	fields	of	science	or	research	methods.		
To	 store	 the	 metadata	 for	 digital	 preservation,	 usage	 rights	 and	 structural	 metadata	 for	
research	datasets,	it	should	be	possible	to	use	the	PREMIS	and	METS	formats	already	specified	




conducted	 in	 2015	 showed	 among	 other	 things	 that	 particular	 attention	must	 be	 paid	 to	
registering	information	about	ownership	and	usage	rights.	As	an	example,	the	actual	data	files	
















Of	 the	 remaining,	 not	 yet	 approved	 formats,	 the	 majority	 (11	 in	 total)	 were	 open	 and	
documented:	BAM/SAM,	CRAM,	FITS,	GREAT,	HDF5,	MySQL	dump,	NIfTI,	RTF,	SEG-Y,	SIARD	
and	 VRT.	 CorelDraw	 and	 SPSS	 Portable	 were	 the	 only	 two	 formats	 without	 open	











the	 FSD	 data,	 the	 user	 needs	 to	 be	 able	 to	 modify	 the	 files	 when	 reusing	 the	 dataset.	
Converting	them	without	loss	of	data	into	an	open	format	is	not	straightforward.		
A	 comparison	 with	 recommended	 file	 formats	 of	 six	 other	 preservation	 organisations	
produces	a	similar	result.	The	file	formats	approved	in	the	NDL	are	also	widely	internationally	
accepted.	Of	the	file	formats	currently	not	approved	in	the	NDL,	four	(HDF5,	RTF,	SIARD	and	












considered	 in	 the	 NDL.	 The	most	 popular	 type	 is	 "generic",	 which	 simply	means	 that	 the	
automatic	file	type	detection	in	IDA	does	not	recognise	the	format.	Many	of	them	are	probably	
measurement	data	or	other	data	files.	TAR	and	GZIP	files	also	contain	several	different	file	










































describing	 data	 types	 used	 within	 a	 certain	 scientific	 field	 or	 certain	 types	 of	 datasets.	
Examples	 of	 these	 HDF5-based	 file	 formats	 are	 Network	 Common	 Data	 Form	 version	 4	
(NetCDF-4),	Data	Exchange	[DXFile]	and	Nexus	HDF5,	which	is	used	in	the	example	dataset	of	
the	MAX	IV	laboratory	and	by	several	other	synchrotrons.	They	are	easier	to	manage	from	the	
digital	 preservation	 perspective	 than	 generic	HDF5,	 because	 the	 permitted	 data	 types	 are	
more	accurately	 specified.	On	 the	other	hand,	 treating	all	HDF5	variations	as	 separate	 file	
formats	leads	to	a	larger	number	of	approved	formats,	specifications	and	versions.	
Older,	but	 still	widely	used	and	maintained	general	purpose	 formats	 for	 research	data	are	
Common	 Data	 Format	 (CDF),	 Network	 Common	 Data	 Form	 version	 3	 (NetCDF-3)	 and	
Hierarchical	Data	Format	4	(HDF4).	They	can	be	used	to	store	similar	kinds	of	datasets,	but	
have	 significant	 differences	 in	 terms	 of	 features	 and	 internal	 structures.	 That	 makes	 the	




location	 for	 metadata,	 which	 is	 essential	 for	 understandability	 and	 reuse.	 However,	
standardisation	on	at	 least	 the	generic	 level	and	openly	available	programming	 libraries	 to	
process	 the	 files	 are	 a	 significant	 advantage	 compared	 to	 self-developed	 custom	 formats.	
Therefore,	 general	 purpose	 formats	 should	 be	 preferred	 as	 well	 as	 criteria	 and	 tools	
developed	to	document	the	data	structures	and	metadata	well	enough	for	preservation.		
Internationally,	HDF5	has	been	approved	as	a	recommended	or	transferable	format	in	three	

































geographical	 coordinates	 can	 be	 compared	 with	 other	 data	 such	 as	 statistics	 related	 to	
countries	or	municipalities,	and	be	plotted	on	maps	for	visual	observations.	Compatibility	of	
essential	 features	 such	 as	 coordinate	 systems	 is	 particularly	 important	 when	 comparing	
datasets.	
The	 geospatial	 file	 formats	 can	 roughly	 be	 divided	 into	 vector-	 and	 raster-based	 formats.	
Vector	formats	are	based	on	coordinates	connected	by	straight	or	curved	lines,	whereas	raster	
formats	are	based	on	regular	grids	with	equal	distances	between	points.	There	are	several	









digital	 preservation.	 The	 Shapefile	 format	 is	 already	 being	 used	 for	 example	 in	 the	 Paituli	
spatial	data	download	service	that	is	part	of	the	Avaa	portal.	For	long-term	preservation,	it	
still	needs	to	be	specified	which	of	the	optional	features	of	Shapefile	are	supported	and	which	





research	organisations.	OGC	has	 created	or	 selected	 several	dozen	geospatial	data-related	
standards	 that	complement	each	other.	They	are	all	 freely	available	on	 the	website	of	 the	
organisation	[OGC_Standards].	
The	 most	 important	 OGC	 standard	 for	 research	 datasets	 is	 Geography	Markup	 Language	
(GML),	an	XML-based	markup	language	to	present	various	geospatial	features.	It	is	also	an	ISO	
Standard	(ISO	19136:2007).	In	addition	to	the	core	part	of	the	standard,	GML	files	may	include	

















has	already	been	approved	as	a	 recommended	 format	 in	 the	NDL.	 In	geospatial	data,	TIFF	
images	 can	 however	 include	 additional	 channels	 or	 small	 extra	 files	 including	 information	
about,	for	example,	the	position	of	the	image	and	the	coordinate	system	used.	The	GeoTIFF	
standard	defines	how	to	store	geospatial	metadata	within	TIFF	image	files.	Both	multichannel	




been	 established	 as	 a	 de	 facto	 standard	 in	 the	 field.	 It	 is	 a	 fairly	 simple	 binary	 format,	
consisting	of	a	header	and	a	data	section.	The	header	section	 includes	the	most	 important	
measurement-related	 metadata.	 The	 LAS	 format	 is	 open,	 well	 documented	 and	 widely	
supported	in	software	used	in	the	field,	and	is	therefore	suitable	for	preservation.	
Geospatial	datasets	are	being	increasingly	stored	in	various	databases,	which	offer	quick	and	
handy	 methods	 for	 choosing	 desired	 parts	 of	 the	 datasets	 as	 well	 as	 efficient	 search	
functionalities.	 There	 is	 no	 standard	 format	 for	 databases,	 which	 makes	 them	 more	
challenging	than	other	formats	from	the	preservation	point	of	view.	A	closer	look	can	be	found	
in	the	Databases	section.	
In	 addition	 to	 file	 formats,	 the	 choice	 of	 the	 coordinate	 systems	 is	 essential	 for	 the	
compatibility	 of	 geospatial	 datasets.	 Globally	 there	 are	 as	 many	 as	 tens	 of	 thousands	 of	




















Source	 code	 files	are	 in	principle	easy	 to	preserve.	 Independent	of	 the	used	programming	
language,	they	are	text	files,	which	is	already	a	recommended	format	in	the	NDL.	Metadata	
needs	some	attention;	for	example,	the	name	and	version	of	the	programming	language	are	






but	 difficult	 for	 digital	 preservation.	 They	 are	 typically	 dependent	 on	 both	 the	 operating	
system	and	 a	 large	 number	 of	 library	 files,	 often	 even	 requiring	 specific	 versions	 of	 those	
libraries.	 It	may	 be	 useful	 to	 accept	 executable	 files	 into	 preservation	 and	 offer	 users	 the	
possibility	 to	 download	 them	 in	 addition	 to	 the	 dataset,	 but	 their	 functionality	 in	 future	
operating	system	versions	cannot	be	guaranteed.		
Also,	compiling	source	code	into	an	executable	program	can	be	more	difficult	in	a	new	system	
with	newer	 libraries	 than	 in	 the	original	development	environment.	However,	 source	code	
files	can	be	modified,	which	gives	a	competent	user	a	possibility	to	do	the	necessary	changes	
to	 enable	 the	 compilation.	 Reading	 the	 source	 code	 may	 also	 help	 in	 understanding	 the	







they	can	be	used	 to	 store	data	and	metadata	or	 to	write	documentation.	Popular	markup	






plain	 text,	 so	 users	 should	 be	 encouraged	 to	 use	 them	 by	 offering	 advanced	 support	 for	
markup	 languages	 in	 the	 preservation	 service.	 Standard	 compliance	 can	 be	 validated	









Statistical	analysis	 software	 is	popular	especially	 in	 social	 sciences	 research.	Each	software	
package	 typically	 has	 its	 own	 file	 format,	most	 of	which	 are	 proprietary.	One	of	 the	most	
popular	statistical	analysis	packages	 is	SPSS,	a	commercial	solution	whose	 file	 formats	SAV	
and	SPSS	Portable	have	become	de	facto	standards	in	the	field.	Most	other	software	packages,	
including	 the	open	 source	PSPP,	 support	 these	 formats	 at	 least	partially.	Neither	of	 them,	
however,	is	openly	documented.	The	word	"portable"	in	the	latter	means	only	that	the	files	
can	 be	 transferred	 between	 different	 computer	 architectures.	 SAS	 is	 another	 statistical	
analysis	software	that	is	in	wide	use,	particularly	in	health	sciences;	it	uses	its	own	proprietary	
file	format.	
Data	 analysed	 by	 the	 statistical	 software	 packages	 can	 be	 converted	 into	 spreadsheet	 file	
formats	or	into	the	CSV	format,	which	have	been	approved	as	recommended	or	acceptable	
formats	in	the	NDL.	However,	some	information	is	often	lost	in	the	conversion,	and	opening	
the	 files	 again	 in	 the	 statistical	 software	 for	 further	 processing	may	 not	 succeed	 without	
problems.	In	Finland,	the	Social	Sciences	Data	Archive	FSD	has	chosen	SPSS	Portable	as	their	














source	 R	 statistical	 analysis	 software.	 The	 analysis	 commands	 are	 given	 using	 the	 R	
programming	 language	 instead	 of	 a	 graphical	 user	 interface	 like	 in	 SPSS	 and	many	 other	
analysis	packages.	R	supports	several	different	open	and	proprietary	file	formats;	for	example,	
the	CSV	format	is	popular.	The	programming	commands	are	stored	in	a	structured	text	file.		
Spreadsheet	 software	 is	 widely	 used	 in	 many	 scientific	 fields.	 The	 two	 most	 popular	
spreadsheets	are	Microsoft	Excel	and	LibreOffice/OpenOffice	Calc,	which	both	have	their	own	
file	 formats.	 LibreOffice	 Open	 Document	 Spreadsheet	 (ODS)	 has	 been	 approved	 as	 a	
recommended	 format	 in	 the	NDL;	 the	Excel	Office	Open	XML	 (XLSX)	 is	 also	acceptable	 for	
transfer.	 One	 should,	 however,	 note	 that	 research	 datasets	 are	 more	 likely	 than	 cultural	
datasets	to	use	advanced	features	of	the	software.	That	may	lead	to	problems	when	opening	
the	 files	 in	other	 software	 than	 the	one	 that	was	originally	used	 to	 create	 them,	or	when	
converting	the	files	to	some	other	format.		
Internationally,	 CSV,	 ODS	 and	 XLSX	 are	 approved	 either	 as	 recommended	 or	 acceptable	
formats	in	all	of	the	surveyed	organisations.	SPSS	Portable	is	approved	by	DANS	and	UKDA.	














device	 used	 in	 the	 research,	 the	models	 can	 be	 printed	 as	 images	 as	 PDF	 files,	 already	 a	
recommended	 format	 in	 the	 NDL.	 However,	 PDF	 is	 not	 suitable	 for	 editing	 or	 otherwise	
reusing	the	models.		
Of	 the	 general	 purpose	 vector	 graphics	 software,	 the	 formats	 of	 LibreOffice	 Draw	 and	
Microsoft	PowerPoint	have	been	approved	in	the	NDL	as	recommended	or	acceptable.	They	
are	however	rather	unusable	for	reuse	in	modelling,	particularly	with	respect	to	3D	models.	
The	 most	 popular	 modelling	 software	 file	 format	 is	 the	 AutoCAD	 DWG	 format.	 Its	
development	 is	 controlled	 by	 Autodesk,	 Inc.,	 and	 official	 documentation	 is	 not	 publicly	
available.	However,	the	Open	Design	Alliance	has	produced	a	fairly	accurate	description	of	the	
format	 [ODA_DWG_Specification]	 and	 it	 is	 reasonably	 well	 supported	 in	 many	 software	




Interchange	 Format	 (DXF),	 Blender	 format	 BLEND,	 Initial	 Graphics	 Exchange	 Specification	
(IGES),	Product	Representation	Compact	(PRC),	STEP	File,	Wavefront	OBJ	and	X3D.	Of	these,	
STEP	 (ISO	 10303-21)	 and	 IGES	 (v.	 5.3,	 ANSI	 1996)	 are	 both	 official	 standards	 and	 well	
documented,	 but	 their	 feature	 sets	 are	 outdated.	 X3D	 is	 a	 newer	 standard	 developed	
particularly	 for	presenting	3D	 content	online,	 but	 it	 is	 not	 very	well	 suited	 for	 reusing	 the	
models.		





















data	 in	BAM	 format.	However,	BAM	can	also	be	used	as	 a	 replacement	 for	 FastQ,	 and	 its	
structure	allows	for	more	versatile	storage	of	metadata.	Both	formats	are	openly	documented.	




features	 make	 the	 CRAM	 format	 more	 complicated	 than	 BAM.	 As	 the	 gene	 sequencing	
datasets	are	large,	up	to	dozens	or	hundreds	of	terabytes,	it	is	still	justified	to	support	CRAM	
as	an	additional	preservation	format.	 
Variant	 Call	 Format	 (VCF)	 and	 its	 binary	 sibling	 BCF	 are	 used	 for	 processed	 information.	
VCF/BCF	files	are	not	pure	sequencing	data	but	genotypes,	and	they	may	include	genomes	
from	one	or	more	persons.	It	is	a	relatively	new	format	but	has	already	been	established	as	a	







Brain	 functions	 are	 typically	 researched	 using	 series	 of	 images	 produced	 by	 magnetic	
resonance	 imaging	 (MRI).	 Other	 commonly	 used	 technologies	 include	
electroencephalography	(EEG)	and	magnetoencephalography	(MEG).		
		 28	
MRI	 technology	 provides	 information	 about	 both	 the	 anatomy	 and	 the	 functionality	








often	 converted	 to	 the	 manufacturer-independent	 NIfTI	 format,	 which	 is	 presented	 in	
Appendix	C.	The	BIDS	directory	structure,	also	presented	in	the	same	Appendix,	has	become	
a	 standard	 in	 brain	 research	 and	 requires	 the	 use	 of	 NIfTI.	 It	 also	 specifies	 file	 naming	
conventions	and	the	storage	of	metadata	in	TSV	and	JSON	formats.		







known	 and	 respected	 Human	 Connectome	 project	 means	 that	 the	 two	 new	 formats	 are	
represented	in	the	datasets	of	more	and	more	brain	researchers.		




research	will	probably	 lead	 to	gradual	stabilisation	of	 the	 formats.	That	also	applies	 to	 file	














of	 expensive	 measurement	 devices,	 the	 details	 of	 which	 are	 often	 trade	 secrets	 of	 the	
























level,	 different	 character	 sets	may	 lead	 to	 incompatibility	 problems,	 especially	 with	 older	
datasets.	New	datasets	nearly	always	use	the	UTF-8	character	set.	On	the	descriptive	level,	
the	source	of	the	text,	the	context	and	the	language	used	are	examples	of	essential	metadata.	














As	 an	XML-based	 format,	 TEI	 is	 suitable	 for	 automatic	processing	and	digital	 preservation.	
Validators	capable	of	checking	the	syntax	and	conformance	to	the	TEI	schema	are	available.	








already	defined	 in	the	NDL	can	be	applied.	Additionally,	 it	 is	 important	to	be	able	to	make	



















coordinates	of	observation	points,	 the	measurement	parameters,	 the	observation	 logbook	
and	the	field	report,	which	includes	both	the	used	parameters	and	a	written	description	of	
the	measurement.	There	is	no	widely	agreed	convention	for	storing	this	information.	Some	
parameters	 can	 be	 stored	 in	 the	 header	 section	 of	 SEG-Y	 files,	 but	 the	 coordinates,	 the	
observation	 logbook	 and	 the	 field	 report	 are	 typically	 structured	 text	 files	 or	 documents	
written	 using	 word	 processing	 software.	 Their	 preservation	 needs	 to	 rely	 on	 the	 general	
requirements	for	structured	text	files.	Particular	attention	should	be	paid	to	the	compatibility	
of	geographical	coordinates	with	other	datasets.	If	necessary,	the	coordinates	of	observation	
points	 should	 be	 converted	 to	 one	 of	 the	 coordinate	 systems	 that	 are	 supported	 in	
preservation.	
Seismology	 file	 formats	 are	 not	 listed	 on	 the	 recommended	 formats	 lists	 of	 the	 surveyed	
international	preservation	organisations.	
Earth	Science	File	Formats	
Atmospheric	 science	 and	 ecosystems	 research,	 or	 more	 generally	 Earth	 System	 research,	















on	 the	 values	 of	 variables,	 for	 example	 the	 value	 of	 temperature	 independently	 of	which	
device	 it	 has	 been	measured	with.	 The	measurement	 device	may	be	 changed	during	data	
collection.	 In	 atmospheric	 sciences,	 a	 new	 dataset	 is	 started	whenever	 the	measurement	
device	changes.		
Earth	 system	 research	 file	 formats	 are	 not	 separately	 listed	 by	 the	 surveyed	 foreign	







and	 environmental	 data	 of	 the	 satellites.	 The	 latter	 can	 be	measurements	 of	 the	 plasma	













Internationally	HDF5	has	been	approved	as	a	 recommended	or	acceptable	 format	 in	 three	
(CINES,	DANS,	LoC)	of	the	six	surveyed	organisations.	In	addition,	LoC	lists	the	CDF	format.	The	
















primarily	 software	packages	and	the	documentation	of	 the	 file	 formats	 is	 inadequate.	This	
answer	to	a	question	about	file	format	structure	on	the	RadWare	FAQ	illustrates	the	situation:	




Most	of	 the	particle	and	nuclear	physics	 file	 formats	have	been	developed	 in	 the	 research	
organisations	themselves.	The	storage	and	preservation	of	raw	data	is	also	mostly	centralised	
in	 the	 same	 organisations.	When	 planning	 digital	 preservation	 it	 is	 therefore	 essential	 to	
clarify	whether	a	national	preservation	service	would	provide	value	for	researchers,	and	which	
datasets	 should	 be	 stored	 there.	 Based	on	 that,	 the	 required	 support	 for	 file	 formats	 and	
metadata	can	be	planned.	The	selected	file	formats	need	to	be	appropriately	documented.	
Particle	 and	 nuclear	 physics	 file	 formats	 cannot	 be	 found	 on	 the	 lists	 of	 the	 six	 surveyed	











The	 complexity	 of	 the	 database	 structure	 has	 a	 large	 influence	 on	 how	 demanding	 the	
preservation	 is.	 Size	 does	 not	 necessarily	 tell	 much:	 a	 large	 database	 may	 have	 a	 simple	
structure	or	a	small	base	may	include	many	different	tables,	objects	and	relations	between	
them.	It	should	also	be	noted	that	databases	may	host	many	kinds	of	content,	including	binary	
objects.	When	evaluating	the	requirements	 for	preservation	 it	 is	necessary	to	consider	not	
only	the	database	but	also	all	the	included	data	types.		
Automatic	validation	tools	are	particularly	important	in	preservation	of	databases.	Databases	
cannot	 be	opened	 in	 a	 program	and	observed	manually	 like	 text	 or	 image	 files.	 They	 also	
cannot	be	preserved	directly	in	the	format	they	are	stored	in	while	being	used.	The	content	

































be	 establishing	 itself	 as	 the	 preservation	 format	 for	 relational	 databases.	 SIARD	 2.0	 was	
		 33	
approved	 as	 a	 national	 standard	 in	 Switzerland	 in	 June	 2016	 [SIARD_Standard]	 and	 it	 is	 a	
recommended	format	also	in	CINES	in	France	and	DANS	in	Denmark.		








been	 stored	 in	 the	 database.	 SIARD	 version	 2.0	 supports	 storing	 the	 binary	 elements	 in	
separate	 files,	 enabling	 them	 to	 be	 handled	 separately	 in	 the	 preservation	 processes.	 The	
SIARD	file	itself	without	binary	elements	could	already	be	preserved	as	an	XML	file	using	the	
current	NDL	specifications,	but	it	is	better	to	define	dedicated	support	for	SIARD	files.	






of	 the	 widely	 used	 databases	 currently	 supports	 importing	 data	 directly	 from	 SIARD.	 The	




The	 SMEAR	 example	 dataset	 is	 a	 relatively	 large	 but	 structurally	 simple	MySQL	 relational	
database.	It	consists	of	a	few	dozen	tables	that	have	a	large	number	of	columns,	but	the	tables	
are	either	 independent	or	 their	 interrelations	are	easy	 to	understand.	There	are	no	binary	


















They	 are	 based	 on	 some	 other	 data	 model	 than	 two-dimensional	 tables	 with	 relations	
between	them,	for	example	on	key-value	pairs	or	document	or	object	storage.	Like	relational	
databases,	NoSQL	databases	are	often	accessed	using	a	query	language,	enabling	the	user	to	




Not	 much	 information	 is	 available	 on	 using	 other	 than	 relational	 databases	 for	 storing	
research	 datasets	 and	 none	 of	 the	 interviewed	 persons	mentioned	 any	NoSQL	 databases.	
Their	preservation	is	not	considered	in	more	detail	in	this	report.	The	topic	should	be	looked	
into	if	valuable	research	datasets	stored	in	NoSQL	databases	are	encountered.	
In	 addition	 to	 storage,	 databases	 can	 be	 used	 to	 implement	 web-based	 search	 engines,	
helping	 to	 find	 desired	 parts	 of	 large	 datasets.	 In	 that	model,	 the	 dataset	 itself	 is	 stored	
conventionally	 in	 files	 and	 the	 database	 only	 facilitates	 the	 search.	 From	 the	 digital	






The	 criteria	 and	 acceptance	 requirements	 presented	 in	 this	 chapter	 have	 been	 defined	


















When	the	dataset	 is	accepted	for	preservation,	 it	will	receive	a	permanent	identifier	 in	the	
digital	preservation	service.	
7.2. Requirements	for	Accepting	a	Dataset	for	Preservation	
Most	of	 the	acceptance	requirements	are	 identical	 in	the	data	repository	and	 in	 long-term	
preservation.		
To	 make	 it	 easier	 to	 transfer	 datasets	 into	 the	 preservation	 service,	 the	 file	 format	
requirements	are	more	permissive	 in	 the	data	 repository.	However,	 the	dataset	and	all	 its	


















































































preferred.	 Users	 could	 be	 encouraged	 to	 adopt	 the	 recommended	 formats	 by	 offering	













end	of	 the	set	 time	period	may	not	necessarily	mean	that	 the	dataset	will	be	deleted,	but	
unlike	 in	 long-term	 preservation	 the	 usability	 of	 the	 dataset	 will	 not	 be	 monitored	 nor	
procedures	to	ensure	its	understandability	undertaken.		
The	organisation	 responsible	 for	 transferring	 content	 into	preservation	may	be	 a	 research	
infrastructure.	Such	organisations	typically	manage	datasets	within	a	specific	field	of	science	
across	 university	 borders	 and	 have	 better	 abilities	 to	 uniformly	 document	 them	 than	










their	 own	 computing	 environment	 or	 using	 the	metadata	 creation	 tool	 and	 the	packaging	
service	 (not	shown	 in	the	 illustration)	of	 the	digital	preservation	ensemble.	After	 that	 they	
transfer	the	dataset	into	the	preservation	service,	which	receives	and	validates	it.		
If	the	dataset	fulfils	the	requirements	and	passes	the	validation,	it	will	be	transferred	either	
into	 the	data	 repository	or	 into	 long-term	preservation.	 The	 choice	between	 the	 two	may	
depend	on	preservation	agreements	or	technical	requirements.	In	the	proposed	model,	the	
largest	difference	between	the	two	is	the	preapproval	of	file	formats,	which	is	required	only	
for	 datasets	 destined	 for	 long-term	 preservation.	 In	 the	 case	 of	 the	 data	 repository,	 the	
administration	is	notified	of	any	new	file	formats	present	in	the	dataset	and	will	initiate	their	
approval	 process.	 The	 result	 of	 the	 approval	 process	 plays	 a	 role	 in	 the	 later	 decision	 on	
whether	 or	 not	 the	 dataset	 will	 be	 transferred	 from	 the	 data	 repository	 into	 long-term	
preservation	(not	shown	in	the	illustration).		
The	party	who	has	transferred	the	dataset	into	preservation	is	informed	about	the	successful	
outcome	 with	 a	 receipt	 notification.	 In	 case	 the	 dataset	 does	 not	 fulfil	 requirements	 or	
validation	 fails,	 an	 error	 report	 is	 produced.	 If	 the	 reception,	 validation	 or	 transfer	 of	 the	
dataset	 fails	 due	 to	 technical	 problems,	 the	 administration	 takes	 action.	 The	 tasks	 of	 the	








support	 delegation	 of	 tasks	 and	 responsibilities	 among	 participants.	 The	 tasks	 and	
responsibilities	 include	 approving	 datasets,	 following	 the	 development	 of	 file	 formats	 and	
converting	outdated	formats	to	current	ones.	
7.7. Readiness	of	the	Example	Datasets	for	Digital	Preservation	
This	 section	 presents	 an	 estimate	 of	 the	 readiness	 of	 the	 example	 datasets	 for	 digital	
preservation.	 The	 estimate	 is	 based	 on	 the	 NDL	 specifications	 and	 the	 preliminary	
requirements	 for	 research	 datasets	 presented	 in	 this	 document.	 The	 table	 also	 lists	 the	
necessary	changes	before	the	datasets	could	be	accepted	for	preservation	according	to	the	
preliminary	requirements.		

































































































































































































































Approving	 the	 file	 formats	 as	 recommended	 or	 transferable	 into	 long-term	 preservation	
would	 need	 a	more	 in-depth	 review	 and	 detailed	 specifications	 of	 the	 required	 technical	
metadata.	
The	descriptions	of	 the	datasets	are	not	homogeneous	or	 comparable	with	each	other,	 as	
guidance	for	writing	the	descriptions	and	a	common	metadata	model	are	missing.	Evaluating	
the	quality	of	 the	documentation	 is	difficult	without	 in-depth	knowledge	of	 the	 respective	
scientific	fields.		
The	packaging	according	to	the	NDL	requirements	and	the	METS	file	are	naturally	missing	from	






preservation	 of	 research	 datasets.	 Existing	 specifications	 can	 be	 extended	 to	 cover	 new	
content	 types	 and	 file	 formats.	 However,	 the	 special	 characteristics	 of	 research	 datasets	





more	 users	 than	 the	 original	 creators.	 This	 has	 already	 led	 to	 better	 documentation	 and	
harmonisation	of	file	formats	in	several	scientific	fields.		
Nevertheless,	the	variety	of	formats	in	research	is	larger	than	in	cultural	heritage	content,	and	
many	of	 them	are	specific	 to	certain	 fields	of	science.	Evaluating	 file	 formats	and	selecting	
new	recommended	formats	needs	to	be	a	continuous	process,	because	formats	evolve	along	
with	the	development	of	research	methods.	
Unlike	 the	 recommended	 formats	 in	 the	NDL,	 there	are	no	existing	metadata	 schemes	 for	




research	 project.	 Those	 formats	 must	 be	 documented	 before	 transferring	 them	 into	
preservation.	For	example,	the	files	might	be	text	files	and	therefore	suitable	for	preservation,	
but	their	internal	structure	is	essential	for	understanding	the	data.	It	is	necessary	to	write	clear	





of	 the	 dataset.	 Furthermore,	 the	 file	 formats	 produced	 by	 popular	 database	 servers	 are	
manufacturer-specific.	The	SIARD	format	originally	developed	the	Swiss	Federal	Archives	 is	












Unlike	 cultural	 content,	 understanding	 and	 using	 research	 datasets	 often	 needs	 in-depth	
expertise	of	 the	 field.	The	datasets	accepted	 for	preservation	 therefore	do	not	need	to	be	
understandable	 for	 a	 layman.	 The	 goal	 and	 requirements	 of	 the	 description	 and	
documentation	should	be	that	another	researcher	can	understand	and	use	the	dataset.	





by	 other	 researchers.	 Improving	 the	 description	 and	 documentation	 afterwards	 is	 more	
difficult	than	technical	adjustments	or	conversions	of	the	file	formats.	
The	 packaging	 model	 designed	 in	 the	 NDL	 is	 suitable	 for	 research	 datasets	 as	 well.	 It	 is	
particularly	 important	 to	 focus	 on	 the	 user	 friendliness	 of	 the	 packaging	 service	 and	 the	




statutory	 mission	 to	 preserve	 content.	 In	 the	 field	 of	 research	 the	 situation	 is	 less	 clear.	
Research	datasets	are	typically	produced	in	projects	that	have	an	ending	date	and	no	long-
term	responsibility	for	preserving	the	data.	Many	datasets	are	collected	through	international	
cooperation	and	not	owned	by	any	 single	organisation.	 In	 any	 case,	 there	 is	 an	 increasing	
motivation	 to	 preserve	 and	 publish	 datasets,	 and	 this	 is	 also	 required	 by	more	 and	more	
research	funders.	There	is	a	clear	need	for	a	research	information	digital	preservation	service.	
The	organisation	 responsible	 for	 transferring	 content	 into	preservation	may	be	 a	 research	
infrastructure.	Such	organisations	typically	manage	datasets	within	a	specific	field	of	science	
across	 university	 borders	 and	 have	 better	 abilities	 to	 uniformly	 document	 them	 than	





development.	 Some	 organisations	 have	 already	 specified	 criteria	 for	 preserving	 research	
datasets	and	approved	a	number	of	file	formats,	but	none	of	them	have	a	comprehensive	list	
of	formats	with	detailed	specifications.	Most	of	the	organisations	focus	on	maintaining	a	data	
repository	 that	 does	 not	 include	 all	 long-term	 preservation	 features.	 The	 national	 digital	
preservation	solution	gives	Finland	an	opportunity	to	be	a	pioneer	and	a	desirable	partner	for	
the	 preservation	 of	 international	 datasets.	 International	 collaboration	 is	 in	 the	 case	 of	















or	 provide	 ready-made	 forms	 for	 documenting	 methods,	 but	 instructions	 and	














start	 in	 parallel	 with	 the	 writing	 of	 the	 specifications	 to	 ensure	 that	 the	 services	
correspond	to	user	needs.	When	the	services	are	taken	into	use,	the	functionality	of	
specifications	and	processes	will	be	tested	in	practice.	
§ A	 systematic	 survey	 of	 research	 data	 file	 formats.	 In	 this	 project	 the	 topic	 was	
approached	through	examples,	which	does	not	as	yet	cover	all	file	formats	in	Finnish	
research	datasets.	One	method	is	a	national	survey	like	the	one	conducted	in	Austria	












































































































































































































































Is	 the	 most	 recent	 version	 upwards	 and/or	 backwards	 compatible	 with	 the	 previous	
version(s)?		
7.	Integrity	
Does	 the	 dataset	 include	 checksums	 of	 files	 or	 some	other	mechanism	 in	 order	 to	 detect	
possible	corruption?	
		 52	



































How	 is	 the	 metadata	 related	 to	 datasets	 (e.g.	 the	 structure	 of	 the	 files,	 settings	 of	 the	







Are	 there	 search	 interfaces	 for	 the	 databases	 through	which	 also	 others	 than	 the	 original	


























web-based	 sources,	 in	 particular	 the	 file	 formats	 library	 of	 the	 Library	 of	 Congress	
[LoC_Formats].	 The	 conformance	 of	 the	 files	 with	 the	 documentation	 and	 standards	 was	
checked	only	superficially,	without	automatic	validation.	Remarks	about	software	support	are	
based	on	manufacturer	 statements	and	other	publicly	available	 information;	 the	programs	
were	in	most	cases	not	tested.	It	was	checked	on	a	per	format	basis	whether	or	not	they	are	














































































































































































































































































































































































































































































































































































































































































































































































Datasets:	 ERNE,	 FIRE	 and	 RITU	 example	 datasets;	 popular	 as	 different	 variations	 in	
















































































































































which	 are	 presented	 in	 the	 file	 formats	 document,	 Appendix	 A	 [NDL_Formats].	 They	 are	











be	 that	 the	 format	 specification	 is	 openly	 available.	 This	 enables	 taking	 advantage	 of	 the	
dataset	in	ways	completely	different	from	the	original	purpose,	such	as	new	types	of	analysis	
using	programs	developed	by	the	researchers	themselves.	The	number	of	locations	where	the	
specification	 is	 available	 is	 not	 particularly	 important.	 As	 the	 long-term	 availability	 of	 the	
specification	 cannot	 be	 guaranteed,	 in	 particular	 if	 it	 is	 developed	 by	 an	 unofficial	
collaboration,	 a	 copy	 of	 it	 should	 be	 stored	 together	 with	 the	 dataset	 in	 the	 digital	
preservation	system.	
Research	 datasets	 also	 often	 use	 file	 formats	 created	 by	 researchers	 or	 research	 groups	





the	 format	 in	 digital	 preservation.	 This	 does	 not	 apply	 to	 the	 research	 datasets,	 because	
universities	do	not	have	a	statutory	mission	to	preserve	content	like	libraries,	museums	and	
archives	 do,	 and	 they	 have	 therefore	 not	 evaluated	 the	 suitability	 of	 file	 formats	 for	
preservation.	
In	 principle,	 similar	 criteria	 could	 be	 developed	 based	 on	 how	 many	 data	 archives	 have	
internationally	approved	the	file	format	as	a	recommended	format.	This	is	however	difficult	
in	practice,	as	few	organisations	have	published	lists	of	approved	formats	and	the	lists	are	not	
comprehensive.	 In	 addition,	 the	 levels	 of	 preservation	 differ,	 for	 example	 in	 terms	 of	 the	


























It	 is	 justified	 to	 take	 into	account	whether	 the	software	supporting	 the	 file	 format	 is	open	
source.	Format	support	implemented	as	open	source	and	under	a	licence	permitting	reuse	is	












latter	 cases	 it	 is	more	 likely	 that	 the	 development	 of	 the	 format	 serves	 the	 needs	 of	 the	
international	 research	community.	As	collaboration	between	 research	groups	continuously	
increases,	there	is	a	clear	trend	towards	using	commonly	agreed	file	formats	in	all	scientific	
fields.		
