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l. Introduction and results 
Let LP (after LAGUERRE [4] and P6LYA [8]) denote the class of all 
entire functions which are the limit, uniformly on every bounded set, 
of polynomials whose zeros lie on the real axis. It is well-known that 
LP consists of the entire functions of the form 
( l.l) 
with 
f(z)=Ceaz+bz'zm IT (1-z/zk)ez!zk, 
k 
(1.2) Zk real c;60, ! zk-2 convergent, a real, b real <;0. 
More generally, let PO (after P6LYA [9] and 0BRECHKOFF [6, 7]) denote 
the class of all entire functions which are the limit, uniformly on every 
bounded set, of polynomials whose zeros lie in the upper half-plane 
lm z:;;;. 0. The class PO consists of the entire functions of the form 
(l.l) with 
(1.3) ~ Im Zk:>O , Zk#O , ! JzkJ-2 convergent, (! Im zk-1 convergent, Im a+! Im zk-1:;;;.0, b real <;0. 
P6LYA [8] has shown that the only continuous functions on a disc L1 
which can be uniformly approximated by polynomials whose zeros lie 
on the real axis are the restrictions of the entire functions of class LP. 
It seems to be known to a number of experts in the field that P6lya's 
result remains valid when the disc L1 is replaced by a finite real interval J. 
Since we have seen nothing in print on this matter 2), our simple real 
analysis proof (section 2) may be of interest. A little additional argument 
shows that the only continuous functions on J which can be uniformly 
approximated by polynomials whose zeros lie in Im z:;;;. 0 are the restrictions 
of the entire functions of class PO. 
1 ) First author supported in part by NSF grant G 19925 at the University 
of Wisconsin, second author by NSF grant GP 1995 at Stanford University. 
2) HIRSCHMAN and WIDDER [1, p. 47] have considered the somewhat simpler 
case of approximation on a segment [-ic, ic] of the imaginary axis. 
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Our main purpose is to explore a different approach which gives 
corresponding results relative to approximation on quite general Jordan 
arcs r. The method consists in showing that uniform convergence of 
suitably restricted polynomials on r induces uniform convergence on 
every bounded set. As our first result we prove the following extension 
of a theorem of LINDWART and P6LYA (5]: 
Theorem 1.1. Let {fn} be a sequence of polynomials of the form 
(1.4) fn(z)=IT(1+wnkZ), n=1,2, ... 
k 
which converges uniformly on a Jordan arc r starting at 0. Suppose that 
there are an integer p > 0 and a constant M such that 
(1.5) ! lwnkiP<M , n= 1, 2, .... 
k 
Then the fn(z) converge uniformly on every bounded set (to an entire function 
f(z) of the form exp(czP)·g(z), with g(z) of genus <;p-1). 
Theorem 1.1 is used to prove 
Theorem 1.2. Let r be a Jordan arc belonging to the closed lower 
half-plane Im z.;;;;O, and let {fn} be a sequence of polynomials whose zeros 
belong to the closed upper half-plane Im z;;;;. 0. Suppose that the fn converge 
uniformly on r to a limit function not identically zero. Then the fn converge 
uniformly on every bounded set (to an entire function of class PO). 
We will give an example which shows that the uniform convergence 
on an arc r in theorems 1.1 and 1.2 can not be relaxed to uniform 
convergence on an infinite set with limit point 0. 
In theorem 1.2 one can not allow much more lee-way for the zeros 
of the polynomials fn· Indeed, let R be either a half-plane Im z;;;;. --,.c 
which contains the Jordan arc r in its interior, or the union of a 
half-plane Im z;;;;.c and an arbitrary sequence {en} such that Im Cn ~-oo. 
In both cases R will be a "polynomial approximation set" relative to 
r [2, 3]. This means that every continuous function on r can be 
uniformly approximated by polynomials whose zeros lie in R. 
2. Real zeros, real interval: a real approach 
We will give a simple proof of 
Theorem 2.1. Let J be a finite real interval, and let f be a continuous 
function on J which is the uniform limit of a sequence of polynomials f n 
all of whose zeros are real. Then f is the restriction of an entire function 
of class LP. 
Proof. Let /¥=0 or there is nothing to prove. By translation and a 
change of scale we may assume that J contains the interval [ -1, 1] 
and that /(0)¥=0. We may further assume that /(0)=1 and, by another 
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change of scale, that !f(x)-11<! for -1-;;;;x.;;;;l. Since In--+ I uniformly 
on [-1, 1], we may also assume that ln(O)= 1, and (by omitting some 
initial In) that 
(2.1) lln(x)-11<! for -1-;;;;x-;;;;1 , n=1, 2, .... 
The polynomials In then have the form (1.4), with all Wnk real and 
between -1 and 1. It is convenient to let k run from 1 to = in (1.4), 
taking Wnk=O for k>k1(n). For fixed n we arrange the Wnk in order of 
decreasing modulus, so that 
(2.2) 
Selecting a suitable subsequence of the In we may assume that 
(2.3) Wnl --+ W1 , Wn2 --+ W2, . . . as n --+ =· 
The wk will be real, and 
(2.4) 
By (2.1), 
I1(1-Wnk2)=1n(1)ln(-1)>t, n=1,2, ... , 
k 
hence 
(2.5) ~Wnk2.;;;;-~log(1-Wnk2).;;;;log4, n=1,2, .... 
k k 
It follows that 
(2.6) ~ Wk2< lim inf ~ Wnk2 .;;;;log 4. 
k n-oo k 
We now introduce the functions 
(2.7) <pn(X)=logln(X)=~log(1+wnkX), -1-;;;;x-;;;;1, n=1, 2, .... 
k 
By repeated differentiation 
(2.8) "'( ) 2 "" Wnk3 !pn X = k (1 )3. 
k +WnkX 
Let s>O be given. By (2.2) and (2.5) there is an index k2=k2(s) 
such that 
(2.9) 
Thus by (2.2)- (2.6), 
"'( ) 2 "" wka !pn x --+ f (1 +wkx)3 as n--+ =, 
uniformly for lxl .;;;; e < 1. By three integrations we obtain that 
(2.10) <pn(x)-<pn'(O)x-!<pn"(O)x2 --+ ~ {log(1 +wkx)-wkx+!wk2x2}, 
k 
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uniformly for I xi<(!. Since the f{!n converge uniformly for -1 < x <:; 1 it 
follows from (2.10} that the numerical sequences {q;n'(O)} and {q;n"(O)} 
must converge. Hence by exponentiation, 
(2.11} lim fn(x) =eax+bx' IT (1 +wkx) e-wkx, 
k 
at least for lxl < l. Here 
a= lim f[!n'(O) =lim L Wnk, 
k 
2b = L Wk2 +lim f[!n"(O)= L Wk2 -lim L Wnk2, 
k k k 
hence a and b are real, and by (2.6), b < 0. 
We finally observe that (2.11) holds for all x. Indeed, if we omit the 
first k2(s) factors 1+wnkX from the fn(x), we obtain a sequence {/n*(x)} 
which, by the preceding argument, converges uniformly for lxl <e/s< 1/s 
(cf.(2.9}}. The limit function f*(x) is equal to the right-hand side of 
(2.11), divided by the product of the first kz(s} factors 1 +wkx. 
Corollary 2.2. If the function fin theorem 2.1 is not identically zero, 
the sequence {fn} will converge uniformly on every bounded set. 
3. Zeros in upper half-plane, real interval 
The following result is an easy consequence of theorem 2.1 and 
corollary 2.2. 
Theorem 3.1. Let J be a finite real interval, and let f be a continuous 
function on J which is the uniform limit of a sequence of polynomials fn 
whose zeros lie in the upper half-plane Im z:_;;;,O. Then f is the restriction 
of an entire function of class PO. 
Proof. We write 
(3.1} fn=gn+i hn , n= 1, 2, ... 
where gn and hn are polynomials with real coefficients. We also write 
f=g+ih, but only on J. By a theorem of HERMITE and BIEHLER 
(cf. [10] p. 88 and p. 256) all zeros of gn and hn lie on the real axis. 
Naturally, gn --7 g and hn --7 h uniformly on J. 
(i) By theorem 2.1 the functions g and hare the restrictions of entire 
functions of class LP. Hence if g=O or h=O (or both}, f is the restriction 
of an entire function of class LP C class PO. 
(ii) If both g =F 0 and h =F 0 it follows from corollary 2.2 that the gn 
and hn converge uniformly on every bounded set, hence by (3.1) the 
same is true for the fn· Thus f is the restriction of an entire function of 
class PO. 
4. Condition on the moduli of the zeros: theorem 1.1 
We will indicate how theorem 1.1 can be proved by a method similar 
to that of section 2. 
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It is no restriction to take the constant M in (1.5) equal to I. We 
may then assume that (2.2)- (2.4) are satisfied, and that 
(4.I) 
We define cpn as the branch of log fn on the unit disc which vanishes 
at z=O. Then 
(4.2) qJn(Z)=logfn(Z)=!log(I+wnkZ), n=I, 2, ... , 
k 
where the logarithms in the sum also denote the branches which vanish 
at z = 0. The method of section 2 shows that 
l1J'n(z) = cpn(Z)- cpn'(O) z- ... - cpn<P>(O) zPfp! (4.3) --+!{log( I +wkz)-wkz+ ... + ( -I)P wkP zPfp!}, 
k 
uniformly for lzl <e <I. 
The fn converge uniformly on r to a continuous function which takes 
the value I at z = 0. Taking a subarc if necessary, we may assume that 
r belongs to the open unit disc, and that 
(4.4) 1/n(Z)-II <l for Z E F , n= I, 2, .... 
Under these conditions we have 
(4.5) (/Jn = (/ n - I) -l(f n - I )2 + ... 
on r, hence the qJn will converge uniformly on r. It thus follows from 
( 4.3) that the polynomials 
cpn(z)-1j'n(Z)=cpn'(O)z+ ..• +cpn<P>(O)zPfp! , n=I, 2, ... 
of degree <,p converge on r. This convergence implies that the coefficient 
sequences {cpn'(O)}, ... , {cpn<P>(O)} converge. 
We conclude that the cpn and hence the fn converge uniformly on every 
disc lzl .;;;;; e <I. The limit function of the f n is the restriction of an entire 
function f of the form indicated in theorem 1.1. By omitting some of 
the initial factors from the fn it is easily seen that the fn converge uniformly 
on every bounded set. 
5. Zeros in upper half-plane, convergence on arc 
We will now prove theorem 1.2. 
Lemma 5.1. Under the conditions of theorem 1.2, r will contain a 
point zo where f(zo) i= 0 and which is not a limit point of zeros of polynomials f n· 
Proof. If r contains a point z with Im Z< 0 where f(z) i= 0 there is 
nothing to prove. Suppose therefore that r contains no such point. 
Then r must contain a real interval J where f(z)i=O. It is no restriction 
to assume that J is the interval [-I, I], that fn(O}= I, and that (2.I) 
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is satisfied. The In will then have the form (1.4) with Im Wnk>O, and if 
Im Wnk= 0 one has -1 <Wnk< 1. 
We now introduce the continuous branches <pn(x)=log ln(x) and 
log(l+wnkX) on [-1, I] which vanish for x=O. These branches are 
given by the principal values, and are related by equation (2. 7). We 
observe that for O..;;x..;;l we have p.v. arg(l+wnkx);;;.O, hence by (2.7) 
(5.1) 0 ..;;p.v. arg(I +wnk) ..;;p.v. arg In( I) <nf6. 
It follows that the points 1 + Wnk with Re Wnk < 0 belong to the triangular 
region with vertices 0, 1, 1 + W3i. Thus since Wnk =1= -I the numbers 
Wnk with Rewnk<O all have modulus <1. Considering p.v. arg(l-Wnk) 
one similarly proves that Jwnkl < 1 when Re Wnk;;;. 0. 
Proof of theorem 1.2. Let Zo be a point E r as in the lemma. 
We carry out a translation so as to make Zo=O. It may then be assumed 
that the In have the form (1.4) with Imwnk>O and Jwnkl<l, and that 
they satisfy condition (4.4). We will show that there is a constant M 
such that 
(5.2) I 1Wnk12 <M , n= 1, 2, ... ; 
k 
an application of theorem 1.1 will complete the proof. 
We define <pn as in section 4. Then (4.2) holds, and we can write 
(5.3) <pn(z) =Sn' z-sn" z2 +rn(z), 
where 
(5.4) sn<J> = {1/j) I Wn"'' rn(z) =Sn(3)z3-sn<4>z4+ .... 
k 
Setting Wnk=uk+ivk we have O..;;vk<l, hence for j;;;.2 
(5.5) llsnU>J <l I Jwn.ti 2 =!I(uk2 -vk2)+ I V.t2 
<!IRe ~n.t2 + I V.t<!II Wnk21 +II Wn.tl= Jsn"l + Jsn'J. 
It follows that for Jzl < !, 
(5.6) 
Now let F' be a subarc of r which starts at 0 and on which Jzl < t· 
By (4.4) and (4.5), J<pn(z)J < 1 on F'. Thus by (5.3) and (5.6), 
(5.7) sn' z(1+2(hz2)-sn"z2(1+202Z)=Oa , z E F', 
where the 01=0,(z, n) are numbers of modulus < 1. Relation (5.7) implies 
that the sequences {sn'} and {sn"} are bounded. Indeed, writing down 
(5.7) for two points z1 and z2 on F' one obtains a pair of equations with 
determinant 
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Taking 0 < !z1! < 1/32 and 0 < !z2! < !zi!/4 the determinant will have modulus 
>t !z12z2! for all n. Solving the corresponding equations for Bn' and Bn" 
one concludes that these quantities are bounded functions of n. 
The desired inequality (5.2) finally follows from (5.5). 
6. An example 
We will give an example of a sequence {In} of polynomials (1.4) with 
the following properties: 
( i) the zeros of the In lie in the upper half-plane Im z > 0; 
(ii) ~k !wnk! 2<1, n=1, 2, ... ; 
(iii) the In converge uniformly to 1 on the set of points ± Ci = ± 2n/j!, 
j = 1, 2, ... on the real axis; 
(iv) the In do not converge uniformly in any neighborhood ofthe origin. 
Our example IS 
(6.1) { iz }<n!l• ln(z) = 1 + (n!)2 , n= 1, 2, .... 
It is easy to see that (i) and (ii) hold. To prove (iii), observe that 
ln(z) = {1 +0(1/n!)} exp (in! z), 
uniformly on every bounded set. It follows that 
{ 1 +0(1/n!) for j <;n, In(± ?;i) = 1 +0(1/n) for j>n, 
where the 0 terms are uniform. 
To prove (iv) we note that 
ln(nfn!) --+ -1 as n--+ =· 
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