Abstract. In the uniform random intersection graphs model, denoted by G n,m,λ , to each vertex v we assign exactly λ randomly chosen labels of some label set M of m labels and we connect every pair of vertices that has at least one label in common. In this model, we estimate the independence number α(G n,m,λ ), for the wide, interesting range m = n α , α < 1 and λ = O(m 1/4 ). We also prove the hamiltonicity of this model by an interesting combinatorial construction. Finally, we give a brief note concerning the independence number of Gn,m,p random intersection graphs, in which each vertex chooses labels with probability p.
Introduction
Random intersection graphs G n,m,p were introduced by M. Karoński, E.R. Sheinerman and K.B. SingerCohen [8] and K.B. Singer-Cohen [13] . In such graphs, each one of m labels is chosen independently with probability p by each one of n vertices, and there are edges between any vertices with overlaps in the labels chosen. Fill, Sheinerman and Singer-Cohen in [6] proved that the G n,m,p becomes statistically equivalent to a Bernoulli random graph (in which every edge appears independently with some probabilityp), when the number of labels m is quite large (in fact for m ≥ n 6 , but it was conjectured that the same holds for smaller m). However, the two models seem to behave quite differently when the number of labels is less than the number of vertices.
Godehardt and Jaworski [7] defined a different model called uniform random intersection graphs model G n,m,λ . In this model, to each of the n vertices of the graph, a random subset of λ elements of a universal set of m elements in total is independently assigned. Two vertices u, v are then adjacent in the G n,m,λ graph if and only if their assigned sets of elements have at least one element in common. The G n,m,λ seems to behave similarly to G n,m,p when one can show concentration on the number of labels chosen by a vertex in the latter (which can happen for quite large λ). However, notice that for small values of λ such concentration results do not hold, and the statistical behavior of the two models is quite different. The main focus of this work is about hamiltonicity and independent sets in the uniform random intersection graphs model G n,m,λ . The last section of the paper will give a brief note on the independence number of G n,m,p .
Importance and Motivation. Random intersection graphs may be used to model several real-life applications characterized by local interactions quite accurately (compared to the G n,p model where edges appear independently with probabilityp). In particular, the G n,p model seems inappropriate for describing some real world networks (like sensor and social networks) because it lacks certain features of those networks, such as a scale free degree distribution and the emergence of local clusters. One of the underlying reasons for this mismatch is its independence of the edges, in other words the missing transitivity that characterizes such networks: if vertices x and y exhibit a relationship of some kind in a real world network and so do vertices y and z, then this suggests a connection between vertices x and z, too.
For example, we consider the following scenario concerning efficient and secure communication in sensor networks: The vertices in our model correspond to sensor devices that blindly choose a limited number of resources among a globally available set of shared resources (such as communication channels, encryption keys etc). Whenever two sensors select at least one resource in common (e.g. a common communication channel, a common encryption key), a communication link is implicitly established (represented by a graph edge); this gives rise to communication graphs that look like random intersection graphs. Particularly for security purposes, the random selection of elements in our graphs can be seen as a way to establish local common keys on-line, without any global scheme for predistribution of keys. In such a case, the set of labels can be a global set of large primes (known to all) but each node selects uniformly at random only a few. Two nodes that have selected a common prime can communicate securely. Notice that no other node can know what numbers a different node has selected. Thus, the local communication is guaranteed to be secure.
Random intersection graphs in general and in particular the uniform random intersection graphs model G n,m,λ are relevant to and capture quite nicely social networking. Indeed, a social network is a social structure made of nodes (individuals or organizations) tied by one or more specific types of interdependency, such as values, visions, financial exchange, friends, conflicts, web links etc. Social network analysis views social relationships in terms of nodes and ties. Nodes are the individual actors within the networks and ties are the relationships between the actors.
Other applications may include oblivious resource sharing in a distributed setting, interactions of mobile agents traversing the web etc. In fact there are practical situations where each communication agent (e.g. a wireless node) gets access only to some ports (statistically) out of a possible set of communication ports. When another agent also selects a communication port, then a communication link is implicitly established and this gives rise to communication graphs that look like random intersection graphs. Even epidemiological phenomena (like spread of disease) tend to be more accurately captured by those "interaction-sensitive" random graph models.
Related Work. Uniform random intersection graphs were first considered by Godehardt and Jaworski in [7] , where they focused on the distribution of the number of isolated vertices in G n,m,λ , as well as the distribution of vertex degrees. The vertex degree distribution of general random intersection graphs (where the choice of the label sets S v is made according to a general distribution) was studied independently by Blonzelis [3] and Deijfen and Kets [4] . Connectivity and communication security aspects of G n,m,λ in various important settings is studied in [11, 2] .
The question of how close G n,m,p and G n,p are for various values of m, p has been studied by Fill, Sheinerman and Singer-Cohen in [6] . In [10] , the authors investigate expansion properties of G n,m,p and give tight bounds on the mixing and the cover time of random walks on instances of the random intersection graphs model. Algorithms for finding large independent sets in G n,m,p were proposed in [9] (however, no attempt was made to see how close the independent sets given by those algorithms are to optimal size). The authors of [5] find thresholds (that are optimal up to a constant factor) for the appearance of hamilton cycles in random intersection graphs. The efficient construction of hamilton cycles in G n,m,p is studied in [12] . Also, by using a sieve method, Stark [14] gives exact formulae for the degree distribution of an arbitrary fixed vertex of G n,m,p for a quite wide range of the parameters of the model.
Our Results. To the best of the author's knowledge, this is the first work were the independence number of G n,m,λ is analyzed. Our contribution in this work is the following:
(a) We show that when the number of vertices n is at least (1+ ) m λ ln m λ , for some constant > 0 as small as possible, then G n,m,λ , with λ ≥ 2, has a Hamilton cycle with high probability (whp), i.e. a very small constant number of labels suffices to yield hamiltonicity. The proof uses the coupon collector's problem together with an interesting combinatorial construction. It also leads to a polynomial time randomized algorithm for constructing Hamilton cycles whp for this range of values for the parameters of the model. 
(c) Finally we give a note on G n,m,p , that provides bounds on its independence number. Note that this was left open in [9] .
Notation and Definition of the Models
We now formally define the two models that concern this work. We choose to define them in chronological order.
Definition 1 (Random Intersection Graph -G n,m,p [8, 13] ). Consider a universe M = {1, 2, . . . , m} of elements and a set of vertices V (G) = {v 1 , v 2 , . . . , v n }. If we assign independently to each vertex v j , j = 1, 2, . . . , n, a subset S vj of M choosing each element i ∈ M independently with probability p and put an edge between two vertices v j1 , v j2 if and only if S vj 1 ∩ S vj 2 = ∅, then the resulting graph is an instance of the random intersection graph G n,m,p . In this model we also denote by L l the set of vertices that have chosen label l ∈ M . The degree of v ∈ V (G) will be denoted by d G (v). Also, the set of edges of G n,m,p will be denoted by e(G).
Consider now the bipartite graph with vertex set V (G) ∪ M and edge set {(v j , i) :
We will refer to this graph as the bipartite random graph B n,m,p associated to G n,m,p .
When we assume that every vertex chooses exactly λ labels, a completely different kind of randomization to intersection graphs is introduced. This model is called uniform random intersection graphs model G n,m,λ . This was first mentioned in [7] , and (apart from the case where the number of labels chosen by a vertex in G n,m,p are concentrated around their mean value) its probabilistic behavior seems a lot different than the one of G n,m,p . Below is the formal definition of this model. [7] ). Consider a universe M = {1, 2, . . . , m} of labels and a set of vertices V (G) = {v 1 , v 2 , . . . , v n }. If we assign independently to each vertex v j , j = 1, 2, . . . , n, a subset S vj ⊆ M of exactly λ randomly chosen labels and put an edge between two vertices v j1 , v j2 if and only if S vj 1 ∩ S vj 2 = ∅, then the resulting graph is an instance of the uniform random intersection graph G n,m,λ .
The main focus of this paper is about hamiltonicity and the independence number of the uniform random intersection graphs model in the interesting case when the number of labels is much smaller than the number of vertices. The independence number of a graph G is denoted by α(G) and is equal to the cardinality of the maximum independent set of G, i.e. the size of the largest set of vertices of G with no edges between them. More specifically, in section 3 we prove that if the number of labels is small enough then even λ = 2 suffices to prove that G n,m,λ has a hamilton cycle almost surely. Section 4 concerns the existence of independent sets of various sizes in G n,m,λ . Finally, in section 5 we give a note on the independence number for G n,m,p , which was left open in [9] .
To prove the existence of independent sets of size k, the second moment method is used, which is briefly described below (see [1] for a nice treatment of probabilistic methods). Suppose that X = X 1 + · · · X k , where X i is the indicator random variable of event A i . For indices i, j, we write i ∼ j iff i = j and the events A i , A j are not independent. Now let
where the sum is over ordered pairs. Now when i ∼ j, Cov(
We say that X 1 , . . . , X k are symmetric if for every i = i there is an automorphism of the underlying probability space that sends A i to event A i . This means that for fixed i, i , with i = i the following holds
Hence, ∆ * is independent of the (fixed) choice of i, which gives
Hence, by using (1) and Chebyschev's inequality we get
A Coupon-Collector Result
In this section, we prove that G n,m,λ has a Hamilton cycle with high probability (whp) when the number of vertices is large enough, even for a very small constant λ ≥ 2. Proof. For simplicity, we will refer to a set of λ labels as an Element. The total number of possible Elements in G n,m,λ is then obviously e 0 . Let E e be the event that no vertex chooses e. By independence,
Let X denote the mean number of Elements not chosen by any vertex. Then
for any n ≥ (1 + )e 0 ln e 0 . Hence, the vertices of G n,m,λ will have chosen all available Elements (choosing exactly 1 Element each) whp. We now complete the proof by showing how this implies the existence of a Hamiltonian cycle in the case λ ≥ 2. Consider an arbitrary ordering of the labels of the graph {l 1 , l 2 , . . . , l m } and construct the sets
is the set of vertices that have chosen label l i and none of the labels l 1 , . . . , l i−1 . We now establish two properties that these sets have.
1. First of all, note that since the vertices of G n,m,λ have chosen every available Element, we will have that the only empty sets will be all D i with i = m − λ + 2, . . . , m. Indeed, for all i ≤ m − λ + 1, there will be at least one vertex u that has i ∈ S u and S u ⊆ {l i , . . . l m }. Also, since every vertex chooses exactly λ distinct labels, every vertex that has chosen l i , for i = m − λ + 2, . . . , m, must belong to exactly one of
Second of all, note that by construction (of the D i s), and because of the fact that the vertices of G n,m,λ have chosen every available Element, there will be at least one edge between D i and D j , for all i = 1, . . . , m − λ and all j = i + 1, . . . , m − λ + 1. Also, for every edge
Indeed, this is a consequence of the fact that the vertices of G n,m,λ have chosen every available Element (i.e. every combination of λ labels) whp. Finally, all edges {x j , y j+1 } between D j and D j+1 , for every j = i + 2, . . . , m − λ, satisfy {x i , y i+1 } ∩ {x j , y j+1 } = ∅, by the construction of the sets D i .
These two properties allow us to fix a sequence pairs {x i , y i+1 }, for all i = 1, 2, . . . , m − λ, that are disjoint, except for the case where some |D i | = 1, which does not change our proof. As a final step, let y 1 be a vertex that satisfies {l 1 , l m−λ+1 } ⊆ S y1 , and S y1 \{l 1 , l m−λ+1 } ⊆ {l m−λ+2 , . . . , l m }. Such a vertex exists whp and it is easy to see that it is connected to all vertices in D m−λ+1 .
Let now σ i , i = 1, . . . , m − λ be an arbitrary ordering or the set D i , that begins with y i and ends with x i . Also, let σ m−λ+1 be an arbitrary ordering or the set D m−λ+1 , that begins with y m−λ+1 . Since every D i is a clique, it is easy to verify that the sequence σ 1 σ 2 · · · σ m−λ σ m−λ+1 is indeed a Hamilton cycle.
Note here that λ = 2 is in fact as small as one can have in order to achieve Hamiltonicity. Indeed, for λ = 1 the graph is disconnected (see also [2] ). In this sense, our result is optimal. Finally, note that our proof leads naturally to a randomized polynomial time (in terms of n and m) algorithm for constructing Hamilton cycles whp in this case. 4 The Size of Independent Sets in G n,m,λ
In this section, we will use the first and second moment probabilistic methods to approximate whp the size of the largest independent set in G n,m,λ , for m = n α , α < 1 and λ = O(m 1/4 ). We will need the following useful Lemma, concerning the properties of a specific function that arises in the application of the probabilistic method in our case. 
If is any sufficiently small constant, then the following hold: Proof. The first derivative of f is given by
and its second derivative is given by
Moreover, by using (2) and the definition of f , we get that
where in the second equality we used the Taylor expansion ln (1 − x) = − i≥1
, valid for all |x| < 1. From the above, we can see that
dx 2 < 0, for all x ∈ (0, 1), and so
dx is monotone decreasing in this interval. Moreover, we have that lim x→0 + df (x) dx > 0 and lim x→1 − df (x) dx < 0, which means that the equation It is now easy to verify from the above that, if x 0 is the unique solution to f (x) = 0 in (0, 1), then f is positive in (0, x 0 ) and hence, if is a sufficiently small positive constant (which is less than 1), then
Moreover, since for this range of values we have 
. We conclude then that, in the range of parameters specified in this part of the lemma, we have that
, which completes the proof.
We are now ready for the application of the probabilistic method. Let X (k) be the number of independent sets of size k in G n,m,λ . The following theorem concerns the asymptotic behavior of the mean value of X (k) .
Theorem 3. Let G n,m,λ be a random instance of the uniform random intersection graphs model, with m = n α , α < 1 and λ = O(m 1/4 ). Let also c 0 be the solution of the equation
if there is such a solution in (0, 1) and c 0 = 1 otherwise.
Then, for any positive constant that can be arbitrary small, we have that E X Proof. Let V be an arbitrary set of k vertices. In order for V to be independent, each vertex in it should choose its labels in such a way that S v ∩S u = ∅, for all u, v ∈ V . So, the probability that V is an independent set is
We note here that, by the definition of the uniform random intersection graphs model, the size of the largest independent set of vertices cannot be more than m/λ (since every vertex selects exactly λ distinct labels in M), and so we are only interested in values for k such that kλ ≤ m. By using now Stirling's approximation and the fact that λ = O(m 1/4 ), we get that Moreover, taking into consideration that k ≤ m λ = o(n) and by using the linearity of expectation, we get that 
By now using Lemma 1, we can see that c 0 is well defined, in the sense that it is uniquely defined and it satisfies the claims of the Theorem. Indeed, if is an arbitrarily small positive constant, we then have that E X By now using Markov's inequality together with Theorem 3, we get the following Corrolary 1 Let G n,m,λ be a random instance of the uniform random intersection graphs model, with m = n α , α < 1 and λ = O(m 1/4 ). Let also c 0 be as in Theorem 3. Then, with probability that tends to 1, as n → ∞, the size of the largest independent set in G n,m,λ is no more than (1 + ) m c0λ , for any constant > 0 that can be as small as possible.
We now continue by applying the second moment method in order to prove the existence of "large" independent sets of vertices whp. More precisely, the following theorem will help us find a quite good approximation of the size of the largest independent set of vertices in G n,m,λ , with m = n α , α < 1 and λ = O(m 1/4 ), which holds with high probability.
Theorem 4. Let G n,m,λ be a random instance of the uniform random intersection graphs model, with m = n α , α < 1 and λ = O(m 1/4 ). Let also c 0 be as in Theorem 3. Then, with probability that tends to 1, as n → ∞, there are independent sets in G n,m,λ , with size at least (1 − ) m c0λ , for any constant > 0 that can be as small as possible.
Proof. Set k = (1 − ) m c0λ . Note that, by Lemma 1, we have that k = ω(1). In order to prove the Theorem, we will use the second moment probabilistic method. Let V be an independent set of k vertices, and let V be another set of k vertices that has exactly s vertices in common with V . Given that V has no edges, in order for V to be an independent set, the k − s vertices of V not belonging to V should choose non-overlapping label sets, that also do not overlap with the sλ distinct labels chosen by the s vertices in V ∩ V (that do not have edges between them by assumption). So, we have that Pr(V is an independent set|V is an independent set) =
Let now X S be an indicator random variable that takes the value 1 if the set S ov vertices is an independent set and 0 otherwise. In the current setting, the quantity ∆ * involved in the second moment method (see section 2) is given by the formula
We now define the following quantity:
, which leads to the conclusion of the Theorem, by using the second moment probabilistic method (see section 2). For the proof, we need to find quite tight bounds for the quantities a s and b s .
First of all, by using the relation 
Moreover, by Stirling's approximation, we get that 
We note here that all the Θ(1) quantities that appear in the above inequalities come from Stirling's approximation and actually depend on the constant . In the second inequality, we used the inequality 1 + x ≤ e x , which means that the Θ(1) quantity changed by a multiplicative constant. Finally, in the last equality we used the fact that (m − λ) ln 1 − λ m = Θ(1), for any λ = O(m 1/4 ). We now set x = sλ m . By combining inequalities (8) and (9), we get that
where
λ is the function of Lemma 1. Moreover, it is straightforward to show that s k
e k . Hence, we have that
.
By now using the expansion ln 1 −
, together with the formula relating f to its first derivative (see proof of Lemma 1), we get that
Let now ξ be the (unique) solution of the equation
df (x) dx = 0 in (0, 1). As we also saw in the proof of Lemma 1, we have that df (x) dx > 0, for all x ∈ (0, ξ) and
. By now observing that s = mx λ , by (11) we get that
for all x ∈ (0, ξ).
Returning now to (10) and setting y = . Of course, if the abouve interval is empty (i.e. its lower bound is greater than the upper bound), then we are done. Such a thing can happen for example if λ = o(ln m), so that ξ → 1. Hence, we only have to deal with the case λ = Ω(ln m). However, as we saw in the proof of Lemma 1, we have that By now combining Corrolary 1 and Theorem 4 and by pointing out that the positive constant can be arbitrarily small, we get the following Theorem that gives a quite good approximation for the size of the largest independent set in G n,m,λ : Theorem 5. Let G n,m,λ be a random instance of the uniform random intersection graphs model, with m = n α , α < 1 and λ = O(m 1/4 ). Let also c 0 be as in Theorem 3. Then, with probability that tends to 1, when n → ∞, the size k of the largest independent set of vertices in G n,m,λ satisfies k ∼ Corrolary 2 Let G n,m,λ be a random instance of the uniform random intersection graphs model, with m = n α , α < 1 and λ such that
Then, with probability that tends to 1, when n → ∞, the size k of the largest independent set of vertices in G n,m,λ satisfies k ∼ m λ .
A Note on Independent Sets in G n,m,p
In this section we give a brief note on α(G n,m,p ), i.e. the independence number of random intersection graphs 3 , for some ranges of the parameters m, p. We first prove the following
Consequently, we have
It is evident from inequality (14) then that we will not get any results from the above when mp ≥ ln n. The reason for this is mainly not on the approximations made, but because of the dependency of edges implied by the G n,m,p model. This kind of dependences does not arise in Erdös-A. Rényi random graphs. Indeed, note that the definition of ∆ * above contains the conditional probabilities Pr(X S = 1|X S = 1), for s = 1, . . . , k − 1. Especially when the intersection of the two sets S, S is large (i.e. for large s), we can see that the probability that the edges between the sets S \S and S ∩ S do not exist is strengthened by the fact that S contains no edges. Intuitively speaking, this dependence becomes even larger as mp increases, particularly when m is small (say m = n α , for some constant α < 1).
However, if we assume that mp ≤ β ln n, for some constant β < 1, then for all k = o n 
Note now that for the range of parameters of the following theorem, for any k ∼ , and also kp → 0. This means that we can apply the relation (13) of Lemma 2 to prove that E[X (k) ] → ∞. The theorem then follows by (15) and the second moment method. . Then α(G n,m,p ) ≥ 2 log n mp 2− whp.
Conclusions and Future Work
In this work we studied hamiltonicity and independent sets in the uniform random intersection graphs model G n,m,λ . In particular, we approximated the independence number of G n,m,λ for m = n α , α < 1 and for all λ = O(m 1/4 ), in terms of the solution of some function f . An open problem here is the derivation of a closed expression for c 0 of Theorem 3. Moreover, the problem of determining the cardinality of the maximum independent set in G n,m,λ for λ ∈ [m 1/4 , m 1/2 ] remains open. The design and analysis of algorithms that construct independent sets (when their input is an instance of G n,m,λ ), whose cardinality approaches the theoretical bounds given here, is a subject of our future work. Finally, we are very interested in determining the chromatic number χ(G n,m,λ ) of the uniform random intersection graphs model, or finding an upper bound that is as close as possible to the obvious lower bound n α(G n,m,λ ) , where α(G n,m,λ ) is the independence number.
