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Vorwort
Orientierte Matroide haben neben ihrer Bedeutung innerhalb der Mathematik,
z.B. im Rahmen der Polytop- und Zonotop-Theorie, auch Anwendung bei der
vollst¤andigen Konformationsanalyse chemischer Substanzen gefunden: Erstmals
erkannten A. Dress und A. Dreiding die M¤oglichkeit, Konformationen eines Mo-
lek¤uls durch afne Punktkongurationen der Atome im R3 zu beschreiben, also
durch realisierbare azyklische orientierte Matroide vom Rang 4 ([DW80, DDH82],
siehe auch [TZ87, KTZ90, TZ96, CH88]). Die vorliegende Arbeit ist vor allem
durch diese Anwendungsm¤oglichkeit motiviert. Ein Generator orientierter Matro-
ide bildet so den Grundstein f¤ur einen Generator von Isomeren bzw. von Konfor-
meren, einer sinnvollen und seit langem erw¤unschten Erg¤anzung des in Bayreuth
entwickelten Molek¤ul-Kongurationsgenerators MOLGEN ([BGH+95, BGK+97,
GKL+00]).
Diese Anwendung stellt spezielle Anforderungen an den zu entwickelnden Ge-
nerator: Er muss bereits w¤ahrend der Generierung zus¤atzliche Restriktionen wie
verbotene Kreise ber¤ucksichtigen, damit man durch Ausnutzung chemischer Ge-
setzm¤aßigkeiten die Anzahl der zu generierenden Strukturen in Grenzen halten
kann. Aus chemischer Sicht sind Konformationen beweglicher Molek¤ule zu Kon-
formationsr¤aumen, also zu ¤Aquivalenzklassen zusammenfassbar, was ebenfalls
zur Reduktion der zu generierenden Repr¤asentanten (partiell denierte Chiro-
tope) beitr¤agt. Zudem sind wir nur an einer Transversale von Isomorphieklas-
sen interessiert. Jedoch ist dabei die Struktur der vorgegebenen Konstitution zu
ber¤ucksichtigen. Es operiert also von vornherein lediglich die Automorphismen-
gruppe des molekularen Graphen anstatt der vollen symmetrischen Gruppe ¤uber
der Menge der Atome.
Aufgrund dieser spezischen Nebenbedingungen sind die bereits bestehenden Ge-
neratoren von J. Bokowski und A. Guedes de Oliveira ([BGdO00]) sowie von L.
Finschi ([Fin01]) leider nicht direkt anwendbar. Wegen der mit n enorm schnell
wachsenden Anzahl orientierter Matroide ¤uber n erscheint es auch wenig sinnvoll,
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einen festen Katalog aller orientierten Matroide zu nutzen, um daraus bei Bedarf
die zu einem speziellen Molek¤ul relevanten Strukturen herauszusuchen. (L. Fin-
schi stellt einen derartigen Katalog unter http://www.om.math.ethz.ch
zur Verf¤ugung: F¤ur uniforme azyklische orientierte Matroide vom Rang 4 reicht
der Katalog bis zu n = 8, und hierzu existieren bei Operation der vollen symmetri-
schen Gruppe bereits 160 020 Isomorphieklassen.) Stattdessen wurde im Rahmen
dieser Arbeit ein neuer Generator entwickelt, welcher spezisch zu vorgegebenen
Restriktionen genau einen passenden Satz von orientierten Matroiden produziert.
Dieser basiert auf dem Prinzip der ordnungstreuen Erzeugung [Far78b, Rea78].
Er ist so allgemein gehalten, dass er auch ¤uber die chemische Anwendung hin-
aus Verwendung nden wird. Bzgl. Efzienz ist er  bei h¤oherer Flexibilit¤at  in
etwa vergleichbar mit dem Generator von L. Finschi (bei der Generierung unifor-
mer Punktkongurationen sowie Reorientierungsklassen ohne weitere Nebenbe-
dingungen, unter Operation der vollen symmetrischen Gruppe; es wurde mit den
angegebenen Informationen aus [Fin01] verglichen). Dabei ben¤otigen beide Gene-
ratoren den Hauptteil der Zeit zur Kanonisierung der gefundenen Kandidaten.
Auf der Suche nach M¤oglichkeiten der Efzienzsteigerung wurde die allgemei-
ne Theorie der Konstruktion diskreter Strukturen vorangetrieben: So wurde der
efziente Algorithmus zur Kanonisierung von Graphen mittels iterierter Verfei-
nerung von B. D. McKay [McK81] unter dem Aspekt des Homomorphieprinzips
[Lau93] nach R. Laue analysiert. Dadurch gelang es, eine entsprechende Strate-
gie zum Kanonisieren allgemeiner Klassen diskreter Strukturen zu formulieren.
Weiter wurde ein ebenfalls enger Zusammenhang zwischen McKay’s Ansatz zur
Konstruktion diskreter Strukturen [McK98] und dem Homomorphieprinzip her-
ausgearbeitet. Die Verwendung dieses Ansatzes f¤ur orientierte Matroide erlaubt
jetzt eine efziente Kanonisierung mittels iterierter Verfeinerung, da im Gegen-
satz zur ordnungstreuen Erzeugung nicht mehr vorausgesetzt wird, dass die kano-
nische Form das Minimum seiner Bahn ist. Diese theoretischen Ergebnisse f¤uhren
zu einer substantiellen Efzienzsteigerung f¤ur den Generator.
Das erste Kapitel dieser Arbeit f¤uhrt in die Theorie orientierter Matroide ein. Der
Schwerpunkt liegt dabei insbesondere auf den realisierten orientierten Matroiden
als Vektoren bzw. afne Punkte im Raum. Beweise, falls angegeben, beschr¤anken
sich nur auf diese geometrisch realisierte Situation, ansonsten sei auf die Standard-
literatur [BLVS+93] verwiesen. In Abschnitt 1.5 werden Hypergeradenlisten nach
J. Bokowski [Bok92] vorgestellt. Sie sind schon allein deswegen erw¤ahnenswert,
weil Bokowski sie als Grundlage f¤ur seinen Generator nutzte. Hier werden zu ei-
nigen Aussagen alternative Beweise angegeben.
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Im zweiten Kapitel f¤uhren wir G-Mengen und Gruppenoperationen ein. Dabei
heben wir speziell im Hinblick auf die konstruktive Theorie diskreter Struktu-
ren eine bisher nur wenig beachtete Analogie zur linearen Algebra hervor: Of-
fensichtlich sind Transversalen Basen im Sinne der Matroid-Theorie und spielen
eine den Basen eines Vektorraums vergleichbare Rolle. Wir f¤uhren die Begriffe
G-Faktormenge einer G-Menge (siehe Denition 2.3.11 on page 48) sowie Kern
eines G-Homomorphismus (bzgl. einer Transversale des Bildbereichs; siehe De-
nition 2.4.3 on page 50) neu ein, sodass wir in der Lage sind, das bekannte Homo-
morphieprinzip ([Lau93]) analog zum Homomorphiesatz linearer Abbildungen zu
formulieren (Satz 2.4.4 on page 50):
X/ kerC(f) ∼= f(X) .
Dieses Kapitel liefert an sich also keine grundlegend neuen Erkenntnisse. Viel-
mehr wird bereits Bekanntes in neuer Form dargestellt, um Analogien zu anderen
Teilgebieten der Mathematik aufzuzeigen.
Einige Grundlagen aus der Theorie von Permutationsgruppen, insbesondere Sta-
bilisatorketten und Labelled Branchings, werden in Kapitel 3 kurz vorgestellt.
Des Weiteren untersuchen wir in Abschnitt 3.3 topologische Anordnungen zu ei-
nem Branching Γ. Ist Γ n¤amlich vollst¤andiges Labelled Branching einer Grup-
pe H ≤ Sn, so erh¤alt man dadurch nach Jerrum [Jer86] eine Transversale von
Sn/H . Wir entwickeln ein Kriterium, um im Fall H ≤ G ≤ Sn aus einem
Backtrack-Durchlauf durchG (entlang einer Untergruppenkette) Teilb¤aume derart
abzuschneiden, dass die verbleibenden Bl¤atter genau eine Transversale von G/H
bilden. Das gefundene Kriterium erm¤oglicht es, die Kanonisierung von diskreten
Strukturen mit nichttrivialer Automorphismengruppe stark zu beschleunigen.
In Kapitel 4 verallgemeinern wir, wie bereits erw¤ahnt, die bekannten Algorithmen
zur Kanonisierung und Konstruktion von Graphen auf allgemeinere Klassen dis-
kreter Strukturen. Wir haben dabei diskrete Strukturen der Form X ⊆ W (nk) im
Auge, mit einer operierenden Gruppe G ≤ SW o Sn o Sk, W endliche Menge,
k, n ∈ N. Dabei ist die Verallgemeinerung derart zu verstehen, dass die Menge
G(n) aller Graphen mit n Knoten mittels Adjazenzmatrix in die G-Menge 2(n2)
der FormW (nk) einbettbar ist. Orientierte Matroide vom Rang k ¤uber n sind dann
durch Chirotope codierbar, d.h. als Elemente von 3(nk). Ebenfalls in diese Klasse
diskreter Strukturen passt die Menge 2n = 2(n1) aller Teilmengen von n. Es stellt
sich heraus, dass der Algorithmus zum Kanonisieren von Graphen via iterierter
Verfeinerung nach B.D. McKay [McK81] (bekannt durch das Computerprogramm
nauty [McK90]) eine iterierte Anwendung des Homomorphieprinzips ist. In der
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Tat werden dabei implizit Hi-Homomorphismen fi,j : X → Y , j < ji, zu einer
Kette von Untergruppen Hi ≤ G betrachtet. W¤ahrend der Kanonisierung eines
Graphen x erh¤alt man so eine Kette von Untergruppen von G oberhalb des Stabi-
lisators Gx,
G ≥ Gf0,0(x) ≥ G(f0,0(x),f0,1(x)) ≥ · · · ≥ Gx ,
entlang der ein kanonisches Element xc mittels Homomorphieprinzip bestimmt
wird. Die Hi-Homomorphismen fi,j werden dabei aus einem einzigen G-Homo-
morphismus Φ : G × L(G) → Y X , einem Verfeinerer (siehe Denition 4.1.9 on
page 78), gewonnen. Ein Algorithmus zum Kanonisieren wird explizit in Pseudo-
code angegeben (siehe Seiten 90  91).
Weiter zeigen wir in Abschnitt 4.2 den ebenso engen Zusammenhang zwischen
dem Homomorphieprinzip und McKay’s Ansatz aus [McK98] zur Konstruktion
diskreter Strukturen auf. Hier ist insbesondere eine Analogie zu dem in Bayreuth
von B. Schmalz entwickelten Leiterspiel [Sch93] hervorzuheben. B. D. McKay
vermutete diesen Zusammenhang bereits in [McK98]:

There are complicated
relationships between these methods, but to a large extent they have not be-
en explored. F¤ur das bereits l¤anger bekannte Leiterspiel ergibt sich aus den
¤Uberlegungen McKay’s heraus die neue M¤oglichkeit, mehrstuge Konstruktionen
diskreter Strukturen als Backtrack-Algorithmus in Tiefensuche zu formulieren.
Kapitel 5 wendet sich schließlich der Implementierung zu. Der Code ist in
der Programmiersprache C++ geschrieben. Es wird u.a. eine C++-Basisklasse
f¤ur Backtrack-Algorithmen vorgestellt, welche neben der Konstruktion diskreter
Strukturen im Rahmen von Weiterentwicklungen zu MOLGEN bereits vielf¤altige
weitere (bisher unver¤offentlichte) Anwendungen gefunden hat, wie z.B. Tiefen-
bzw. Breitensuche im Graphen oder das Durchlaufen aller Elemente einer Gruppe
(gegeben als Transversalenkette).
Die orientierten Matroide werden als Chirotope generiert. (Die bisherige Ein-
schr¤ankung auf uniforme Chirotope ist dabei nicht von prinzipieller Natur. Es ist
vorgesehen, dass alle Orientierungen zu einem vorgegebenen Matroid generiert
werden k¤onnen.) Die Konstruktion selbst ist dann im Wesentlichen ein Backtrack-




) → {±1}, wovon aufgrund folgender
Kriterien Teilb¤aume jeweils zum fr¤uhestm¤oglichen Zeitpunkt abgeschnitten wer-
den: Test der dreiwertigen Grassmann-Pl¤ucker-Relationen, eine benutzerdenierte
Liste verbotener Kreise (insbesondere auch Test auf azyklisch) sowie ein Test, ob
die Werte auf den Bahnen einer vorgegebenen Gruppe von Automorphismen kon-
sistent sind. Isomorphe L¤osungen unter Negation, Umnummerierung und Reorien-
tierung k¤onnen nach dem Prinzip der ordnungstreuen Erzeugung unterdr¤uckt wer-
den. Bzgl. Umnummerierungen kann eine beliebige operierende Gruppe G ≤ Sn
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gew¤ahlt werden. Wie jedoch oben bereits erl¤autert wurde, bietet eine Umsetzung
der Ergebnisse aus Kapitel 4 noch ein enormes Potential zur Efzienzsteigerung.
Kapitel 6 gibt eine kurze Zusammenfassung und liefert einen ¤Uberblick ¤uber die
geplante Anwendung im Rahmen der Chemie.
An dieser Stelle m¤ochte ich mich bei Herrn Prof. Dr. Adalbert Kerber und
Herrn Prof. Dr. Reinhard Laue herzlich f¤ur die best¤andige und umfangreiche Un-
terst¤utzung bedanken. Außerdem danke ich allen, die zur Entstehung dieser Arbeit
beigetragen haben.
Bayreuth, im Juni 2005 Ralf Gugisch
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Abstract
Following the approach of A. Dress and A. Dreiding [DW80, DDH82], oriented
matroids are a helpful tool for presenting conformational information of chemical
molecules, as we can describe the afne point conguration of the placed atoms
in R3 as an acyclic oriented matroid of rank 4. In order to receive insight into the
space of all possible conformations of a molecule, a generator of oriented matroids
is more than useful. But this application requires special features of the genera-
tor: It should be able to handle restrictions like forbidden circuits already during
the generation process, a prescribed group of known automorphisms should be re-
spected, and we only want to get one representant out of each relabeling class. But
in contrast to the common denition of relabeling classes, we should only consider
the automorphism group of the molecular graph (the constitution of the molecule)
as acting group, instead of the whole symmetric group over the set of atoms. Be-
cause of these specic requirements, the existing generator of J. Bokowski and A.
Guedes de Oliveira ([BGdO00]) as well as the one of L. Finschi ([Fin01]) are not
directly applicable.
This thesis is mainly motivated by the following application: A generator of ori-
ented matroids fullling the described requirements is the rst step towards a gen-
erator of stereoisomers or conformers, which is a reasonable and needed supple-
ment to the molecule-(conguration)-generator MOLGEN ([BGH+95, BGK+97,
GKL+00]). Still, the developed generator is kept general and will nd further
applications beyond the chemical one, too.
Thus, a generator of isomorphism classes of oriented matroids (more exact: of
chirotopes) respecting a given set of restrictions has been developed and imple-
mented. Thereby, the isomorphism classes may be chosen with respect to nega-
tion, reorientation, or relabeling (with a given acting group G ≤ Sn), as well as
any combination thereof. The generation strategy is based upon the principle of
orderly generation according to I. A. Faradzhev and R. C. Read [Far78b, Rea78].




Looking for possibilities to improve efciency, the general theory of constructing
discrete structures has been improved: The algorithm of B. D. McKay [McK81]
for canonizing graphs via iterated renement (which is implemented in nauty)
has been analyzed under the aspect of the homomorphism principle by R. Laue
[Lau93]. It turned out, that during iterated renement one implicitly considers
Hi-homomorphisms fi,j : X → Y , for a chain of subgroups Hi ≤ G. During
canonization of an object x, theseHi-homomorphisms result in an even ner chain
of subgroups above the stabilizer Gx:
G ≥ Gf0,0(x) ≥ G(f0,0(x),f0,1(x)) ≥ · · · ≥ Gx ,
and the canonization of x is done with homomorphism principle along this
chain. The Hi-homomorphisms are produced by a special G-homomorphism
Φ : G × L(G) → Y X with H ≤ GΦ(g,H), which we introduce as a rener.
We are now able to formulate the principle of iterated renement for any class of
discrete structures, as long as there is a rener available.
In addition, the connection between McKay’s approach of constructing discrete
structures [McK98] and the homomorphism principle, especially the ladder game
by B. Schmalz [Sch93], has been worked out. B. D. McKay conjectured such
a connection already in [McK98]:

There are complicated relationships between
these methods, but to a large extent they have not been explored. As a conse-
quence of this connection, it is now possible to formulate the ladder game as
a backtrack algorithm, avoiding huge amounts of memory-usage, which were
needed so far.
Using these results for the implemented generator of oriented matroids, the pos-
sibility to canonize in a much more efcient way than before arises, as we are
not restricted to the minimum of each orbit as canonic transversal any more. The
latter was necessary for the orderly generation, but the approach according to the
homomorphism principle does not depend on this restriction anymore. Thus, the
theoretical results of this work still provide a substantial potential to improve ef-
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Wir f¤uhren im Folgenden die wesentlichen Konzepte orientierter Matroide ein.
Wir orientieren uns dabei an einer geometrischen Sichtweise von Vektoren im eu-
klidischen Raum. Die Theorie der orientierten Matroide ist zwar allgemeiner als
diese geometrische Interpretation  nicht jedes orientierte Matroid l¤asst sich durch
Vektoren im Rn realisieren. Dennoch rechtfertigt die Anschaulichkeit der Geo-
metrie die vereinfachte Einf¤uhrung, insbesondere da in dieser Arbeit der Blick
haupts¤achlich auf realisierbare orientierte Matroide gerichtet ist.
F¤ur eine ausf¤uhrliche und allgemeine Behandlung orientierter Matroide sei auf das
Standardwerk [BLVS+93] verwiesen. Speziell im Zusammenhang mit der Chemie
sind auch das Buch [CH88] sowie der Artikel [DDH82] zu nennen. Eine umfang-
reiche Literaturliste ist unter [Zie96] zu nden.
1.1 Punkt– und Vektorkonfigurationen
Ausgehend von der chemischen Anwendung sind wir an afnen Zusammenh¤angen
zwischen einer gegebenen Menge von Punkten imR3 interessiert, n¤amlich den Po-
sitionen der einzelnen Atome. Unter Verwendung einer (willk¤urlichen) Anordnung
der Atome untersuchen wir stattdessen eine Folge p(0), . . . , p(n−1) von Punkten im
R3, m¤ussen jedoch zu gegebenem Zeitpunkt auch die Auswirkungen einer Umsor-
tierung ber¤ucksichtigen.
Zur Analyse afner Eigenschaften bietet die Geometrie als Standardmethode an,
den R3 in den vierdimensionalen euklidischen Raum R4 einzubetten. Dabei liege
der Ursprung des R4 nicht im Bild der Einbettung, etwa wie folgt:
ˆ : R3 → R4, p =
 p1p2
p3
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Damit sind die afnen Eigenschaften der Punkte p(i) imR3 auf lineare Eigenschaf-
ten der Vektoren pˆ(i) im R4 zur¤uckzuf¤uhren. Um die unterschiedlichen Sichtwei-
sen auch sprachlich zu trennen, sprechen wir dabei im afnen Zusammenhang stets
von Punkten und im linearen Zusammenhang von Vektoren.
Es ist sinnvoll, gleich die allgemeinere Situation linearer Zusammenh¤ange zwi-
schen Vektoren zu untersuchen. Sei dazu v(0), . . . , v(n−1) eine Folge von n Vek-
toren im euklidischen Raum Rk. Wir setzen voraus, dass die Vektoren den ganzen
Raum aufspannen: 〈v(0), . . . , v(n−1)〉=Rk. F¤ur afne Punkte p(0), . . . , p(n−1) im
Rd, d = k − 1 erzeugen die Vektoren pˆ(0), . . . , pˆ(n−1) genau dann den ganzen
Raum Rk, wenn die Punkte nicht bereits in einer Hyperebene des Rd enthalten
sind. Insbesondere ist dann n ≥ k = d+ 1.
























Im Fall, dass die Vektoren nach dem oben beschriebenen Verfahren aus afnen
Punkten p(0), . . . , p(n−1) des Rd hervorgehen, enth¤alt die Matrix M in der ersten
Zeile nur Einsen. Wir nennen eine Koordinatenmatrix M afn, wenn sie als Ein-
bettung von afnen Punkten des Rk−1 verstanden werden kann, und zwar auch
dann, wenn dies nach einem evtl. durchgef¤uhrten Basiswechsel nicht mehr offen-
sichtlich an der ersten Matrixzeile erkennbar ist:
1.1.1 Denition. SeiM eine k×n-Matrix vom Rang k. Dann heißtM afn, falls es
eine invertierbare k × k-Matrix B gibt, sodass BM in der ersten Zeile nur Einsen
stehen hat.
Bei der Analyse der Vektoren (bzw. der zugrunde liegenden afnen Punkte) stre-
ben wir danach, den R¤uckgriff auf die Koordinaten, also auf die Matrix M , zu
vermeiden. Hierzu f¤uhren wir im Folgenden f¤unf Strukturen ein. Es stellt sich her-
aus, dass jede dieser Strukturen ausreicht, um die vier restlichen Strukturen dar-
aus ohne nochmaligen Zugriff auf die Koordinaten in M herzuleiten. Jede dieser
Strukturen eignet sich also gleichwertig, die linearen Zusammenh¤ange der Vekto-
ren koordinatenfrei zu beschreiben.
Anschließend betrachten wir die Situation aus einer h¤oheren Abstraktionsebene:
Wir vermeiden alle quantitativen Aussagen wie Distanzen, Gewichtungen, etc. und
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beschr¤anken uns lediglich auf die qualitativen Aussagen positiv, negativ oder null.
Dies l¤asst sich bei jeder der f¤unf Strukturen durchziehen, wir erhalten f¤unf abstrak-
te Begriffe, die wir jeweils durch Axiomensysteme denieren. Letztere sind dann
die wichtigsten verschiedenen Erscheinungsformen orientierter Matroide: das Chi-
rotop χ, die Menge der Vektoren, die Menge der Kreise sowie die Mengen der
Kovektoren und der Kokreise.
Vorweg vereinbaren wir eine abk¤urzende Schreibweise f¤ur Indexmengen, indem
wir rekursiv 0 := ∅ und
n := {0, . . . , n− 1}
denieren. Aus dem Zusammenhang wird deutlich, ob n eine Menge oder eine
Kardinalit¤at bezeichnet. Weiter markieren wir zur besseren Lesbarkeit Tupel von
Indizes stets durch einer Vektorpfeil, etwa
~a := (a0, . . . , ak−1) ∈ nk .
Dadurch bleiben Tupel von Indizes von einzelnen Indizes unterscheidbar. Auch
identizieren wir h¤aug die Indizes mit den Vektoren bzw. mit den Spalten der
Koordinatenmatrix.
1.2 Analyse linearer Zusammenha¨nge
Die Volumenfunktion
Jedem k-Tupel von Vektoren im Rk ist das orientierte Volumen des dadurch be-
schriebenen Spanns zugeordnet, die Determinante der entsprechenden Koordina-
tenmatrix. (Im afnen Fall mit k = d+1 entspricht ferner das Volumen des Spanns
der Vektoren pˆ(i0), . . . , pˆ(id) bis auf einen Vorfaktor 1d! genau dem afnen Volu-
men des durch die Punkte p(i0), . . . , p(id) aufgespannten Simplexes im Rd.)
Wir denieren also eine Volumenfunktion vol, die jeder k-Auswahl der Vektoren
v(0), . . . , v(n−1) die entsprechende Determinante zuordnet. Zur einfacheren Hand-
habung denieren wir dies sogar allgemeiner f¤ur alle k-Tupel aus {0, . . . , n−1}k.
1.2.1 Denition. Sei M eine k×n-Matrix vom Rang k. Die Volumenfunktion zu
M ist wie folgt deniert:
volM : n
k → R, volM (~a) := det(M (~a)) ,
wobei M (~a) diejenige k×k-Matrix bezeichne, welche als j-te Spalte die aj-te
Spalte von M enth¤alt.
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Diese Denition ist auch f¤ur nicht injektive k-Tupel ~a sinnvoll: Dann enth¤alt die
Matrix M (~a) mindestens zwei identische Spalten und somit ist volM (~a) = 0.
Da M vollen Rang hat, ist die Volumenfunktion f¤ur mindestens ein k-Tupel un-
gleich Null. Weiter ist volM alternierend, und sie erf¤ullt die f¤ur Determinanten-
funktionen generell g¤ultigen Grassmann-Pl¤ucker-Relationen:
1.2.2 Satz. Sei M eine k×n-Matrix vom Rang k. Dann gilt f ¤ur die Volumenfunk-
tion:
• volM ist nicht trivial:
∃~a ∈ nk : volM (~a) 6= 0 .
• volM ist alternierend:
F¤ur jedes Tupel ~a ∈ nk und jede Permutation pi ∈ Sk gilt:
volM (api−1(0), . . . , api−1(k−1)) = sgn(pi) · volM (a0, . . . , ak−1) .
• volM erf¤ullt die Grassmann-Pl¤ucker-Relationen:








Bekanntlich l¤asst sich der euklidische Raum auf zwei Arten orientieren. Die Aus-
wirkungen einer globalen Umorientierung, d.h. einer Vertauschung zweier Zeilen
in der Koordinatenmatrix M , f¤uhrt zur negativen Volumenfunktion − volM . Um
eine koordinatenfreie Volumenfunktion volM zu erhalten, m¤ussen wir also das un-
geordnete Paar beider m¤oglichen Volumenfunktionen betrachten:
volM := {volM ,− volM} .
Der Raum der Abha¨ngigkeiten
Die Vektoren v(0), . . . , v(n−1) sind genau dann linear abh¤angig, wenn es nichttri-
viale Linearkombinationen des Nullvektors, d.h. nichttriviale L¤osungen des fol-
genden linearen Gleichungssystems gibt:
M · x = ~0 .
(Im afnen Fall ist letzteres auch gleichbedeutend mit der afnen Abh¤angigkeit
der zugrunde liegenden Punkte p(0), . . . , p(n−1).)
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Jede L¤osung des Gleichungssystems entspricht dabei den Koefzienten einer
Linearkombination des Nullvektors im Rk. Wir bezeichnen jede L¤osung als
Abh¤angigkeit der Vektoren v(0), . . . , v(n−1). Die Menge aller Abh¤angigkeiten, al-
so die Menge aller L¤osungen des linearen Gleichungssystems, bilden einen Unter-
raum des Rn, den Raum aller Abh¤angigkeiten
A(M) := {x ∈ Rn |M · x = ~0} .
Es gilt bekanntlich:
1.2.3 Satz. Sei M eine k×n-Matrix vom Rang k. Der Raum der Abh¤angigkeiten
A(M) ist ein linearer Unterraum des Rn von Dimension n−k.
Der Raum der Hyperebenen
Als dritte nat¤urliche Struktur k¤onnen wir das Bild von Rk unter Linksmultiplika-
tion mit M t betrachten:
H(M) := M t · Rk = {M t · v | v ∈ Rk} .
F¤ur ein x = M tv ∈ H(M) gilt dann: x = (〈v(0), v〉, . . . , 〈v(n−1), v〉)t. Betrachtet
man die zu v senkrecht stehende Hyperebene Hv := {v}⊥, so ist der Abstand
eines Vektors v(i) von der HyperebeneHv durch dist(v(i), Hv) = |〈v(i), v〉| · ||v||
gegeben. Der Vektor M tv ∈ H(M) ist also bis auf einen konstanten Faktor ||v||
genau das Tupel der Abst¤ande der Vektoren v(i) von der Hyperebene Hv des Rk.
Diese Abst¤ande sind zus¤atzlich mit einem Vorzeichen versehen, je nachdem, ob
v und v(i) auf der gleichen Seite von Hv liegen, oder nicht. In Analogie zu der
Namensgebung bei orientierten Matroiden nennen wir H(M) den Raum der Hy-
perebenen.
Im afnen Fall entspricht mit k = d + 1 jede lineare Hyperebene des Rd+1 ge-
nau einer afnen Hyperebene des Rd, wobei die Hyperebene parallel zur Einbet-
tung gerade der afnen Hyperebene

im Unendlichen entspricht. Die Abst¤ande
〈pˆ(i), v〉, die im Rd+1 gemessen wurden, lassen sich jedoch nicht ohne weiteres
interpretieren. Hingegen gibt das Vorzeichen des Skalarprodukts die Seite an, auf
der sich der Punkt p(i) von der afnen Hyperebene aus gesehen liegt.
Es gilt:
1.2.4 Satz. Sei M eine k×n-Matrix vom Rang k. Dann ist der Raum der Hyper-
ebenen H(M) ein linearer Unterraum des Rn mit Dimension k, und die Zeilen-
vektoren von M bilden eine Basis vonH(M).
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ZwischenA(M) undH(M) besteht folgender Zusammenhang:
1.2.5 Satz. Sei M eine k×n-Matrix vom Rang k. Dann sind A(M) und H(M)
zueinander orthogonale R¤aume:
A(M) = H(M)⊥ und H(M) = A(M)⊥ .
Daraus ergibt sich eine wichtige Dualit¤at:
1.2.6 Satz. Seien v(0), . . . , v(n−1) Vektoren im Rk mit KoordinatenmatrixM (vom
Rang k). Sei weiter b(0), . . . , b(n−k) eine Basis von A(M), sei Md die Matrix mit
den Zeilen b(i), und schließlich v′(0), . . . , v′(n−1) die Spaltenvektoren von Md,
also Vektoren im Rn−k mit KoordinatenmatrixMd.
Dann existiert zwischen M und Md folgende Dualit¤at:
A(M) = H(Md) und H(M) = A(Md)
Diese Dualit¤at liefert noch wesentlich weiter reichende Ergebnisse, insbesondere
auch f¤ur die Volumenfunktion. Da dies in dieser Arbeit jedoch nur von unterge-
ordneter Bedeutung ist, ist hier auf eine Ausarbeitung verzichtet worden.
Minimale Tra¨germengen
Wir betrachten im Folgenden die Teilmenge Min(V ) eines Vektorraums V ⊆ Rn
aller Vektoren mit minimaler nichttrivialer Tr¤agermenge, bei Koordinatendarstel-
lung bzgl. der Standardbasis der Rn. Wir werden sowohl Min(A(M)) als auch
Min(H(M)) als weitere Strukturen zur Analyse der linearen Zusammenh¤ange in
Betracht ziehen.
Wir f¤uhren die folgenden ¤Uberlegungen genauer aus, insbesondere, da hier ein en-
ger Zusammenhang zur Codierungstheorie besteht. Beispielsweise kann die Mini-
maldistanz eines Codes C bereits aus der Menge Min(C) berechnet werden. Eine
genauere Analyse dieser Zusammenh¤ange steht jedoch noch aus. Im Rahmen der
orientierten Matroide werden letztendlich nur die minimalen Vorzeichenvektoren
benutzt.
1.2.7 Denition. F¤ur einen Vektor v ∈ Rn mit Koordinatendarstellung v =
(v0, . . . , vn−1)t ist die Tr¤agermenge, oder der Tr¤ager deniert als die Menge der
Indizes, an denen vi nicht verschwindet:
T (v) := {i ∈ n | vi 6= 0} .
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1.2.8 Denition. Sei V ≤ Rn ein Untervektorraum. Ein Element v ∈ V \ {~0}
heißt minimal in V , falls es einen minimalen nichttrivialen Tr¤ager besitzt:
∀w ∈ V : T (w) ⊆ T (v)⇒ w = ~0 oder T (w) = T (v) .
Die Menge aller minimalen Elemente von V bezeichnen wir mit
Min(V ) := {v ∈ V \ {~0} | v ist minimal in V } .
Wir leiten nun eine Reihe von Eigenschaften von Min(V ) her:
1.2.9 Lemma. Sei V ≤ Rn. F¤ur jedes v ∈ V \ {~0} gibt es w ∈ Min(V ) mit
T (w) ⊆ T (v).
Beweis: Dies ist f¤ur endlichdimensionale Vektorr¤aume klar.
1.2.10 Satz. Sei V ≤ Rn. Dann ist Min(V ) ein Erzeugendensystem von V .
Beweis: Wir zeigen durch Induktion ¤uber k := |T (v)|, dass jedes v ∈ V aus
Min(V ) erzeugbar ist:
k = 0: Der Nullvektor liegt trivialerweise im Erzeugnis von Min(V ).
k−1→ k: Sei v ∈ V mit |T (V )| = k. Falls v ∈ Min(V ), so ist nichts zu zei-
gen. Ansonsten gibt es ein w ∈ Min(V ) mit T (w) ( T (v). (Es ist T (w) 6= ∅.)
Sei i ∈ T (w), und vi, wi seien die Koordinatenwerte von v bzw. von w an
der entsprechenden Koordinate. Dann hat v′ := v − viwiw an der Koordinate i
den Wert vi − viwiwi = 0, der Tr¤ager T (v′) ( T (v) hat also eine M¤achtigkeit|T (v′)| < |T (v)| = k, nach Induktionsannahme liegt v′also im Erzeugnis von
Min(V ). Damit liegt auch v im Erzeugnis.
Wir zeigen im Folgenden, dass die M¤achtigkeiten der Tr¤ager der v ∈ Min(V ) nach
oben beschr¤ankt sind. Dies wird schließlich bei der Konstruktion von Min(V ) von
Nutzen sein. Doch zuvor zwei auch an sich interessante Lemmata:
1.2.11 Lemma. Sei V ≤ Rn undw ∈ Min(V ). Dann habenw und ein v ∈ V \{~0}
genau dann gleichen Tr¤ager, wenn w und v linear abh¤angig sind:
T (w) = T (v)⇐⇒ ∃λ ∈ R : v = λw.
Beweis:

⇐: Da v 6= ~0 ist, ist auch λ 6= 0, und die Behauptung ist trivial.

⇒: Es sei i ∈ T (w). Dann verschwindet f¤ur v′ := v− viwiw ∈ V der Wert an der
Koordinate i, d.h. f¤ur den Tr¤ager: T (v′) ( T (v)∪T (w) = T (w). Daw ∈ Min(V )
ist, folgt v′ = ~0, d.h. v = viwiw.
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Die folgende Aussage verallgemeinert die vorherige f¤ur mehrere v(i) ∈ V :
1.2.12 Lemma. Sei V ≤ Rn und w ∈ Min(V ) mit k := |T (w)|, und piw :
Rn → Rn−k sei die nat¤urliche Projektion auf die Nichttr¤ager-Koordinaten von
w. Weiter seien v(1), . . . , v(r) ∈ V . Dann sind w, v(1), . . . , v(r) genau dann linear
unabh¤angig, wenn piw(v(1)), . . . , piw(v(r)) linear unabh¤angig sind.
Beweis:





(i)) = 0. Dann gilt f¤ur den Tr¤ager von v :=∑r
i=1 λiv
(i) die Gleichung T (v) ⊆ T (w). Es muss also entweder T (v) = 0
sein, was gleichbedeutend mit der linearen Abh¤angigkeit der v(1), . . . , v(r) w¤are,
oder es muss T (v) = T (w) gelten. Dann w¤aren aber nach Lemma 1.2.11 w und
v linear abh¤angig. Beide F¤alle stehen im Widerspruch zur Voraussetzung, dass
(w, v(1), . . . , v(r)) linear unabh¤angig sind.

⇐: Sind piw(v(1)), . . . , piw(v(r)) linear unabh¤angig, so sind auf jeden Fall auch
die Urbilder v(1), . . . , v(r) linear unabh¤angig. Es ist also lediglich zu zeigen, dass
w sich nicht als Linearkombination w =
∑r
i=1 λiv
(i) darstellen l¤asst. Letzteres
w¤urde aber bedeuten, dass piw(
∑r
i=1 λiv




ein Widerspruch zur linearen Unabh¤angigkeit der piw(v(i)).
1.2.13 Satz. Ist V ≤ Rn ein Untervektorraum der Dimension k, so haben die
w ∈ Min(V ) h¤ochstens Tr¤ager der M¤achtigkeit n− k + 1.
Beweis: Wir betrachten ein beliebiges w ∈ Min(V ) mit t := |T (w)|. Das w l¤asst
sich zu einer Basis w, v(1), . . . , v(k−1) von V fortsetzen. Betrachten wir nun die
Projektion piw auf die Nichttr¤ager-Koordinaten von w, so sind nach Lemma 1.2.12
auch die piw(v(1)), . . . , piw(v(k−1)) linear unabh¤angig in Rn−t. Also ist die Di-
mension n− t ≥ k − 1, woraus t ≤ n− k + 1 folgt.
Die Menge Min(V ) l¤asst sich aus einer Basis des Orthogonalraums V ⊥ wie folgt
konstruieren: Ist u(0), . . . , u(n−k−1) eine Basis von V ⊥, und ist M ∈ R(n−k)×n
die Matrix, welche als i-te Zeile den Koordinatenvektor von u(i) besitzt, so ist V
der L¤osungsraum des homogenen Gleichungssystems
Mx = ~0 .
Wir geben zu jedem (n− k+ 1)-Tupel ~t = (t0, . . . , tn−k) von Koordinatenin-
dizes einen Vektor v(~t) ∈ Min(V ) an, eine L¤osung des Gleichungssystems mit
minimaler nichttrivialer Tr¤agermenge T (v(~t)) ⊆ ~t. F¤ur 0 ≤ i ≤ n−k sei dazu
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M (~t,i) die (n−k)× (n−k)-Teilmatrix von M , welche durch Auswahl der Spalten




(−1)i detM (~t,i) falls j = ti0 sonst.
1.2.14 Satz. SeiM eine (n−k)×n-Matrix, deren Zeilen eine Basis von V ⊥ bilden,
und zu einem (n−k+1)-Tupel sei v(~t) wie angegeben. Dann besteht Min(V ) im
Wesentlichen genau aus den nichttrivialen v(~t) zu den geordneten (n− k+ 1)-
Tupeln ~t:
Min(V ) = {λ · v(~t) | λ ∈ R,~t ∈
(
n
n− k + 1
)
} \ {~0} .
Beweis: Sei ~t ein n−k+1-Tupel. Der Beweis folgt in f¤unf Schritten:
1. F¤ur den Tr¤ager von v(~t) gilt: T (v(~t)) ⊆ ~t.
Bew.: Dies ist offensichtlich.
2. Es gilt: v(~t) ∈ V .
Bew.: Es sei M (~t) die (n−k) × (n−k+1)-Matrix, welche durch Auswahl aller
durch ~t markierten Spalten von M entsteht. Dieser Matrix k¤onnen wir auf n−k
verschiedene Weisen eine zus¤atzliche erste Zeile hinzuf¤ugen, indem wir die i-te
Zeile kopieren. Wir erhalten also n−k verschiedene (n−k+1)×(n−k+1)-Matrizen
M (
~t,i)′
, welche offensichtlich Determinante detM (~t,i)′ = 0 haben. Berechnen wir
andererseits die Determinante durch Entwicklung nach erster Zeile, so erhalten wir











Jeder Koordinateneintrag von Mv(~t) ist also gleich Null, d.h. v(~t) ist eine L¤osung
des homogenen Gleichungssystems Mx = ~0.
3. Ist v(~t) 6= ~0, so ist jedes weitere v ∈ V mit T (v) ⊆ ~t ein Vielfaches von v(~t).
Bew.: Da v(~t) 6= ~0 ist, gibt es ein i mit v(~t)ti 6= 0, d.h. detM (~t,i) 6= 0. Hat ein
v∈V mit T (v)⊆~t an der Koordinate ti den Eintrag vti =0, so spielen in der Glei-
chung Mv = ~0 nur die Koordinaten von T (v) ⊆ {t0, . . . , ti−1, ti+1, . . . , tn−k}
eine Rolle, es gilt also bereits M (~t,i) · (vt0 , . . . , vti−1 , vti+1 , . . . , vtn−k)T = ~0. Die
(n−k)× (n−k)-MatrixM (~t,i) hat jedoch Determinante 6= 0, es folgt v = ~0.
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v(~t) eine L¤osung des Gleichungs-
systems. Diese verschwindet an der Koordinate ti, es ist also nach vorheriger
¤Uberlegung v′ = ~0 und damit ist v ein Vielfaches von v(~t).
4. Es ist v(~t) ∈ Min(V ).
Bew.: Folgt aus Punkt 3. nach Denition von Min(V ).
5. Ist w∈Min(V ), so ist w Vielfaches von einem v(~t) , ~t ∈ ( nn−k+1).
Bew.: Sei ~t′ = (t0, . . . , tr−1) := T (w) der Tr¤ager von w. Nach Satz 1.2.13 ist
r ≤ n− k + 1. Die t0-te Spalte von M l¤asst sich dann als Linearkombination der
restlichen durch ~t′ ausgew¤ahlten Spalten schreiben. Die Spalten t1, . . . , tr−1 sind
dabei linear unabh¤angig, sonst w¤urde n¤amlich eine nichttriviale Linearkombinati-
on dieser Spalten eine L¤osung des homogenen GleichungssystemsMx = ~0 liefern
mit einem echt kleineren Tr¤ager als T (w), was im Widerspruch zur Minimalit¤at
von w st¤unde. Nach dem Basiserg¤anzungssatz lassen sich die Spalten t1, . . . , tr−1
durch weitere Spalten tr, . . . , tn−k zu einer Basis des Rn−k fortsetzen, da die Ma-
trix M vollen Rang n− k hat. Das (n − k + 1)-Tupel ~t := (t0, . . . , tn−k) liefert
also ein v(~t) ∈ V mit v(~t)t0 = detM (~t,0) 6= 0, also insbesondere v(~t) 6= ~0. Aus
T (w) ⊆ ~t folgt mit Punkt 3, dass w ein Vielfaches von v(~t) ist.
Aus Punkt 4. folgt

⊇, und aus Punkt 5. folgt

⊆ in der Behauptung.
1.2.15 Folgerung. SeiM wie in Satz 1.2.14. Sind v, v′ ∈ V linear unabh¤angig mit
|T (v)∪T (v′)| ≤ n−k+1, so gilt f¤ur jedes n−k+1-Tupel ~tmit T (v)∪T (v′) ⊆ ~t:
v(
~t) = ~0 .
Beweis: W¤are v(~t) 6= ~0, so w¤aren nach Punkt 3. des Beweises von Satz 1.2.14
sowohl v als auch v′ Vielfache von v(~t), also linear abh¤angig.
1.2.16 Folgerung. Sei M wie in Satz 1.2.14. Hat ein v(~t) 6= ~0 nicht volles Ge-
wicht, d.h. ist |T (v(~t))| < n− k + 1, so sind f¤ur alle weiteren n− k + 1-Tupel ~t ′
mit T (v(~t)) ⊆ ~t ′ die Vektoren v(~t ′) Vielfache von v(~t):
~t′ ⊇ T (v(~t)) =⇒ ∃λ ∈ R : v(~t ′) = λv(~t) .
Das Zusammenspiel der Strukturen
Wir haben insgesamt f¤unf Strukturen vorgestellt, die sich in nat¤urlicher Weise aus
der Folge v(0), . . . , v(n−1) von n Vektoren im Rk, bzw. der entsprechenden Koor-
dinatenmatrixM ergeben:
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1. Die koordinatenfreie Volumenfunktion volM .
2. Der Raum der Abh¤angigkeitenA(M).
3. Die minimalen Abh¤angigkeiten Min(A(M)).
4. Der Raum der HyperebenenH(M).
5. Die minimalen Hyperebenen Min(H(M)).
Es bestehen enge Zusammenh¤ange zwischen diesen Strukturen. So lassen sich
Strukturen aus anderen explizit gegebenen Strukturen berechnen, ohne dazu auf
die Matrix M zur¤uckzugreifen. Wenngleich dies an dieser Stelle aufgrund des
Umfangs der Datenstrukturen von eher theoretischem Nutzen sein kann, ist dies
in der Verallgemeinerung der orientierten Matroide wichtig, da nicht jedes orien-
tierte Matroid durch Vektoren in Rn samt Koordinatenmatrix darstellbar ist.
Beispielsweise ist klar, dass man aus A(M) direkt die minimalen Abh¤angigkeiten
Min(A(M)) herausltern kann. Wegen Satz 1.2.13 muss man dabei nur die v ∈ V
mit |T (V )| ≤ n− k + 1 auf Minimalit¤at untersuchen. Mit Lemma 1.2.10 ist auch
die umgekehrte Richtung beschrieben, Min(V ) ist ein Erzeugendensystem von V .
Entsprechendes gilt zwischenH(A) und Min(H(A)).
Der Zusammenhang zwischen A(M) und H(M) wurde bereits in Satz 1.2.5 dar-
gelegt: Sie sind zueinander orthogonale Unterr¤aume des Rn.
Schließlich k¤onnen die minimalen Abh¤angigkeiten Min(A(M)) aus der Volumen-
funktion volM gem¤aß Satz 1.2.14 konstruiert werden, die Determinanten detM~t,i
sind ja als Werte der Volumenfunktion abzulesen. Es ist jedoch unklar, ob sich die
koordinatenfreie Volumenfunktion volM = {volM ,− volM} aus den minimalen
Abh¤angigkeiten ablesen l¤asst. (Vgl. den entsprechenden Satz f¤ur orientierte Ma-
troide, [BLVS+93, Theorem 3.5.5 und Korollar 3.5.12].)
Aus den eingef¤uhrten Strukturen kann man die Afnit¤at der Koordinatenmatrizen
auf verschiedene Art und Weise ablesen:
1.2.17 Satz. Sei M eine k×n-Matrix vom Rang k. Dann sind folgende Aussagen
¤aquivalent:
1. M ist afn.
2. Die Volumenfunktion erf¤ullt f¤ur jedes k + 1-Tupel ~a ∈ nk+1 die Gleichung:∑
i∈k+1
(−1)i volM (a0, . . . , ai−1, ai+1, . . . , ak) = 0 .
3. F¤ur jedes v ∈ Min(A(M)) gilt:∑i∈n vi = 0 .
4. Es ist (1, . . . , 1) ∈ H(M).
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Beweis: Betrachte die Matrix M ′, welche aus M entsteht, indem als zus¤atzliche
erste Spalte eine Zeile aus lauter Einsen hinzugef¤ugt wird. Die Koordinatenmatrix
M ist genau dann afn, wenn M ′ vom Rang k ist, ansonsten ist M ′ vom Rang
k + 1.

1 ⇔ 2: Die Matrix M ist genau dann afn, wenn jede (k+1)×(k+1)-Matrix
M ′(~a) mit ~a ∈ nk+1 Determinante detM (~a)′ = 0 besitzt. Entwicklung nach der
ersten Zeile liefert dann die ¤Aquivalenz zu den angegebenen Gleichungen.

1 ⇔ 3: Wir vergleichen die L¤osungsr¤aume der Gleichungssysteme Mx = ~0
und M ′x = ~0: Offenbar ist die L¤osungsmenge des zweiten Gleichungssystems
in der L¤osungsmenge des ersten enthalten, und die L¤osungsmengen sind genau
dann gleich, wenn M und M ′ gleichen Rang haben, also wenn M afn ist. Die
Gleichheit der L¤osungsmengen heißt aber genau, dass jedes v ∈ A(M) auch die
zus¤atzliche Bedingung (1, . . . , 1) · v des zweiten Gleichungssystems erf¤ullt, also
die angegebene Gleichung. Hierzu reicht es, diese Bedingung f¤ur ein Erzeugen-
densystem zu pr¤ufen, also nach Lemma 1.2.10 f¤ur alle v ∈ Min(A(M)).
.

1 ⇔ 4: Der Raum M t · Rk ist in M ′t · Rk+1enthalten, und die R¤aume sind
genau dann gleich, wenn die M ′ vom Rang k ist. D.h. der zus¤atzliche Erzeuger
M ′t · e0 = (1, . . . , 1)t ist genau dann inH(M) enthalten, wenn M afn ist.
1.3 Orientierungen
Es folgt nun ein Abstraktionsschritt: Wir vernachl¤assigen s¤amtliche Informationen
betreffend Koordinaten und L¤angen, und verwerten lediglich die Informationen
betreffend dem Vorzeichen. Dies l¤asst sich bei jeder der f¤unf besprochenen Struk-
turen durchf¤uhren:
Volumenfunktion volM → Chirotop χM
afne Abh¤angigkeitenA(M) → Vektoren V(M)
Min(A(M)) → Kreise C(M)
HyperebenenH(M) → Kovektoren V∗(M)
Min(H(M)) → Kokreise C∗(M)
Das Chirotop
Ausgehend von der Volumenfunktion volM ordnen wir jedem k-Tupel ~a das Vor-
zeichen von volM (~a) zu, wir erhalten die Orientierungsfunktion oder das Chirotop
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zu M ∈ Rk×n:
χM : n
k → {0,±1},~a 7→ sgn(volM (~a)) .
Die Orientierungsfunktion gibt im zwei- und dreidimensionalen Fall die g¤angige
Auffassung der Orientierung von Vektoren wieder:
• Linear abh¤angige Vektoren haben Orientierung 0.
• Kann man in der euklidischen Ebene von zwei linear unabh¤angigen Vektoren
v(1) und v(2) den ersten Vektor durch eine Drehung von h¤ochstens 180◦ ge-
gen den Uhrzeigersinn in die gleiche Richtung bringen wie v(2), so sind die
Vektoren positiv orientiert, ansonsten sind sie negativ orientiert.
• Im euklidischen Raum gilt die

Rechte-Hand-Regel: Kann man den Daumen,
Zeige- und Mittelnger der rechten Hand derart ausrichten, dass sie in die glei-
chen Richtungen zeigen wie drei linear unabh¤angige Vektoren v(1), v(2) und
v(3), so sind die Vektoren positiv orientiert, ansonsten sind sie negativ orien-
tiert.
Auch im afnen Fall mit k = d + 1 ist eine anschauliche Erkl¤arung der Orientie-
rungsfunktion m¤oglich:
• In der euklidischen Gerade sind zwei afn unabh¤angige Punkte p(1) und p(2)
genau dann positiv orientiert, wenn p(2) rechts von p(1) liegt (d.h. p(1) < p(2)).
• In der euklidischen Ebene liegt jedes Tripel von Punkten entweder auf einer
Geraden (Orientierung 0), oder sie sind gegen (positiv) bzw. im Uhrzeigersinn
(negativ) orientiert.
• Liegen im R3 vier Punkte in einer Ebene, so ist deren Orientierung 0. Ansons-
ten betrachtet man die Ebene, welche die letzten drei Punkte enth¤alt. W¤ahlt
man einen Standpunkt, sodass der erste Punkt hinter der Ebene liegt, so ist
die Orientierung genau dann positiv, wenn von hier aus die letzten drei Punkte
gegen den Uhrzeigersinn angeordnet sind.
Wir ¤ubertragen die Eigenschaften der Volumenfunktion (Satz 1.2.2) auf das Chi-
rotop:
1.3.1 Satz. Sei M eine k×n-Matrix vom Rang k. Dann gilt f ¤ur das Chirotop χM :
• χM ist nicht trivial:
∃~a ∈ nk : χM (~a) 6= 0 .
• χM ist alternierend:
F¤ur jedes Tupel ~a ∈ nk und jede Permutation pi ∈ Sk gilt:
χM (api−1(0), . . . , api−1(k−1)) = sgn(pi) · χM (a0, . . . , ak−1) .
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• χM erf¤ullt die bin¤aren Grassmann-Pl¤ucker-Relationen:
F¤ur je zwei Tupel ~a,~b ∈ nk gilt:
χM (~a) · χM (~b) = 1 =⇒
∃i ∈ n : χM (bi, a1, . . . , ak−1) · χM (b0, . . . , a0, . . .
↑
i-te Stelle
, bk−1) = 1 . (GP)
Beweis: Lediglich die bin¤aren Grassmann-Pl¤ucker-Relationen ben¤otigen eine kur-
ze ¤Uberlegung: Achten wir bei einer der Relationen aus Satz 1.2.2(3) nur auf die
Vorzeichen, so muss bei positiver linker Seite auch die rechte Seite mindestens
einen positiven Summanden enthalten.
Die bin¤aren Grassmann-Pl¤ucker-Relationen (GP) kann man auch als orientierte
Version des Basisaustauschsatzes f¤ur Matroide ansehen:
Sind v(a0), . . . , v(ak−1) und v(b0), . . . , v(bk−1) zwei Basen im Rk mit
gleicher Orientierung, so gibt es einen Vektor v(bi) der zweiten Basis,
welchen man mit dem ersten Vektor v(a0) der ersten Basis vertauschen
kann und dadurch wieder zwei gleichorientierte Basen des Rk erh¤alt.
1.3.2. Bezeichnung. Ist χM (~a) 6= 0 (d.h. die entsprechenden Spaltenvektoren von
M bilden eine Basis des Rk), so bezeichnen wir auch ~a als Basis des Chirotops
χM .
Entsprechend dem Vorgehen in Abschnitt 1.2 f¤uhren wir als koordinatenfreie Ori-
entierungsfunktion bzw. Chirotop das ungeordnete Paar beider m¤oglichen Chiro-
tope ein:
χM := {χM ,−χM} .
Orientierte Mengen
Bei den weiteren Strukturen ordnen wir Vektoren des Rn stets einen Vorzeichen-
vektor aus {0,±1}n zu. Um die dabei entstehenden Strukturen besser analysie-
ren zu k¤onnen, ist eine geeignete Notation n¤otig. Da wir die Vorzeichenvektoren
auch als Verallgemeinerung der Tr¤agermengen interpretieren, ist eine Sichtweise
als orientierte Teilmengen der Menge n aller Koordinaten naheliegend. Orientierte
Teilmenge heißt dabei, dass jedem Element der Teilmenge ein zus¤atzliches Vor-
zeichen, eine Orientierung zugeordnet wird.
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1.3.3 Denition. Sei M eine Menge (das Universum). Eine orientierte Teilmenge
von M ist ein geordnetes Paar A = (A+, A−) disjunkter Teilmengen A+, A− ⊆
M . Ist A orientierte Teilmenge von M , so schreiben wir auch A vM .
Wenn wir von A ohne direkten Bezug zum Universum M sprechen, nennen wir
A auch einfach eine orientierte Menge. Die a ∈ A+ heißen positive Elemente von
A, im Gegensatz zu den negativen Elementen a ∈ A−. A heißt rein positiv (rein
negativ), wenn sie nur aus positiven (negativen) Elementen besteht, d. h. wenn
A− (A+) leer ist. Durch Vertauschen aller Vorzeichen erh¤alt man die entgegenge-
setzt orientierte Menge−A := (A−, A+) . Die Elemente einer orientierten Menge
ohne Ber¤ucksichtigung der Vorzeichen bilden eine nicht orientierte Menge, wir
bezeichnen sie als die zugrunde liegende Menge A := A+ ∪ A−.
Weiter sind die orientierten Mengen offensichtlich genau die Abbildungen von M
in die Menge {0,±1} der Orientierungen:
A : M → {0,±1}, A(m) :=

+1 falls m ∈ A+
−1 falls m ∈ A−
0 sonst.
Insbesondere wenn M von der Form M = n ist, bietet sich die bei Vektoren
¤ubliche Schreibweise Am := A(m) an. Wir werden parallel die Sichtweisen von
orientierten Mengen als Paare von Mengen, als Abbildungen und als Vektoren aus
{0,±1}M verwenden.
Aufgrund der unterschiedlichen Interpretationen bieten sich auch mehrere
Schreibweisen zur Auistung der Elemente einer orientierten Menge an: Zun¤achst
kann man A wie in der Denition als Paar von Mengen schreiben, z.B.:
A = ({0, 3, 4}, {2, 7}) .
Es ist aber oft einfacher, stattdessen die zugrunde liegende Menge aufzulisten und
dabei die negativen Elemente durch einen Balken zu markieren. Im Beispiel etwa
A = {0, 2¯, 3, 4, 7¯}, oder noch kompakter, einfach
A = 02¯347¯ .
Eine alternative gebr¤auchliche Schreibweise im Fall, dass das Universum M ge-
ordnet ist (wie etwa im Beispiel: M = 8), ist durch die Interpretation als Vorzei-
chenvektor gegeben: Wir listen f¤ur jedes m ∈M die VorzeichenAm auf:
A = +0++00.
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Ein a ∈M kann in zwei orientierten TeilmengenA,B vM unter Umst¤anden mit
unterschiedlichen Vorzeichen enthalten sein. Wir sagen a separiere die orientierten
MengenA undB. Wir fassen derartige Elemente in der separierenden Menge von
A und B zusammen:
S(A,B) := (A+ ∩ B−) ∪ (A− ∩ B+)
( = {m ∈M | Am = −Bm 6= 0} )
Besitzen A und B keine separierenden Elemente, so bezeichnen wir die zwei ori-
entierten Mengen als konform:
A ∼ B :⇐⇒ S(A,B) = ∅.
Die konforme Vereinigung zweier Mengen ist die Vereinigung der konformen Tei-
le:
A ] B := (A+ ∪ B+ \ S(A,B), A− ∪B− \ S(A,B)) .
Achtung: Die konforme Vereinigung ist zwar kommutativ, aber nicht assoziativ!
Folgende Komposition orientierter Mengen spielt deshalb die wichtigere Rolle.
Sie dient als nicht kommutativer Ersatz f¤ur die Vereinigung nicht konformer ori-
entierter Mengen:
A ◦B := (A+ ∪ B+ \A− , A− ∪ B− \A+)
( = M → {0,±1},m 7→
Am falls Am 6= 0,Bm sonst. )
In der KompositionA ◦B bevorzugen wir also das Vorzeichen aus A vor denjeni-
gen in B. Sind A,B vM konform, so ist diese Operation kommutativ.
Schließlich f¤uhren wir eine Verbandsstruktur auf der Menge aller orientierten
Teilmengen von M ein, die orientierte Potenzmenge . Dazu ben¤otigen wir ein
k¤unstliches Element Mˆ := (M,M), um f¤ur alle orientierten Teilmengen eine
Vereinigung angeben zu k¤onnen:
OP(M) := {A vM}∪˙{Mˆ}
Die orientierte PotenzmengeOP(M) bildet einen vollst¤andigen Verband mittels
A1 ⊆ A2 :⇐⇒ A+1 ⊆ A+2 und A−1 ⊆ A−2
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Die Supremum- und Inmumoperatoren des Verbandes sind dabei:
A1 ∩ A2 = (A+1 ∩ A+2 , A−1 ∩ A−2 )
A1 ∪ A2 =
A1 ◦A2 falls A1 ∼ A2Mˆ sonst.
Orientierte Tra¨germengen
Einem Vektor v ∈ Rn kann man anstelle des Tr¤agers T (v) auch mittels der
Signum-Funktion eine orientierte Teilmenge von n zuordnen, die orientierte
Tr¤agermenge bzw. den orientierten Tr¤ager von v:
OT (v) := sgn ◦ v ∈ OP(n) .
Die Schreibweise sgn ◦v rechtfertigt sich dabei dadurch, dass man einen Vektor
v ∈ Rn auch als Abbildung v : n→ R auffassen kann.
Als erstes liefern wir ein notwendiges Kriterium f¤ur die orientierten Tr¤ager zweier
orthogonaler Vektoren:
1.3.4 Denition. Zwei orientierte MengenA,B vM heißen orthogonal zueinan-
der, falls entweder der Schnitt der zugrunde liegenden Mengen leer ist, oder falls es
sowohl Elemente gibt, die in A undB gleiches Vorzeichen haben, als auch solche,
die in A und B unterschiedliches Vorzeichen haben (d.h. separierende Elemente):
A ⊥ B :⇐⇒ (A ∼ B ⇔ A ∼ −B ) .
Dieser Begriff der Orthogonalit¤at orientierter Mengen ist mit der euklidischen Or-
thogonalit¤at zweier Vektoren im Rn vertr¤aglich: Wir schreiben v ⊥ w, falls zwei
Vektoren im euklidischen Sinne senkrecht aufeinander stehen, und somit gilt:
1.3.5 Satz. Seien v, w ∈ Rn, so gilt
v ⊥ w =⇒ OT (v) ⊥ OT (w) .
Beweis: Ist v orthogonal zu w, so gilt 〈v, w〉 = ∑i∈n viwi = 0. Der i-te Sum-
mand dieser Summe ist genau dann echt negativ, wenn vi und wi beide ungleich
Null sind, jedoch unterschiedliches Vorzeichen besitzen. Also genau dann, wenn
i ∈ S(OT (v), OT (w)). Entsprechend ist der i-te Summand genau dann echt po-
sitiv, wenn der Koordinatenindex i ∈ S(OT (v),−OT (w)). Die Summe kann nur
dann Null ergeben, wenn sie entweder trivial ist, oder sowohl positive als auch
negative Summanden enth¤alt. Dies ist nach vorangehender ¤Uberlegung ¤aquivalent
zur Orthogonalit¤at der orientierten Mengen OT (v) und OT (w).
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Weiter ordnen wir jedem Untervektorraum V ⊆ Rn die Menge der orientierten
Tr¤agermengen zu:
OT (V ) := {OT (v) | v ∈ V } .
Diese Menge erf¤ullt folgende charakteristischen Eigenschaften:
1.3.6 Satz. Ist V ≤Rn ein linearer Unterraum, so gilt f ¤ur OT (V ):
1. ∅ ∈ OT (V )
2. A ∈ OT (V ) =⇒ −A ∈ OT (V ) (Symmetrie)
3. A,B ∈ OT (V ) =⇒ A ◦B ∈ OT (V ) (Komposition)
4. Sind A,B ∈ OT (V ) und ist i0 ∈ S(A,B), so gibt es ein C ∈ OT (V ) mit:
Ci0 = 0 und A ] B ⊆ C . (Elimination)Beweis:
1. Es ist ~0 ∈ V , also ist sgn(~0) = ∅ ∈ sgn(V ).
2. Mit v ∈ V ist auch−1 · v ∈ V , und damit:− sgn(v) = sgn(−1 · v) ∈ sgn(V ).
3. Seien v, w ∈ V , so ist auch v′ := v + εw ∈ V . Ist ε hinreichend klein, so
¤andern sich dabei die Vorzeichen an den Koordinaten i ∈ n mit vi 6= 0 nicht.
Die i mit vi = 0 und wi 6= 0 erhalten in v′ durch die Addition von εw das-
selbe Vorzeichen wie in w. Der neue Vektor v′ ∈ V hat als Vorzeichenvektor
also genau die Komposition der orientierten Mengen OT (v) und OT (w), d.h.
OT (v′) = OT (v) ◦OT (w).
4. Seien v, w ∈ V mit A=OT (v) und B =OT (w). F¤ur i0 gilt nach Denition
von S(A,B) die Gleichung sgn(vi0 ) = − sgn(wi0) 6= 0. Es gibt also ein κ :=
− vi0wi0 > 0, sodass v
′ := v + κw ∈ V an der Stelle i0 verschwindet. Weiter
¤andern sich f¤ur nicht separierende Elemente i die Vorzeichen durch Addition eines
positiven Vielfachen κ von w nicht, also ist A ] B ⊆ OT (v′). F¤ur C := OT (v)
gilt also die Behauptung.
Insbesondere besagt 1.3.6(3), dass die Menge OT (V ) abgeschlossen bez¤uglich
Komposition, also ein ∨-Unterhalbverband der orientierten Potenzmenge OP(n)
ist. Andererseits ist OT (V ) i.A. kein (F3-)Untervektorraum von {0,±1}n, da
OT (V ) nicht abgeschlossen bzgl. Addition ist.
Zu einer Koordinatenmatrix M ∈ Rk×n denieren wir die Menge der Vektoren
V(M) und die Menge der Kovektoren V∗(M):
V(M) := OT (A(M)) ,
V∗(M) := OT (H(M)) .
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Die Aussage von Satz 1.3.6 ist direkt auf diese beiden Mengen anwendbar. Aus
Satz 1.3.5 folgt (vgl. Satz 1.2.5):
1.3.7 Satz. Sei M eine k × n-Matrix vom Rang k. Dann besteht zwischen
der Menge der Vektoren und der Menge der Kovektoren folgende Orthogona-
lit¤atsbeziehung:
∀A ∈ V(M), B ∈ V∗(M) : A ⊥ B .
Minimale orientierte Tra¨germengen
Die minimalen orientierten Tr¤ager eines Vektorraums V ≤ Rn bezeichnen wir als
die Kreise von V ≤ Rn:
C(V ) := OT (Min(V )) .
Zur Koordinatenmatrix M ∈ Rk×n erhalten wir so die Menge der Kreise C(M)
von M und die Menge der Kokreise C∗(M):
C(M) := C(A(M)) ,
C∗(M) := C(H(M)) .
Wir leiten im Folgenden den Satz 1.3.10 her, eine Charakterisierung von C(V )
f¤ur einen Vektorraum V . Dieser ist dann sowohl f¤ur C(M) als auch f¤ur C∗(M)
anwendbar.
1.3.8 Lemma. Sei V ≤ Rn. Ein v ∈ V \ {~0} hat bereits dann minimalen Tr¤ager,
wenn der orientierte Tr¤ager OT (v) minimal ist:(
∀w ∈ V : OT (w) ⊆ OT (v) =⇒ w = ~0 oder OT (w) = OT (v)
)
=⇒ v ∈ Min(V )
Beweis: Sei v 6= ~0 mit minimalem orientierten Tr¤ager. Nach 1.2.9 gibt es ein
w ∈ Min(V ) mit T (w) ⊆ T (v). Ohne Einschr¤ankung gebe es separieren-
de Elemente zwischen OT (w) und OT (v). (Sonst w¤ahle −w ∈ Min(V ).) Sei
i ∈ S(OT (w), OT (v)) ein separierender Koordinatenindex, d.h. die i-ten Kom-
ponenten vi und wi haben unterschiedliches Vorzeichen. Insbesondere ist viwi < 0.
Dabei sei i derart gew¤ahlt, dass | viwi |minimal ist unter allen separierenden Koordi-
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Wir betrachten v′ := v − viwiw ∈ V : Der Faktor ist genau so gew¤ahlt, dass die
i-te Komponente von v′ verschwindet, d.h. T (v′) ( T (v). Wir zeigen, dass sogar
OT (v′) ( OT (v) gilt. Aufgrund der Minimalit¤at von OT (v) folgt dann v′ = ~0,
d.h. v ist ein Vielfaches von w und damit in Min(V ) enthalten.
Sei dazu j 6= i ein weiterer separierender Koordinatenindex zwischen OT (w)




sgn(v′j) = sgn(vj − viwiwj) = sgn(
vj
wj
− viwi ) · sgn(wj) = − sgn(wj) = sgn(vj).
F¤ur die restlichen Indizes j ∈ T (w)\S(OT (w), OT (v)) haben vj undwj gleiches
Vorzeichen, also gilt: sgn(v′j) = sgn(vj − viwiwj) = sgn(vj), da viwi < 0. Insge-
samt ist also tats¤achlich OT (v′) ( OT (v), und die Behauptung ist gezeigt.
1.3.9 Folgerung. Sei V ≤ Rn. Zu jedem v ∈ V gibt es ein w ∈ Min(V ) mit
OT (w) ⊆ OT (v).
1.3.10 Satz. Sei V ≤Rn. F¤ur die Menge der Kreise C(V ) gilt:
1. ∅ 6∈ C(V ).
2. A ∈ C(V ) =⇒ −A ∈ C(V ) (Symmetrie)
3. A,B ∈ C(V ) mit A ⊆ B =⇒ A = ±B. (Unvergleichbarkeit)
4. F¤ur alle A,B ∈ C(V ) mit A 6= −B und i0 ∈ S(A,B) gibt es ein C ∈ C(V )
mit:




2. Mit v ∈ Min(V ) ist auch −1 · v ∈ Min(V ).
3. Es seien v, w ∈ Min(V ) mit A = OT (v) und B = OT (w). Ist A ⊂ B,
d.h. T (v) ⊆ T (w), so folgt wegen der Denition von Min(V ): T (v) = T (w),
und wegen Lemma 1.2.11 folgt, dass v und w Vielfache voneinander sind. Daraus
folgt die Behauptung.
4. Nach Satz 1.3.6(4) ndet man auf jeden Fall ein C ′ := OT (v′) in OT (V)
mit den gew¤unschten Eigenschaften. Also gibt es nach Lemma 1.3.9 auch einen
minimalen Vektor w′ mit OT (w′) ≤ OT (v′). Damit ist C := OT (w′) ∈ C(V )
der gesuchte Kreis.
Die Afnit¤at einer k × n-Matrix kann man bereits an den orientierten Tr¤agermen-









Abbildung 1.1: Eine ungew¤ohnliche chemische Konformation, wird durch die
Abh¤angigkeit 12456¯7¯ erkannt.
1.3.11 Satz. Sei M eine k×n-Matrix vom Rang k. Dann sind folgende Aussagen
¤aquivalent:
1. M ist afn.
2. Es gibt keine rein positiven Kreise in C(M).
3. Es ist (+, . . . ,+) ∈ V∗(M).
Beweis: Die Richtungen

1 ⇒ 2 und

1 ⇒ 3 folgen direkt aus Satz 1.2.17.
Die R¤uckrichtungen sind in der Standardliteratur zu orientierten Matroiden (z.B.
[BLVS+93]) allgemeiner bewiesen.
Im afnen Fall von n Punkten p(0), . . . , p(n−1) imRd , k = d+1 und Koordinaten-









ne sch¤one geometrische Interpretation: Sie bilden Radon--
Partitionen: Eine Radon-Partition (X,Y ) ist ein Paar
von disjunkten Punktemengen, deren konvexe H¤ullen sich
schneiden, also X,Y ⊆ Rd, X ∩ Y = ∅ und X ∩ Y 6= ∅,
(wobei X die konvexe H¤ulle bezeichne, die von den Punk-
ten p ∈ X aufgespannt wird).
Die Kreise C(M) sind dann genau die minimalen Radon--
Partitionen, also diejenigen, deren H¤ullen sich nach Ent-
nahme eines einzigen Punktes bereits nicht mehr schneiden. Diese Interpretation






ren k¤onnen (siehe z.B. Abbildung 1.1).
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1.4 Orientierte Matroide
Die Charakteristika aus Satz 1.3.1 eignen sich, um ein abstraktes Chirotop zu de-
nieren:
1.4.1 Denition. Sei k ≤ n. Dann heißt eine Abbildung χ : nk → {0,±1}
Chirotop der Ordnung n vom Rang k, falls gilt:
• χ ist nicht trivial:
∃~a ∈ nk : χ(~a) 6= 0 .
• χ ist alternierend:
F¤ur jedes Tupel ~a ∈ nk und jede Permutation pi ∈ Sk gilt:
χ(api−1(0), . . . , api−1(k−1)) = sgn(pi) · χ(a0, . . . , ak−1) .
• χ erf¤ullt die bin¤aren Grassmann-Pl¤ucker-Relationen:
F¤ur alle ~a,~b ∈ nk gilt:
χ(~a) · χ(~b) = 1 =⇒
∃i ∈ n : χ(bi, a1, . . . , ak−1) · χ(b0, . . . , a0, . . .
↑
i-te Stelle
, bk−1) = 1 . (GP)
F¤ur ein Chirotop χ setzen wir
χ := {χ,−χ}.
Nat¤urlich ist jedes χM zu einer regul¤aren k × n-Matrix auch ein Chirotop im Sin-
ne von Denition 1.4.1. Umgekehrt stellt sich die Frage, wann einer Funktion χ,
welche die Kriterien von Denition 1.4.1 erf¤ullt, auch Vektoren v(0), . . . , v(n−1)
im Rk samt Koordinatenmatrix M zugeordnet werden k¤onnen, sodass χ = χM
gilt. Falls dies m¤oglich ist, heißt χ realisierbar. Ist die zugeordnete Koordinaten-
matrix afn, sodass χ als Orientierungsfunktion von n Punkten im Rd, d = k − 1
verstanden werden kann, so heißt χ auch afn realisierbar.
Es ist leicht erkennbar, wann ein realisierbares Chirotop auch afn realisierbar ist
(vgl. Satz 1.3.11). Allerdings ist bisher kein polynomialer Algorithmus bekannt,
um auf Realisierbarkeit zu testen. Ebenso wenig ist bisher die Realisierung eines
realisierbaren Chirotops in polynomialer Zeit durchf¤uhrbar, wenngleich es brauch-
bare Algorithmen gibt, siehe [RG96].
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1.4.2. Bemerkung und Denition. Die Basen (im Sinne von Bezeichnung 1.3.2)
eines Chirotops χ : nk → {0,±1}n bilden die Menge der Basen eines nichtorien-
tierten MatroidsMχ. Wir bezeichnen das entsprechende nichtorientierte Matroid
als das dem Chirotop χ zugrunde liegende MatroidMχ.
Beweis: Die Menge der Basen von χ ist nichtleer, sie formen eine Antikette, und
aus den Grassmann-Pl¤ucker-Relationen folgt direkt der Basisaustauschsatz.
Entsprechend Satz 1.2.14 k¤onnen wir dem Chirotop eine Menge von Kreisen zu-
ordnen:
1.4.3 Denition. Sei χ : nk → {0,±1} ein Chirotop. Dann sei f¤ur ein (k + 1)-




(−1)jχ(t0, . . . , tj−1, tj+1, . . . , tk) falls i = tj0 sonst.
Dann ist die Menge der Kreise zum Chirotop:






Die Menge der Vektoren sei weiter der Abschluss von Cχ unter Komposition:
Vχ := {C(0) ◦ · · · ◦ C(n−1) | C(i) ∈ Cχ} ,
die Menge der Kovektoren sei der Orthogonalraum zu Vχ:
V?χ = V⊥χ = {V ∗ ∈ {0,±1}n | ∀V ∈ Vχ : V ∗ ⊥ V } ,
und schließlich sei die Menge der Kokreise genau die minimalen nichttrivialen
Vorzeichenvektoren in V∗χ:
C∗χ = {C∗ ∈ V∗χ | C∗ 6= ∅ und C∗ ist minimal in V∗χ \ {∅}} .
F¤ur die eingef¤uhrten Strukturen Vχ, Cχ, V∗χ und C∗χ gelten damit die Aussagen der
S¤atze 1.3.6 bzw. 1.3.10.
Wir nennen χ azyklisch, falls Cχ keine rein positiven Kreise enth¤alt. Nach Satz
1.3.11 ist ein realisierbares Chirotop also genau dann afn realisierbar, wenn χ
azyklisch ist.
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1.4.4 Denition. Das Quintupel (χ, Cχ,Vχ, C∗χ,V∗χ) heißt orientiertes Matroid.
Man kann orientierte Matroide auch ¤uber Axiomensysteme f¤ur V (Satz 1.3.6) oder
C (Satz 1.3.10), bzw. entsprechend auch f¤ur V∗ oder C∗ einf¤uhren. Es gibt ein Ver-
fahren, um aus den Kreisen auf das Chirotop zu schließen, sodass diese Axiomen-
systeme in der Tat ¤aquivalent sind (siehe [BLVS+93, Theorem 3.5.5 und Korollar
3.5.12]).
Mit folgender bereits f¤ur nichtorientierte Matroide gebr¤auchlichen Denition
k¤onnen wir einige Spezialf¤alle ausschließen:
1.4.5 Denition. Sei χ : nk → {0,±1} ein Chirotop. Ein Element i ∈ n heißt
Schleife des Chirotops, falls {i} ein Kreis ist. Zwei Elemente i und j heißen par-
allel (antiparallel) bzgl. χ, falls {e, f} (bzw. {e, f¯}) ein Kreis ist. Das Chirotop
heißt schlicht, falls es bzgl. χ weder Schleifen noch (anti-)parallele Elemente gibt.
Dreiwertige Grassmann-Plu¨cker-Relationen
Im Wesentlichen werden wir Chirotope generieren, indem wir alle alternieren-
den Abbildungen χ : nk → {0,±1} durchlaufen, und f¤ur jeden Kandidaten die
Grassmann-Pl¤ucker-Relationen ¤uberpr¤ufen. Es ist aber zum Gl¤uck nicht n¤otig, al-
le n2k derartigen Relationen zu ber¤ucksichtigen.
Erf¤ullt eine Abbildung χ n¤amlich die ersten beiden Kriterien der Denition 1.4.1,
und bilden weiter die ~a ∈ nk mit χ(~a) 6= 0 eine Menge von Basen eines nichtori-
entierten MatroidsM, so kann man sich beim Test, ob χ ein Chirotop ist, auf die
dreiwertigen Grassmann-Pl¤ucker-Relationen beschr¤anken, wie folgendes wichtige
(und keineswegs triviale) Ergebnis der Theorie besagt:
1.4.6 Satz. Sei χ : nk → {0,±1} eine alternierende, nicht triviale Abbildung,
deren Tr¤ager T (χ) := {~a ∈ nk | χ(~a) 6= 0} die Menge der Basen eines (nichtori-
entierten) Matroids bildet.
Dann ist χ genau dann ein Chirotop, wenn χ die dreiwertigen Grassmann-Pl ¤ucker-
Relationen (GP3) erf¤ullt, d.h. alle GP-Relationen f¤ur Vektoren ~a,~b ∈ nk, die sich
an genau 2 Stellen unterscheiden:
• F¤ur ~x ∈ nk−2 und a1, a2, b1, b2 ∈ n gelten mit1
1Ist ~a ∈ nr ein r-Tupel, und i ∈ n, so schreiben wir fu¨r die Fortsetzung von ~a zu einem r+ 1-Tupel
kurz (~a, i). Entsprechend ist (~a, i, j), usw. zu verstehen.
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~a := (~x, a1, a2)
~b := (~x, b1, b2)
und mit
s1 := χ(~a) · χ(~b)
~a′ := (~x, b1, a2)
~b′ := (~x, a1, b2)
s2 := χ(~a
′) · χ(~b′)
~a′′ := (~x, b2, a2)




s1 = 1 =⇒ s2 = 1 ∨ s3 = 1
s1 = −1 =⇒ s2 = −1 ∨ s3 = −1
(GP3)
Beweis: Es ist klar, dass f¤ur ein Chirotop die Bedingung (GP3) gilt, es treten ja
nur Spezialf¤alle der allgemeinen Grassmann-Pl¤ucker-Relationen aus (GP) auf.
F¤ur einen Beweis der hinreichenden Eigenschaft siehe [BLVS+93, Theorem
3.6.2].
Sind die Voraussetzungen des Satzes erf¤ullt, so reduzieren sich die n2k zu testen-
den Relationen aus GP auf nur nk+2 Relationen. Es gilt sogar:
1.4.7. Bemerkung: Sei χ wie in Satz 1.4.6. Zur Verikation, ob χ ein Chiro-
















) folgenden Bedingungen mit
streng monoton steigenden disjunkten Folgen (a1, a2, b1, b2) ∈ n4 und ~x ∈ nk−2
zu ¤uberpr¤ufen (bei gleichen Bezeichnungen wie in Satz 1.4.6):
(s1 =0 ∧ (s2 =−s3)) ∨ (s1 6=0 ∧ (s1 =s2 ∨ s1 =s3)) (GP3’)
Beweis: Benutzen wir die Tatsache, dass χ alternierend ist, so sind die GP3--
Relationen trivial, falls das (k+ 2)-Tupel ~t = (~x, a1, a2, b1, b2) nicht aus paar-
weise verschiedenen Elementen besteht. Ist n¤amlich ai = bi, i ∈ {1, 2}, so gilt
s1 = s2, ist ai = bj , {i, j} = {1, 2}, so gilt s1 = s3, und in allen anderen F¤allen
gilt s1 = 0. F¤ur jede nichttriviale (GP3)-Relation bilden die Parameter also eine
(k+2)-Menge {~x, a1, a2, b1, b2}.
Permutationen der Folgenglieder von ~x ver¤andern h¤ochstens s¤amtliche Vorzeichen
in den beiden Relationen von (GP3), f¤uhren also zu ¤aquivalenten Bedingungen.
Permutationen auf (a1, a2, b1, b2) f¤uhren bis auf evtl. eine globale Vorzeichenver-
tauschung zu einer GP3-Bedingung mit folgenden Parametern:
(a) ~x und (a1, a2; b1, b2) ,
(b) ~x und (b1, a2; a1, b2) ,
(c) ~x und (b2, a2; b1, a1).
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Es gen¤ugt also, zu jedem Paar einer (k−2)-Menge {~x} und einer dazu disjunk-
ten 4-Menge {a1, a2, b1, b2} die drei GP3-Relationen mit den genannten Parame-
ters¤atzen zu ¤uberpr¤ufen. Die sechs auftretenden Aussagen
s1 = 1 =⇒ s2 = 1 ∨ s3 = 1
s1 = −1 =⇒ s2 = −1 ∨ s3 = −1
s2 = 1 =⇒ s1 = 1 ∨ −s3 = 1
s2 = −1 =⇒ s1 = −1 ∨ −s3 = −1
s3 = 1 =⇒ −s2 = 1 ∨ s1 = 1
s3 = −1 =⇒ −s2 = −1 ∨ s1 = −1
kann man ¤aquivalent umformen zu der Aussage (GP3’), da nach Denition von χ
die s1, s2, s3 ∈ {0,±1} sind.
1.5 Hypergeradenlisten
Zur kompakteren Darstellung von Chirotopen (zumindest im Fall k ≤ n2 ) benutzen
wir die von J. Bokowski zuerst 1978 eingef¤uhrte Struktur der Hypergeradenlisten
(siehe [Bok92]). Wir f¤uhren diese wieder anhand der geometrischen Anschauung
realisierter Chirotope ein. Seien dazu v(0), . . . , v(n−1) ∈ Rk Vektoren in allgemei-
ner Lage mit KoordinatenmatrixM und Chirotop χ = χM .
Eine Hypergerade bezeichne einen Unterraum des Rk der Dimension k − 2 (vgl.
Bezeichnung Hyperebene = Unterraum der Dimension k− 1). Die Hypergeraden-
liste speichert geeignete Informationen, die aus den Projektionen entlang verschie-
dener Hypergeraden abzulesen sind. Zur Veranschaulichung ist in Abbildung 1.2
eine derartige Projektion f¤ur ein afnes Beispiel von 7 Punkten im R3 (d.h k = 4)
skizziert.
Mit ~a ∈ nk−2 seien k − 2 linear unabh¤angige Vektoren v(a0), . . . , v(ak−3) aus-
gew¤ahlt, und pi~a sei die entsprechende Projektion entlang der davon aufgespann-
ten Hypergerade in deren Orthogonalraum, also in eine Ebene isomorph zum R2.
Nach dem Basiserg¤anzungssatz gibt es zwei weitere Vektoren v(b), v(b′), sodass
(v(a0), . . . , v(ak−3), v(b), v(b
′)) eine Basis des Rk bilden. Die Indizes b, b′ ∈ n sei-
en dabei minimal gew¤ahlt.
Gem¤aß den projizierten Vektoren k¤onnen wir die v(i), i ∈ n, zu ¤Aquivalenzklassen
zusammenfassen: Diejenigen Vektoren, welche auf den Nullvektor projiziert wer-












Abbildung 1.2: Projektion entlang einer HypergeradenL:
Die orientierte Anordnung ist: [1,2]<[+3]<[+4,7]<[5]<[+6]
Klassen werden durch eindimensionale Unterr¤aume (Geraden)G der Projektions-
ebene bestimmt, sind also von der Form {v(i) | v(i) ∈ pi−1~a (G \ ~0)}. Die dadurch
denierte ¤Aquivalenzrelation auf den Indizes i ∈ n bezeichnen wir mit ∼~a. In
jeder ¤Aquivalenzklasse von Indizes sei ein kanonischer Repr¤asentant durch den
minimalen Index i0 bestimmt. Den kanonischen Repr¤asentanten zu einem Index
i ∈ n bezeichnen wir mit hlq(~a, i) (hlq steht f¤ur englisch hyperline equivalency):
hlq(~a, i) := min{j | i ∼~a j} .
Man kann hlq aus dem Chirotop ablesen. Der folgende Satz gibt diesen f¤ur orien-
tierte Matroide bekannten Sachverhalt auch f¤ur allgemeine (nichtorientierte) Ma-
troide wieder. Wir erinnern uns, dass B nach Denition genau dann die Menge
der Basen eines nichtorientierten Matroids M vom Rang k ¤uber n ist, wenn B
eine nichtleere Menge von k-Teilmengen von n ist, die das Basisaustauschaxiom
erf¤ullt.
1.5.1 Satz. Sei B die Menge der Basen eines (nichtorientierten) MatroidsM ¤uber




{0, . . . , n− 1} falls ~a abh¤angig ist{c ∈ n | (~a, b, c), (~a, b′, c) 6∈ B} sonst,
wobei im unabh¤angigen Fall b, b′ ∈ n minimal seien mit (~a, b, b′) ∈ B. Weiter sei
hlq(~a, i) :=
minK(~a)0 falls i ∈ K(~a)0min{c ∈ n \K(~a)0 | (~a, i, c) 6∈ B} sonst.
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Dann gilt f¤ur die Abbildung hlq : nk−1 → Z:
(~a, i, j) ∈ B ⇐⇒ hlq(~a, i), hlq(~a, j) und hlq(~a, a0) sind paarweise verschieden.
Beweis:
Wir zeigen zun¤achst: F¤ur festes ~a ∈ nk−2 bildet die Menge K(~a)0 gemeinsam mit
den K ′(~a)i := {c ∈ n \K(~a)0 | (~a, i, c) 6∈ B}, i 6∈ K(~a)0 eine Mengenpartition von
n:
Ist ~a abh¤angig, so ist diese Aussage trivial. Sei also ~a unabh¤angig. Zun¤achst ist f¤ur
i 6∈ K(~a)0 trivialerweise i ∈ K ′(~a)i , also ergibt die Vereinigung der Klassen K ′(~a)i
samtK(~a)0 ganz n. Weiter gilt i 6∈ K(~a)0 genau dann, wenn sich (~a, i) zu einer Basis
(~a, i, i′) vervollst¤andigen l¤asst, mit i′ ∈ {b, b′}. Ist nun f¤ur i, j 6∈ K(~a)0 : i ∈ K ′(~a)j
(d.h. (~a, i, j) 6∈ B), so gilt K ′(~a)i = K ′(~a)j : W¤are n¤amlich ein c ∈ K ′(~a)i \K ′(~a)j ,
also (~a, i, c) 6∈ B, aber (~a, j, c) ∈ B, so folgt aus dem Basisaustauschsatz zu
den Basen (~a, i, i′) und (~a, j, c) ein Widerspruch zu (~a, i, j), (~a, i, c) 6∈ B. Wir
haben K ′(~a)i ⊆ K ′(~a)j gezeigt. Da i ∈ K ′(~a)j ¤aquivalent zu j ∈ K ′(~a)i ist, gilt auch
die umgekehrte Inklusion. Insgesamt folgt daraus die paarweise Disjunktheit der
MengenK ′(~a)i , i 6∈ K ′(~a)0 .
Damit zeigen wir die eigentliche Behauptung.

⇒: Ist (~a, i, j) ∈ B,so ist insbesondere ~a nicht abh¤angig. Aufgrund des Ba-
sisaustauschsatzes zu den Basen (~a, i, j) und (~a, b, b′) ist entweder (~a, i, b) oder
(~a, i, b′) eine Basis, also ist i 6∈ K(~a)0 . Damit ist auch hlq(~a, i) 6= hlq(~a, a0), da
a0 ∈ K(~a)0 ist. Analog folgt hlq(~a, j) 6= hlq(~a, a0). Weiter ist j 6∈ K ′(~a)i , also folgt
K
′(~a)
i ∩K ′(~a)j = ∅ und damit hlq(~a, i) 6= hlq(~a, j).
Zu

⇐ zeigen wir die Kontraposition:
Sei (~a, i, j) 6∈ B. Ist eines der beiden Tupel (~a, i) bzw. (~a, j) abh¤angig, so ist
hlq(~a, i) = hlq(~a, a0) bzw. hlq(~a, j) = hlq(~a, a0). Sind hingegen (~a, i) und (~a, j)
jeweils unabh¤angig, so gilt i, j 6∈ I0. Es ist aber i ∈ K ′(~a)j , also K ′(~a)i = K ′(~a)j ,
und damit auch hlq(~a, i) = hlq(~a, j).
Man ¤uberzeuge sich, dass die im Satz abstrakt denierte Funktion hlq mit der
zuvor anschaulich motivierten Denition im realisierten Fall ¤ubereinstimmt.
Wir kehren zur realisierten Anschauung zur¤uck (vgl. auch Abbildung 1.2): Die Ge-
raden zu den ¤Aquivalenzklassen 6= K0 sind zyklisch um den Ursprung angeordnet.
Orientieren wir die Projektionsebene geeignet, so k¤onnen wir dies benutzen, um
Orientierungen von k-Tupeln von Vektoren abzulesen. Dazu betrachten wir die
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Projektionsebene von derjenigen Seite, welche die projizierten Vektoren pi~a(v(b))
und pi~a(v(b
′)) in richtiger Orientierung erscheinen l¤asst: Sie sollen genau dann ge-
gen den Uhrzeigersinn (positiv) orientiert erscheinen, wenn χM (~a, b, b′) > 0 ist.
Von diesem Blickpunkt aus gilt auch f¤ur die anderen Paare v(i), v(j) von Vektoren
χM (~a, i, j) > 0 genau dann, wenn die projizierten Vektoren linear unabh¤angig
sind, und pi~a(v(i)) durch eine Drehung um weniger als 180◦ gegen den Uhrzeiger-
sinn in gleiche Richtung mit pi~a(v(j)) zu bringen ist.
Wir w¤ahlen weiter die Gerade G1 := 〈pi~a(v(b))〉 als Referenz aus und bezeich-
nen die zugeh¤orige ¤Aquivalenzklasse mit K(~a)1 . Damit k¤onnen wir die restlichen
¤Aquivalenzklassen K(~a)2 , . . . ,K
(~a)
r derart nummerieren, dass die entsprechenden
Geraden G1, . . . , Gr gegen den Uhrzeigersinn angeordnet sind.
Diese Anordnung l¤asst sich wie folgt aus dem Chirotop bestimmen.
1.5.2 Lemma. Sei χ : nk → {0,±1} ein orientiertes Matroid, und sei ~a ∈ nk−2
sowie (~a, b, b′) die lexikographisch minimale Fortsetzung zu einer Basis von χ.
Sei I := {hlq(~a, i) | i ∈ n} \ {hlq(~a, a0), b} die Indexmenge der kanonischen
Repr¤asentanten der ¤Aquivalenzklassen K2, . . . ,Kr. Dann ist auf I eine Ordnung
deniert durch
i ≤~a j :⇐⇒ χ(~a, b, i) · χ(~a, b, j) · χ(~a, i, j) ≥ 0 .
Wir f¤uhren einen alternativen Beweis f¤ur diese bekannte Aussage an, welcher eine
dreiwertige Grassmann-Pl¤ucker-Relation geschickt ausnutzt:
Beweis: Die Menge I ist so gew¤ahlt, dass f¤ur i, j∈ I mit i 6= j keine der Faktoren
Null wird.
• Die Relation ist reexiv, da χ(~a, i, i) = 0 f¤ur alle i ∈ n gilt.
• Ist i ≤~a j und j ≤~a i, so folgt χ(~a, i, j) = χ(~a, j, i), also χ(~a, i, j) = 0, da χ
alternierend ist. Aus der Vorbemerkung folgt i = j.
• Zur Transitivit¤at betrachten wir den nichttrivialen Fall, mit i, j, l paarweise ver-
schieden. Sei i <~a j und j <~a l, d.h. es gelte:
(I) χ(~a, b, i)χ(~a, b, j)χ(~a, i, j) > 0,
(II) χ(~a, b, j)χ(~a, b, l)χ(~a, j, l) > 0 .
Um i <~a l zu zeigen, muss folgende Aussage gelten
!
=⇒ χ(~a, b, i)χ(~a, b, l)χ(~a, i, l) > 0 .
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Wir benutzen die dreiwertige Grassmann-Pl¤ucker-Relation zu (l, b, i, j) und ~a;
nach Voraussetzung sind alle vorkommenden Werte 6= 0, deswegen reduziert sich
bei Bezeichnung wie in 1.4.6 die logische Aussage (GP3) zu
s1 = s2 ∨ s1 = s3 .
Dies ergibt:
(a) χ(~a, b, l)χ(~a, i, j) = χ(~a, b, i)χ(~a, l, j) oder
(b) χ(~a, b, l)χ(~a, i, j) = χ(~a, b, j)χ(~a, i, l) .
Durch Multiplikation mit χ(~a, b, l) erhalten wir
(a) χ(~a, i, j) = χ(~a, b, l)χ(~a, b, i)χ(~a, l, j) oder
(b) χ(~a, i, j) = χ(~a, b, l)χ(~a, b, j)χ(~a, i, l) .
Ersetzt man im Fall (a) χ(~a, i, j) in Gleichung (I), so erh¤alt man einen Wider-
spruch zu Gleichung (II). Also muss Fall (b) gelten. In (I) eingesetzt ergibt, dies
die Behauptung.
Wir k¤onnen also die Nummerierung der ¤AquivalenzklassenK2, . . . ,Kr durch Sor-
tieren der Repr¤asentanten gewinnen. Auf diese Weise erhalten wir eine Anordnung
aller ¤Aquivalenzklassen K(~a)0 , . . . ,K
(~a)
r , und wir ordnen jedem der Vektoren vi
den Ordnungsindex j = hlo(~a, i) der entsprechenden ¤Aquivalenzklasse zu (hlo
steht f¤ur hyperline order):
hlo(~a, i) = j :⇐⇒ v(i) ∈ K(~a)j .
Wir f¤uhren unsere ¤Uberlegungen entlang der geometrischen Anschauung fort:
Um die ReferenzgeradeG1 mit einer weiteren Geraden in Deckung zu bringen, ist
h¤ochstens eine Drehung bis zu 180◦ gegen den Uhrzeigersinn n¤otig. Wir ordnen
jedem Vektor ein Vorzeichen zu, je nachdem, mit welcher H¤alfte der Geraden er
bei entsprechender Drehung der Referenzgeraden in Deckung kommt. Der Vektor
vi erh¤alt genau dann positives Vorzeichen hls(~a, i) (hyperline sign), wenn pi~a(v(i))
nach Drehung der ReferenzgeradenG1 auf derselben H¤alfte liegt, wie urspr¤unglich
pi~a(v
(b)).
Die Berechnung von hls(~a, i) aus dem Chirotop geschieht durch:
hls(~a, i) :=
χ(~a, b, i) falls χ(~a, b, i) 6= 0χ(~a, b′, b) · χ(~a, b′, i) sonst .
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Damit gilt:
1.5.3 χ(~a, i, j) = hls(~a, i) · hls(~a, j) · sgn(hlo(~a, j)− hlo(~a, i)) .
Dies kann man einerseits leicht an den Denitionen nachrechnen (ben¤otigt jedoch
einige Fallunterscheidungen), oder sich im realisierten Fall klar machen: Zwei
nichttriviale projizierte Vektoren pi~a(v(i)) und pi~a(v(j)) sind n¤amlich genau dann
gegen den Uhrzeigersinn angeordnet, wenn sie gleiche Vorzeichen hls(~a, i) =
hls(~a, j) haben und hlo(~a, i) < hlo(~a, j) ist, oder wenn sie unterschiedliche Vor-
zeichen hls(~a, i) 6= hls(~a, j) besitzen und daf¤ur hlo(~a, i) > hlo(~a, j) gilt.
Der Vollst¤andigkeit wegen setzen wir noch f¤ur abh¤angige Tupel ~a ∈ nk−2 von
Vektoren und f¤ur i ∈ n: hlo(~a, i) := 0, hls(~a, i) := 0. Wir haben damit Abbil-
dungen von nk−1 → Z deniert. Wir fassen die Informationen in einer Abbildung
zusammen, der Hypergeradenliste hllχ (englisch: hyperlinelist) zu einem gegebe-
nen Chirotop χ:
hllχ : n
k−1 → Z, (~a, i) := hls(~a, i) · hlo(~a, i) .
Mit Gleichung 1.5.3 ist klar, dass sich daraus das Chirotop χ rekonstruieren l¤asst:
1.5.4 Denition. Sei hll : nk−1 → Z eine Abbildung. Wir denieren zu ~a ∈ nk−2
und i ∈ n:
hls(~a, i) := sgn(hll(~a, i)) ,




(~a, i, j) 7→ hls(~a, i) · hls(~a, j) · sgn(hlo(~a, j)− hlo(~a, i)) .
1.5.5 Satz. Sei χ : nk → {0,±1} ein Chirotop und sei hll := hllχ. Dann gilt:
χ = χhll .
Die Hypergeradenliste ist also eine zum Chirotop ¤aquivalente Datenstruktur. F¤ur
die Kodierung eines orientierten Matroids als Hypergeradenliste ben¤otigt man
nk−1 Integer-Zahlen, um sie im Computer zu speichern (also genau genommen
nk−1 · log(n) Bytes), im Vergleich zu O(nk) Bytes f¤ur das Chirotop. F¤ur k < n2
und große n ist das ein merklicher Gewinn. Zum Beispiel ben¤otigt man f¤ur ein
orientiertes Matroid vom Rang 4 ¤uber 50 Elementen 125KB Speicher, gegen¤uber
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782KB bei Speicherung des Chirotops, wenn man 2 Bit f¤ur jedes Vorzeichen vor-
sieht. Bei einem orientierten Matroid ¤uber 100 Punkten wird der Unterschied noch
klarer: 1MB reicht f¤ur die Hypergeradenliste aus, w¤ahrend das Chirotop bereits
25MB ben¤otigt.
Da jedoch die Reichweite der Konstruktion orientierter Matroide bereits f¤ur we-
sentlich kleinere n an ihre Grenzen st¤oßt, ist der Speicherplatz ein sekund¤ares Pro-
blem. J. Bokowski nutzt die Hypergeradenlisten, um einen efzienten Generator
von uniformen orientierten Matroiden zu formulieren. Es gilt n¤amlich
1.5.6 Satz. Sei hll : nk−1 → Z und χ := χhll deniert wie in 1.5.4. Ist χ alternie-
rend, und bilden die Basen von χ die Basen eines Matroids, so erf ¤ullt χ auch die
dreiwertigen bin¤aren Grassmann-Pl¤ucker-Relationen, d.h. χ ist ein Chirotop.
Beweis: Seien ~a ∈ nk−2 und i, j, k, l ∈ n. Wir zeigen (GP3):
χ(~a, i, j) · χ(~a, k, l) = ±1 =⇒
χ(~a, k, j) · χ(~a, i, l) = ±1 oder χ(~a, l, j) · χ(~a, k, i) = ±1 .
Nach Einsetzen der Denition f¤ur χhll enthalten alle Terme den Faktor
ε := hls(~a, i) hls(~a, j) hls(~a, k) hls(~a, l) .
Setzen wir weiter f¤ur x ∈ {i, j, k, l}:
ox := hlo(~a, x)
so vereinfacht sich die GP3-Relation nach K¤urzen von ε (die folgende abk¤urzende





(oj−oi)(ol−ok) ≷ 0 =⇒ (oj−ok)(ol−oi) ≷ 0 ∨ (oj−ol)(oi−ok) ≷ 0 .
Aufgrund der Symmetrie der GP3-Relationen k¤onnen wir o.E. annehmen, dass
oi = hlo(~a, i) minimal unter den betrachteten Werten ist. Es folgt:
(ol − ok) ≷ 0 =⇒ (oj − ok) ≷ 0 ∨ (ol − oj) ≷ 0 .
Dies ist ¤aquivalent zu:
ol≷ok =⇒ oj ≷ ok ∨ ol ≷ oj ,
eine f¤ur Zahlen oj , ok und ol allgemein g¤ultige Aussage.
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Man kann also analog zu J. Bokowskis Ansatz zu einem gegebenem nichtorien-
tierten Matroid M alle Orientierungen konstruieren, indem wir die wesentlich
verschiedenen alternierenden Abbildungen hll : nk−1 → Z generieren, sodass
die Funktion χhll als Basen genau die Basen vonM hat. (Bekanntlich ist nicht je-
des Matroid orientierbar, aber dies erkennt der Algorithmus korrekt und gibt dann
0 Orientierungen zur¤uck.)
Dies wurde in einer fr¤uhen Phase der Dissertation auch durchgef¤uhrt. Es hat
sich aber herausgestellt, dass unter Verwendung der ordnungstreuen Erzeugung
(siehe Kapitel 5) die direkte Generierung aller alternierenden Funktionen von
nk → {±1} samt Test der dreiwertigen Grassmann-Pl¤ucker-Relationen efzien-
ter ist. Dies ist damit erkl¤arbar, dass die erzielten Lerneffekte im Backtrackbaum
( ¤Uberspringen von Teilen) wesentlich genauer umgesetzt werden. Bei der Erzeu-
gung alternierender Funktionen χ ∈ 2(nk) hat jeder Knoten des Baums genau 2
S¤ohne, w¤ahrend bei der Erzeugung der Hypergeradenliste eine h¤ohere Anzahl von
S¤ohnen pro Knoten vorkommt.
1.6 Isomorphieklassen von Chirotopen
Es werden drei Arten von Isomorphie f¤ur Chirotope betrachtet: Seien χ, χ′ : nk →
{0,±} zwei Chirotope.
1. Ein χ′ heißt Umnummerierung von χ, falls es durch eine Permutation pi ∈ Sn
der Elemente i ∈ n aus χ hervorgeht: χ′ = χ ◦ pi−1.
2. Wir haben bereits gesehen, dass χ und −χ das gleiche orientierte Matroid
bestimmen. Die ¤Aquivalenzklassen χ = {χ,−χ} denieren also eine weitere
wichtige Isomorphie f¤ur Chirotope. Das Chirotop −χ heißt Negation von χ.
(Wir k¤onnen also nur bei Ber¤ucksichtigung dieser Art von Isomorphie von
einer Konstruktion von orientierten Matroiden sprechen.)
3. Im Rahmen der Zonotop-Theorie ([BLVS+93, Abschnitt 2.2]) spielen Reori-
entierungen von Chirotopen eine wichtige Rolle: χ′ heißt Reorientierung von
χ, falls es eine Teilmenge I ⊆ n gibt mit
χ′(~a) = −1|I∩~a|χ(~a) .
In der Realisierung durch Vektoren erkennt man eine Reorientierung dadurch,
dass einige der Vektoren vi durch−vi ersetzt werden.
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Um die Isomorphieklassen von Chirotopen zu analysieren, betrachten wir indu-
zierte Gruppenoperationen auf der Menge Y X = {0,±1)(nk) (vgl. [Ker99]):
Die symmetrische Gruppe G := Sn operiert in nat¤urlicher Weise auf der Men-
ge X = nk der k-Tupel ¤uber n, und H := S2 operiert auf Y = {0,±1} durch
Negation. Es ergibt sich:
1. Die Symmetrieklassen von Umnummerierungen werden durch die Bahnen von
G(Y
X) charakterisiert.
2. Die Symmetrieklassen unter Umnummerierung und Negation sind genau die
Bahnen unter der Gruppenoperation G×H(Y X).
3. Symmetrieklassen unter Reorientierung und Umnummerierung erh¤alt man als
die Bahnen des Kranzprodukts: HonG(Y X). Jedoch ist dies nicht die Standard-
situation, da X 6= n ist. Es gilt:
(ϕ, g)f(~a) := ϕ(g−1a0) · · ·ϕ(g−1ak−1)f(g−1a0, . . . , g−1ak−1) .
Dies ist eine Gruppenoperation, da die Gruppe H kommutativ ist.
4. Falls k gerade ist, ist durch Reorientierung und Umnummerierung noch nicht
die Negation ber¤ucksichtigt. Es gibt also weiter die Symmetrieklassen unter
Reorientierung, Umnummerierung und Negation: H×(HonG)(Y X).
Jede dieser Symmetriebegriffe kann bei der Konstruktion von Chirotopen
ber¤ucksichtigt werden. Auf Einzelheiten wird in Kapitel 5 eingegangen.
2 G-Mengen
In diesem Kapitel behandeln wir Gruppenoperationen bzw. G-Mengen insbeson-
dere im Hinblick auf deren Anwendung als Hilfsmittel bei der Konstruktion dis-
kreter Strukturen. Als Literatur sei hier auf [Ker99] und [Lau93] verwiesen.
Im Gegensatz zu der sp¤atestens seit Wielandt ([Wie64]) vorherrschenden Nutzung
von Gruppenoperationen als Werkzeug der Gruppentheorie sind im Rahmen der
konstruktiven Theorie diskreter Strukturen andere Schwerpunkte zu setzen. Insge-
samt ist hier das Augenmerk deutlich in Richtung auf die Menge X verschoben.
Die Bahnen einer Gruppenoperation, die zwar starke Aussagen ¤uber die operie-
rende Gruppe G zulassen (siehe z.B. Fundamentallemma), verlieren etwas an Be-
deutung. Zudem ist es bei unserer Problemstellung nicht sinnvoll, sich von vorn-
herein auf transitive Gruppenoperationen zur¤uckzuziehen. Wir sind ja gerade an
nicht-transitiven G-Mengen von diskreten Strukturen interessiert. Dabei ist unser
zentrales Ziel, eine Transversale zu konstruieren.
Erstaunlich weitreichend ist die an sich triviale Beobachtung, dass Transversalen
Basen im Sinne der Matroid-Theorie sind. Sie ¤ubernehmen somit eine den Ba-
sen in der linearen Algebra vergleichbare Rolle. Dies f¤uhrt zu einer bisher nur
wenig beachteten Analogie zwischen Gruppenoperationen GX und Vektorr¤aumen
KV , welche an dieser Stelle ausgearbeitet wird. Dabei wird die Nomenklatur ent-
sprechend angepasst. So bevorzugen wir konsequenterweise die ebenfalls von A.
Dress (z.B. in [DK70]) favorisierte Bezeichnung G-Menge, da so bereits in der
Namensgebung die Menge X in den Vordergrund gestellt ist, ¤ahnlich wie bei der
Bezeichnung eines K-Vektorraums V nicht der K¤orper, sondern der Raum V be-
tont wird.
Ferner f¤uhren wir die Begriffe G-Faktormenge einer G-Menge (siehe Denition
2.3.11) sowie Kern eines G-Homomorphismus (siehe Denition 2.4.3) neu ein,
sodass wir in der Lage sind, das bekannte Homomorphieprinzip ([Lau93]) analog
zum Homomorphiesatz linearer Abbildungen zu formulieren (siehe Satz 2.4.4):
X/ kerC(f) ∼= f(X) .
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Das Kapitel liefert also keine grundlegend neuen Erkenntnisse. Vielmehr wird be-
reits Bekanntes in einer neuen Form dargestellt, um Analogien zu anderen Teilge-
bieten der Mathematik aufzuzeigen.
2.1 Transversale und Dimension




· : G×X → X, (g, x) 7→ g · x
gibt, welche mit der vorhandenen Struktur auf G vertr¤aglich ist:
g · (g′ · x) = (gg′) · x und 1 · x = x .
Dabei schreiben wir h¤aug kurz gx statt g · x. Wir verdeutlichen den Sachverhalt,
dass X eine G-Menge ist, kurz durch die Schreibweise GX , und sagen alternativ
auch, G operiere auf X , bzw. GX sei eine Gruppenoperation.
2.1.2 Denition. Eine TeilmengeU ⊆ X heißtG-Untermenge, kurzU ≤ X , falls
U unter der Multiplikation mit Gruppenelementen abgeschlossen ist, also
∀g ∈ G, u ∈ U : gu ∈ U .
Mit der Einschr¤ankung der Multiplikation auf G × U ist dann auch U eine G-
Menge.
2.1.3 Denition. Das Erzeugnis einer Teilmenge A ⊆ X ist deniert als
〈A〉 := GA := {gx | g ∈ G, x ∈ A} .
A heißt Erzeugendensystem von X , falls X = 〈A〉 ist.
Das Erzeugnis von A ⊆ X ist stets eine G-Untermenge von X . Wir f¤uhren Trans-
versalen analog zu Basen in Vektorr¤aumen ein:
2.1.4 Denition. Zwei Elemente x, y ∈ X heißen abh¤angig, falls es ein g ∈ G
gibt mit gx = y, ansonsten heißen sie unabh¤angig. Eine Teilmenge A ⊆ X heißt
unabh¤angig, falls sie nur triviale Abh¤angigkeiten enth¤alt, d.h. falls f¤ur zwei x, y ∈
A gilt:
x = gy =⇒ x = y .
Ein unabh¤angiges ErzeugendensystemB von X heißt Transversale.
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Transversalen von G-Mengen spielen eine ¤ahnlich wichtige Rolle wie Basen von
Vektorr¤aumen.
2.1.5. Basisaustauschsatz. SindB undB ′ Transversalen von GX , und ist b ∈ B,
so gibt es genau ein b′ ∈ B′, sodass B \ {b} ∪ {b′} wieder eine Transversale ist.
2.1.6. Basiserg¤anzungssatz. Ist A ⊆ X unabh¤angig, so l¤asst es sich zu einer
Transversale fortsetzen.
2.1.7. Dimensionssatz. Gibt es eine endliche Transversale, so ist jede Transver-
sale von GX endlich, und alle Transversalen besitzen dieselbe M¤achtigkeit.
Dies motiviert die Einf¤uhrung der Dimension einer G-Menge.
2.1.8 Denition. Die Dimension von GX ist deniert als die M¤achtigkeit einer
(und damit jeder) Transversalen B von X (bzw.∞, falls die Transversalen nicht
endlich sind):
dim(X) := G dim(X) := |B| .
Eine eindimensionaleG-UntermengeU ≤ X heißt auchG-Bahn. Die Menge aller
Bahnen einer G-Menge wird mit G\X bezeichnet. Ist X selbst eindimensional,
so heißt X transitiv.
Das Cauchy-Frobenius Lemma liefert mit dieser Begriffsbildung eine Formel zur
Bestimmung der Dimension von X :
2.1.9. Cauchy-Frobenius Lemma. Sind G und X endlich, so ist die Dimension







wobei Xg := {x ∈ X | gx = x} die Menge der Fixpunkte von g bezeichnet.
Beweis: Siehe [Ker99, Lemma 2.1.1].
2.1.10 Beispiel. Jeder K-Vektorraum V bildet bzgl. der multiplikativen Gruppe
K∗ eineK∗-Menge. Die Dimension von V alsK∗-Menge entspricht aber nicht der
Dimension des Vektorraums. Vielmehr ist sie gleich der Anzahl der eindimensio-
nalen Unterr¤aume + 1. (Der Nullvektor bildet eine eigene Bahn!) Insbesondere ist
bereits der R2 eine∞-dimensionale R∗-Menge.
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W¤ahrend die Dimensionen eines Vektorraums anschaulich

senkrecht aufeinan-
der stehen, und ein Element des Vektorraums sich gleichzeitig in mehrere Dimen-
sionen erstrecken kann, liegen die Dimensionen einer G-Menge sozusagen

ne-
beneinander. Bei endlichen Vektorr¤aumen vervielfacht sich mit jeder neuen Di-
mension die Anzahl der Elemente. Bei endlichen G-Mengen hingegen kommen





multiplikativen Dimension des Vektorraums.
Es ist noch eine andere gebr¤auchliche Sichtweise von G-Mengen hilfreich:
Man kann sich Gruppenoperationen auch als einen gerichteten Graphen (mit
Schleifen und Mehrfachkanten) vorstellen: Der Cayley-Action-
g
gxx
Graph (CAG) hat X als Menge von Knoten und f¤ur jedes
g ∈ G, x ∈ X f¤uhrt eine Kante von x nach gx. Die Kanten
werden mit den entsprechenden g beschriftet. Dabei kann man sich auch auf einen
Teilgraphen CAG(E) beschr¤anken, welcher nur Kanten enth¤alt, die aus den g ∈ E
eines ErzeugendensystemsE von G hervorgehen.







abh¤angig, wenn ein Pfad von x nach x′
f¤uhrt. Man erkennt die eindimensionalen
Unterr¤aume, die Bahnen, als die Zusam-
menhangskomponenten wieder. Die Di-
mension ist also die Anzahl der Zusam-
menhangskomponenten.
Die Bahnen werden h¤aug schematisch
als waagrechte Striche innerhalb von X
dargestellt, eine Transversale ist dann ein
Querschnitt durch alle Bahnen, d.h. ein
Pfad

von oben nach unten quer durch
die Menge.
F¤ur G-Mengen von zentraler Bedeutung sind die Stabilisatoren:
2.1.11 Denition. Sei X eine G-Menge. Der Stabilisator von x ∈ X ist die Un-
tergruppe (!) aller g ∈ G, welche x x lassen:
Gx := {g ∈ G | gx = x}
In der linearen Algebra spielt diese Denition keine Rolle, da abgesehen vom Null-
vektor alle Vektoren trivialen Stabilisator haben.
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2.1.12 Bemerkung. Den Stabilisator eines von x abh¤angigen Elements x′ := gx
erh¤alt man aus dem Stabilisator von x durch Konjugation:
Ggx = gGxg
−1 .
Mit Hilfe der Stabilisatoren k¤onnen wir eine

Koordinatendarstellung der Ele-
mente in X einf¤uhren.
2.1.13. Eindeutige Darstellung. IstB eine Transversale von GX , so ist jedes x ∈
X bis auf Linksmultiplikation mit Elementen aus dem Stabilisator Gx eindeutig
darstellbar in der Form
x = gx · bx .
Das bedeutet, es gibt genau ein zu x abh¤angiges bx ∈ B, und gx ist aus einer
eindeutigen Rechtsnebenklasse des Stabilisators Gx.
Beweis: Es ist X = 〈B〉 = {gb | g ∈ G, b ∈ B} , also gibt es Darstellungen von
obiger Form.
Da B unabh¤angig ist, ist bx dabei eindeutig: Ist n¤amlich x = gx · bx = g′x · b′x, so
folgt daraus bx = g−1x g′xb′x, also sind bx und b′x abh¤angig. Es gibt aber in B nur
triviale Abh¤angigkeiten, also ist bx = b′x.
Ist nun x = gxbx = g′xbx, so folgt bx = g−1x x und bx = g′−1x x, durch Gleichsetzen
ist also x = g′xg−1x x, d.h. g0 := g′xg−1x liegt im Stabilisator Gx. Damit geht g′x =
g0gx aus gx durch Linksmultiplikation mit einem Stabilisatorelement g0 ∈ Gx
hervor.
2.1.14 Folgerung. Sei X eine G-Menge mit Transversale B. F¤ur g, g′ ∈ G und
b, b′ ∈ B gilt:
gb = g′b′ =⇒ b = b′ und g−1g′ ∈ Gb .
Beweis: Aus der Eindeutigkeit der Darstellung von gb folgt b = b′. Weil 1b =
g−1g′1b ist, liegt g−1g′ im Stabilisator von 1b.
Eine Abbildung τ : X → G, die jedem x ∈ X ein τ(x) := g−1x mit x = gxbx
zuordnet, wird als kanonisierende (oder fusionierende) Abbildung bezeichnet. In
obiger Abbildung ist ein τ(x) eingezeichnet, um zu verdeutlichen, dass τ(x) jedes
x in ein Transversalenelement bx ¤uberf¤uhrt.
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2.2 Homomorphismen
Wir betrachten Abbildungen, die mit der Gruppenoperation vertr¤aglich sind:
2.2.1 Denition. Es seien X,Y G-Mengen. Eine Abbildung f : X → Y heißt
G-Homomorphismus, falls f¤ur alle g ∈ G, x ∈ X gilt:
f(g · x) = g · f(x) .
Surjektive G-Homomorphismen heißen auch G-Epimorphismen, injektive G-Mo-
nomorphismen und bijektive G-Isomorphismen.
Zun¤achst stellen wir ein wichtiges notwendiges Kriterium f¤ur G-Homomorphie
vor:
2.2.2 Bemerkung. Ist f : X → Y ein G-Homomorphismus, so gilt f¤ur die Stabi-
lisatoren aller x ∈ X :
Gx ≤ Gf(x) .
Beweis: Ist gx = x, so folgt gf(x) = f(gx) = f(x).
In der linearen Algebra gen¤ugt es, das Bild der Basiselemente einer linearen Ab-
bildung zu kennen. F¤ur G-Homomorphismen gilt analog:
2.2.3. Eindeutige Fortsetzung Seien X,Y G-Mengen, B eine Transversale von
X , und f : B → Y eine Abbildung mit Gb ≤ Gf(b) f¤ur alle b ∈ B.
Dann ist f eindeutig zu einem G-Homomorphismus f¯ fortsetzbar,
f¯ : X → Y, x 7→ gxf(bx),
wobei x = gxbx eine Darstellung von x bzgl. der Transversale B sei.
Beweis:
1. Die Abbildung f¯ ist wohldeniert: Da die Darstellung x = gxbx eindeutig ist
bis auf Linksmultiplikation mit Stabilisatorelementen, m¤ussen wir nur zeigen, dass
f¤ur eine weitere Koordinatendarstellung x = g0gxbx mit g0 ∈ Gx sich nichts am
Wert der Denition f¤ur f¯(x) ¤andert. Es ist also zu zeigen, dass g0 im Stabilisator
von gxf(bx) liegt.
Nach Folgerung 2.1.14 liegt g−1x g0gx im Stabilisator von bx, nach Voraussetzung
also auch im Stabilisator von f(bx). Es gilt demnach g−1x g0gx · f(bx) = f(bx).
Linksmultiplikation mit gx liefert die gew¤unschte Aussage.
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2. Sei g∈G und x∈X beliebig. Aus einer Darstellung x=gxbx erhalten wir eine
Darstellung von gx durch gx = ggx bx. Damit ist f¯(gx) nach Denition gleich
ggxf(bx). Hier k¤onnen wir die Denition von f¯(x) wieder einsetzen und erhalten
f¯(gx) = gf¯(x), also ist f¯ ein G-Homomorphismus.
3. Die Eindeutigkeit sehen wir wie folgt: Ist ψ : X → Y eine weitere G-homo-
morphe Fortsetzung von f , so gilt f¤ur jedes x = gxbx ∈ X :
ψ(x) = ψ(gxbx) = gxψ(bx) = gxf¯(bx) = f¯(gxbx) = f¯(x) .
Das Bild eines G-Homomorphismus ist eine G-Untermenge:
2.2.4 Satz. Seien X,Y G-Mengen und f : X → Y ein G-Homomorphismus.
Dann ist das Bild f(X) eine G-Untermenge von Y .
Beweis: Ist y ∈ f(X), so gibt es ein x ∈ X mit f(x) = y. Damit ist aber auch f¤ur
jedes g ∈ G: gy = gf(x) = f(gx) ∈ f(X). Also ist f(X) abgeschlossen unter
Multiplikation mit Gruppenelementen.
Im folgenden Abschnitt werden die Voraussetzungen geschaffen, um ein Analogon
zum Kern vonG-Homomorphismen zu denieren. Damit k¤onnen wir in Abschnitt
2.4 schließlich einen entsprechenden Homomorphiesatz formulieren.
Wir m¤ochten zuvor an dieser Stelle noch erw¤ahnen, dass die Begriffe Monomor-
phismus und Epimorphismus durchaus mit den ¤ublichen Denitionen auf Katego-
rien ¤ubereinstimmen:
2.2.5 Satz. Sei f : X → Y ein G-Homomorphismus. Es gilt:
1. f surjektiv⇐⇒f rechtsk¤urzbar, d.h. ∀ G-Homom. f ′1, f ′2 : Y → Z :
f ′1 ◦ f = f ′2 ◦ f ⇒ f ′1 = f ′2
2. f injektiv⇐⇒f linksk¤urzbar, d.h. ∀ G-Homom. f ′1, f ′2 : Z → X :
f ◦ f ′1 = f ◦ f ′2 ⇒ f ′1 = f ′2
Beweis: W¤ahrend die Beweisrichtungen

⇒ direkt aus dem entsprechenden Satz
f¤ur die Kategorie der Mengen folgt, sind die R¤uckrichtungen keinesfalls trivial.
Da sich hier K¤urzbarkeit ausschließlich aufG-Homomorphismen bezieht, sind die
rechtsseitigen Eigenschaften zun¤achst schw¤acher als Rechts-/Linksk¤urzbarkeit f¤ur
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Abbildungen zwischen Mengen. Dass die obigen Eigenschaften dennoch hinrei-




⇐: Das Bild von f ist eine G-Untermenge von Y , eine Transversale B von
f(X) l¤asst sich also zu einer Transversalen B von Y fortsetzen. Betrachten wir
die G-Menge
Z := {z0, z1}, mit gz0 = z0 und gz1 = z1 f¤ur alle g ∈ G ,
und die folgenden beiden G-Homomorphismen von Y nach Z, welche durch die
Bilder der Transversalenelemente b ∈ B deniert sind:
f ′1 : b 7→ z0
f ′2 : b 7→
z0 falls b ∈ f(X)z1 sonst .
Da die Stabilisatoren der Bilder Gz0 = Gz1 = G maximal sind, sind die Voraus-
setzungen von Satz 2.2.3 f¤ur beide Abbildungen erf¤ullt. Durch die Vorschrift sind
also tats¤achlich G-Homomorphismen deniert.
Auf dem Bild f(X) von f sind die beiden Abbildungen identisch, es gilt also
f ′1 ◦ f = f ′2 ◦ f . Nach Voraussetzung ist f rechtsk¤urzbar, es folgt f ′1 = f ′2. Also
muss Y \ f(X) = ∅ sein, d.h. f ist surjektiv.
2.

⇐: Sei x1, x2 ∈ X mit f(x1) = f(x2). Wir zeigen, dass x1 = x2 folgt.
Betrachte dazu die Abbildungen f ′1, f ′2 : G → X , welche auf der Transversale
B := (1) der G-Menge Z := G deniert sind:
f ′1 : G→ X, 1 7→ x1
f ′2 : G→ X, 1 7→ x2
g1 und g2 sind nach Satz 2.2.3 G-Homomorphismen, denn der Stabilisator von
1 ∈ G ist trivial: G1 = {1}. Die Voraussetzung des Satzes ist demnach f¤ur beide
Abbildungen erf¤ullt. Es gilt also f ◦ f ′1(g) = f ◦ f ′2(g) f¤ur alle g ∈ G. Aufgrund
der Linksk¤urzbarkeit folgt f ′1 = f ′2, also x1 = x2.
2.3 Blo¨cke, Blocktransversalen und
Faktormengen
Ist V einK-Vektorraum, und U ≤ K ein Unterk¤orper, so wird aus V in nat¤urlicher
Weise auch ein U-Vektorraum h¤oherer Dimension. ¤Ahnliches gilt auch bei G--
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Mengen: Ist G′ ≤ G eine Untergruppe, so ist jede G-Menge auch eine G′-Menge.
Dabei zerfallen die G-Bahnen im Allgemeinen in mehrere G′-Bahnen.
Andererseits ist aber nicht jede G′-Untermenge von X eine G-Untermenge. Zum
Beispiel ist f¤ur G′ = {1} trivialerweise jede Teilmenge A ⊆ G eine {1}-Menge.
Die gr¤oßte UntergruppeG′ ≤ G, sodass A ⊆ X eine G′-Menge ist, ist genau der
Mengenstabilisator von A:
2.3.1 Denition. Sei X G-Menge, und A ⊆ X Teilmenge. Dann heißt folgende
Untergruppe (!) von G der Mengenstabilisator (oder mengenweise Stabilisator)
von X :
GA := {g ∈ G | A = gA} .
GA kann als Verallgemeinerung des weiter oben eingef¤uhrten Stabilisators f¤ur ein
Element gesehen werden. Es gilt n¤amlich Gx = G{x}.
2.3.2 Lemma. Sei X eine G-Menge und A ⊆ X . Dann ist GA die gr¤oßte Unter-
gruppe vonG, sodass die Operation eingeschr¤ankt aufGA abgeschlossen inA ist.
Insbesondere ist A eine GA-Menge und es gilt:
A ist G′-Menge⇐⇒ G′ ≤ GA .
Beweis: Die Menge aller g, f¤ur welche die Multiplikation aufA abgeschlossen ist,
also
M := {g ∈ G | gA ⊆ A} ,
kann f¤ur unendliche Gruppen unter Umst¤anden gr¤oßer sein als GA. Ist allerdings
f¤ur ein g ∈ G das Bild gA ( A, so gibt es ein x ∈ A, sodass g−1x 6∈ A. Also ist
g−1 dann nicht in obiger MengeM enthalten undM damit keine Gruppe. Entfernt
man nun aus M all diese problematischen g, so bleibtGA ¤ubrig, eine Gruppe.
Innerhalb jeder Teilmenge A ⊆ X k¤onnen wir gleichzeitig zwei Gruppenopera-
tionen ber¤ucksichtigen: Einerseits ist A eine GA-Menge, andererseits geh¤oren die
Elemente auch zuX , einerG-Menge. Hervorzuheben sind also TeilmengenA, f¤ur
welche die Abh¤angigkeitsbegriffe sowie die Stabilisatoren bzgl. der beiden Grup-
penoperationen zusammenfallen:
2.3.3 Denition. Sei X eine G-Menge. Eine Teilmenge A ⊆ X heißt Block oder
Imprimitivit¤atsbereich, falls gilt:
1. G-abh¤angige Elemente aus A sind auch GA-abh¤angig, d.h. f¤ur x, x′ ∈ A gilt:
∃g ∈ G : x′ = gx =⇒ ∃g˜ ∈ GA : x′ = g˜x .
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2. Die Stabilisatoren Gx und (GA)x sind f¤ur x ∈ A gleich, d.h. es gilt:
∀x ∈ A : Gx ≤ GA .
Beispielsweise ist jede G-Untermenge A ≤ X ein Block. Andererseits ist auch
die leere Menge ∅ sowie jedes {x}, x ∈ X ein Block. Die genannten Beispiele
werden auch als die trivialen Bl¤ocke bezeichnet.
2.3.4 Satz. Sei X eine G-Menge und A ⊆ X eine Teilmenge. Es sind ¤aquivalent:
1. A ist Block.
2. F¤ur alle x, x′ ∈ A, g ∈ G gilt:
x′ = gx =⇒ g ∈ GA
3. F¤ur jedes g∈G gilt:
A ∩ gA = ∅ oder A = gA .
Beweis:

1⇒2. F¤ur x′ = gx gibt es zun¤achst ein g˜ ∈ GA mit x′ = g˜x. Die Menge
{x} l¤asst sich in G aber zu einer Transversale B von X fortsetzen, wegen der
Eindeutigkeit der Darstellung von x′ bzgl. B ist dann aber g˜−1g im Stabilisator
Gx, und wegen Gx ≤ GA folgt auch g ∈ GA.

2⇒3. Sei A ∩ gA nicht leer, etwa x ∈ A ∩ gA. Dann gibt es ein x′ ∈ A mit
x = gx′. Nach Voraussetzung ist also g ∈ GA, d.h. A = gA.

3⇒1. 1. Sei x′ = gx f¤ur x, x′ ∈ A und g ∈ G. Dann ist x′ ∈ A ∩ gA, der
Schnitt A ∩ gA ist also nicht leer. Also folgt A = gA, das heißt g˜ := g ∈ GA.
2. Sei x ∈ A. F¤ur g ∈ Gx gilt x = gx, d.h. x ∈ A∩gA, also folgt wiederA = gA
und damit g ∈ GA.
2.3.5 Folgerung. Sei X eine G-Menge und A ⊆ X Block. Dann gilt:
Sei A′ ⊆ A.
A′ ist GA-Block von A⇐⇒ A′ ist G-Block von X1.
A′ ist GA-Erz.system von A⇐⇒ A′ ist G-Erz.system von GA2.
Sei x, x′ ∈ A.
x, x′ sind GA-abh¤angig⇐⇒ x, x′ sind G-abh¤angig3.
Sei B ⊆ A.
B ist GA-unabh¤angig⇐⇒ B ist G-unabh¤angig4.
B ist GA-Transversale von A⇐⇒ B ist G-Transversale von GA5.






Abbildung 2.1: Ein Block A und die Partitionierung des G-Erzeugnisses GA.
Sei B ⊆ A Transversale und x ∈ A.
x = gxbx ist GA-Darstellung in A⇐⇒ x = gxbx ist G-Darstellung in GA6.
7. Ist f : A→ Y ein GA-Homomorphismus, so gibt es eine eindeutigeG-homo-
morphe Fortsetzung
f¯ : GA→ Y .
Ist f : X → Y einG-Homomorphismus, so ist die Einschr¤ankung einGA-Ho-
momorphismus:
f ↓A: A→ Y .
Weiter ergibt sich aus der dritten ¤aquivalenten Charakterisierung von Bl¤ocken:
8. Ist A ein Block, so ist f¤ur jedes g ∈ G auch gA ein Block
9. Die Menge {gA | g ∈ G} ist eine Mengenpartition von GA. Wir erhalten also
eine ¤Aquivalenzrelation auf GA:
x ∼ x′ :⇐⇒ ∃g ∈ G : x, x′ ∈ gA
Zur Visualisierung der Punkte 8. und 9. siehe auch Abbildung 2.1. Wir sprechen
im Folgenden schlicht von Transversalen eines Blockes bzw. von der Dimension
eines Blockes:
dim(A) := GAdim(A) = Gdim(GA) .
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2.3.6 Satz. Sei X eine G-Menge. Der Schnitt zweier Bl ¤ocke A,B ⊆ X ist wieder
ein Block. Ist weiter A ∩ B 6= ∅, so gilt f ¤ur den mengenweisen Stabilisator
GA∩B = GA ∩GB .
Beweis: Sei C := A ∩ B. Wir zeigen den ersten Teil der Behauptung mit Kriteri-
um 2.3.4(3): F¤ur g∈G gilt:C∩gC = (A∩B)∩(gA∩gB) = (A∩gA)∩(B∩gB).
Letzteres ist wegen Kriterium 2.3.4(3), angewandt auf die Bl¤ocke A und B, ent-
weder leer oder gleich A ∩ B = C.
Zur Aussage bzgl. des mengenweisen Stabilisators: F¤ur g ∈ GA ∩ GB gilt
gC = gA ∩ gB = A ∩ B = C, also ist g ∈ GC , d.h. GA ∩ GB ≤ GC . Ist
C 6= ∅, und x ∈ C, so folgt aus g ∈ GC weiter: gx ∈ C =⇒ gx ∈ A und gx ∈ B
=⇒
2.3.4(2)
g ∈ GA und g ∈ GB =⇒ g ∈ GA ∩GB , d.h. GC ≤ GA ∩GB .
Wir denieren auch f¤ur eine Menge von Bl¤ocken Abh¤angigkeit und Erzeugnis, was
uns zu den Begriff der Blocktransversale f¤uhrt. Blocktransversalen werden wir
als Analogon (bzw. als Verallgemeinerung) zum Kern einer linearen Abbildung
wiedererkennen.
2.3.7 Denition. Zwei Bl¤ocke A und A′ heißen abh¤angig, falls sie abh¤angige
Elemente x ∈ A, x′ ∈ A′ enthalten. Eine MengeB von Bl¤ocken heißt unabh¤angig,
falls sie nur triviale Abh¤angigkeiten enth¤alt, d.h. falls f¤ur x1∈A1∈B, x2∈A2∈B
und g∈G gilt:
x1 = gx2 =⇒ A1 = A2
Eine Menge B von Bl¤ocken heißt erzeugende Blockmenge von X , falls die Verei-





Schließlich heißt eine Menge B von Bl¤ocken Blocktransversale, falls sie eine un-
abh¤angige erzeugende Blockmenge ist.
2.3.8 Satz. Sei X G-Menge und B eine Blocktransversale. Dann erh¤alt man eine
Transversale B von X als disjunkte Vereinigung von GA-Transversalen BA der














Ein A ∈ B mit Transversale BA
Abbildung 2.2: Eine Blocktransversale B.
Beweis: Da die Vereinigung der Bl¤ocke von B ein G-Erzeugendensystem bildet,
ist auch B ein G-Erzeugendensystem. Sind x ∈ BA und x′ ∈ BA′ abh¤angig,
so sind die Bl¤ocke A und A′ abh¤angig, also A = A′. Sind aber x, x′ ∈ BA
abh¤angig, so sind sie auch GA-abh¤angig (A ist Block!), es folgt x = x′. B ist also
unabh¤angiges Erzeugendensystem.
Eine Blocktransversale ist in Abbildung 2.2 schematisiert. Die Mengenpartitio-
nen der Erzeugnisse der Bl¤ocke vereinigen sich in nat¤urlicher Weise zu einer
Mengenpartition auf ganz X . Wir erhalten also zu jeder Blocktransversale eine
¤Aquivalenzrelation auf X :
2.3.9 Lemma. SeiX eineG-Menge undB eine Blocktransversale. Dann induziert
B wie folgt eine ¤Aquivalenzrelation auf X:
x ∼B x′ :⇐⇒ ∃A ∈ B, g ∈ G : x, x′ ∈ gA .
Die Bl¤ocke aus B tauchen dabei wieder als ¤Aquivalenzklassen auf, d.h. B ⊆
X/ ∼B.
Beweis: Da B unabh¤angig ist, sind die Erzeugnisse zweier Bl¤ocke A,A′ ∈ B dis-
junkt: 〈A〉 ∩ 〈A′〉 = ∅. Da B ein erzeugendes Blocksystem ist, ist die Vereinigung
der Erzeugnisse
⋃˙
A∈B〈A〉 = X . Mit 2.3.5(9) folgt die Behauptung.
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2.3.10 Satz. Sei X eine G-Menge, und ∼ ⊆ X ×X eine ¤Aquivalenzrelation auf
X . Dann sind ¤aquivalent:
1. Es gibt eine Blocktransversale B, sodass∼ der induzierten ¤Aquivalenzrelation
∼B zu B entspricht.
2. Die ¤Aquivalenzrelation ist mit der Multiplikation vertr¤aglich:
x ∼ x′ ⇔ gx ∼ gx′ .
3. Die Menge X/∼ der ¤Aquivalenzklassen von X ist eine G-Menge verm¤oge
g · [x]∼ := [gx]∼ .
Beweis:

2⇔3. Die in (3) angegebene Multiplikation ist genau dann wohldeniert, wenn
(2) gilt.

1⇒2,3. Ist x ∼ x′, so gibt es ein g˜ ∈ G, A ∈ B mit x, x′ ∈ g˜A. Damit liegen
gx, gx′ ∈ gg˜A, also gx ∼ gx′. Ist gx ∼ gx′, so sind mit dem gleichen Argument
auch x = g−1gx ∼ g−1gx′ = x′.

2,3⇒1. Ist A := [x]∼ eine ¤Aquivalenzklasse, so ist nach Voraussetzung auch
gA eine. Also ist der Schnitt von A mit gA entweder leer oder ganz A (Schnitt
zweier ¤Aquivalenzklassen). Damit ist A Block.
Weiter sind die zu A abh¤angigen ¤Aquivalenzklassen (im Sinne von Denition
2.3.7) genau diejenigen der Form gA. W¤ahlen wir also eine maximale unabh¤angige
Teilmenge von Bl¤ocken ausX/ ∼ aus, so erhalten wir eine Blocktransversale.
2.3.11 Denition. Sei X eine G-Menge. Eine ¤Aquivalenzrelation ∼ auf X heißt
G- ¤Aquivalenzrelation, falls sie eine der ¤aquivalenten Bedingungen von Satz 2.3.10
erf¤ullt. Ist B eine Blocktransversale mit ∼B = ∼, so heißt die G-Menge der
¤Aquivalenzklassen auch G-Faktormenge von X durch B:
X/B := X/∼B
2.3.12 Satz. Sei X eine G-Menge und B eine Blocktransversale. Dann ist B eine
Transversale der FaktormengeX/B.
Beweis: Jedes A ∈ B ist eine eigene ¤Aquivalenzklasse aus X/B, d.h. B ⊆ X/B.
Weiter ist B unabh¤angiges Erzeugendensystem, weil es unabh¤angige erzeugende
Blockmenge ist.
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Die Dimensionsformel 2.3.8 wird dadurch zum Pendant der Tatsache, dass in der
linearen Algebra dim(V ) = dim(U) · dim(V/U) ist.
Die Situation ist insgesamt zwar nicht ganz so sch¤on wie in der linearen Algebra,
hat aber immer noch bemerkenswerte Eigenschaften:
Allgemein sind Faktorstrukturen die ¤Aquivalenzklassen einer mit der Struktur ver-
tr¤aglichen ¤Aquivalenzrelation.
In der Kategorie der Mengen ist jede ¤Aquivalenzrelation mit der Struktur ver-
tr¤aglich. (Die Mengen haben keine zus¤atzliche Struktur.) Demzufolge kann man
die Faktorstruktur nur durch Angabe aller ¤Aquivalenzklassen beschreiben.
Im Fall von Vektorr¤aumen haben die mit der Struktur vertr¤aglichen ¤Aquivalenzre-
lationen hingegen besondere ¤Aquivalenzklassen. Insbesondere ist eine der Klassen
ein Unterraum. Die Bedeutung der Faktorr¤aume in der linearen Algebra ist u.a.
dadurch begr¤undet, dass die Kenntnis einer einzigen ¤Aquivalenzklasse ausreicht,
um die gesamte Struktur zu beschreiben.
Die Situation beiG-Mengen liegt nun irgendwo dazwischen: Mit der Struktur ver-
tr¤agliche ¤Aquivalenzrelationen haben Bl¤ocke als ¤Aquivalenzklassen. Es reicht aber
nicht aus, eine einzige ¤Aquivalenzklasse (einen Block) zu kennen. Dennoch ist ein
deutlicher Gewinn gegen¤uber strukturlosen Mengen zu erkennen, da eine Block-
transversale die gesamte Struktur der Faktormenge beschreibt.
2.4 Der Homomorphiesatz
Wir leiten im Folgenden den Kern einesG-Homomorphismus f (bzgl. einer Trans-
versalen C von Y ) her. Dieser ist eine Blocktransversale.
2.4.1 Lemma. Sei f : X → Y ein G-Homomorphismus. Dann bilden die Urbil-
der f−1(y), y ∈ Y Bl¤ocke in X . Liegt y im Bild f(X), so ist der Stabilisator Gy
gleich dem mengenweisen Stabilisator des Urbilds von y:
Gy = Gf−1(y) .
Beweis: Liegt y nicht im Bild f(X), so ist das Urbild leer, also trivialerweise ein
Block von X . Sei also y ∈ f(X) und A := f−1(y).
Wir zeigen zun¤achst den zweiten Teil: Sei g ∈ Gy. F¤ur jedes x ∈ A ist f(gx) =
gf(x) = gy = y, also gA ⊆ A. Demnach ist f¤ur die GruppeGy die Multiplikation
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auf A abgeschlossen, Nach 2.3.2 gilt also Gy ⊆ GA.
Sei andererseits g ∈ GA. Da y ∈ f(X) ist, gibt es ein x ∈ A. Damit ist auch
gx ∈ A. Also ist y = f(gx) = gf(x) = gy, d.h. g ∈ Gy . Wir haben somit
Gy = GA gezeigt.
DassA ein Block ist, sieht man mit dem zweiten Kriterium aus 2.3.4: Seien x, x′ ∈
A, g ∈ G mit x′ = gx. Es gilt gy = gf(x) = f(gx) = f(x′) = y, also ist g im
Stabilisator Gy und Gy = GA.
2.4.2 Lemma. Sei f : X → Y ein G-Homomorphismus sowie C eine Transver-
sale von Y . Dann bilden die Urbilder der c ∈ C eine Blocktransversale in X .
Beweis: Die Bl¤ocke f−1(c), c ∈ C sind unabh¤angig: Gilt f¤ur c, c′ ∈ C und f¤ur
x ∈ f−1(c) und x′ ∈ f−1(c′) die Abh¤angigkeit x = gx′, so folgt c = f(x) =
f(gx′) = gf(x′) = gc′. Da die Transversale C aber nur triviale Abh¤angigkeiten
enth¤alt, folgt c = c′.
Die Vereinigung der Bl¤ocke f−1(c), c ∈ C erzeugt ganz X : Ist x ∈ X , so l¤asst
sich y := f(x) in der Form y = gycy darstellen. Damit ist f(g−1y x) = g−1y f(x) =
g−1y y = cy, also ist g−1y x im Block A := f−1(cy), und x liegt im Erzeugnis GA.
2.4.3 Denition. Sei f : X → Y ein G-Homomorphismus sowie C eine Trans-
versale von Y . Dann ist der Kern von f bzgl.C die Blocktransversale der Urbilder
der Transversalenelemente c ∈ C:
kerC(f) := {f−1(c) | c ∈ C} .
2.4.4. Homomorphiesatz. ([Lau93]) Seien X und Y G-Mengen, C eine Trans-
versale von Y sowie f : X → Y ein G-Homomorphismus. Dann gilt:
X/ kerC(f) ∼= f(X) .
Sei weiter f¤ur jedes c ∈ C eine (Gc-) Transversale Bc des Urbildes f−1(c) gege-
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Beweis: Nach Lemma 2.4.2 ist kerC(f) eine Blocktransversale, gem¤aß Satz
2.3.10 ist also die Faktormenge X/ kerC(f) eine G-Menge. Das Bild f(X) ist
hingegen nach Satz 2.2.4 eine G-Menge. Betrachte nun die Abbildung
f¯ : X/ kerC(f)→ f(X), [x]∼ 7→ f(x) :
f¯ ist ein wohldenierter G-Homomorphismus, da f¤ur x ∼ x′ nach Denition ein
A ∈ kerC(f), g ∈ G existiert mit gx, gx′ ∈ A. Also gilt f(gx) = f(gx′). Da f
G-Homomorphismus ist, folgt daraus f(x) = f(x′).
Die Surjektivit¤at ist klar, da wir als Bildbereich f(X) = f¯(X/ ker(f)) betrach-
ten. Zur Injektivit¤at: Ist y := f¯([x]∼) = f¯([x′]∼), und ist y = gycy, so liegen
g−1y x und g−1y x′ im gleichen Urbild A := f−1(cy), also ist x ∼ x′. Die weiteren
Aussagen folgen direkt aus 2.3.8.
2.4.5 Folgerung. SeienX,Y, f wie in 2.4.4. Zwei Elemente x, x′ ∈ X sind genau
dann G-abh¤angig, wenn gilt:
1. f(x) und f(x′) sind G-abh¤angig.
2. F¤ur ein entsprechendes (beliebiges) g ∈ G mit f(x) = gf(x′) gilt: x und gx′
sind Gf(x)-abh¤angig.
Die Bedeutung dieser Aussage ist haupts¤achlich in folgender Situation zu se-
hen: Ist bereits bekannt, dass zwei Elemente x, x′ unter f abh¤angige Bilder ha-




⇒: 1. Nach Voraussetzung gibt es ein g0 mit x = g0x′, also gilt f(x) =
f(g0x
′) = g0f(x′).
2. Sei g ∈ G ein (weiteres) Gruppenelement mit f(x) = gf(x′) bzw. f(x) =
f(gx′), d.h. gx′ ∈ f−1(x). Nach 2.4.1 liegen x und gx′ dann in einem Block
mit mengenweisem Stabilisator Gf(x). Nach 2.3.5(3) sind x und gx′ genau dann
Gf(x)-abh¤angig, wenn sie G-abh¤angig sind. Letzteres ist aber nach Voraussetzung
der Fall.

⇐ ist klar, da es ja nach (2) ein g2 ∈ Gf(x) gibt, sodass x = g2gx′ ist.
Der Homomorphiesatz ist fundamental f¤ur die Entwicklung efzienter Kanonisie-
rungs- und Konstruktionsalgorithmen. Wir gehen darauf in Kapitel 4 ein.
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3 Permutationsgruppen
Zur Kanonisierung und Konstruktion diskreter Strukturen (Kapitel 4) ben¤otigen
wir die Konzepte Stabilisatorkette [Sim71] und Labelled Branching [Jer86, CF91],
um die operierende Gruppe G einer Gruppenoperation GX zu verwalten. Diese
Datenstrukturen werden hier kurz eingef¤uhrt, und es wird ein ¤Uberblick ¤uber die
in diesem Zusammenhang wichtigsten Algorithmen gegeben. Ansonsten sei auf
die Literatur verwiesen, z.B. [Lau93, HEO05]. Schließlich diskutieren wir einen
Algorithmus zum lexikographischen Durchlaufen einer Transversale von G/H ,
H ≤ G ≤ Sn bei gegebenem vollst¤andigen Labelled Branching zu H . Donald
E. Knuth [Knu79] formuliert allgemeiner einen Algorithmus zum Durchlaufen al-
ler topologischen Anordnungen einer partiellen Ordnung, der sich direkt auf die
beschriebene Problemstellung anwenden l¤asst. Er stellt jedoch eine starke Bedin-
gung an die gew¤ahlte Basis~b. Hier werden ¤Uberlegungen angestellt, die erlauben,
diese Bedingung zu lockern.
3.1 Stabilisatorketten
Es sei X eine (relativ kleine) G-Menge, mit n := |X |. Mit X ist auch die Menge
Xkinj aller injektiven k-Tupel (f¤ur k ≤ n) eine G-Menge:
Xkinj := {(x0, . . . , xk−1) ∈ Xk | ∀ i 6=j∈k : xi 6= xj} ,
verm¤oge g · (x0, . . . , xk−1) := (gx0, . . . , gxk−1) .
Der punktweise Stabilisator von k Elementen x0, . . . , xk−1 ∈ X ist deniert als
der Stabilisator der Folge (x0, . . . , xk−1) ∈ Xkinj. (Dabei ist die Reihenfolge der
Elemente beliebig.) Es gilt:
G(x0,...,xk−1) = Gx0 ∩ . . . ∩Gxk−1 .
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Ein Tupel (x0, . . . , xk−1) ∈ Xkinj, k ∈ n, mit trivialem StabilisatorG(x0,...,xk−1) =
{id} heißt Basis1 von X von der L¤ange k. Eine Gruppenoperation GX heißt treu,
falls es in X Basen gibt. Wir beschr¤anken uns im Folgenden auf treue Gruppen-
operationen. Da der punktweise Stabilisator G(x0,...) aller Elemente aus X ein
Normalteiler inG ist, kann man jede GruppenoperationGX durch eine treue Grup-
penoperation ersetzen, indem man als operierende Gruppe G/G(x0,...) w¤ahlt.
3.1.1. Bezeichnung. Sei X eine treue G-Menge mit Basis ~b := (x0, . . . , xk−1).
Dann bezeichne G(i), 0 ≤ i ≤ k, den punktweisen Stabilisator der ersten i Ele-
mente der Basis~b.
G(i) := G(x0,...,xi−1) .
Dabei ist G(0) = G , G(k) = {id}, und es gilt G(i) ≥ G(i+1), f¤ur i ∈ k. Die Kette
der UntergruppenG = G(0) ≥ G(1) ≥ · · · ≥ G(k−1) ≥ G(k) = {id} heißt Stabi-
lisatorkette von G zur Basis ~b. Ein Satz von Transversalen der Linksnebenklassen
T (i) ∈ T (G(i)/G(i+1)), i ∈ k






Wir vereinbaren, dass die Transversalen stets mit id ∈ T (i) gew¤ahlt seien. Es gilt:
G = T (0) · · ·T (k−1) ,
d.h. jedes g ∈ G ist in der Form g = t0 · · · tk−1 mit ti ∈ T (i) f¤ur i ∈ k dar-
stellbar. Damit kann man alle Elemente aus G mit einem Backtrack-Algorithmus
durchlaufen. Weiter gilt:




F¤ur die Transversale T (i) von G(i)/G(i+1) sind also die Elemente txi, t ∈ T (i)
paarweise verschieden. Insbesondere ist |T (i)|≤n (sogar ≤n−i). Ist g∈G(i), so
1Es sei angemerkt, dass der Begriff Basis nicht im Sinne der Matroid-Struktur ist, die wir in Kapitel 2
hervorgehoben haben. Die Basen im Sinne der Matroidtheorie heißen Transversalen.
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gibt es andererseits genau ein t ∈ T (i) mit gxi = txi. Damit kann man testen, ob
ein g ∈ SX zur GruppeG geh¤ort, oder nicht: Das g liegt wie bereits erw¤ahnt genau
dann in G, wenn es von der Form g = t0 · · · tk−1 mit ti ∈ T (i) ist. Nach Lemma
3.1.2 k¤onnen wir iterativ von links die ti ∈ T (i) identizieren und wegk¤urzen,
solange, bis man entweder zu g′ = id gelangt, dann ist g ∈ G erf¤ullt, oder bis man
zu einem g′ gelangt mit g′xj = xj f¤ur alle j < i, und g′xi 6= txi f¤ur alle t∈T (i);
dann ist g 6∈ G.
Dieser Test ben¤otigt einen Aufwand von O(kn), wobei k die L¤ange der Basis
~b ist, und n = |X |. (Wir gehen davon aus, dass Berechnung des Inversen und
Multiplikation zweier Gruppenelemente mit O(n) sowie die Auswertung von gxi
mit konstantem Aufwand m¤oglich ist.)
F¤ur eine Ausf¤uhrung der Algorithmen, siehe Standardliteratur zu Permutations-
gruppen, z.B. [HEO05]. Es sei darauf hingewiesen, dass die inversen Elemente ei-
ner Linkstransversale eine Rechtstransversale bilden, man kann die Begebenheiten
also auf Rechtstransversalen ¤ubertragen. Beispielsweise durchl¤auft ein Backtrack-
Algorithmus alle Elemente der Form tk−1 · · · t0, mit ti aus der Rechtstransversalen
T (i), und zwei t, t′ ∈ G(i) liegen genau dann in der gleichenG(i+1)-Rechtsneben-
klasse, wenn t−1xi = t′−1xi ist.
3.2 Kurze Erzeugendensysteme, Labelled
Branching
Wir f¤uhren im Folgenden Labelled Branchings nach [Jer86] ein. Damit kann man
zum einen jedes Erzeugendensystem E von G in ein kurzes Erzeugendensystem
mit h¤ochstens n− 1 Elementen umwandeln. Es folgt insbesondere:
3.2.1 Satz. Operiert G treu auf der Menge X mit n := |X |, so gibt es ein Erzeu-
gendensystem von G mit h¤ochstens n− 1 Elementen.
Beweis: Folgt aus der Existenz eines Labelled Branchings zu G, siehe folgende
Diskussion.
Die vollst¤andigen Labelled Branchings bieten weiterhin die St¤arken der Stabilisa-
torkette, wie den Durchlauf durchG mittels Backtracking, und einen Test auf Ent-
haltensein mitO(kn). Zus¤atzlich bietet ein vollst¤andiges Labelled Branching zuG
die M¤oglichkeit, eine Transversale vonSX/G (bzw. vonG′/GmitG ≤ G′ ≤ SX )
efzient zu durchlaufen.
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Es sei X eine treue G-Menge mit n := |X |, und es sei ~b = (x0, . . . , xn−1)
eine Basis der L¤ange n. (Bzgl. Aufwandsabsch¤atzungen sei weiterhin k minimal,
sodass bereits G(x0,...,xk−1) = {id} ist.) Durch die Wahl einer Basis der L¤ange n
sind insbesondere die Elemente aus X angeordnet, mit
xi ≤ xj :⇐⇒ i ≤ j .
F¤ur Aufwandsabsch¤atzungen setzen wir voraus, dass die Zuordnungenxi 7→ i und
i 7→ xi mit konstantem Aufwand bestimmbar seien.
Ausgehend von der Basis ~b ∈ Xninj sowie von der zugeh¤origen Stabilisatorkette
k¤onnen wir jedem g ∈ G zwei Indizes zuordnen:
3.2.2 Denition. Sei G Gruppe,X treue G-Menge sowie~b=(x0, . . . , xn−1) eine
Basis der L¤ange n. Der Typ von g ∈G sei das Paar von Indizes typ(g) := (i, j),
sodass gilt:
i = max{i′ | g ∈ G(i′)} und gxi = xj .
Der Index i heißt der Stabilisatorindex, und j heißt der Transversalenindex von g.
Ist typ(g) = (i, j), so l¤asst g die ersten i Elemente von ~b x und bildet xi auf xj
ab. Dabei gilt f¤ur g 6= id stets i < j, und typ(id) = (n− 1, n− 1). Der Typ einer
Permutation l¤asst sich offensichtlich mit einem Aufwand O(n) bestimmen.
Durch die Anordnung der Elemente von X sind auch die g ∈ G bzgl. der Listen-
schreibweise lexikographisch angeordnet. Diese Ordnung auf G l¤asst sich auf den
Typ ¤ubertragen. Wir denieren entsprechend f¤ur zwei Typen (i, j), (i′, j′):
(i, j) ≤ (i′, j′) :⇔ i > i′ oder i = i′, j ≤ j′ .
Es gilt also:
g ≤lex. g′ =⇒ typ(g) ≤ typ(g′) .
Mit Hilfe des Typs ordnen wir jedem Erzeugendensystem einen gerichteten Gra-
phen zu: Sei Γ(X,~b, E) der Digraph mit KnotenmengeX ,
g
xjxi
sodass zu jedem Erzeuger g ∈ E genau eine Kante von
xi nach xj existiert, wobei (i, j) der Typ von g ist. Wir
benutzen die g ∈ E als Kantenbeschriftungen von Γ(X,~b, E). (Im Gegensatz
zum Cayley-Action-Graphen besitzt Γ(X,~b, E) nur eine Kante zu jedem Erzeuger,
anstatt |X | Kanten.)
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Entfernt man gegebenenfalls aus E den trivialen Erzeuger g = id, so gilt i < j
f¤ur jede Kante (xi, xj) von Γ(X,~b, E). Der Digraph ist also azyklisch, insbeson-
dere ohne Schleifen. Haben zwei Erzeuger g1, g2 ∈ E, g1 6= g2, den gleichen
Typ (i, j), so k¤onnen wir g1 durch g′1 := g−12 g1 von einem Typ (i′, j′) mit i′ > i
ersetzen (da g′1(xi) = xi), also mit einer Permutation von echt kleinerem Typ.
Das resultierende Erzeugendensystem E ′= E\{g1}∪{g′1} (bzw. E′= E\{g1},
falls g′1 = id ist), erzeugt die gleiche Gruppe wie E. Durch Iteration ist es al-
so m¤oglich, ein Erzeugendensystem E zu konstruieren, sodass Γ(X,~b, E) keine
Mehrfachkanten besitzt. Wir k¤onnen das Erzeugendensystem mit dieser Idee noch
weiter modizieren, sodass in jedem Knoten in Γ(X,~b, E) h¤ochstens eine Kante
einm¤undet: Haben n¤amlich zwei Erzeuger g1, g2 ∈ E die Typen typ(g1) = (i1, j),
typ(g2) = (i2, j), i1 < i2, so k¤onnen wir analog g1 durch g′1 := g−12 g1 ersetzen,
wobei g′1 dann den Typ (i1, i2) hat, also von echt kleinerem Typ als g1 ist.
Ein iteratives Ersetzen von Erzeugern verkleinert stets den Typ eines Erzeugers,
ohne das Erzeugnis selbst zu ¤andern. Das Verfahren terminiert also, wir erhal-
ten schließlich ein Erzeugendensystem, in dem keine zwei Erzeuger den gleichen
Transversalenindex besitzen. Der Graph Γ(X,~b, E) zu einem derart modizierten
Erzeugendensystem E ist dann ein Branching, d.h. ein azyklischer Digraph mit
maximalem Eingangseckengrad 1. Durch das Branching ist eine Teilordnung auf
den Punkten deniert, wir schreiben
xi4xj :⇐⇒ Es gibt in Γ(X,~b, E) einen (gerichteten) Pfad von xi nach xj .
xi 4˙xj :⇐⇒ Es gibt in Γ(X,~b, E) eine (gerichtete) Kante von xi nach xj .
Es leuchtet ein, dass ein derartiges ErzeugendensystemE h¤ochstens n− 1 Erzeu-
gende hat (n = |X |). Da die Abbildung typ : E → N2 insbesondere injektiv ist,
f¤uhren wir folgende Schreibweise f¤ur die Erzeuger g ∈ E ein:
σij
xjxiσij := g ⇐⇒ typ(g) = (i, j)
In Γ(X,~b, E) ist also die Kante von xi nach xj mit dem Erzeuger σij beschriftet.
Wir bezeichnen Γ(X,~b, E) zusammen mit der KantenbeschriftungE als Labelled
Branching.
Bevor wir die endg¤ultige formale Denition f¤ur Labelled Branching bringen, noch
eine weitere ¤Uberlegung: Ist E ein Erzeugendensystem, sodass Γ(X,~b, E) ein La-
belled Branching ist, so ersetzen wirE durch ein ¤aquivalentes Erzeugendensystem.
Dies erm¤oglicht uns, einen efzienten Test mit Aufwand O(n2) auf Enthaltensein
einer Permutation g ∈ SX in dem Erzeugnis G = 〈E〉 durchzuf¤uhren. Dar¤uber
hinaus eignet sich die Datenstruktur, um gleichzeitig eine kanonisierende Abbil-
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dung zu codieren. (Die letztgenannte M¤oglichkeit der Codierung einer kanonisie-
renden Abbildung wurde in der Literatur bisher nicht beachtet.)
Sei dazu B eine G-Transversale von X (oder eine G′-Transversale f¤ur eine Ober-




im Branching Γ(X,~b, E) ein kanonisierendes Ele-
ment τi zu, sodass τi · xi = xi0 ∈ B. F¤ur die
restlichen Knoten xj , in die eine Kante mit Beschriftung σij einm¤undet, setzen
wir induktiv τj := τi · σ−1ij . Dann gilt schließlich τi · xi ∈ B f¤ur alle i ∈ n. Die
Abbildung
τ : xi 7→ τi
ist also eine kanonisierende Abbildung f¤ur G (bzw. f¤ur die ObergruppeG′).
Es sollte vielleicht betont werden, dass die Menge der Wurzeln von Γ(X,~b, E) im
Allgemeinen zwar keine G-Transversale, aber eine Obermenge einer G-Transver-
sale von X ist. Man kann also die Transversale B als Teilmenge der Wurzeln von
Γ(X,~b, E) w¤ahlen. Die kanonischen Elemente aus B sind dann genau diejenigen
Punkte xi mit τi = id.
Wir bezeichnen die τi als die Knotenbeschriftung des Branching. Aus ihr ist die
Kantenbeschriftung, also die σij ∈ E rekonstruierbar, es gilt σij = τ−1j τi. Wir
k¤onnen sogar allgemeiner f¤ur jeden Pfad in Γ(X,~b, E), etwa von xi nach xj ¤uber
xixj · · ·xlxk, eine Pfadbeschriftung denieren, n¤amlich das Produkt der Kanten-
beschriftungen, σik := σlk · · ·σij . Diese Pfadbeschriftung passt in dem Sinne in
die bisherige Nomenklatur, dass der Typ von σik gleich (i, k) ist. Allgemein gilt




Anstatt dem ErzeugendensystemE={σij | xi 4˙xj} speichern wir die Abbildung
τ , aus der die σij efzient (in O(n)) berechnet werden k¤onnen. Das Branching
Γ(X,~b, E) l¤asst sich in Form eines Vektors father = (father0, . . . , fathern−1) im-
plementieren, wobei father i den Vaterknoten der Eingangskante (xfatheri , xi) spe-
ziziert, falls diese existiert, und ansonsten (d.h. falls xi Wurzel eines Teilbaumes
ist) setzen wir fatheri = −1. Da in jeden Knoten h¤ochstens eine Kante m¤undet, ist
diese Darstellung m¤oglich.
3.2.3 Denition. Sei G Gruppe und X treue G-Menge, n := |X |. Ein Labelled
Branching von G ist ein Tripel (~b,Γ, τ) mit:
1. ~b = (x0, . . . , xn−1) ist eine Basis von X (eine Anordnung der Elemente).
2. Γ ist ein Branching mit KnotenmengeX , und f¤ur jede Kante (xi, xj) gilt: i<j.
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3. τ = (τ0, . . . , τn−1) ist ein Vektor von Permutationen, und es gilt:
- Ist (xi, xj) eine Kante in Γ, so ist σij :=τ−1j τi vom Typ (i, j).
- Die Menge E :={σij | (xi, xj) ist Kante in Γ} erzeugt G.
Insbesondere besagt Punkt 3, dass Γ = Γ(X,~b, E) ist. Weiter denieren wir:
• Ist τ : xi 7→ τi zus¤atzlich eine kanonisierende Abbildung f¤ur G′X , G′ ≥ G,
so heißt (~b,Γ, τ) auch G′-kanonisierendes Labelled Branching.
• Bildet zu jedem i ∈ n:
T (i) := {σik | xi 4 xk}
eine Links-Transversale von G(i)/G(i+1), so heißt das Labelled Branching
vollst¤andig. ♦
Wir haben nicht gefordert, dass die τi ∈ G sind. Gilt dies zus¤atzlich, so ist
nat¤urlich auch die Menge der τi ein Erzeugendensystem. Ein vollst¤andiges La-
belled Branching codiert Transversalen der Stabilisatorkette zu ~b, erm¤oglicht also
insbesondere das Durchlaufen der ganzen GruppeG mittels Backtracking und den
schnellen Test auf Enthaltensein.
Algorithmen fu¨r Labelled Branchings
Aus den Linkstransversalen einer Stabilisatorkette zur Basis ~b kann man ein
vollst¤andiges Labelled Branching direkt ablesen (d.h. mit Aufwand O(kn) zum
Durchlaufen der Transversalen). Die Vereinigung der Linkstransversalen ent-
spricht n¤amlich genau den Pfadbeschriftungen eines vollst¤andigen Labelled Bran-
chings L, d.h xi 4 xj gilt in L genau dann, wenn es ein Transversalenelement
t ∈ T (i) vom Typ (i, j) gibt. Die Kanten sind dabei genau die minimalen Pfade,
d.h. wir bestimmen diejenigen Transversalenelemente t ∈ T (i) vom Typ (i, j), so-
dass es in keiner anderen Transversale T (i′) mit i′ > i ein Element vom Typ (i′, j)
gibt. Dazu durchlaufen wir die T (i) in absteigender Reihenfolge und speichern im
Labelled Branching nur die g ∈ T (i) mit Typ (i, j), f¤ur die bisher in xj keine Kan-
te einm¤undet. Wir f¤ugen die Kante (xi, xj) ein mit σij := g. Die τi des Labelled
Branchings k¤onnen wir abschließend aus den σij berechnen.
Hat man hingegen ein beliebiges Erzeugendensystem gegeben, etwa Schreier--
Erzeuger, so kann man mit einem leeren Labelled Branching beginnend (ein Er-
zeugendensystem der Gruppe {id}), der Reihe nach mit dem Algorithmus sift()
(Sieb; siehe [Jer86] oder [Lan92]) neue Erzeuger hinzuf¤ugen. Man stellt so sicher,
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dass das Erzeugendensystem kurz bleibt. Ist m = |E| und n = |X |, so erh¤alt man
auf diese Art und Weise mit einem Aufwand von maximalO(mn2+n4) ein kurzes
Erzeugendensystem in Form eines (nicht vollst¤andigen) Labelled Branchings.
M. Jerrum schl¤agt in [Jer86] vor, durch n-maliges Wiederholen dieses Vorgangs
mit O(mn3 + n5) ein vollst¤andiges Labelled Branching aufzubauen. Hierzu gibt
es auch eine Alternative: F¤ur den von G. Cooperman und L. Finkelstein in [CF91]
vorgestellten Algorithmus ist zwar keine theoretische Laufzeitabsch¤atzung be-
kannt, in der Praxis erweist er sich jedoch als sehr efzient. Die beiden Algo-
rithmen wurden in [Lan92] ausf¤uhrlich verglichen.
Im Rahmen der Kanonisierung haben Labelled Branchings gegen¤uber der direkten
Speicherung der Stabilisatorkette insbesondere den Vorteil, dass es einen efzien-
ten Algorithmus zum Basiswechsel gibt. Brown et. al. beschreiben in [BLP89]
(siehe auch [Gr¤u95]), wie man aus einem Labelled Branching (~b, father, τ) zur
Basis ~b = (x0, . . . , xn−1) ein Labelled Branching zu einer modizierten Basis
~b′ (d.h. einer modizierten Anordnung der Elemente in X) berechnet. Der Algo-
rithmus erlaubt insbesondere den Wechsel von ~b zu ~b′ , wenn ~b′ aus ~b durch eine
zyklische Vertauschung von k aufeinander folgenden Elementen hervorgeht:
~b′ = (i, i+1, . . . , i+k−1) ·~b.
= (x0, . . . , xi−1, xi+k−1, xi, . . . , xi+k−2, xi+k , . . . , xn−1)
Die Berechnung des Labelled Branchings (~b′, father′, τ ′) ben¤otigt dann einen Zeit-
aufwand vonO(n2). Durch maximal n derartige zyklische Vertauschungen ist jede
Umsortierung der Elemente m¤oglich, also ist mit O(n3) ein Labelled Branching
zu jeder beliebigen Anordnung~b′ berechenbar.
3.3 Eine Transversale von G/G′
Sei X eine G-Menge und ~b = (x0, . . . , xn−1) eine Basis von X der L¤ange n=
|X |. Verm¤oge
SX  Xninj, pi 7→ pi ◦~b := (pi(x0), . . . , pi(xn−1))
induziert jede Permutation eine Anordnung aufX (in Abh¤angigkeit der gew¤ahlten
Basis ~b). Nach M. Jerrum kann man die Transversale der lexikographisch mini-
malen Elemente aus jeder Linksnebenklasse von G in SX bestimmen, indem man
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genau die Permutationen pi ausw¤ahlt, welche, als Anordnung interpretiert, eine
topologische Anordnung zum vollst¤andigen Labelled Branching von G bilden:
3.3.1 Satz. (Jerrum, 1986) Sei G ≤ SX und (~b,Γ, τ) ein vollst¤andiges Labelled
Branching zu G. Ein pi ∈ SX ist genau dann lexikographisch minimal in der
Linksnebenklasse piG, wenn f¤ur xi, xj ∈ X gilt:
xi4xj =⇒ pi(xi) ≤ pi(xj) .
Beweis: Nach [Jer86]; wir zeigen die Kontrapositionen.

⇒. Falls pi keine topologische Anordnung von Γ ist, so gibt es eine Kan-
te (xi, xj) mit pi(xi) > pi(xj). Die Kantenbeschriftung σij f¤uhrt dann zu einer
kleineren Permutation in derselben Bahn: piσij und pi stimmen auf x0, . . . , xi−1
¤uberein, da σij diese Punkte x l¤asst. Und piσij (xi) = pi(xj) < pi(xi), also ist
piσij lexikographisch kleiner als pi.

⇐. Sei pi nicht minimal in der Bahn piG, etwa pig < pi. Es ist g 6= id, sei (i, j) :=
typ(g). Dann ist wieder pig(xk) = pi(xk) f¤ur alle k < i und pig(xi) = pi(xj) 6=
pi(xi). Da pig nach Annahme lexikographisch kleiner als pi ist, muss also pi(xj) <
pi(xi) sein. Andererseits gibt es in Γ einen Pfad von xi nach xj , da Γ vollst¤andiges
Labelled Branching ist. Also ist pi keine topologische Anordnung.
3.3.2 Folgerung. IstG′ ≤ G ≤ SX , und (~b,Γ, τ) ein vollst¤andiges Labelled Bran-
ching von G′, so erh¤alt man eine Transversale TΓ der Linksnebenklassen G/G′
durch
TΓ = {pi ∈ G | ∀xi, xj ∈ X : xi 4 xj ⇒ pi(xi) ≤ pi(xi)} .
Diese Aussage ist f¤ur die Kanonisierung diskreter Strukturen sehr wichtig, da wir
dort eine Transversale von G/〈S〉 durchlaufen, wobei G die operierende Gruppe,
und S eine Menge von bekannten Automorphismen der diskreten Struktur x ∈ X
ist: S ⊆ Gx (siehe Kapitel 4). Wir speichern also zu 〈S〉 das vollst¤andige La-
belled Branching Γ = Γ(X,~b, S˜) und durchlaufen G in Form eines Backtrack--
Baums entlang der Rechtstransversalen einer Untergruppenkette. Dabei schneiden
wir Teilb¤aume ab, sobald wir erkennen, dass darin keine topologischen Anordnun-
gen zu Γ enthalten sind.
M. Jerrum verweist auf D. E. Knuth’s Algorithmus aus [Knu79] zum efzienten
lexikographischen Durchlaufen aller topologischen Anordnungen zu Γ. Dieser Al-
gorithmus ist in folgender Hinsicht optimal: Ist pi eine topologische Anordnung
zu Γ, so wird die nachfolgende topologische Anordnung pi′ mit einem Aufwand
O(n − m) berechnet, falls m gleich dem ersten Index i ist, an dem sich pi(xi)
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und pi′(xi) unterscheiden. Leider besitzt Knuth’s Algorithmus auch eine starke
Voraussetzung: Es wird gefordert, dass die Basis ~b einem PREFIX-Durchlauf des
Labelled Branchings Γ entspricht, d.h. zu jedem Knoten xi ∈ X bildet die Menge
{j | xi 4 xj} ein Intervall. (Man ¤uberzeuge sich, dass dies f¤ur Branchings zu der
in [Knu79] angegebenen Bedingung (3) ¤aquivalent ist.)
Diese Voraussetzung k¤onnten wir einerseits durch einen Basiswechsel erreichen.
Es ist hierbei zu ber¤ucksichtigen, dass wir die Menge S w¤ahrend des Durchlaufs
durch G/〈S〉 dynamisch anpassen: Wir f¤ugen neu gefundene Automorphismen
als Erzeuger hinzu und modizieren das Branching Γ, sodass wir ein vollst¤andiges
Labelled Branching zur neuen Gruppe 〈S ′〉, mit 〈S〉 ≤ 〈S′〉 ≤ Gx erhalten. Dabei
muss darauf geachtet werden, dass die Basis ~b weiterhin kompatibel zum modi-
zierten Branching bleibt, d.h. es ist evtl. ein Basiswechsel nach jedem Hinzuf¤ugen
neuer Automorphismen n¤otig. Findet die Kanonisierung jedoch im Rahmen ei-
ner ordnungstreuen Erzeugung statt, so ist ein Basiswechsel nicht ohne weiteres
m¤oglich. Es ist n¤amlich nicht klar, auf welche Art die zur Erzeugung wichtigen
Lerneffekte durch den Basiswechsel beeinusst werden. (Bei der ordnungstreu-
en Erzeugung ist es wichtig, dass das kanonische Element das minimale in seiner
Bahn ist, und zwar bzgl. der lexikographischen Anordnung zu einer fest vorgege-
benen Basis.)
Weiter gibt es Argumente, eine andere als die lexikographische Reihenfolge zu
w¤ahlen: Ein Backtrack-Durchlauf durch G gem¤aß der Rechtstransversalen ei-
ner Untergruppenkette erm¤oglicht ein fr¤uhzeitiges Erkennen von nicht-optimalen
Teilb¤aumen (siehe Abschnitt 4.1, Unterabschnitt

Abschneiden von Teilb¤aumen
auf Seite 86). Dies ist jedoch nicht mit der lexikographischen Reihenfolge kompa-
tibel, sondern eher mit einem lexikographischen Durchlauf durch die Inversen der
erreichten Elemente zu vergleichen. Wir durchlaufen also G wie besprochen als
Backtrack-Baum entlang einer Rechtstransversalenkette, und geben ein effektives
Kriterium an, um Teilb¤aume abzuschneiden, welche keine topologischen Anord-
nungen enthalten.
Sei ~b = (x0, . . . , xn−1) eine Basis der L¤ange n von X (d.h. eine Anordnung der
Elemente, es gelte xi ≤ xj :⇐⇒ i ≤ j) und Γ ein Branching mit Knotenmenge
X . Wir schreiben wie bisher:
xi4xj :⇐⇒ Es gibt in Γ einen Pfad von xi nach xj .
xi 4˙xj :⇐⇒ Es gibt in Γ eine Kante von xi nach xj .
(Es ist 4 eine partielle Ordnung auf {x0, . . . , xn−1}.) Die Basis entspreche einer
topologischen Anordnung von Γ, d.h. es gelte:
xi 4 xj =⇒ i ≤ j ,
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und das Branching Γ sei durch einen Vater-Vektor (father i)i∈n implementiert:
fatheri :=
−1 falls xiWurzel von Γ istk < falls xk 4˙xi .
3.3.3 Hilfssatz. Sei pi ∈ Sn und S(i)n der punktweise Stabilisator von
x0, . . . , xi−1. Dann gibt es in der Rechtsnebenklasse S(i)n pi genau dann topolo-
gische Anordnungen zu Γ, wenn f¤ur alle j < i, und xk = pi−1(xj) gilt:
fatherk ≥ 0 =⇒ pi(xfatherk) < xj .
Beweis: In der Nebenklasse S(i)n pi bleiben die Urbilder σ−1(xj) f¤ur j < i,
σ ∈ S(i)n pi konstant. Sei j < i beliebig, und xk = pi−1(xj), dann ist f¤ur alle
σ ∈ S(i)n pi: σ(xk) = xj . Ist k′ := fatherk 6= −1, so ist entweder σ(xk′ ) = xl < xj
konstant f¤ur alle σ ∈ S(i)n pi, oder f¤ur alle σ ∈ S(i)n pi gilt: σ(xk′ ) > xj . Die f¤ur to-
pologische Anordnung notwendige Bedingung σ(xk′ ) < xj (= σ(xk)) muss also
bereits f¤ur pi erf¤ullt sein.
Wir zeigen, dass die angegebenen Bedingungen auch hinreichend f¤ur die Existenz
einer topologischen Anordnung sind: Aufgrund der Voraussetzung bildet die Ur-
bildmenge I := pi−1({x0, . . . , xi−1}) ein Ordnungsideal bzgl. der Teilordnung4,
d.h. ist xk ∈ I , xk′ 4 xk =⇒ xk′ ∈ I . Das Komplement J := X \ I = {xj |
pi(xj) ≥ xi} bildet entsprechend einen unteren Teilwald von Γ. Wir k¤onnen J to-
pologisch anordnen bzgl. dem Teilgraphen Γ↓J und erhalten so eine topologische
Anordnung auf ganz Γ. Die Umsortierung von J entspricht einer Linksmultipli-




Die folgenden ¤Uberlegungen dienen zur Formulierung eines Algorithmus zum le-
xikographischen Durchlaufen einer Transversale vonSn/G analog zu [Knu79] (je-
doch mit weniger restriktiven Anforderungen an die Basis~b), bzw. zum Abschnei-
den von Teilb¤aumen beim Backtrack-Durchlauf gem¤aß einer Linkstransversalen-
kette. Evtl. k¤onnen diese ¤Uberlegungen auch auf den Backtrack-Durchlauf gem¤aß
Rechtstransversalen ¤ubersetzt werden, um weitere Lerneffekte zur Verf¤ugung zu
stellen. Im weiteren Verlauf dieser Arbeit werden sie jedoch nicht genutzt.
Zur Vereinfachung der Argumentation erweitern wir das Branching Γ um eine
Wurzel x−1, sodass aus dem Branching ein Baum wird. Weiter sei:
J := {j ∈ n | xj ist Endknoten in Γ} ,
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zu jedem Knoten xi sei Ji die Menge der Indizes j > i von Endknoten, die nicht
unterhalb von xi liegen:
Ji := {j ∈ J | i < j, xi 64 xj},
und schließlich sei f¤ur i∈n, j∈J :
h(i, j) := max{h ≤ i | xh4xj} ,
d.h. h(i, j) bezeichne den ersten Knoten auf dem Pfad vom Endknoten xj zur¤uck
zur Wurzel x−1 mit einem Index≤ i. Entspricht ~b wie bei Knuth einem PREFIX-
Durchlauf von Γ, so gilt xh(i,j) 4 xi. Im allgemeinen Fall gilt dies jedoch nicht
zwingend.
Wir argumentieren im Folgenden auch mit Permutationen aus Sn, anstatt mit den
pi ∈ SX . Jedem α ∈ Sn sei ein piα ∈ SX zugeordnet durch:
piα(xi) := xα(i) .
Wir sagen auch, α sei eine topologische Anordnung, falls piα eine topologische
Anordnung zu Γ ist.
3.3.4 Hilfssatz. Sei pi ∈ SX eine topologische Anordnung. Gilt f ¤ur i ∈ n und
j ∈ Ji mit h := h(i, j):
pi(xh) < pi(xi) < pi(xj) ,
so gibt es eine topologische Anordnung pi′ ∈ SX mit pi <i pi′.
Beweis: Sei α ∈ Sn mit pi = piα, und es gelte α(h) < α(i) < α(j). Weiter be-
zeichne xl den direkten Nachfolger von xh auf dem Pfad von xh nach xj . Dann ist
l > i, im Teilbaum mit Wurzel xl sind also nur Knoten mit Indizes > i enthalten.
Vertauschen wir nun die Beschriftungen von xi und xj , so ist es m¤oglich, durch
Umsortieren der Bewertungen in den Teilb¤aumen mit Wurzel xi bzw. xl wieder
zu einer topologischen Anordnung β zu gelangen. Hierbei ist zu beachten, dass
f¤ur die Beschriftung des Vaters xh von xl nach Voraussetzung α(h) < α(i) gilt,
die neue Beschriftung von xl ist also weiterhin > α(h). Durch die Umsortierung
wurden nur Indizes ≥ i ge¤andert, insbesondere ist β(i) = α(j) > α(i). Es gilt
also α <i β, und somit ist pi′ := piβ topologische Anordnung mit pi <i pi′.
3.3.5 Hilfssatz. Sind pi, pi′ ∈ SX topologische Anordnungen mit pi <i pi′, so gibt
es ein j ∈ Ji, sodass mit h := h(i, j) gilt:
pi(xh) < pi(xi) < pi(xj) .
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Beweis: Es sei α mit pi = piα und β mit pi′ = piβ und σ := α−1β. (d.h. β(i) =
α(σ(i))). Wir zeigen, dass f¤ur ein j ∈ Ji mit h := h(i, j) gilt: α(h) < α(i) <
α(j).
Sei c := (i, σ(i), . . .) der Zykel in σ, welcher den Index i enth¤alt. Da α<i β gilt,
ist i der kleinste im Zykel vorkommende Index, und es gilt α(σ(i)) > α(i). Da
β(σ−1(i)) = α(i) < β(i) ist, und β eine topologische Anordnung ist, gilt xi 6≺
xσ−1(i). Der Zykel c durchl¤auft also insbesondere auch Punkte, die mit xi bzgl.
4 unvergleichbar sind (kein direkter Pfad im Branching). Sei k der letzte Index in
der Kette σ−1(i), σ−2(i), . . . , σ−r(i) = k von solchen mit xi unvergleichbaren
Indizes, d.h. xi 64 xk , aber xi 4 xσ−1(k). Es gilt α(k) = β(σ−1(k)) ≥ β(i) >
α(i). Im Zykel c gibt es also zwischen k, σ(k), . . . , i ein l mit α(l) > α(i) und
α(σ(l)) ≤ α(i). Mit β(l) = α(σ(l)) haben wir einen Index l mit
β(l) ≤ α(i) < α(l) und xi 64 xl .
Sei xj ein Endknoten unterhalb von xl, so ist j ∈ Ji. Sei weiter h := h(i, j). Da
h < i ist, gilt α(h) = β(h), und weiter α(h) = β(h) < β(l) ≤ α(i). Andererseits
ist α(i) < α(l) ≤ α(j), insgesamt haben wir also gezeigt: Es gibt ein j ∈ Ji mit
α(h) < α(i) < α(j).
Im Weiteren soll der Weg zu einem Algorithmus zum lexikographischen Durchlau-
fen einer Transversale von Sn/G aufgezeigt werden. Der erste Schritt in Knuth’s
Algorithmus ist die Bestimmung eines maximalenm ∈ n, sodass es eine topologi-
sche Anordnungβ gibt mit α <m β. Dieser Teil wird modiziert, und β kann dann
analog zu [Knu79] bestimmt werden. F¤ur den Fall i >= m m¤ussen wir das Krite-
rium α(h) < α(i) < α(j) aus Hilfssatz 3.3.4 nicht f¤ur die ganze Menge Ji testen,
wir k¤onnen die Mengen Ji vielmehr aufgrund folgender Aussage reduzieren:
3.3.6 Hilfssatz. F¤ur i ∈ n sei J ′i ⊆ Ji eine Teilmenge, sodass es f¤ur jedes j ∈ J i
ein j′ ∈ J ′i gibt mit:
h(j′, j) ≤ j′ und ( h(i, j′) = h(i, j) oder xh(i,j′)≺xi ) .
Es sei m der Index, sodass f¤ur die zu α lexikographisch n¤achstgr¤oßere topologi-
sche Anordnung β gilt: α <m β. Dann gibt es bereits ein j ′ ∈ J ′m, sodass mit
h′ := h(m, j′) gilt:
α(h′) < α(m) < α(j′) .
Beweis: Nach dem vorangehenden Hilfssatz gibt es ein j ∈ Jm mit α(h) <
α(m) < α(j). Ist j ∈ J ′, so ist nichts zu zeigen. Ansonsten gibt es nach Vorausset-
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Algorithmus 3.1 calc m(α)
Vorberechnete Daten aus (~b,Γ):
j0, . . . , jn, Indizes
J , die Intervalle [J [ji] . . . J [ji+1]) bezeichnen die Knoten aus J ′i
H , die Intervalle [H [ji] . . . H [ji+1]) bezeichnen die Werte h(i, j) zu j ∈ J ′i
Eingabe:
α ∈ Sn, eine topologische Anordnung von Γ.
Ausgabe:
m: Index, f¤ur lex. n¤achstgr¤oßere topologische Anordnung β gilt: α <m β.
1 begin
2 for m = n− 1, . . . , 0 do
3 for j = jm+1 − 1, . . . , jm do




zung ein j′ ∈ J ′m mit h(j′, j) ≤ j′ sowie h(m, j′) = h(m, j) oder xh(m,j′) ≺ xi.
Da weiter j′ > m ist, ist die Bedingung α(h(j ′, j)) < α(j′) < α(j) nicht erf¤ullt
(Hilfssatz 3.3.4), d.h. entweder α(j ′) < α(h(j′, j)), oder α(j′) > α(j). Die
erste Alternative scheidet aus, da nach Voraussetzung h(j ′, j) ≤ j′ ist. Also ist
α(j′) > α(j) > α(m). Aus beiden Alternativen f¤ur die zweite Eigenschaft von j ′
folgt α(h′) < α(m).






−1 falls xh(i,j) 6≺ ximin{k>h(i, j) | xk4xi} sonst.
d.h. k(i, j) bezeichne den ersten Knoten auf dem Pfad von
xh(i,j) nach unten in Richtung zum Knoten xi, falls xi echt unterhalb von xh(i,j)
liegt. Ansonsten ist k(i, j) = −1.
3.3.7 Hilfssatz. F¤ur alle j, j′ ∈ J , i < k(j, j′) gilt:
h(i, j) = h(i, j′) .
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Beweis: Ist l < i, so gilt xl 4 xj ⇔ xl 4 xh(j,j′) ⇔ xl 4 xj′ nach der Denition
von h(j, j′).
Mit J ′i = {j0, . . . , jr−1}, j0 < · · · < jr−1 k¤onnen wir also die Endknoten mit
k(jl−1, jl) ≤ i streichen:
J ′i := {jl ∈ J ′i | l = 0 oder i ≥ k(jl−1, jl)} .
Es gibt sicher noch weitere M¤oglichkeiten, um aus den Mengen Ji Elemente zu
streichen. Im Fall, dass ~b einem PREFIX-Durchlauf durch Γ entspricht, kann man
sogar als J ′i den ersten Endknoten j > imit xi 6< xi w¤ahlen, da f¤ur alle j ∈ Ji gilt:
xh(i,j) 4 xi. Man erh¤alt so genau den von D.E. Knuth vorgestellten Algorithmus.
In diesem Sinne ist der hier vorgestellte Algorithmus also eine Verallgemeinerung.




Wir verallgemeinern in diesem Kapitel die bekannten Algorithmen zur Kanonisie-
rung und Konstruktion von Graphen auf weitere Klassen diskreter Strukturen (d.h.
endlicheG-Mengen). Da die Menge G(n) aller Graphen mit n Knoten mittels Ad-
jazenzmatrix in die G-Menge 2(n2)einbettbar ist, ist eine Verallgemeinerung auf
G-Mengen der Form W (nk) naheliegend,G ≤ SW o Sn o Sk, W endliche Menge,
k ∈ n. Insbesondere sind orientierte Matroide vom Rang k ¤uber n durch Chiro-
tope codierbar, d.h. als Elemente von 3(nk). Ebenfalls in diese Klasse diskreter
Strukturen passt die Menge 2n = 2(n1) aller Teilmengen von n.
Es stellt sich heraus, dass der Algorithmus zur Kanonisierung von Graphen nach
B. D. McKay [McK81] via iterierter Verfeinerung auch als iterierte Anwendung
des Homomorphieprinzips gesehen werden kann. In der Tat wird dabei eine Folge
von immer feiner werdendenHi-Homomorphismen fi : X → Yi mit Denitions-
bereich X und G-Mengen Yi als Wertebereiche betrachtet, Hi ≤ G. W¤ahrend der
Kanonisierung einer diskreten Struktur x erh¤alt man so eine Kette von Untergrup-
pen von G oberhalb des Stabilisators Gx:
G ≥ Gf0(x) ≥ Gf1(x) ≥ · · · ≥ Gx ,
entlang der ein kanonisches Element xc mittels Homomorphieprinzip bestimmt
wird. Die Hi-Homomorphismen werden dabei aus einem einzigen G-Homomor-
phismus Φ : G×L(G)→ Y X gewonnen, welcher jedem Paar (g,H) eine Abbil-
dung von X nach Y zuordnet, Y eine G-Menge.
Beim originalen Algorithmus f¤ur Graphen sind alle Wertemengen Yi von der Form
Wni , Wi Menge, und so sind die Stabilisatoren Gfi(x) Young-Untergruppen der
Sn, lassen sich also durch eine Mengenpartition von n eindeutig beschreiben. Dies
erkl¤art, wieso der Algorithmus f¤ur Graphen urspr¤unglich ohne explizites Erw¤ahnen
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der G-Homomorphismen formuliert werden konnte: Es wurde mit den Mengen-
partitionen von n argumentiert. F¤ur allgemeine diskrete Strukturen braucht man
sich aber nicht auf Wertebereiche der Form W ni zu beschr¤anken, und die Un-
tergruppenkette kann beliebige Stabilisator-Gruppen (d.h. nicht nur Young-Unter-
gruppen) enthalten. Durch geeignete Wahl der Homomorphismen kann man so
eine feinere Kette von Zwischengruppen zwischenG und dem Stabilisator Gx be-
stimmen. Die Formulierung eines Kanonisierungsalgorithmus mittels Gruppenho-
momorphismen ist also allgemeiner, als die sonst h¤aug verfolgte Strategie, diskre-
te Strukturen zun¤achst in Graphen umzuwandeln und die kanonische Form darauf
zu berechnen.
Wir zeigen weiter den ebenso engen Zusammenhang zwischen dem Homomor-
phieprinzip und McKay’s Ansatz aus [McK98] zur Konstruktion diskreter Struk-
turen auf. Hier ist insbesondere eine Analogie zu dem in Bayreuth von B. Schmalz
entwickelten Leiterspiel [Sch93] hervorzuheben. B. D. McKay vermutete diesen
Zusammenhang bereits in [McK98]:

There are complicated relationships between
these methods, but to a large extent they have not been explored. F¤ur das bereits
l¤anger bekannte Leiterspiel ergibt sich aus den ¤Uberlegungen McKay’s heraus die
neue M¤oglichkeit, mehrstuge Konstruktionen diskreter Strukturen als Backtrack-
Algorithmus in Tiefensuche zu formulieren.
4.1 Kanonisierung
Eine der wichtigsten Aufgabenstellungen im Rahmen der Konstruktion von dis-
kreten Strukturen ist die Bestimmung von kanonischen Repr¤asentanten sowie die
damit eng verwandte Berechnung der Automorphismengruppe.Da wir h¤aug bzgl.
einer eingeschr¤ankten Gruppenoperation kanonisieren, denieren wir:
4.1.1 Denition. Ein System kanonischer Transversalen auf der G-Menge X sei
eine Abbildung
Can : L(G)→ 2X ,
sodass f¤ur alle H ≤ G gilt:
1. Can(H) ist H-Transversale von X ,
2. H1 ≤ H2 =⇒ Can(H1) ⊇ Can(H2) .
Wir bezeichnen Can(H) als die H-kanonische Transversale bzgl. Can, und die
x ∈ Can(H) heißen H-kanonische Repr¤asentanten bzgl. Can. Die G-kanonische
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Transversale nennen wir auch kurz die kanonische sowie die G-kanonischen Re-
pr¤asentanten kanonisch.
Bei der Bestimmung eines kanonischen Repr¤asentanten zu x kann gleichzeitig der
StabilisatorGx mitberechnet werden. Wir legen deshalb f¤ur Implementationen von
Kanonisierern folgende Schnittstelle fest:
4.1.2. Interface: Sei X eine G-Menge und Can ein System kanonischer Trans-
versalen. Ein Algorithmus
(g, E′)← can(E, x)
heißt Kanonisierer auf der G-Menge X bzgl. Can, falls die Schnittstelle folgende
Ein- und Ausgabe hat:
Eingabe:
E ist Erzeugendensystem einer UntergruppeH ≤ G,
x ∈ X ist eine diskrete Struktur,
Ausgabe:
g ist H-kanonisierendes Element, d.h. es gilt: gx ∈ Can(H), und
E′ ist ein Erzeugendensystem des Stabilisators Hx.
Ein Kanonisierer ist also eine Abbildung der folgenden Form:
can : L(G) ×X → G×L(G) .
Benutzt man beispielsweise das System kanonischer Transversalen, welches als
H-kanonische Repr¤asentanten die Minima der H-Bahnen w¤ahlt (bzgl. einer vor-
gegebenen Totalordnung≤ auf X),
Canmin(H) := {x ∈ X | ∀h ∈ H : x ≤ hx} ,
so kann man mittels Bahnenalgorithmus alle |H||Hx| Elemente der Bahn durchlaufen,
und das Minimum bestimmen. Eine Kanonisierung bzgl. Canmin bezeichnen wir
als Minimierung, Canmin heißt auch das System der minimalen Transversalen.
Bekanntlich kann man aus einem G-Homomorphismus f : X → Y und gege-
benen Systemen kanonischer Transversalen CanX bzw. CanY auf X bzw. Y mit
Kanonisierern canX und canY einen efzienteren Kanonisierer canf auf X for-
mulieren.
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4.1.3 Satz. (Homomorphieprinzip: Kanonisierung, Schmalz ’93)
Seien X,Y G-Mengen und CanX , CanY Systeme kanonischer Transversalen auf
X bzw. Y . Dann ist Canf mit
Canf (H) := {x ∈ X | f(x) ∈ CanY (H) ∧ x ∈ CanX(Hf(x))}
ein System kanonischer Transversalen aufX . Sind weiter canX und canY Kanoni-
sierer zu CanX bzw. CanY , so ist der folgende Algorithmus canf ein Kanonisierer
zu Canf :
1 proc canf (E, x)
2 begin
3 (g, E1) := canY (E, f(x));







Unter der Voraussetzung, dass H > Hf(x) > Hx ist, kann man davon ausgehen,
dass die Kanonisierung mit canf (E, x) geringeren Aufwand ben¤otigt als die direk-
te Kanonisierung mit canX(E, x): Im Fall, dass canX und canY mittels Bahnen-
algorithmus implementiert sind, wird bei canf (E, x) die H-Bahn von f(x) sowie
die Hf(gx)-Bahn von gx durchlaufen, also |H||Hf(x)| +
|Hf(x) |
|Hx| Elemente, im Gegen-




|Hx| Elementen bei der direkten Kanonisierung
mit canX (E, x). In diesem Sinne spricht man auch von einer Logarithmierung des
Aufwands.
In ¤ahnlicher Weise ist auch f¤ur direkte Produkte von G-Mengen ein System kano-
nischer Transversalen gegeben:
4.1.4 Folgerung. Seien X,Y G-Mengen und CanX und CanY Systeme kanoni-
scher Transversalen auf X bzw. Y . Dann ist auf der G-Menge X × Y ein System
kanonischer Transversalen CanX×Y induziert mit
CanX×Y (H) := {(x, y) ∈ X × Y | x ∈ CanX(H) ∧ y ∈ CanY (Hx)} .
Sind canX und canY Kanonisierer zu CanX bzw. CanY , so ist der folgende Algo-
rithmus canX×Y ein Kanonisierer zu CanX×Y :
1 proc canX×Y (E, (x, y))
2 begin
3 (g, E1) := canX(E, x);








Sind dabei canX und canY per Bahnenalgorithmus implementiert, so sind zur Be-
rechnung des H-kanonischen Repr¤asentanten |H||Hx| +
|Hx|
|H(x,y) | Elemente zu durch-
laufen, es ndet also wieder eine Logarithmierung im Vergleich zur direkten Im-
plementierung des Bahnenalgorithmus auf X × Y statt (durchl¤auft |H||H(x,y) | Ele-
mente).
Iterativ erh¤alt man ein System kanonischer Transversalen auf dem n-fachen direk-
ten Produkt von G-Mengen:
4.1.5 Folgerung. Seien Xi G-Mengen und CanXi Systeme kanonischer Trans-
versalen auf Xi, i ∈ n. Dann ist auf der G-Menge 
i∈n






Xi(H) := {(xi)i∈n ∈ 
i∈n




Ist canXi ein Kanonisierer zu CanXi , i ∈ n, so ist der folgende Algorithmus
can 
i∈n
Xi ein Kanonisierer zu Can 
i∈n
Xi :




3 g := id;
4 for i = 0 to n− 1 do
5 (h,E) := canXi(E, gxi);
6 E := Eh; g := hg;
7 od;




Ist nun eine Folge f0, f1, . . . , fn−1 von G-Homomorphismen mit Denitionsbe-
reich X gegeben, fi : X → Yi, so ist 
i∈n
Yi eine G-Menge, und Folgendes ist ein
G-Homomorphismus:
f¯ : X → 
i∈n
Yi, x 7→ (f0(x), . . . , fn−1(x)) .
Wir erhalten ein System kanonischer Transversalen Can(fi)i∈n :=Canf¯ nach 4.1.3
und 4.1.5 aus den Systemen kanonischer Transversalen CanX und CanYi ,i ∈ n:
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4.1.6 Folgerung. Seien X,Yi, i ∈ n G-Mengen und CanX , CanYi , i ∈ n, ent-
sprechende Systeme kanonischer Transversalen sowie fi : X → Yi G-Homo-
morphismen. Dann ist auf der G-Menge X ein System kanonischer Transversalen
Can(fi)i∈n induziert mit
Can(fi)i∈n(H) := {x ∈ X | (fi(x))i∈n ∈ Can 
i∈n
Yi ∧ x ∈ CanX(H(fi(x))i∈n)} .
Sind canX , canYi ,i ∈ nKanonisierer zu den Systemen kanonischer Transversalen,
so ist der folgende Algorithmus can(fi)i∈n ein Kanonisierer zu Can(fi)i∈n :
1 proc can(fi)i∈n(E, x)
2 begin
3 g := id;
4 for i = 0 to n− 1 do
5 (h,E) := canYi(E, fi(gx));
6 E := Eh; g := hg;
7 od;
8 (h,E) := canX(E, x);
9 E := Eh; g := hg;




Die Kanonisierung wird dabei in n+ 1 Schritte unterteilt, bei g¤unstiger Verteilung
der Indizes in der Untergruppenkette
G ≥ Gf0(x) ≥ G(f0(x),f1(x)) ≥ · · · ≥ G(fi(x))i∈n ≥ Gx ,
erh¤alt man eine starke Aufwandsreduktion.
Anstatt direkt mit dem Bahnenalgorithmus auf X zu minimieren, kanonisieren
wir zun¤achst Bilder unter G-Homomorphismen in einfacheren G-Mengen Yi, um
den Stabilisator m¤oglichst klein zu bekommen. Erst im letzten Schritt fallen wir
dann auf eine Kanonisierung auf X zur¤uck, wobei nur noch f¤ur eine Untergruppe
von H kanonisiert wird. Aber auch diese letzte Kanonisierung auf X kann weiter
aufgeteilt werden, indem wir f¤ur ein G′ ≤ G einen G′-Kanonisierer Can auf X
benutzen, d.h. genauer: einen davon induzierten G-Kanonisierer. Der verwendete
G′-Kanonisierer kann auf weitere G′-Homomorphismen zur Efzienzsteigerung
zur¤uckgreifen. Wir beschreiben das als Heben eines G′-Kanonisierers zu einem
G-Kanonisierer:
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4.1.7 Bemerkung. Sei G′ ≤G, X G-Menge und Can :L(G′)→ 2X ein System
kanonischer Transversalen auf X als G′-Menge. Weiter sei X totalgeordnet mit-
tels

≤. Dann wird auf X als G-Menge ein System kanonischer Transversalen
Can↑G: L(G) → 2X induziert, wenn wir f¤ur H ≤ G mit H ′ := H ∩ G′ als H--
kanonische Repr¤asentanten (bzgl. Can↑G) genau die minimalen H ′-kanonischen
Repr¤asentanten (bzgl. Can) der H-Bahn w¤ahlen:
Can↑G (H) := {x ∈ X | x ∈ Can(H ′) ∧ ∀h ∈ H,hx ∈ Can(H ′) : x ≤ hx}.
Sei weiter can ein Kanonisierer zu Can. Ein H ≤ G sei stets durch ein Erzeu-
gendensystem E gegeben derart, dass wir aus E sowohl ein Erzeugendensystem
E′ von H ′ := H ∩ G′ als auch eine Rechtstransversale T von H ′\H ablesen
k¤onnen (z.B. ein starkes Erzeugendensystem, falls G ≥ G′ ≥ · · · Teil einer Sta-
bilisatorkette ist). Dann ist der folgende Algorithmus can↑G ein Kanonisierer zu
Can↑G:
1 proc can↑G (E, x)
2 begin
3 E′:= (Erzeugendensystem von H ′);
4 T := (Transversale von H ′\H);
5 g := NIL;
6 foreach t ∈ T do
7 (h,Eh) := can(E′, tx);
8 if g = NIL ∨ hx < gx then
9 g := h; Eg := Eh;
10 
11 od;
12 return (g, Eg)
13 end.
Eine H-Kanonisierung wird also in |H||H′| H
′
-Kanonisierungen unterteilt.
Kanonisierung entlang einer Untergruppenkette
Ist G mit einer Untergruppenkette G = G(0) ≥ · · · ≥ G(r) = id gegeben, so
erh¤alt man iterativ ein System kanonischer Transversalen:
(· · · (Canid↑G(r−1))↑G(r−2) · · · )↑G(0) ,






Abbildung 4.1: Der Backtrack-Baum zum Kanonisieren
wobei Canid das triviale System kanonischer Transversalen zur Gruppe G(r) =
{id} ist, d.h.
Canid : L({id})→ 2X , {id} 7→ X .
Offensichtlich ist Canid↑G(r−1) · · ·↑G(0)= Canmin, d.h. es wird das Minimum
aus jeder Bahn als kanonisch ausgew¤ahlt. Der Kanonisierer can id↑G(r−1) · · ·↑G(0)
durchl¤auft zur Minimierung eines x innerhalb der Bahn Hx einen Backtrack--
Baum entlang von Rechtstransversalen T (i) der Untergruppenkette H = H (0) ≥
· · · ≥ H(r) = {id} mit H(i) := H ∩ G(i), i ≤ r. Wir beschriften im Baum je-
den Knoten auf Ebene imit einem Repr¤asentanten der entsprechendenH (i)-Bahn:
Die Wurzel sei mit der Identit¤at beschriftet. Ist T (i) eine Rechtstransversale von
H(i+1)\H(i), so hat ein Knoten mit Beschriftung gi auf Ebene i f¤ur jedes Trans-
versalenelement t ∈ T (i) genau eine ausgehende Kante, die zu einem Sohn auf
Ebene i + 1 mit der Beschriftung gi+1 := tgi f¤uhrt (siehe Abbildung 4.1). Der
Kanonisierer bestimmt dann das Minimum der grx zu allen Knotenbeschriftungen
der untersten Ebene.
Auf jeder Ebene i des Backtrack-Baums kann man nun zus¤atzlich G(i)-Homo-
morphismen fi,0, . . . , fi,ji−1 : X → Y , ji ∈ N, i ∈ r, heranziehen. Wir f¤uhren
folgende Notation ein: Es seien I und I¯ die Mengen von Index-Paaren:
I := {(i, j) | i < r, j < ji}, und
I¯ := {(i, j) | i ≤ r, j ≤ ji} .
Mit der lexikographischen Anordnung auf N2 setzen wir f¤ur (i, j) ∈ I¯ :
I(i,j) := {(i′, j′) ∈ I | (i′, j′) < (i, j)},
k(i,j) := |I(i,j)| .
Zu (i, j) ∈ I¯ betrachte nun die G(i)-Homomorphismen:













Abbildung 4.2: Der reduzierte Backtrack-Baum
(Es gilt f¯i,ji = f¯i+1,0; die Abbildungen werden jedoch bzgl. unterschiedlicher
Gruppenoperationen interpretiert.) Es sei weiter H (i) := H ∩G(i). F¤ur ein festes
x ∈ X erhalten wir die Folge der H (i)-Stabilisatoren zu den G(i)-Homomorphis-




Dies ergibt folgende Untergruppenkette in H :
H = H(0,0)x ≥ H(0,1)x ≥ · · · ≥ H(0,j0)x ≥ H(1,0)x ≥ H(1,1)x ≥ · · ·
· · · ≥ H(r−1,jr−1)x ≥ H(r,0)x = {id} .
Weiter bezeichnen wir f¤ur H ≤ G, (i, j) ∈ I¯ ein x ∈ X als (H, i, j)-semikano-
nisch, falls es (H, i′, j′)-semikanonisch f¤ur jedes (i′, j′) ∈ I¯ mit (i′, j′) < (i, j)
ist , und falls zus¤atzlich gilt: f¯i,j(x) ∈ CanY k(i,j) (H(i)).
Wir betrachten nun folgendes wichtige System kanonischer Transversalen:
4.1.8 Satz. Seien X,Y G-Mengen, G = G(0) ≥ · · · ≥ G(r) = {id} ei-
ne Untergruppenkette, CanY ein System kanonischer Transversalen auf Y , und
fi,j : X → Y G(i)-Homomorphismen. Das System kanonischer Transversalen
((· · · (Canid↑G(r−1))f¯r−1,jr−1 · · · )↑
G(0))f¯0,j0
hat als H-kanonische Repr¤asentanten genau die minimalen (H, r, 0)-semikanoni-
schen x aus jeder H-Bahn.
Mit 4.1.6 und 4.1.7 erhalten wir dazu einen Kanonisierer anhand eines Backtrack-
Baums. Dabei wird auf jeder Ebene des Baums zun¤achst ji mal gem¤aß Homomor-
phieprinzip das Bild unter einem G(i)-Homomorphismus kanonisiert.
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Der Backtrack-Baum ¤andert sich im Vergleich zu obiger Version wie folgt: Die
Wurzel sei weiterhin mit der Identit¤at beschriftet. F¤ur die Beschriftung gi eines
Knotens auf Ebene i gelte: gix ist (H, i, 0)-kanonisch. Es wird mittels 4.1.6 ein
h ∈ H(i,0)gix bestimmt, derart dass hgix (H, i, ji)-kanonisch ist. F¤ur jedes Element
t einer Transversale von H (i+1,0)hgix \H
(i,ji)
hgix
f¤uhrt nun eine Kante zu einen Knoten
auf Ebene i + 1 mit Beschriftung gi+1 := thgi. Dabei ist gi+1 (H, i + 1, 0)-
semikanonisch. Siehe auch Abbildung 4.2.
Auf diese Weise erreicht man auf Ebene r im Baum genau die (Hr, 0)-semi-
kanonischen Elemente grx. Das Minimum davon ist der gesuchte kanonische
Repr¤asentant und die entsprechende Knotenbeschriftung ist kanonisierendes Ele-
ment.
Iterierte Verfeinerung
Wir haben skizziert, wie man bei gegebenen G(i)-Homomorphismen fi,j , j ∈
ji,i ∈ r, efzient kanonisiert, und weiter unten wird sich herausstellen, dass die bei
der Graph-Kanonisierung verwendete iterierte Verfeinerung implizit solche fi,j
verwendet. Wir beschreiben, wie die fi,j aus einemG-Homomorphismus Φ : G×
L(G)→ Y X gewonnen werden.
Der Untergruppenverband L(G) ist eine G-Menge verm¤oge Konjugation, also
auch G×L(G) mit
g(h,H) := (gh, gHg−1) .
Die Menge Y X f¤ur G-MengenX,Y ist ebenfalls G-Menge verm¤oge:
g ? f := gf(g−1x) .
4.1.9 Denition. Seien X,Y G-Mengen. Ein Verfeinerer zu Y X ist ein G-Homo-
morphismus Φ : G×L(G)→ Y X , sodass f¤ur alle (g,H) ∈ G×L(G) gilt:
H ≤ GΦ(g,H)
4.1.10 Bemerkung. Seien X,Y G-Mengen und Φ : G × L(G) → Y X ein Ver-
feinerer. Sei weiter (g,H) ∈ G×L(G). Es gelten folgende Aussagen:
1. Φ(g,H) : X → Y ist H-Homomorphismus.
2. F¤ur alle h ∈ H gilt: Φ(hg,H) = Φ(g,H).
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Beweis:
1. Sei h ∈ H und x ∈ X beliebig. Nach Denition ist h im Stabilisator von
f := Φ(g,H), d.h. f(x) = (h?f)(x) = hf(h−1x), es folgt h−1f(x) = f(h−1x),
und damit die H-Homomorphie von f = Φ(g,H).
2. Es ist Φ(hg,H) = Φ(hg, hHh−1) = Φ(h(g,H)) und wegen derG-Homomor-
phie von Φ ist letzteres gleich h ? Φ(g,H). Da h nach Denition im Stabilisator
von Φ(g,H) liegt, folgt die Behauptung.
Sei Z eine weitere G-Menge, und auf ZX operiere G verm¤oge

? wie oben.
Mittels eines Kanonisierers auf Z und eines Verfeinerers zu Y X ordnen wir mit
H ≤ G jedem f ∈ ZX ein fH ∈ Y X zu:
4.1.11 Denition. Seien X,Y, Z G-Mengen, Can ein System kanonischer Trans-
versalen auf Z samt Kanonisierer can : L(G) × Z → G × L(G), und Φ :
G × L(G) → Y X ein Verfeinerer. Wir denieren zu f ∈ ZX und H ≤ G ei-
ne Abbildung fH ∈ Y X , indem wir f¤ur x ∈ X setzen:




Die Wahl des kanonisierenden Elements hf(x) beeinusst nicht die Abbildung
fH : Ist h′f(x) = hf(x)h mit h ∈ Hf(x), so ist n¤amlich nach vorangehender Be-
merkung Φ((hf(x)h)−1, Hf(x)) = Φ(h−1f(x), Hf(x)). Die Denition ist also un-
abh¤angig vom gew¤ahlten Kanonisierer can zu Can.
4.1.12 Lemma. Seien X,Y, Z G-Mengen, Can ein System kanonischer Transver-
salen auf Z und Φ : G × L(G) → Y X ein Verfeinerer. Ist f ∈ ZX ein G--
Homomorphismus, so ist auch fG ∈ Y X ein G-Homomorphismus.
Beweis: Sei g ∈ G und gf(x), gf(gx) kanonisierende Elemente zu f(x) bzw.




∃h ∈ Gf(x) : gf(gx) = gf(x)hg−1.
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gΦ(g−1f(x), Gf(x))(x) = gfG(x).
Sei G = G(0) ≥ · · · ≥ G(r) = {id}, CanY ein System kanonischer Transversalen
auf Y samt Kanonisierer canY und Φ : G×L(G)→ Y X ein Verfeinerer. Auf Y k
seien Kanonisierer zu CanY k gem¤aß 4.1.6 induziert. Wir konstruieren nun eine
Folge von G(i)-Homomorphismen fi,j . Dabei betrachten wir wie oben die Menge
der Index-Paare:
I := {(i, j) | i ∈ r, j ∈ ji} ,
wobei die ji, i ∈ r, w¤ahrend der Konstruktion induktiv bestimmt werden. Die Be-
zeichnungen I¯ , I(i,j), k(i,j) und f¯i,j seien wie auf Seite 76 eingef¤uhrt. Wir setzen
rekursiv:
f0,0 := Φ(id, G), und f¤ur (i, j) ∈ N2 : fi,j := (f¯i,j)G(i)4.1.13
Die ji, i ∈ r sind bestimmt durch:
ji := min{j ≥ 1 | fi,j = fi,j−1}.
4.1.14 Bemerkung.
1. Die Indexmenge I ist endlich, d.h. f¤ur jedes i ∈ r gibt es ein ji mit fi,ji =
fi,ji−1.
2. F¤ur jedes (i, j) ∈ I ist fi,j ein G(i)-Homomorphismus.
Beweis:






, . . . ist monoton fallend, da f¯i,j(x) stets ein Teiltupel





. Da f¯i,ji,x−1(x) im Tupel f¯i,ji,x(x) enthalten ist, haben beide Werte
neben gleichem Stabilisator auch gleiches kanonisierendes Element, und damit ist
nach Konstruktion fi,ji,x−1(x) = fi,ji,x(x). Die Gleichheit gilt auch f¤ur jedes
weitere j ≥ ji,x. Da X endlich ist, ist auch ji := max{ji,x | x ∈ X} ∈ N, und es
gilt fi,ji−1 = fi,ji .
2. f0,0 ist G(0)-Homorphismus nach Bemerkung 4.1.10. Sind alle fi′,j′ , (i′, j′) <
(i, j) (insbesondere)G(i)-Homomorphismen, so ist auch das Produkt f¯i,j einG(i)-
Homomorphismus, und nach Lemma 4.1.12 auch fi,j = (f¯i,j)G(i) .
Beispiel: Graphen
Wir erl¤autern die Konstruktion der fi,j aus dem Verfeinerer anhand der origina-
len Situation der Kanonisierung von Graphen mit n Punkten. Sei dazu W (n) die





F¤ur ~a ∈ W (n) bezeichne |~a| die L¤ange des Wortes. Wir ben¤otigen die G-Menge
der geordneten Mengenpartitionen von n.




mit gp := (gp0, . . . , gpl−1), f¤ur p = (p0, . . . , pl−1) ∈ OPar(n) .
Wir schreiben:
p(a) = i :⇐⇒ a ∈ pi .
Sortieren wir zu (g,H) ∈ G×L(G) die Bahnen in H\n derart, dass
Ha ≤ Ha˜⇔ min(g−1(Ha)) ≤ min(g−1(Ha˜)) ,
so erhalten wir eine geordnete Mengenpartition (Hg(0), . . .) ∈ OPar(n). Die
Abbildung
orb : G×L(G)→ OPar(n), (g,H) 7→ (Hg(0), . . .)
ist ein G-Homomorphismus, es gilt n¤amlich
orb(hg, hHh−1) = (hHg(0), . . .) = h(Hg(0), . . .) = horb(g,H) .
Wir betrachten nun die folgenden induziertenG-Mengen X und Y :
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• X := G(n) ⊆ 2(n2), die Menge der Graphen mit n Punkten. Es ist (a1, a2)
genau dann eine Kante im Graphen Γ, wenn Γ(a1, a2) = 1. Die Gruppenope-
ration ist gegeben durch:
gΓ(a1, a2) := Γ(g
−1a1, g−1a2) .
• Y := Deg(n) := W (N)n, die Menge aller Abbildungen, die einem Knoten
ein endliches Tupel von Zahlen zuordnen. Zu y ∈ W (N)n, a ∈ n, g ∈ G sei:
(gy)(a) := y(g−1a) .
Wir betrachten in Y X = Deg(n)G(n) speziell die Abbildungen degp, p ∈
OPar(n), welche einem Graphen die verfeinerte Knotengradfolge zur Partition
p zuordnen, d.h. zu Γ ∈ G(n), a ∈ n, sei degp(Γ)(a) das Wort der L¤ange l := |p|,
dessen i-te Komponente, i ∈ l, die Anzahl der Nachbarn von a im i-ten Block von
p angibt:
(degp(Γ)(a))i := |{a˜ ∈ p−1(i) | Γ(a, a˜) = 1}| .
4.1.15 Satz. Die Abbildung
deg : OPar(n)→ Deg(n)G(n), p 7→ degp
ist ein G-Homomorphismus, d.h. deggp = g ? degp.
Beweis: Die Behauptung ist genau dann erf¤ullt, wenn f¤ur beliebiges Γ∈G(n) gilt:
deggp(Γ) = g degp(g
−1Γ), d.h. wenn f¤ur a ∈ n gilt:
deggp(Γ)(a) = degp(g
−1Γ)(g−1a) .
Wir zeigen ¤aquivalent, dass die i-ten Komponenten, i < |p|, f¤ur folgende W¤orter
gleich sind:
deggp(gΓ)(ga)i = degp(Γ)(a)i .
Die linke Seite ist nach Denition gleich
|{a˜ ∈ (gp)−1(i) | (gΓ)(ga, a˜) = 1}| .
Da a˜ ∈ (gp)−1(i) ⇐⇒ g−1a˜ ∈ p−1(i), und (gΓ)(ga, ga˜) = Γ(a, a˜), ist dies
gleich
|{a˜ ∈ p−1(i) | (Γ)(a, a˜) = 1}| ,
also dem Wert der rechten Seite.
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Der Verfeinerer Φ ist schließlich wie folgt gegeben:
4.1.16 Satz. Folgende Abbildung ist ein Verfeinerer f ¤ur die Menge G(n) aller Gra-
phen mit n Punkten:
Φ : G×L(G) → Y X , (g,H) 7→ degorb(g,H) .
Beweis: Das Φ ist G-Homomorphismus, da Komposition von G-Homomorphis-
men: Φ = deg ◦orb. Ist p := orb(g,H) und h ∈ H , so gilt hp = p, also
h ? Φ = h ? degorb(g,H) = deghorb(g,H) = degorb(g,H) = Φ .
Zur Veranschaulichung betrachten wir ein explizites Beispiel.








Knoten. Wir f¤uhren den hier besprochenen Al-
gorithmus zur Kanonisierung ¤uber G := Sn
gem¤aß iterierten Verfeinerung vor und zeigen
den Zusammenhang zur klassischen Version
auf. Es ist f0,0 := degorb(id,Sn) = deg die ¤ubliche Knotengradfunktion, welche
einem Graphen seine Knotengradfolge zuordnet. Es ist:
y0,0 := f0,0(Γ) =
 0 1 2 3 4 5 6↓ ↓ ↓ ↓ ↓ ↓ ↓
2 1 3 2 3 2 1

Wir kanonisieren (d.h. hier: sortieren) y0 und wir erhalten mit (gc, Hc) :=
can(G, y0,0) ein kanonisierendes Element sowie den Stabilisator zu y0,0:
gc = (0 2 5 4 6 1)(3) ,
Hc = S{0,3,5} × S{1,6} × S{2,4} .
Wir erhalten einen (G, 0, 1)-semikanonischen Graphen g0Γ sowie alle (G, 0, 1)--
semikanonischen Graphen in G(0)x als H(0,0)g0Γ -Bahn, mit




:= Hgcc = S{0,1} × S{2,3,4} × S{5,6} .
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¤Ublicherweise wird die Knotenmenge in die Urbildbereiche unter deg(Γ) =
f0,0(Γ) partitioniert, und die Bl¤ocke der Partition werden gem¤aß der Bilder un-
ter deg(Γ) angeordnet:
p0 := ({1, 6}, {0, 3, 5}, {2, 4}) .
Man kann sich leicht ¤uberzeugen, dass
g0,0p0 = orb(id, H(0,0)g0,0Γ) = ({0, 1}, {2, 3, 4}, {5, 6})
gilt. Es sei angemerkt, dass die Speicherung der geordneten Partition p0 im Fall
von Graphen ¤aquivalent zu dem Paar (g0,0, H(0,0)g0,0Γ) ∈ G × L(G) ist, da hier der
Stabilisator H(0,0)g0,0Γ stets eine Young-Untergruppe ist. Dies ist aber in allgemeine-
ren Situationen nicht mehr der Fall.
Es ist weiter:
f0,1(g00Γ) := Φ(id, H
(0,0)
g0,0Γ
)(g00Γ) = deg({0 1},{2 3 4},{5 6})(g00Γ) .
(Da g0,0Γ bereits (H, 0, 1)-semikanonisch ist, ist die Identit¤at ein kanonisierendes
Element.)
y0,1 := f0,1(g0,0Γ) = 0 1 2 3 4 5 6↓ ↓ ↓ ↓ ↓ ↓ ↓
(0 0 1) (0 1 0) (0 0 2) (0 0 2) (1 0 1) (1 2 0) (0 3 0)

Mit (gc, Hc) = can(H(0,0)g0Γ , y0,1) erhalten wir
gc = (5 6)
Hc = S{2,3}
sowie




:= Hgcc = S{2,3}
Im originalen Algorithmus f¤ur Graphen wird die Partition p0 verfeinert. Dies ge-
schieht, indem man jeden Block anhand der Nachbarschaftsbeziehungen in Γ zu
den ¤ubrigen Bl¤ocken aus p0 aufteilt.
p1 := ({1}, {6}, {0, 3}, {5}, {4}, {2})
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Es gilt jedoch: g0,1p1 = orb(id, H(0,1)g0,1x).
Der n¤achste Schritt:




y0,2 := f0,2(g0,1Γ) = 0 1 2 3 4 5 6↓ ↓ ↓ ↓ ↓ ↓ ↓
(000001) (000100) (000011) (000011) (010010) (002100) (102000)

Es stellt sich w¤ahrend der Kanonisierung (gc, Gc) = can(H(0,1)g0,1Γ, y0,2) heraus,
dass Gc = H(0,1)g0,1Γ ist (und demnach gc = id), d.h. ein weiterer Schritt bringt
keine ¤Anderungen. Es wird im Backtrack-Baum die n¤achste Ebene besucht. Da der
Zusammenhang zu Graph-Kanonisierern bereits hinreichend aufgezeigt ist, sparen
wir uns den weiteren Verlauf des Algorithmus.
Der Fall X = W (n
k)
Wie bei Graphen l¤asst sich eine verallgemeinerte Gradfunktion auch f¤ur diskrete
Strukturen der Form W (nk) angeben:
• Es sei X ⊆W (nk) die Menge der zu kanonisierenden diskreten Strukturen.
• Wir setzen:
Y := Degk(n) := W (N)(nk−1) .
Wir betrachten in Y X speziell die Abbildungen degp, p ∈ OPar(n), welche einem
x ∈ X die verallgemeinerte Gradfolge zur Partition p zuordnen. Zu ~a ∈ nk−1,
a ∈ n und i ∈ k sei
~a←
i
a := (a0, . . . , a, . . .
↑
i-te Stelle
, ak−1) ∈ nk .
Damit sei f¤ur f ∈ W (nk) der verallgemeinerte Grad degp(f)(~a) eines ~a ∈ nk−1
deniert als ein Wort der L¤ange |p| · |W |, auf deren Komponenten durch Paare
(i, w), i ∈ |p|, w ∈ W , zugegriffen wird. Dabei sei die (i, w)-te Komponente
(degp(f)(~a))(i,w) := |{(a˜, j) ∈ p−1(i)× k | f(~a←
j
a˜) = w}| .
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Man kann f¤ur G ≤ Sn analog zu Satz 4.1.15 zeigen, dass dies ein G-Homomor-
phismus ist. Entsprechend erhalten wir einen Verfeinerer
Φ : G×L(G) → Y X , (g,H) 7→ degorb(g,H) .
Eine noch offene Frage ist, wie die hier erarbeitete Theorie mit der Arbeit von Frau
Wang [Wan] in Zusammenhang steht.
Abschneiden von Teilba¨umen:
Lexikographische Anordnung, Iterative Deepening, Automorphismen
Wir f¤uhren kurz weitere Strategien vor, um aus dem Backtrack-Baum Teile abzu-
schneiden. Diese sind gr¤oßtenteils bereits von Graph-Kanonisierern bekannt, bis
auf die in Abschnitt 3.3 besprochene Ausnutzung einer Linkstransversale der Au-
tomorphismengruppegem¤aß den Ideen von M. Jerrum. Ob das Prinzip des Iterative
Deepening bei Graphkanonisierern bisher benutzt wurde, ist mir nicht bekannt.
Operiert G ≤ Sn auf X ⊆ W (nk), und ist G = G(0) ≥ · · · ≥ G(n) = {id}
die Stabilisatorkette, so kann man bekanntlich, bei geeigneter lexikographischer
Anordnung auf X , von dem durchlaufenen Backtrack-Baum Teile abschneiden.
Dabei seien die Komponenten eines nk-Tupels derart angeordnet, dass die k--
Tupel ¤uber n revers lexikographisch durchlaufen werden (zur Denition von re-
vers lexikographisch, siehe Seite 104). Im Fall von Matrizen x ∈ W (n2) werden
so zun¤achst die oberen i× i-Teilmatrizen verglichen, bevor die Eintr¤age der i+ 1-
ten Zeilen/Spalten ber¤ucksichtigt werden.
Wir f¤uhren f¤ur x1, x2 ∈ W (nk) folgende Schreibweise ein:
x1 ∼i x2 :⇐⇒ ∀~a ∈ ik : x1(~a) = x2(~a) ,
x1 <i x2 :⇐⇒ x1 ∼i x2 ∧

x1, x2 unterscheiden sich erstmalig
an einem Tupel a ∈ (i+ 1)k mit
x1(~a) < x2(~a) ,
x1 ≤i x2 :⇐⇒ x1 = x2 oder x1 <i′ x2 mit i ≤ i′ < n .
Damit gilt: x1 ≤ x2 ⇐⇒ x1 ≤0 x2 .
Weiter schreiben wir f¤ur zwei G(i)-Bahnen:
G(i)x1 ≤ G(i)x2 :⇐⇒ ∀g1, g2 ∈ G(i) : g1x1 ≤ g2x2 .
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Gilt f¤ur zwei Knoten des Backtrack-Baums auf Ebene i ≥ 1 mit Beschriftun-
gen gi und g˜i die Ungleichung gix <i′ g˜ix mit i′ < i, so folgt f¤ur die ent-
sprechenden G(i)-Bahnen: G(i)gix < G(i)g˜ix, und der Teilbaum unterhalb g˜i
kann ¤ubersprungen werden. Wir k¤onnen also auf jeder Ebene zun¤achst die opti-
malen G(i)-Bahnen G(i)gix bestimmen und so auf Ebene i + 1 nur die Knoten
ber¤ucksichtigen, deren Vater gi zu einer optimalen G(i)-Bahn G(i)gix geh¤ort.
Obwohl diese Idee schon lange bekannt ist, wird sie in bisherigen Algorithmen
zur Graph-Kanonisierung oft nur zum Teil ausgenutzt, da man im Backtrack--
Algorithmus die optimalen Knoten auf Ebene i nicht rechtzeitig bestimmen kann.
Eine Breitensuche w¤are in dieser Hinsicht geeigneter, jedoch ist dies aufgrund der
Gr¤oße der zu durchforstenden B¤aume unpraktikabel. Als L¤osung bietet sich an,
den Baum iterativ mehrmals zu durchlaufen, und in jedem Durchlauf eine Ebe-
ne weiter vorzudringen. In Durchlauf i werden also nur die Knoten bis zur Ebe-
ne i besucht und das Optimum der erreichten gix bzgl. <i−1 bestimmt. So kann
man bei den darauffolgenden Durchl¤aufen alle auf Ebene i nicht optimalen Knoten
¤uberspringen.
Dieses als Iterative Deepening bekannte Vorgehen ben¤otigt erstaunlicherweise
kaum mehr theoretischen Aufwand als eine Breitensuche. (F¤ur B¤aume mit einer
festen Anzahl k an S¤ohnen f¤ur jedes Nicht-Blatt geht der Aufwand f¤ur große
Baumtiefen gegen das kk−1 -fache des Aufwands einer Breitensuche, siehe [Nil03,
Seiten 135f].)
Ist weiter 〈S〉 ≤ Gx eine Gruppe von bekannten Automorphismen von x (S wird
w¤ahrend des Algorithmus dynamisch erg¤anzt, sodass am Ende 〈S〉 = Gx gilt), so
reicht es, wenn im Backtrack-Durchlauf eine Transversale vonG/〈S〉 durchlaufen
wird, da f¤ur s ∈ 〈S〉 gilt: gsx = gx. Wir haben in Abschnitt 3.3 gesehen, dass
durch das vollst¤andige Labelled Branching Γ := Γ(X,~b, S˜) zu 〈S〉 die Transver-
sale Tmin von G/S genau durch die topologischen Anordnungen zu Γ bestimmt
ist. Hilfssatz 3.3.3 on page 63 gibt ein notwendiges Kriterium daf¤ur, ob die Suche
im Teilbaum unterhalb von gi zu Transversalenelementen f¤uhrt.
Wir speichern w¤ahrend des Algorithmus neu gefundene Automorphismen in S
ab: Ist gopt der bisher optimale Kandidat, und gilt auf Ebene i: goptx ∼i−1 gi,
mit a := g−1opt gi ∈ G(xi,...,xn−1), so ist a ∈ Gx, und wir f¤ugen a zu S als weiteren
Erzeuger hinzu (per sift(); das Γ wird modiziert zu einem vollst¤andigen Labelled
Branching zu 〈S′〉). Man kann direkt auf Ebene i′−1 zur¤uckspringen, mit (i′, j) =
typ(a) (Lerneffekt), denn der Teilbaum, der g enth¤alt, ist isomorph zu den bereits
durchlaufenen Teilbaum mit gopt.
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Implementierung des Algorithmus
Der Algorithmus ist auf den Seiten 90  91 als Pseudocode formuliert.
Dabei ist zun¤achst zu beachten, dass eine Stabilisatorkette als Untergruppenket-
te von G ≤ Sn vorausgesetzt wird, und Erzeugendensysteme von Untergruppen
H ≤ G als entsprechende Rechtstransversalenketten implementiert sind. In den
Funktionen canonize() und rene() erscheinen Variablen E als Erzeugendensyste-
me, dahinter verbirgt sich aber stets eine Kette (T0, . . . , Tn−1) von Transversalen.
In der Funktion canstep(), welche den eigentlichen Backtrack-Baum implemen-
tiert, werden diese Transversalenketten explizit ben¤otigt.
Die Startfunktion canonize() implementiert das Prinzip des Iterative Deepening
(siehe Seite 87). Als Eingabe erh¤alt die Funktion eine diskrete Struktur x ∈ X so-
wie ein Erzeugendensystem E (eine Rechtstransversalenkette!) der operierenden
Gruppe. Optional kann eine Gruppe von Automorphismen S angegeben werden,
und zwar als vollst¤andiges Labelled Branching (bzgl. der Linkstransversalen!).
Ansonsten sei S := {id} vorinitialisiert. W¤ahrend des Durchlaufs der for-Schleife
in den Zeilen 35 wird mit der Variablen g stets ein bis zur Ebene i−1 optima-
ler Kandidat an die Unterfunktion canstep() ¤ubergeben, samt aktueller Abbruch--
Ebene i. Als R¤uckgabe wird g mit einem optimalen Kandidaten bis zur Ebene i
¤uberschrieben. Weiter enth¤alt S nun zus¤atzlich von canstep() gefundene Automor-
phismen, sodass in den nachfolgenden Backtrack-L¤aufen diese Information bereits
von Anfang an zur Verf¤ugung steht. Die Funktion gibt schließlich nach Erreichen
der Ebene n ein kanonisierendes Element g ∈ G zur¤uck, samt einem vollst¤andigen
Labelled Branching S der AutomorphismengruppeGx.
Die Funktion canstep() implementiert den eigentlichen Backtrack-Baum. Dazu
erh¤alt er neben der BenutzereingabeE, x und S auch die Informationen des Itera-
tive Deepening, und zwar die Ebene r0, auf welcher der Baum abgeschnitten wer-
den soll, sowie den bisherigen optimalen Kandidaten gopt (optimal bis zur Ebene
r0 − 1). Der Baum wird wie auf Seite 78 besprochen durchlaufen: Die Wurzel
wird in den Zeilen 2  3 behandelt, die restlichen Knoten des Backtrack-Baums
innerhalb der for-Schleife. In den Zeilen 6  7 wird die Knotenbeschriftung be-
rechnet, d.h. auf Ebene i wird ein Repr¤asentant aus einer H (i,0)gix -Bahn gew¤ahlt.
Nach einer Reihe von Tests zum Abschneiden in den Zeilen 8  19 wird in Zeile
21 (bzw. Zeile 2 f¤ur die Wurzel) bzgl. der G(i)-Homomorphismen fi,j , j ∈ ji,
kanonisiert, und gi wird modiziert, sodass gi Repr¤asentant einerH(i,ji)gix -Bahn ist,
mit kanonischen (fi,j)(i,j)-Bildern. Des weiteren wird in Ei := (Ti,i, . . . , Ti,n−1)
eine Transversalenkette f¤ur H (i,ji)gix gespeichert. Dabei ist Ti,i genau eine Trans-
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versale von H(i+1,0)gix \H(i,ji)gix , wir k¤onnen also alle S¤ohne von gi auf der n¤achsten
Ebene durchlaufen (Zeilen 22 bzw. 3).
In den Zeilen 8  19 werden Teile des Baums abgeschnitten: Zeilen 8  10 set-
zen Hilfssatz 3.3.3 um, d.h. hier wird der Baum auf eine Transversale von G/S
zurechtgestutzt. In Zeile 12 werden Teile abgeschnitten, die aufgrund vorheriger
L¤aufe des Iterated Deepening bereits als nicht optimal erkannt sind. In Zeilen 13 
17 werden schließlich neue Automorphismen erkannt und gegebenenfalls zu S
hinzugef¤ugt. Wie auf Seite 87 besprochen, kann man in diesem Fall sogar auf eine
h¤ohere Ebene zur¤uckspringen. Zeile 18 h¤alt den optimalen Kandidaten gopt aktu-
ell, und Zeile 19 schneidet den Backtrack-Algorithmus auf der durch das Iterated
Deepening vorgegebenen Ebene ab.
Die Funktion rene() implementiert schließlich die iterative Verfeinerung. Im j--
ten Schleifendurchlauf, j ≥ 0, wird fi,j(gx) = Φ(id, H(i,j)gx )(gx) kanonisiert
(Zeile 4). Aus der gewonnenen Information wird in Zeile 6 g derart modiziert,
dass es (H, i, j + 1)-kanonisch ist, und E wird zu einem Erzeugendensystem von
H
(i,j+1)
gx . Somit sind die Voraussetzungen f¤ur den n¤achsten Schleifendurchlauf
gew¤ahrt. Die Schleife bricht ab, sobald H (i,j)gx = H(i,j+1)gx ist. Dann gilt j = ji,




W¤ahrend der Prozedur muss die Gruppe von Automorphismen S stets per Basis-
wechsel angepasst werden, sodass der Kanonisierer canY diese Information zur
Kanonisierung von gx nutzen kann. Da der Basiswechsel selbst auch einen nicht-
trivialen Aufwand ben¤otigt, kann man auf diese Information u.U auch verzichten,
falls die Kanonisierung in canY schnell geht (etwa Sortieren bei Y = W n).
Der Verfeinerer Φ : G × L(G) → Y X sowie ein Kanonisierer auf Y sind zur
Implementierung in geeigneter Weise zur Verf¤ugung zu stellen.
Variationen des Algorithmus
Es gibt weitere Strategien zur Beschleunigung der Kanonisierung, auf die hier
nicht n¤aher eingegangen wurde. So kann man beispielsweise durch wiederhol-
ten Basiswechsel im Backtrack-Durchlauf daf¤ur sorgen, dass stets zun¤achst eine
kleinste Transversale behandelt wird. Weiter kann man auf die aufw¤andige iterier-
te Verfeinerung verzichten, sobald die Bahnen klein genug sind. Solche Strategien
sollten nat¤urlich auch hier umgesetzt werden.
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Algorithmus 4.2 canstep(E, x, r0, gopt, S)
Eingabe:
E = 〈T0, T1 . . . , Tn−1〉, Rechtstransversalen der Stabilisatorkette von G
x ∈ X , eine diskrete Struktur
r0, durchlaufe Backtrack-Baum nur bis zur Ebene r0 (einschließlich)
gopt, es ist goptx optimal bis zur Ebene r0 − 1
S ≤ Gx, Gruppe von Automorphismen, als vollst. Lab. Branching
Ausgabe:
g ∈ G, sodass gx optimal bis zur Ebene r0 ist
Zu S werden evtl. Automorphismen hinzugef¤ugt.
1 begin
2 (g, 〈T0,0, T0,1 . . . , T0,n−1〉) := refine(〈T0, . . . , Tn−1〉, id, x, S);
3 T ′0 = T0,0; //Die Transversale f¤ur die erste Ebene.
4 for (Durchlaufe Backtrack-Baum zu 〈T ′0, . . . , T ′n−1〉 ohne Wurzel) do
5 // Die Transversalen T ′i werden w¤ahrend des Durchlaufs bestimmt.
6 i := (Ebene im Baum); j := (Index der eingehenden Kante);
7 gi := T
′
i−1[j] · gi−1;
8 // Teilbaum abschneiden nach Hilfssatz 3.3.3:
9 k := g−1i (i− 1);
10 if S.fatherk ≥ 0 ∧ gi(S.fatherk) ≥ i then continue on level i; 
11 // Abschneiden nicht-optimaler bzw. isomorpher Teilb¤aume:
12 if gix >i−1 goptx then continue on level i; 
13 if gix ∼i−1 goptx ∧ i = r0 ∧ ∀i ≤ j < n : gi(j) = gopt(j) then
14 S.sift(g−1opt gi); S.complete(); // neuer Automorphismus
15 j := max{j′ ≤ i | g−1opt gi ∈ Gj′}
16 continue on level j;
17 
18 if gix <i−1 goptx then gopt = gi 
19 if i = r0 then continue on level i;  // Letzte Ebene
20 // kanonisiere bzgl. (fi,j)j∈ji , Transversale f¤ur n¤achste Ebene:
21 (gi, 〈Ti,i, . . . , Ti,n−1〉) := refine(〈Ti−1,i, . . . , Ti−1,n−1〉, gi, x, S);
22 T ′i = Ti,i;
23 continue on level i+ 1;
24 od
25 return (gopt, S);
26 end
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Algorithmus 4.1 canonize(E, x, S)
Eingabe:
E = 〈T0, T1 . . . , Tn−1〉, Rechtstransversalen der Stabilisatorkette von G
x ∈ X , eine diskrete Struktur
S ≤ Gx, Gruppe von Automorphismen, als vollst. Lab. Branching (optional)
Ausgabe:
g ∈ G, kanonisierendes Element, d.h. gx ∈ Can(G)
Gx, die volle Automorphismengruppe, als vollst. Lab. Branching
1 begin
2 g := id
3 for i = 1 to n do
4 (g, S) := canstep(E, x, i, g, S);
5 od
6 return (g, S);
7 end
Algorithmus 4.3 rene(E, g, x, S)  iterierte Verfeinerung
Voraussetzung:
Φ : G×L(G)→ Y X , ein Verfeinerer. (Es sei Φ(g, E) := Φ(g, 〈E〉 ).)
canY (), ein Kanonisierer auf Y .
Eingabe:
E = 〈Ti, . . . , Tn−1〉, Rechtstransversalen der Stabilisatorkette von H
g ∈ G, Knotenbeschriftung
x ∈ X , eine diskrete Struktur; wir kanonisieren in Hgx.
S ≤ Gx, Gruppe von Automorphismen, als vollst. Lab. Branching
Ausgabe:
g′, sodass g′x semikanonisch ist in Hgx bzgl. Φ.
E′, Rechtstransversalen der GruppeH ′, sodassH ′g′x Menge der semikanoni-
schen Elemente ist.
1 begin
2 S = Sg; //Basiswechsel
3 repeat
4 (g′, E′) := canY (E,Φ(id, E)(gx), S);
5 if E = E′ then return (g, E); 
6 g := g′g; E := E′g
′
; S := Sg
′
; // Basiswechsel f¤ur E und S
7 forever;
8 end
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An dieser Stelle noch eine Bemerkung zu dem verwandten Problem der Berech-
nung des StabilisatorsGx: In diesem Fall kann man im Backtrack-Baum noch wei-
tere Zweige abschneiden. N¤amlich jedesmal dann, wenn auf Ebene i am Knoten
gi gilt: gix <i−1 x (zus¤atzlich zu den bereits besprochenen Fall, dass gix >i−1 x
ist; der Kandidat gopt bleibt dadurch stets die Identit¤at). Aufgrund dieses Argu-
mentes ist die Bestimmung der Automorphismengruppe weniger aufw¤andig als
die Kanonisierung. Es bleibt zu testen, ob es sich f¤ur die Kanonisierung generell
lohnt, zun¤achst in einem Backtrack-Durchlauf Gx zu bestimmen, und anschlie-
ßend mit bereits bekannter Automorphismengruppe zu kanonisieren. Die Kanoni-
sierung selbst w¤urde efzienter, da nur noch eine Transversale von G/Gx durch-
laufen wird. Es ist jedoch fraglich, ob der Geschwindigkeitsgewinn den Mehrauf-
wand kompensiert.
4.2 Konstruktion
Ist X G-Menge und Can ein System kanonischer Transversalen, so kann man
die Transversale Can(G) bestimmen, indem man f¤ur alle x ∈ X einen Kanoni-
zit¤atstest durchf¤uhrt und genau die kanonischen Elemente speichert. Eine Strate-
gie zur Efzienzsteigerung ist dann, die Anzahl der x zu reduzieren, f¤ur welche
der Kanonizit¤atstest durchgef¤uhrt werden muss.
Ist beispielsweise X von der Form W (nk) und (bzgl. einer Anordnung der ~a ∈
nk) lexikographisch angeordnet, so bietet die ordnungstreue Erzeugung nach Fa-
radzhev [Far78a] und Read [Rea78] f¤ur den Fall Can = Canmin Lerneffekte an.
(Bzgl. der Schreibweise zur lexikographischen Ordnung, siehe Seite 110.) Wurde
erkannt, dass ein x ∈ X nicht minimal in seiner Bahn ist, etwa gx <~a x f¤ur ein
g ∈ G, so sind alle weiteren x′, f¤ur die sowohl x ∼~a+ x′ als auch gx ∼~a+ gx′ gilt,
ebenfalls nicht minimal in ihrer Bahn, denn es folgt gx′ <~a x′. Dabei bezeichne
~a+ den Nachfolger von ~a bzgl. der gegebenen Anordnung von nk. Werden die
x ∈ X in lexikographischer Reihenfolge durchlaufen, so kann man also alle x′
mit x ∼~a+l x
′ ¤uberspringen, mit
~al := max({~a} ∪ {g−1~a′ | ~a′ ≤ ~a ∧ xg−1~a′ ist nicht maximal}).
Damit kann man zwar die Anzahl der Kanonizit¤atstests stark reduzieren, jedoch ist









Abbildung 4.3: Der Abw¤artsschritt des Leiterspiels
wesentlich aufw¤andiger als eine Kanonisierung nach den Strategien des vorange-
henden Abschnitts. Konstruktion mittels Leiterspiel nach Schmalz [Sch93, Lau93]
ist nicht auf Canmin beschr¤ankt, und die Anzahl der zu kanonisierenden Elemen-
te wird mittels Homomorphieprinzip reduziert. Erfahrungen bei anderen diskreten
Strukturen wie Graphen ([McK98]) und Designs ([K ¤OTZ, Kas]) belegen , dass
diese Strategie der ordnungstreuen Erzeugung weit ¤uberlegen ist. Wir skizzieren
kurz die zwei im Leiterspiel betrachteten Situationen:
4.2.1 Satz. (Homomorphieprinzip: Abw¤artsschritt, Laue ’82)
Seien X,Y G-Mengen, CanX ein System kanonischer Transversalen auf X , C
eine Transversale auf Y , und f : X → Y ein G-Homomorphismus. Dann ist die
folgende Menge B eine Transversale auf X:
B := {x ∈ X | f(x) = c ∈ C ∧ x ∈ CanX(Gc)}.
Zur Veranschaulichung des Satzes siehe auch Abbildung 4.3. Man kannB berech-
nen, wenn man f¤ur alle c ∈ C die Stabilisatoren kennt, und einen Kanonisierer
auf X zur Verf¤ugung hat. Dabei sind nur die Elemente aus f−1(C) zu kanoni-
sieren, und es wird nur bzgl. der Stabilisatoren Gc, c ∈ C kanonisiert. Bei den
Kanonizit¤atstests erh¤alt man gleichzeitig die Stabilisatoren Gb der b ∈ B.
Auch die umgekehrte Richtung ist von Interesse (vgl. Abbildung 4.4): Ist ein f :
X → Y surjektiv, und ist auf X eine Transversale B samt Stabilisatoren Gb,
b ∈ B bekannt, so k¤onnen wir eine Transversale C auf Y aus den Bildern f(b),
b ∈ B bestimmen. Das einzige Problem dabei ist, eine unabh¤angige Teilmenge
des Erzeugendensystems f(B) ⊆ Y auszuw¤ahlen.
B. Schmalz ben¤otigt f¤ur eine algorithmische L¤osung dieses Problems die gesam-
te Transversale B im Speicher. Zu einem f(b), b ∈ B, wird dann das Urbild
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f−1(f(b)) durchlaufen, und alle Elemente aus B ∩ f−1(f(b)) werden markiert.
(Die Speicherung dieser Transversalen ist zur Zeit beispielsweise der begrenzen-
de Faktor bei der Konstruktion linearer Codes.) Nach McKay [McK98] kann man
dies vermeiden: Dazu wird eine weitere Abbildung f˜ : Y → X ben¤otigt mit:
1. f˜ ist eine Rechtsinverse zu f :
f ◦ f˜(y) = y .
2. Es gilt:
f˜(gy) ∈ Ggygf˜(y) .
(D.h. die induzierte Abbildung Y → 2X , y 7→ Gyf˜(y) ist ein G-Homomor-
phismus.)
Es gilt n¤amlich:
4.2.2 Satz. (Homomorphieprinzip: Aufw¤artsschritt, Schmalz ’93, McKay ’98)
Seien X,Y G-Mengen, B eine Transversale auf X , f : X → Y ein G-Epimor-
phismus und f˜ : Y → X eine Rechtsinverse zu f mit (*) f˜(gy) ∈ Ggygf˜(y).
Dann ist wie folgt eine Transversale auf Y deniert:
C := {f(b) | b ∈ B ∧ f˜(f(b)) ∈ Gf(b)b}.
Ist B = CanX(G) die Transversale zu einem System kanonischer Transver-
salen CanX auf X , so ist insbesondere b ∈ Can(Gf(b)) und die Bedingung
f˜(f(b)) ∈ Gf(b)b wird durch Gf(b)-Kanonisierung von f˜(f(b)) ¤uberpr¤uft (oder
bei geeignet gew¤ahlten f˜ noch einfacher, siehe unten). Da der Zusammenhang zu
[McK98] keineswegs offensichtlich ist, geben wir einen Beweis dieses Satzes an.
Anschließend zeigen wir den Zusammenhang zu der von McKay beschriebenen
Situation aufgezeigt.
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Beweis: Die Menge C ist ein Erzeugendensystem: Da B Transversale ist, gibt es
zu jedem y ∈ Y ein b ∈ B, g ∈ G mit gf˜(y) = b. Mit derG-Homomorphie von f
und der Eigenschaft f ◦ f˜ = id folgt f(b) = f(gf˜(y)) = gy. Mit (*) folgt weiter:
f˜(f(b)) = f˜(gy) ∈ Ggygf˜(y) = Gf(b)b. Also ist c := f(b) ∈ C mit gy = c.
Die Menge C ist unabh¤angig: Sind c, c′ ∈ C mit c′ = gc, g ∈ G, so sind wegen
(*) f˜(c′) und f˜(c) abh¤angig. Sind b, b′ ∈ B mit f(b) = c und f(b′) = c′, so sind
nach Denition von C einerseits b und f˜(c) abh¤angig, und andererseits auch b′
und f˜(c′) abh¤angig, insgesamt also b und b′. Da B unabh¤angige Menge ist, folgt
b = b′ und damit c = c′.
Wir erl¤autern im Folgenden den von B. D. McKay in [McK98] bereits vermuteten,
aber bisher nicht ausgearbeiteten Zusammenhang zwischen dem Leiterspiel und
seiner eigenen Methode:
McKay betrachtet in besagtem Artikel graduierteG-MengenX , d.h. jedes x ∈ X
habe eine auf den Bahnen invariante Ordnungszahl (einen Grad) o(x) ∈ N. Wir
setzen Xn := o−1(n) f¤ur n ∈ N.
Als Beispiel stelle man sich als X die Menge aller Graphen mit ≤ N Knoten
vor, und o(x) sei die Anzahl der Knoten eines Graphen x ∈ X . Um eine Grup-
penoperation von G ≤ SN zu erhalten, betrachten wir formal eine Menge X¯ von
Graphen mit N Punkten samt Knotenbeschriftung, indem wir jedem x ∈ X einen
entsprechenden Graphen ι(x) zuordnen, mit N − o(x) zus¤atzlichen, paarweise
verschieden markierten Punkten vom Knotengrad 0. Wir setzen X¯ := SN · ι(X).
Dann ist X¯ eine SN -Menge, und ι : X → X¯ induziert offensichtlich eine Bijek-
tion zwischen den SN -Bahnen in X¯ und der Vereinigung der Sn-Bahnen in Xn,
n ∈ N : SN\ X¯ 
⋃
n≤N Sn\Xn .
Weiter werden zu der graduiertenG-MengeX zwei weitere graduierteG-Mengen,
die der oberen Objekte Xˆ und die der unteren Objekte Xˇ sowie G-Homomor-
phismen fˆ : Xˆ → X , fˇ : Xˇ → X vorausgesetzt. Die G-Homomorphismen
seien Grad-erhaltend: o(fˆ(xˆ)) = o(xˆ), o(fˇ(xˇ)) = o(xˇ). Die Urbilder zu einem
x ∈ X seien mit U(x) := fˆ−1(x), den oberen Objekten oberhalb von x, so-
wie L(x) := fˇ−1(x), den unteren Objekten unterhalb von x bezeichnet. Dabei
erw¤ahnt McKay in [McK98] nicht die G-Homomorphismen, sondern deniert die
Mengen U(x) und L(x) direkt. Die hier wiedergegebene Situation folgt aber di-
rekt aus den dort gestellten Forderungen der paarweisen Disjunktheit der U(x),
x ∈ X , der Eigenschaft, dass die Vereinigung aller U(x) ganz Xˆ ergeben soll,
und der Bedingung C2 in erw¤ahntem Artikel: U(gx) = gU(x), sowie analogen
Forderungen f¤ur L(x).
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Es gebe eine Relation R ⊆ Xˇ × Xˆ zwischen unteren und oberen Objekten. F¤ur
diese Relation werden eine Reihe von Eigenschaften gefordert, auf diese allge-
meine Situation gehen wir hier jedoch nicht n¤aher ein. Ein wichtiger Spezialfall ist
gegeben, falls R durch einen G-Isomorphismus ϕ : Xˇ → Xˆ speziziert ist, mit
o(ϕ(xˇ)) < o(xˇ). Wir setzen der Einfachheit halber noch spezieller voraus, dass
o(ϕ(xˇ)) = o(xˇ)− 1 gilt.
Wir identizieren dann die Mengen Xˆ und Xˇ, d.h. die beiden G-Homomorphis-
men fˆ und fˇ haben den gleichen Denitionsbereich Xˇ, wobei fˆ : Xˇ → X jetzt
nicht mehr Grad-erhaltend ist, es gilt o(fˆ(xˇ) = o(xˇ)− 1. Betrachten wir an dieser
Stelle die auf Xˇn eingeschr¤ankten G-Homomorphismen fˆn : Xˇn → Xn−1 und
fˇn : Xˇn → Xn (f¤ur 1 ≤ n ≤ N ), so erkennt man die Situation des Leiterspiels
wieder: Mittels Abw¤artsschritt kann man aus einer Transversale von Xn−1 eine
Transversale von Xˇn konstruieren, und mittels Aufw¤artsschritt weiter eine Trans-
versale inXn. Die f¤ur den Aufw¤artsschritt zus¤atzlich n¤otige Rechtsinverse f˜ von fˇ
mit Bedingung (*) aus Satz 4.2.2 wurde in [McK98] mit m : X → Xˇ bezeichnet.
McKay unterteilt weiterX in die Mengen der irreduziblen und reduziblen Objekte
X irr := {x ∈ X | fˇ−1(x) = ∅} ,
X red := X \X irr .
Offensichtlich gilt X0 ⊆ X irr. (F¤ur x ∈ X0, xˇ ∈ fˇ−1(x) w¤are sonst o(xˇ) = 0,
und somit o(fˆ(xˇ)) = −1 6∈ N.) In den meisten F¤allen wird auch die Gleichheit
gelten. Die Abbildung
p : X red → X, x 7→ fˆ ◦ f˜(x)
bildet Objekte x ∈ X red der Ordnung n = o(x) auf Objekte der Ordnung n−1 ab.
Die Bilder zweier abh¤angiger Objekte x, gx ∈ X red sind dabei wieder abh¤angig.
(Die induzierte Abbildung X → 2X , x 7→ Gxp(x) ist ein G-Homomorphismus.)
Somit induziert p eine wohldenierte Abbildung p¯ auf den Bahnen G\X . Fasst
man p¯ als Vater-Vorschrift auf, so erh¤alt man demnach eine Wald-Struktur auf
G\X mit den Wurzeln G\X irr. Man kann also alle Transversalen mittels eines
Backtrack-Algorithmus (Tiefensuche) entlang diesem Wald konstruieren. Dabei
wird iterativ jeweils zu einem x ∈ X eine Transversale des Urbilds p−1(x) be-
stimmen, was genau einem Doppelschritt des Leiterspiels entspricht.
Wir geben f¤ur solch einen Doppelschritt, einer Kombination eines Abw¤arts- und
eines Aufw¤artsschrittes, den Algorithmus 4.4 an. Der Kern davon entspricht im
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Wesentlichen dem in [McK98] vorgestellten Algorithmus scan(). In der hier an-
gegebenen Form wird aus einer Transversale von Bn−1 eine Transversale von
Bnauf einmal berechnet, d.h. dies entspricht einer Breitensuche. Es stellt jedoch
kein Problem dar, diesen Algorithmus zu einer Tiefensuche umzuformulieren.
Anwendung.
Es sei n ∈ N. F¤ur i ≤ n sei Xi := W (ik), Cani sei ein System kanonischer
Transversalen auf Xi, und cani ein zugeh¤origer Kanonisierer. Wir sind an einer
Transversale von Xn interessiert. Sei dazu X :=
⋃
i≤nXi. Die x ∈ X k¤onnen als
gerichtete Hypergraphen mit Kantenbeschriftungen aus W interpretiert werden.
Um eine gemeinsame Gruppenoperation Sn auf X zu bekommen, seien die Hy-
pergraphen x ∈ Xi auf n Punkten deniert, jedoch n − i Punkte seien an keiner
Hyperkante beteiligt, und haben paarweise disjunkte Markierungen. Die markier-
ten Knoten heißen uneigentliche Knoten von x im Gegensatz zu den i eigentlichen
Knoten.
Zu 1 ≤ i ≤ n sei Xˇi ⊆ Xi × n, wobei mit (x,m) ∈ Xˇi durch m ein eigentlicher
Knoten markiert sei. Das Xˇ :=
⋃
i≤n Xˇi ist G Menge auf offensichtliche Weise.
F¤ur (x,m) ∈ Xˇi sei fˆ((x,m)) ∈ Xi−1 derjenige Graph, der durch Entfernen des
markierten Knotens m entsteht, w¤ahrend bei fˇ((x,m)) := x ∈ Xi lediglich die
Markierung selbst entfernt wird. Ist x ∈ Xi, und gx das kanonisierende Element zu
x, so sei in f˜(x) := (x, g−1x (0)). Offensichtlich sind fˆ und fˇ G-Homomorphismen
und fˇ ◦ f˜ = id. Ist x′ = gx, x, x′ ∈ X , so gilt f¤ur die kanonisierenden Elemente
gx, ggx ∈ G: g−1gx ∈ Ggxgg−1x , d.h. es gibt ein h ∈ Ggx mit g−1gx = hgg−1x .
Damit ist f˜(gx) = (gx, g−1gx (0)) = (gx, hgg−1x (0)). Da h ∈ Ggx ist, ist dies
gleich hg(x, g−1x (0)) = hgf˜(x) ∈ Ggxgf˜(x). fˆ , fˇ und f˜ erf¤ullen also die n¤otigen
Voraussetzungen, um per Leiterspiel eine Transversale von Xn zu konstruieren.
F¤ur eine praktische Umsetzung kann man obige Formalit¤aten vernachl¤assigen: Da
wir aus jeder Bahn stets Repr¤asentanten w¤ahlen k¤onnen, sodass die eigentlichen
Knoten vor den uneigentlichen kommen, k¤onnen wir Xi tats¤achlich als Hyper-
graphen ¤uber i Punkte repr¤asentieren. F¤ur eine Transversale des Urbilds fˆ(x0),
x0 ∈ Xi−1, reicht es aus, alle M¤oglichkeiten mit dem neu eingef¤ugten markier-
ten Punkt i − 1 zu durchlaufen (also einen Punkt anzuh¤angen). Damit muss die
Markierung auch nicht explizit abgespeichert werden, zur Berechnung der Au-
tomorphismengruppe eines (x, i − 1) ∈ fˆ−1(x0), x0 ∈ Xi−1, wird von einer
Untergruppe vonGx0 ≤ Si−1 ausgegangen, somit ist implizit die Markierung von
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Algorithmus 4.4 gen(E,B, stabB)
Voraussetzung:
Algorithmus zum Durchlaufen von fˆ−1n (x), x ∈ Xn−1,
Berechnung von fˇn(xˇ), xˇ ∈ Xˇn,
Berechnung von f˜n(x), samt Gx, x ∈ Xn (modizierter Kanonisierer: can ′)
Eingabe:
E, Erz.-System von G (Rechtstransversalenkette)
B, Transversale von Xn−1
(Eb)b∈B , Erz.-Systeme der Stabilisatoren zu b ∈ B
Ausgabe:
C, Transversale von Xn
(Ec)c∈D, Erz.-Systeme der Stabilisatoren zu c ∈ C
1 proc gen(E,B, (Eb)b∈B)
2 begin
3 foreach b ∈ B do
4 foreach xˆ ∈ fˆ−1(b) do
5 (g, Exˆ) := can(Eb, xˆ);
6 if gxˆ 6= xˆ then continue ; // evtl. Lerneffekt.
7 y := fˇ(xˆ);
8 (xˇ, Ey) := can′(E, y, Exˆ); // Es ist xˇ = f˜(y).
9 (g, ·) = can(Ey , xˇ);
10 if (gxˇ 6= xˆ) then continue  // evtl. Lerneffekt.
11 C+= y; Speichere Ey in (Ec)c∈C ;
12 od
13 od
14 return (C, (Ec)c∈C)
15 end.
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Algorithmus 4.5 gen ori(E, x0, Ex0)
Eingabe:
E, Erz.-System von G (Rechtstransversalenkette)
x0 ∈W ((i−1)k) , kanonischer Repr¤asentant,
Ex0 , Erz.-System des Stabilisators Gx0
Ausgabe:
Teil einer Transversale von Xi, samt Stabilisatoren
1 proc gen(E, x0, Ex0)
2 begin
3 for (durchlaufe Vervollst¤andigungen von x0 zu einem x ∈W (ik)) do
4 (g, Exˆ) := can(Ex0 , x); // Es ist Exˆ ≤ Si−1.
5 if gx 6= x then continue ;
6 (g, Ex) := can(E, x,Exˆ); // Abbruch, falls g−1x (0) 6∈ Gx(i− 1).




i − 1 sichergestellt. Zur Berechnung von fˇ((x,m)) = x ist demnach gar nichts
zu tun, und die Berechnung von f˜(x) ist durch eine (teilweise) Kanonisierung
von x geschehen. Dabei kann u.U. bereits w¤ahrend der Kanonisierung erkannt
werden, ob der Test f˜(fˇ((x, i − 1))) = (x, i − 1) fehlschl¤agt. Es gilt n¤amlich
f˜(fˇ((x, i− 1))) = (x, i− 1) genau dann, wenn evtl. nach Anwendung eines Au-
tomorphismus h ∈ Gx, durch f˜ wieder der letzte Knoten markiert wird, d.h. wenn
g−1x (0) ∈ Gx(i − 1) ist. (Insbesondere entf¤allt bei dieser speziellen Kombination
von fˇ und f˜ die Gx-Kanonisierung in Xˇ!) Eine Implementierung als Pseudocode
ist in Algorithmus 4.5 angegeben. Man beachte, dass die in Zeile 4 berechnete In-
formationen ¤uber die AutomorphismengruppeGxˆ in Zeile 6 bei der Kanonisierung
von x mitverwendet werden kann.
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5 Implementierung
Wir besprechen in diesem Kapitel den implementierten Generator f¤ur orientierte
Matroide.
Dem Autor waren zum Zeitpunkt der Implementierung bereits zwei ausgearbeitete
Generatoren orientierter Matroide bekannt. J. Bokowski und A. Guedes de Oliveira
beschreiben in [BGdO00] einen Algorithmus basierend auf den in Abschnitt 1.5
beschriebenen Hypergeradenlisten. Desweiteren wird in der Dissertation von L.
Finschi [Fin01] ein graphentheoretischer Generator entwickelt, der von Kokreis-
Graphen zu orientierten Matroiden ausgeht.
Der letztgenannte Ansatz erlaubt die Generierung aller orientierten Matroide zu
gegebenem Rang k und Grundmenge n bis auf Isomorphie, unter Verwendung der

reverse search Methode von Avis und Fukuda [AF96]. Demgegen¤uber werden
bei Bokowski / Guedes de Oliveira lediglich uniforme Matroide generiert, und es
wird auch keine Isomorphie ber¤ucksichtigt. Daf¤ur bietet dieser Generator aber die
komfortable M¤oglichkeit, Restriktionen anhand verbotener Kreise anzugeben, und
somit gezielt Einuss auf die Generierung zu nehmen. F¤ur unsere angestrebte An-
wendung in der Chemie ist die Einschr¤ankung auf uniforme Matroide akzeptabel,
und die Verwendung der Restriktionen ¤außerst erw¤unscht. Zudem liegt die geome-
trische Interpretation und die M¤oglichkeit, das Chirotop daraus direkt abzulesen,
n¤aher an unseren Anforderungen, als die bei Finschi verwendete Datenstruktur. Es
bleibt jedoch das Problem, isomorphe L¤osungen zu vermeiden.
Keiner der genannten Generatoren kann also ohne Erweiterung zur Generierung
von Konformeren in der Chemie verwendet werden. Nach Abw¤agung der Vor-
und Nachteile erschien der Algorithmus von Bokowski und Guedes de Olivei-
ra als geeigneter Ausgangspunkt f¤ur einen Generator bis auf Isomorphie unter
Ber¤ucksichtigung von Nebenbedingungen, welcher in dieser Arbeit entwickelt
wird. Der Source-Code f¤ur einen Generator unit¤arer orientierter Matroide vom
Rang k = 4 wurde mir freundlicherweise zur Verf¤ugung gestellt und diente mir
insbesondere f¤ur Vergleichsl¤aufe.
Der Algorithmus in [BGdO00] generiert schrittweise, von einem orientierten Ma-
troid ¤uber n vom Rang k ausgehend, neue orientierte Matroide ¤uber n + 1. Dies
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geschieht durch Hinzuf¤ugen eines neuen Elements auf jede m¤ogliche Weise. Die
Efzienz dieses Generators beruht haupts¤achlich auf Satz 1.5.6: Danach ist f¤ur ab-
strakte Hypergeradenlisten im Wesentlichen nur die alternierende Eigenschaft von
χhll zu ¤uberpr¤ufen; die G¤ultigkeit der dreiwertigen Grassmann-Pl¤ucker-Relationen
ergibt sich dann implizit. Mittels Constraint propagation, dem vorausschauenden
Auswerten der Einschr¤ankungen (siehe [Nil03], S183f), werden nun aus der erfor-
derlichen alternierenden Eigenschaft von χhll die m¤oglichen Positionen des neuen
Elements in den jeweiligen Hypergeradenanordnungen eingeschr¤ankt. Interessant
ist dabei, dass die erlaubten Positionen zu jedem Zeitpunkt ein Intervall bilden.
F¤ur den hier beschriebenen Algorithmus wurde nicht schrittweise vorgegangen,
sondern es wurde eine direkte Generierung aller orientierten Matroide ¤uber n
vom Rang k durch einem Backtrack-Algorithmus gew¤ahlt. Dadurch ist eine
¤ubersichtliche Struktur des Codes erzielt worden. Die Efzienz wird durch Aus-
nutzung von Lerneffekten und von ordnungstreuer Erzeugung sichergestellt.
Im Laufe der Arbeit stellte sich heraus, dass sich die naive Datenstruktur des Chi-




) → {0, 1} besser eignet als die Hypergeradenlisten.
Zwar ben¤otigt ein Chirotop theoretisch f¤ur große n mehr Speicherplatz als eine
Hypergeradenliste, jedoch sind im Algorithmus nach Bokowski und Guedes de
Oliveira w¤ahrend der Generierung weitere Daten zu verwalten, sodass trotzdem
ein Speicherbedarf von O(nk) ben¤otigt wird.
Bevor wir den Generator orientierter Matroide angehen k¤onnen, besprechen wir
Implementierungen einiger kombinatorischer Hilfsmittel. Diese sind n¤otig, um k-
Tupel im Computer komfortabel und efzient zu handhaben.
5.1 Vorarbeiten zur Implementierung
Als Programmiersprache wurde C++ gew¤ahlt. Wir greifen unter anderem auf Kon-
zepte der objektorientierten und der algorithmischen Programmierung zur¤uck.
Um ¤Uberschreitungen von Bereichsgrenzen zu vermeiden, benutzen wir im Zu-
sammenhang mit Binomialkoefzienten den Datentyp long long. Diesen k¤urzen
wir wie folgt ab:
typedef long long llong;
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Binomialkoeffizienten





mit dem allgemein bekanntem Al-
gorithmus 5.1. Um

benachbarte Binomialkoefzienten zu berechnen, benutzen
















































(Bei der Implementierung ist darauf zu achten, dass man nur ganzzahlig rechnet.)
Algorithmisch interessanter ist hingegen die folgende Umkehrfunktion des Bino-
mialkoefzienten: Wir f¤uhren den binomialen Logarithmus ein als:






Um dies zu berechnen, geben wir zun¤achst eine Absch¤atzung an: F¤ur x > k ist












) ≤ (n+1)kk! . L¤osen wir diese Ungleichung
nach n auf, so erhalten wir n > k
√
x · k! − 1. Darin k¤onnen wir den Faktor k√k!











2pik · ke und damit n > k
√
x · 2k√2pik · ke −1. Unter Verwendung
der Gaussklammern bxc, welche f¤ur x ∈ R die gr¤oßte ganze Zahl kleiner oder
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Algorithmus 5.1 Berechnung des Binomialkoefzienten











Algorithmus 5.2 Berechnung des binomialen Logarithmus
static const double PI=3.141592654;
static const double E =2.718281828;





// (Behandle die Fa¨lle k = 0 und x ≤ k gesondert.)
. . .
n=max( k+1, int(pow(x,1.0/k)*pow(2*PI*k, 0.5/k)*k/E) );
for(y=choose(k,n); y<=x; y=y*n/(n-k))
++n;
y=y*(n-k)/n; ––n; // mache den letzten Schritt ru¨ckga¨ngig
}
gleich x angeben, erhalten wir die Absch¤atzung:










Um binlogk(x) zu berechnen, starten wir mit n bei der angegebenen unteren
















= n·yn−k die Ungleichung y
′ > x gilt. Dann
ist n − 1 = binlogk(x). Da wir h¤aug neben n = binlogk(x) gleichzeitig auch











Wir bezeichnen die Menge aller streng monoton steigenden k-Tupel ¤uber N als(N
k
)
. Diese ist durch die reverse lexikographische Ordnung (revlex) angeordnet:
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void unrank( int k, llong idx, int* a);
llong y; // Der Speicher fu¨r ~a muss bereits allokiert sein.





F¤ur ~a,~b ∈ (Nk) sei
~a <rev ~b :⇐⇒ ∃ i ∈ k : ak−1−i < bk−1−i und ∀j < i : ak−1−j = bk−1−j .
~a ≤rev ~b :⇐⇒ ~a <rev ~b oder ~a = ~b .
Diese Anordnung hat gegen¤uber der gew¤ohnlichen lexikographischen Anordnung
den Vorteil, dass man die k-Tupel durchnummerieren kann:












Beweis: [Wil85, Theorem 1.59 auf Seite 34].
Die entsprechende Implementierung sowie die zugeh¤orige inverse unrank() Funk-
tion (vgl. [Wil85, Theorem 1.60]) sind in den Algorithmen 5.3 und 5.4 aufgelistet.
Die gew¤ahlte Anordnung bietet die M¤oglichkeit, mittels der Funktionen choo-
se() und binlog() aus dem Ranking eines k-Tupel ~a direkt die Rankings von
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verl¤angerten (k + 1)-Tupeln oder von verk¤urzten (k − 1)-Tupeln zu berechnen:
idx= rank(k, (a0, . . . , ak−1)) und ak>ak−1 =⇒
Mit delta :=choose(k+1, ak) gilt:
idx+delta= rank(k+1, (a0, . . . , ak)) .
idx= rank(k, (a0, . . . , ak−1)) =⇒
Mit binlog(k, idx, c, delta) gilt:
c=ak−1 und idx−delta= rank(k−1, (a0, . . . , ak−2)) .





void firsttupel(int k, int* a); // Setzt a=(0,. . .,k−1); Speicher muss bereits allokiert sein.
void nexttupel(int k, int* a); // Modifiziert das k-Tupel a zu seinem Nachfolger.
Alternierende Funktionen
Es ist offensichtlich hochredundant, alle Funktionswerte einer alternierenden





)→ {0,±1} und deren alternierende Fortsetzung ϕ : nk → {0,±1}.
Der Funktionswert von ϕ f¤ur ein beliebiges k-Tupel ~a ∈ nk wird dann bestimmt,
indem wir das Tupel ~a sortieren. Stellen wir dabei fest, dass ~a nicht injektiv ist,
so ist ϕ(~a) = 0. Ansonsten sei pi die sortierende Permutation, d.h. pi~a sei streng
monoton steigend. Dann ist ϕ(~a) = sgn(pi)ϕ(pi~a). Hierzu wurden folgende Funk-
tionen implementiert:
int xswap( int &i, int &j); // Vertauscht gegebenenfalls die Werte i und j, sodass i ≤ j.
Der Ru¨ckgabewert ist 0, falls i = j gilt, -1, falls die Werte
vertauscht wurden und 1 sonst.
int xsort( int k, int* a); // Sortiert ein k-Tupel von Integer-Werten. Der Ru¨ckgabewert
ist 0 (Tupel ist nicht injektiv) oder ±1 (das Signum der an-
gewendeten Permutation)
F¤ur die Implementierung von xsort wurde ein naiver Bubble-Sort verwendet, da in
der hiesigen Anwendung nicht mit großen k zu rechnen ist und somit auf unn¤otigen
Overhead verzichtet wird. Wir k¤onnen damit die alternierende Fortsetzung ϕ(~a)
f¤ur beliebige ~a ∈ nk auswerten:
5.1.2 ϕ(~a) = xsort(~a) · ϕ(~a) ,
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Algorithmus 5.5 Die Basisklasse alternating fct
class alternating fct {
protected:
virtual int call(llong idx)=0; // Zu u¨berladen: Funktionsaufruf fu¨r geordnete k-Tupel
public:
int k,n; // Eine Abbildung von nk → Z.
int operator()(llong idx) { return call(idx); }
// idx repra¨sentiert geordneten Tupel
int operator()(int* a); // Aufruf fu¨r ~a ∈ nk; ~a wird sortiert wie in Gl. 5.1.2
// Weitere Elementfunktionen, wie Ein-/Ausgabe
};
wobei an ϕ der bereits durch den Aufruf von xsort(~a) sortierte Tupel zu ¤ubergeben
ist.
In Algorithmus 5.5 ist eine abstrakte Basisklasse alternating fct deklariert, welche
die grundlegende Funktionalit¤at f¤ur alternierende Funktionen von Zk → Z fest-
legt. Wie besprochen, werden sortierte k-Tupel grunds¤atzlich mittels der rank()
Funktion aus Satz 5.1.1 als Zahl im Datentyp llong dargestellt, und es bietet sich
dadurch an, eine von alternating fct abgeleitete Klasse alternierende Funktionen
von nk → {0,±1} als vector<int> der L¤ange (nk) zu implementieren.
Eine derartige Datenstruktur ist noch allgemeiner als Chirotope, da die Grass-
mann-Pl¤ucker-Relationen nicht ¤uberpr¤uft werden. Wir nennen die Implementation
einer alternierenden Funktion als Vektor prechirotope:
class prechirotope:public alternating fct, public vector<int> {
protected:
int call(llong idx) const { return at(idx); }
public:
// Konstruktoren
void init(int k, int n) { n= n; k= k; resize(choose(k,n); }
void set(llong idx, int sgn) { at(idx)=sgn; }
};





sind noch andere Im-
plementierungen f¤ur orientierte Chirotope denkbar, beispielsweise als Hyperge-





. Dann ist die Elementfunkti-
on alternating fct::call() gem¤aß Denition 1.5.4 zu implementieren. Ein nicht zu
vernachl¤assigender Vorteil der elementaren Implementierung als Chirotop ist die
M¤oglichkeit, w¤ahrend der Generierung einzelne Funktionswerte direkt zu ¤andern.
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Algorithmus 5.6 Schema zur Generierung diskreter Strukturen
generator<T> gen;
gen.init(/*...*/); // Evtl. Initialisierung des Generators
for(gen.begin(); !gen.end(); ++gen) {
cout << *gen; // Zugriff auf die aktuelle Struktur
}
5.2 Generatoren fu¨r diskrete Strukturen
Unter diskreten Strukturen verstehen wir hier schlicht die Elemente einer endlichen
Menge X . Wir generieren also alle Elemente x ∈ X , wobei X von vornherein
nicht explizit gegeben ist. Programmiertechnisch seien dabei alle zu generierenden
Strukturen, also alle Elemente x ∈ X in einem Datentyp T darstellbar.
Die Generierung aller x ∈ X kann man dann als iterativen Durchlauf durch einen
virtuellen Container X sehen. Wir k¤onnen uns also beim Design an dem entspre-
chenden Konzept der Standard C++ Klassenbibliothek, der

Standard Template
Library (STL) orientieren. Diese arbeitet mit Iteratoren, welche beim Durchlau-
fen durch Container stets auf eines der Elemente

zeigen.
Entsprechend k¤onnen wir Generatoren einf¤uhren. Der Generator

zeigt w¤ahrend
eines Generierungsprozesses stets auf eine aktuelle diskrete Struktur. Es sind im
weiteren drei Operationen von Bedeutung: der Zugriff auf das erste Element, ein
Nachfolge-Operator und schließlich ein Test, ob das Ende der Generierung erreicht
wurde.
Im Gegensatz zur STL, wo auf die Elementfunktionen begin() und end() der Con-
tainerklasse zur¤uckgegriffen wird, liegt im Fall der Generierung nat¤urlich kein
Container aller zu generierenden Strukturen vor. Deshalb sind hier alle Opera-
tionen als Elementfunktionen der Generator-Klasse zu implementieren.
Wir denieren also eine abstrakte Template-Klasse generator<T> zum Generie-
ren aller Strukturen vom Typ T. Spezielle Generierungsprobleme k¤onnen mittels
einer davon abgeleiteten Klasse implementiert werden. Dadurch erhalten Generie-
rungsprozesse schließlich ein einheitliches Muster, wie in Algorithmus 5.6 sche-
matisiert.
Zum Vergleich ist hier eine typische Implementierung des Standard-Interfaces der
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STL zum Durchlaufen von Containern dargestellt:
vector<int> vec(10,0); // Ein Beispiel-Vektor der La¨nge 10
vector<int>::const iterator it; // der Iterator durchla¨uft den Vektor
for(it=vec.begin(); it!=vec.end(); ++it) {
cout << *it; // Zugriff auf ein Element des Vektors
}
Als Schnittstelle f¤ur einen Generator legen wir also folgende drei Elementfunktio-
nen fest:
generator& begin() // setzt die aktuelle Struktur auf das ”erste“ Element x0 ∈ X .
generator& operator++() // aktuelle Struktur x wird durch dessen Nachfolger ersetzt.
bool end() const // Test ob das Ende der Generierung erreicht wurde.
Des weiteren verha¨lt sich der Generator wie ein Zeiger auf die aktuelle Struktur.
Als Unterschied sei nochmals darauf hingewiesen, dass bei dem STL-Interface
zwei Klassen unterschiedlichen Typs auftreten, der Container und der Iterator. In
unserem Fall tritt nur eine Klasse auf, n¤amlich der Generator.
Dies hat auch Auswirkungen auf die Handhabung von Generatoren: W¤ahrend ein
Iterator in den meisten F¤allen lediglich als ein Zeiger angesehen werden kann,
also kaum eigenen Speicher ben¤otigt, beansprucht ein Generator hingegen durch-
aus Speicher: Einerseits ist die aktuell generierte diskrete Struktur darin abgelegt.
Dar¤uber hinaus sind eventuelle Parameter f¤ur den Generierungsprozess sowie wei-
tere Hilfsinformationen zur efzienten Generierung gespeichert. Ein Generator
sollte also als umfangreiche Datenstruktur angesehen werden und im Gegensatz
zu Iteratoren nicht by value an Funktionen ¤ubergeben werden (sondern by refe-
rence).
Um diesem Umstand Rechnung zu tragen, und um versehentlich inefzient pro-
grammiertem Code vorzubeugen, wird in der Implementierung der Basisklasse ge-
nerator<T> (siehe Algorithmus 5.7) auf einen Copy-Constructor sowie auf Ver-
gleichsoperatoren verzichtet.
Es sei noch erw¤ahnt, dass das hier vorgeschlagene Interface zur Generierung ei-
ne recht ¤ubersichtliche Verschachtelung mehrerer hintereinanderliegender Gene-
rierungsprozesse (gem¤aß dem Homomorphieprinzip) erlaubt, und das auch ohne
Speicherung der generierten Zwischenergebnisse in einem Container. Ein Gene-
rierungsprozess ist lediglich eine for-Schleife, alle Details sind in der Klassenim-
plementation versteckt.
Bevor wir die tats¤achliche Implementierung der Basisklasse generator<T> vor-
stellen, besprechen wir eine spezielle Variante von Generierungsprozessen, das
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Backtracking:
Lexikographische Generierung (Backtracking)
In vielen F¤allen werden diskrete Strukturen entlang einer lexikographischen Ord-
nung generiert, in einem so genannten Backtrack-Algorithmus.
Dies ist insbesondere dann gebr¤auchlich, wenn (wie auch in unserem Fall) X von
der Form X ⊆ Y A ist, wobei Y = {y0, . . . , yn−1} und A = {a0, . . . , ak−1} end-
liche, angeordnete Mengen der M¤achtigkeiten n bzw. k sind, die diskreten Struk-
turen also als k-Tupel mit Werten aus Y darstellbar sind.
Bez¤uglich der lexikographischen Anordnung von X verwenden wir folgende
Schreibweisen:
x1 ∼i x2 :⇐⇒ ∀j < i : x1(aj) = x2(aj)
x1 <i x2 :⇐⇒ x1 ∼i x2 und x1(ai) < x2(ai)
x1 ≤i x2 :⇐⇒ x1 = x2 oder x1 <i′ x2 mit i′ ≥ i
x1 ≤ x2 :⇐⇒ x1 ≤0 x2
Dabei ist durch jedes ∼i, i ∈ k eine ¤Aquivalenzrelation auf X deniert. Wir ha-
ben also eine Kette von immer feiner werdenden ¤Aquivalenzrelationen. Bezeichnet
∆X2 := {(x, x) | x ∈ X} die Diagonale in X2, so gilt:
X2 =∼0⊇∼1⊇ · · · ⊇∼k−1⊇∼k = ∆X2
Wir benutzen weiter:
5.2.1 Denition. Seien x, x′ ∈ X ⊆ Y A. Dann heißt
diff(x, x′) := max{i | x ∼i x′}
der unterscheidende Index von x und x′.
Die ¤Aquivalenzrelationen ∼i sind in folgendem Sinne mit der Anordnung ver-
tr¤aglich:
5.2.2 Ist x1 ∼i x′1 6∼i x2 ∼i x′2, so gilt: x1 ≤ x2 ⇔ x′1 ≤ x′2 .
Es sind also die ¤Aquivalenzklassen [x]i := [x]∼i selbst wiederum lexikographisch
angeordnet.
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Abbildung 5.1: Die lexikographische Ordnung;
Ausschnitt eines Backtrack-Durchlaufs mit Spr¤ungen
Die lexikographische Anordnung der MengeX kann man auch als Baum interpre-
tieren: Die Knoten des Baumes sind genau die ¤Aquivalenzklassen der ∼i, welche
auch durch

unvollst¤andige k-Tupel, also durch die i-Tupel Y {a0,...,ai−1} charak-
terisiert werden k¤onnen:




Die Baumstruktur ist durch die Enthaltensein-Relation der Klassen [x]i, x ∈ X ,
i ∈ k deniert. Dabei entsprechen die minimalen Elemente (die Endknoten) genau
den Elementen aus X : [x]k
!
= x. Weiter entspricht die Wurzel dem leeren Tupel
() ∈ Y 0. Wenn die Tiefe eines Baumes wie ¤ublich die Anzahl der Ebenen ohne die
Wurzel bezeichnet, so hat der Baum genau Tiefe k.
Zwei Elemente x1, x2 ∈ X haben also einen gemeinsamen Vaterknoten auf Ebene
i genau dann, wenn x1 ∼i x2, also wenn die ersten i Komponenten von x1 und
x2 ¤ubereinstimmen. Der unterscheidende Index diff(x1, x2) gibt dabei die unterste
Ebene an, auf der x1 und x2 noch einen gemeinsamen Vaterknoten besitzen.
Man kann den Baum so zeichnen, dass die Bl¤atter x ∈ X gem¤aß der lexiko-
graphischen Ordnung von links nach rechts angeordnet sind. Aufgrund der oben
beschriebenen Vertr¤aglichkeit der ¤Aquivalenzrelationen mit der Ordnung (Glei-
chung 5.2.2) kann man dabei Kanten¤uberschneidungen im Baum vermeiden (vgl.
Abb. 5.1; die Pfeile werden sp¤ater erl¤autert.).
Die Interpretation als Baum liefert die Grundidee des Backtrack-Algorithmus: Wir
durchlaufen die Knoten des Baums in Tiefensuche. Jeder erreichte Endknoten ist
dann eine diskrete Struktur. Zur Formalisierung bezeichnen wir den Nachfolger
eines Knotens [x]i gem¤aß Tiefensuche mit [x]⊕i . Dadurch, dass wir die Zwischen-
knoten mit durchlaufen, haben wir die M¤oglichkeit, Teilb¤aume komplett auszu-
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lassen, und somit ganze Bereiche des Suchraumes zu ¤uberspringen. Wir f¤uhren
deshalb einen weiteren Operator ein: Ist [x]i ein Knoten im Baum, so bezeichne
[x]⊕ji = [x
′]i′
den n¤achsten Knoten im Backtrack-Durchlauf, der auf einer Ebene ≤ j liegt. F¤ur
die zwei (beliebig gew¤ahlten) Repr¤asentanten x und x′ gilt diff(x, x′) < j. Mit
einem Sprung von [x]i nach [x]⊕ji ¤uberspringt man also alle noch nicht generier-
ten diskreten Strukturen aus der ¤Aquivalenzklasse [x]j . In Abbildung 5.1 sind als
Beispiel einige Nachfolge-Operatoren eingezeichnet.
Die Klasse generator<T>
Wir nehmen diese Funktionalit¤at in das Interface der Klasse generator<T> auf,
und erhalten folgende ¤offentliche Schnittstelle:
generator& begin() // springe zum ersten Knoten unterhalb der Wurzel [x]⊕0 .
generator& operator++() // Gehe vom aktuellen Knoten [x]i zum Nachfolger [x]⊕i .
generator& next(int j) // Springe von [x]i zu dessen Nachfolger [x]⊕ji .
bool end() const // Test, ob das Ende des Durchlaufs erreicht wurde.
int level() const // Gibt die Ebene i von [x]i zuru¨ck.
bool complete() const // Gibt an, ob Struktur vollsta¨ndig spezifiziert ist, d.h. ob i=k ist.
Des weiteren verha¨lt sich der Generator wie ein Zeiger auf die aktuelle Struktur.
Man kann jeden Generierungsprozess auch formal als Backtrack-Baum der Tiefe 1
sehen. Die Wurzel hat dann jede der Strukturen x ∈ X als direkten Sohn.
Zur Implementierung eines Generators f¤ur diskrete Strukturen eines speziellen
Typs T muss dann eine von generator<T> abgeleitete Klasse implementiert wer-
den. Hierf¤ur ist folgende Schnittstelle vorgesehen:
T *sol; // Die aktuelle Struktur (eine ”Lo¨sung“)
virtual int depth() const // Tiefe des Backtrack-Baums. (Default:1, kein Backtracking)
virtual bool gen first(int i) // Berechne ersten Sohn (wenn mo¨glich).
virtual bool gen next(int i) // Berechne den na¨chsten Bruder (wenn mo¨glich).
W¤ahrend der Initialisierung muss daf¤ur gesorgt werden, dass f¤ur die Variable sol
Speicherplatz reserviert und gegebenenfalls initialisiert wird. Der Speicher wird
im Destruktor von generator<T> automatisch wieder freigegeben.
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Mit der Funktion depth() wird die Tiefe des Backtrack-Baums speziziert, da-
durch k¤onnen Endknoten (auf Ebene depth()) von Zwischenknoten unterschie-
den werden. Weiter m¤ussen die Elementfunktion gen rst(int) und gen next(int)
implementiert werden, um einen Depth-First-Durchlauf durch den Baum zu
erm¤oglichen. Die R¤uckgabewerte dieser beiden Funktionen geben an, ob die ent-
sprechende Aktion m¤oglich war, d.h. ob es einen Sohn bzw. einen weiteren Bruder
gab, zu dem gewechselt wurde.
Die vollst¤andige Implementierung der abstrakten Template-Klasse generator<T>
ist in Algorithmus 5.7 zu sehen. Ein Generator aller Prechirotope zum uniformen
Matroid vom Rang k ¤uber n ist schließlich in Algorithmus 5.8 angegeben. Eine





cout << *gen; // neue alternierende Funktion gefunden
}
}
Neben der Konstruktion weiterer diskreter Strukturen wie Partitionen, Permuta-
tionen, Summenformeln, Molek¤ulen, usw. wird diese Basisklasse im MOLGEN5
Source-Code auch zur Tiefen- bzw. Breitensuche in Graphen, oder dem Durchlau-
fen aller Elemente einer Gruppe (gegeben als Transversalenkette) verwendet.
5.3 Lerneffekte
Es sei im Folgenden
X ⊆ X¯ ⊆ Y A ,
wobei Y = {y0, . . . , yn−1} und A = {a0, . . . , ak−1} wie oben endliche, ange-
ordnete Mengen der M¤achtigkeiten n bzw k sind. Die Menge X¯ sei bereits lexiko-
graphisch generierbar mittels der Operatoren x⊕ bzw. x⊕i, wobei die Berechnung
dieser Nachfolger efzient durchf¤uhrbar sei.
Wir sind nun an einer Auswahl diskreter Strukturen x ∈ X interessiert, wobei die
Zugeh¤origkeit zu X f¤ur eine Struktur x ∈ X¯ mittels einer Reihe von notwendigen
Test-Funktionen entschieden wird. Verl¤auft einer der Tests negativ, so ist x 6∈ X .
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Algorithmus 5.7 Die Klasse generator<T>
template<class T> class generator {
private:
int l; // speichert aktuellen Level fu¨r Backtrack-Generierung
protected:
T *sol; // die aktuelle Struktur
virtual int depth() const { return 1; } // Default: Kein Backtrack
virtual int gen first(int l) =0;
virtual int gen next(int l) =0;
public:
generator() { l=0; sol=NULL; }
virtual ˜generator() { if(sol) delete sol; }
generator& begin() { return next(0); }
generator& operator++() { return next(depth()); }
generator& next(int lvl) { bool b;
if(lvl==0) { lvl=1; l=0; }
if(lvl>depth()) lvl=depth();
if (lvl>l) b=gen first(++l);
else if(lvl>0) b=gen next(l=lvl);
while(!b && –--l>0) b=gen next(l);
return *this; }
bool end() const { return l==0; }
int level() const { return l; }
bool complete() const { return l==depth(); }
T& operator*() { return *sol; }
T* operator–>() { return sol; }
T const& operator*() const { return *sol; }
T const* operator–>() const { return sol; }
};
Algorithmus 5.8 Die Klasse gen prechirotope
class gen prechirotope :public generator<prechirotope> {
protected:
int depth() const { return sol->size(); }
bool gen first(int lvl) { sol->set(lvl–1,+1); return true; }
bool gen next(int lvl) { if(sol->chi(lvl–1)!=+1) return false;
sol->set(lvl–1,–1); return true; }
public:
gen prechirotope() { init(0,0); }
gen prechirotope(int k, int n) { init(k,n); }




1. Wir k¤onnen bereits die Menge X¯ aller alternierenden Funktionen ϕ : nk →






. Eigentlich sind wir aber an der Teilmenge X aller Chirotope in-
teressiert, d.h. der alternierenden Funktionen, die zus¤atzlich die dreiwertigen
Grassmann-Pl¤ucker-Relationen erf¤ullen.
2. Operiert eine Gruppe G auf A und ist X¯ ⊆ Y A abgeschlossen bzgl. der dar-
aus induzierten Gruppenoperation auf Y A, so ist auch die Generierung einer
Transversale X ⊆ X¯ (d.h. die Generierung von kanonischen Repr¤asentanten
aller x ∈ X¯) von ¤außerstem Interesse. Dabei entscheidet man mittels Kanoni-
zit¤atstest, ob ein x in der Transversalen X liegt.
3. Die Kombination beider Aspekte ergibt die Generierung einer Transversalen
aller Chirotope. Dies ist unser Ziel.
Die Kunst der Generierung liegt nun darin, die notwendigen Tests derart zu ge-
stalten, dass man m¤oglichst fr¤uhzeitig, d.h. an m¤oglichst hohen Ebenen im Baum
erkennen kann, welche Teilb¤aume abzuschneiden sind. Scheitert ein Test auf Ebe-
ne lvl, so kann die gesamte ¤Aquivalenzklasse [x]lvl ¤ubersprungen werden.
Test der dreiwertigen Grassmann-Plu¨cker-Relationen
Um aus der Menge aller alternierenden Funktionen letztendlich nur Chirotope zu
generieren, ¤uberpr¤ufen wir an jedem Knoten auf Ebene lvl = index(~a) + 1 mit
~a ∈ (nk), ob alle f¤ur diese Ebene relevanten dreiwertigen Grassmann-Pl¤ucker-
Relationen erf¤ullt sind. Eine (GP3)-Relation ist auf Ebene lvl relevant, wenn der
maximale in ihr vorkommende k-Tupel ~a (gem¤aß der revers lexikographischen
Ordnung auf nk) genau Rang rank(~a) = lvl hat. Wir ¤uberpr¤ufen also die (GP3)-
Relationen zu (b1, b2, c1, c2) ∈ n4 und ~x ∈ nk−2 mit {b1, b2, c1, c2, ~x} = {i, j,~a}
und i < j < a0.
Erreicht man einen Endknoten, d.h. waren die Tests f¤ur alle dar¤uberliegenden Kno-
ten inklusive des Endknotens erfolgreich, so sind alle GP3-Relationen f¤ur die ak-
tuelle alternierende Abbildung ¤uberpr¤uft, und die Abbildung ist ein Chirotop.
Es sei
bool test one GP3(alternating fct const& chi, int const* t, int[4] idx)
der Test auf eine GP3-Relation, wobei die a[idx[0]], . . . , a[idx[3]] die Werte b1,
b2, c1 und c2, und die restlichen Werte aus dem k + 2-Tupel ~t das ~x bezeichnen;
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Algorithmus 5.9 Test aller auf Ebene lvl=idx relevanten GP3-Relationen
bool test GP3(alternating fct const& chi, int const* a) { // idx= rank(~a),~a ∈ `n
k
´
vector<int> vt(k+2); // Dies vereinfacht die Speicherverwaltung
int *t=&vt[0]; // Das k + 2-Tupel aller vorkommenden Elemente
int b[4];
memcpy(a,t+2,k*sizeof(int); // ~a ist im Bereich t2, . . . , tk+1
// Durchlaufe alle k + 2-Fortsetzungen (t0, . . . , tk+1):
for(firsttupel(2,t); t[1]<t[2]; nexttupel(2,t)) {
// Durchlaufe jede 4-Auswahl aus ~t:
for(firsttupel(4,b); b[3]<k+2; nexttupel(4,b)) {




vgl Satz 1.4.6 on page 24 sowie die darauffolgende Bemerkung. Dann ¤uberpr¤uft
Algorithmus 5.9 alle auf einer Ebene lvl relevanten (GP3)-Relationen.
Wir erhalten also mit folgendem Code alle Chirotope vom Rang k ¤uber n:
gen prechirotope gen(k,n);
int lvl;





if(!gen.complete()) { ++lvl; continue; }
cout << *gen; // neues Chirotop gefunden
}
Es k¤onnen in diesen Code weitere Tests eingebaut werden.
Durchlauf der Kreise eines Chirotops
Wie in Kapitel 1 besprochen, sind wir bei afnen Punktkongurationen lediglich
an den azyklischen Chirotopen interessiert. Dabei erinnern wir uns, dass ein Chiro-
top azyklisch ist, falls Cχ keine rein positiven Kreise enth¤alt. Weiter wurde bereits
angedeutet, dass speziell in der Chemie eine weitere Liste von Kreisen ausge-
schlossen werden soll, und evtl. auch eine Liste vorgeschriebener Kreise existiert.
Dazu ist es sinnvoll, alle auf einer Ebene lvl relevanten Kreise zu durchlaufen, so-
dass die Tests wieder zum fr¤uhestm¤oglichen Zeitpunkt ausgef¤uhrt werden k¤onnen.
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Gem¤aß Satz 1.2.14 on page 9 l¤asst sich jeder Kreis in der FormC~t aus einem k+1-
Tupel berechnen. Wir erhalten also alle auf Ebene lvl relevanten Kreise, indem wir
C~t zu allen k + 1-Tupeln ~t = (i,~a) mit i < a0 berechnen, wobei ~a das k-Tupel
vom Rang lvl sei.
Erweiterte Lerneffekte
Unter Umst¤anden kann man bei einem fehlgeschlagenen Test sogar auf eine h¤ohere
Ebene zur¤uckspringen. Wir beschreiben das Konzept der Lerneffekte nach R.
Grund ([Gru95, GKL96]; vgl. auch backjumping, [Gin93]). Danach besagt ein Ler-
neffekt l eines gescheiterten Tests an Knoten K = [x]i (mit l ≤ i), dass nicht nur
alle x ∈ [x]i zu verwerfen sind, sondern dass auch die x ∈ [x]l nicht in X ent-
halten sind. Wir k¤onnen in so einem Fall also direkt zu x⊕l springen. Wir f¤uhren
formal ein:
5.3.2 Denition. Sei x ∈ X¯ \ X und l ∈ {0, . . . , n − 1}. Dann ist l Lerneffekt
von x bzw. x erf¤ullt den Lerneffekt l genau dann, wenn
∀x′ ∈ X¯, x ≤l+1 x′ : x′ 6∈ X .
Weiter erf¤ulle jedes x ∈ X per Denition den Lerneffekt l =∞.
Insgesamt setzen wir:
learn(x) :=
∞ falls x ∈ Xmin{l | x erf¤ullt den Lerneffekt l} sonst.
Wir bezeichnen learn(x) als den optimalen Lerneffekt von x.
Jedes x ∈ X¯ \X erf¤ullt trivialerweise den Lerneffekt n− 1, es gilt also
5.3.3 Bemerkung. Sei x ∈ X¯. Dann gilt:
x 6∈ X ⇐⇒ learn(x) <∞
Der optimale Lerneffekt learn(x) l¤asst sich w¤ahrend der Generierung im Allgemei-
nen nicht bestimmen. Wir suchen aber nach einem m¤oglichst guten (d.h. m¤oglichst
kleinen) erkannten Lerneffekt l. Je kleiner l ist, desto gr¤oßer ist der Bereich an
Kandidaten, die im lexikographischen Durchlauf ¤ubersprungen werden.
Letztendlich verbleibt es bei der Implementierung der einzelnen Tests, welche
Lerneffekte erkannt werden. Ein klassisches Beispiel f¤ur einen Test mit erwei-
tertem Lerneffekt ist der implementierte Kanonizit¤atstest nach ordnungstreuer Er-
zeugung, siehe Seite 92.
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5.4 Das Programm origen
Das Programm origen (

orientation generator) erm¤oglicht die Generierung von
Orientierungen zum uniformen Matroid. Per Kommandozeilenparameter k¤onnen
eine Reihe von Restriktionen an die Generierung gestellt werden, eine ausf¤uhrliche
Hilfeseite erh¤alt man mit origen -h. Wir beschreiben hier auszugsweise die
Benutzung.
Chirotope werden nach folgender Syntax ein- und ausgegeben: Das Chirotop χ
wird durch den Rang k, gefolgt von den Funktionswerten χ(~a) ∈ {+,−, 0},
~a ∈ (nk), dargestellt, wobei die ~a ∈ (nk) in reverser lexikographischer Ordnung
durchlaufen werden. Die Anzahl n der Punkte kann man dann aus der L¤ange des
Chirotops mittels des bin¤aren Logarithmus berechnen. So ist mit
4++----+-+++++-+





= 15 ist dieses Chirotop
¤uber n = 6 Punkten deniert, und die Funktionswerte sind explizit:
χ(0, 1, 2, 3) = + χ(0, 1, 2, 4) = + χ(0, 1, 3, 4) = −
χ(0, 2, 3, 4) = − χ(1, 2, 3, 4) = − χ(0, 1, 2, 5) = −
χ(0, 1, 3, 5) = + χ(0, 2, 3, 5) = − χ(1, 2, 3, 5) = +
χ(0, 1, 4, 5) = + χ(0, 2, 4, 5) = + χ(1, 2, 4, 5) = +
χ(0, 3, 4, 5) = + χ(1, 3, 4, 5) = − χ(2, 3, 4, 5) = +
Die Sortierung der k-Tupel in reverser lexikographischer Ordnung folgt dem
Z¤uricher Format f¤ur Chirotope. Optional k¤onnen die ~a ∈ (nk) auch in standard
lexikographischer Ordnung sortiert werden. Konvertierungen der beiden Forma-
te sind m¤oglich. Das gleiche Chirotop in standard lexikographischer Reihenfolge
lautet:
4++--++--++-++-+ .
Ein Generierungsprozess zur Erzeugung aller Chirotope vom Rang k ¤uber n wird
mit der Syntax
origen k n
gestartet. Die Wahl der Isomorphieklassen, d.h. ob bzgl. Umnummerierungen, Ne-
gation, Reorientierung oder Kombinationen davon kanonisiert werden soll, wird
mit den kombinierbaren Optionen -canneg, -canlab und -canori einge-
stellt. F¤ur Umnummerierungen kann zus¤atzlich per Option -G die operierende
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Gruppe G ≤ Sn angegeben werden. Diese wird dann als Menge von Generatoren
in Zykelschreibweise ¤ubergeben, z.B. -G "<(0,1,2),(1,2,3)>" (die Ele-
mente beginnen mit 0), oder auch als vordenierte Gruppe, etwa -G "<<A4>>".
Als Restriktion kann eine Gruppe von Automorphismen mit der Option -A vorge-
schrieben werden. Die Liste verbotener Kreise wird per Option -circs spezi-
ziert, und zwar in der Form -circs "(0,-2,3,4),(1,4,-5,6)". Speziell
zur Einschr¤ankung auf azyklische Chirotope ist die Option -acyclic vorhanden.
Die eingegebenen Parameter werden nicht auf Konsistenz gepr¤uft. So sollte sich
die Liste der verbotenen Zykel aus Bahnen unter der operierenden Gruppe zusam-
mensetzen. Ansonsten ist das Ergebnis schwer interpretierbar, da evtl. ein kanoni-
scher Repr¤asentant die Restriktion verletzt, w¤ahrend nicht kanonische Versionen
zwar kompatibel zu den Restriktionen sein k¤onnten, aber aufgrund des Kanoni-
zit¤atstests verworfen werden. Im Fall der Generierung von Chirotopen zu chemi-
schen Strukturformeln ist diese Einschr¤ankungen jedoch nicht schwerwiegend, da
die verbotenen Kreise aus dem molekularen Graphen abgelesen werden, w¤ahrend
die operierende Gruppe die Graph-Automorphismengruppe ist. Im Graphen iso-
morphe k + 1-Tupel von Knoten f¤uhren also zu isomorphen Bedingungen f¤ur die
Kreise, und somit ist die entstehende Liste verbotener Kreise stets eine Vereini-
gung von Bahnen.
Weiter ist die Angabe einer Gruppe von AutomorphismenA nur dann mit der Ge-
nerierung von Isomorphieklassen unter Umnummerierung voll kompatibel, wenn
A Normalteiler in der operierenden Gruppe G ist. Ansonsten k¤onnen x ∈ X mit
Ax = x existieren, deren kanonischer Repr¤asentant gx jedoch nicht x unter A
bleibt. Diese Isomorphieklassen werden dann nicht generiert. Als Ausweg kann
man entweder nur Isomorphieklassen unter dem NormalisatorNG(A) generieren,
oder man startet f¤ur jedes gAg−1, g ∈ G eine separate Generierung, und erh¤alt so
aus jeder Isomorphieklasse mindestens einen Repr¤asentanten, unter Inkaufnahme
von evtl. doppelt generierten Isomorphieklassen. W¤ahrend die Kombination einer
Gruppe von Automorphismen mit der Kanonisierung bzgl. Negation keinerlei Pro-
bleme bereitet, ist die Kombination mit Kanonisierung bzgl. Umorientierung nicht
angedacht worden.
Vergleich
Unser Generator ist nur bedingt mit den Generatoren aus Darmstadt und Z¤urich
zu vergleichen, da unterschiedliche Zielsetzungen verfolgt wurden. Die Tabellen
7.2 und 6.4 aus [Fin01] betreffen uniforme Matroide und konnten so mit unserem
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Generator veriziert werden. Es stellte sich auch heraus, dass wir hier an vergleich-
bare Grenzen stoßen wie die Z¤uricher. Es macht aufgrund der enormen Anzahl an
Chirotopen auch nur wenig Sinn, vollst¤andige Tabellen von orientierten Matro-
iden f¤ur gr¤oßere Parameters¤atze zu generieren. Hier sind gezielte Generierungen
mit spezischen Restriktionen gefragt.
6 Zusammenfassung und
Ausblick
Es wurde ein Generator von Isomorphieklassen orientierter uniformer Matro-
ide (genauer: von Isomorphieklassen uniformer Chirotope) vom Rang k ¤uber n,
k,n ∈N, entwickelt und implementiert. Dabei sind als Restriktionen eine Liste
verbotener Kreise sowie eine vorgegebene Gruppe von Automorphismen m¤oglich.
Insbesondere kann die Konstruktion auf azyklische Chirotope eingeschr¤ankt wer-
den. Die Isomorphieklassen k¤onnen bzgl. Umnummerierung, Negation oder Re-
orientierung sowie bzgl. Kombinationen daraus gew¤ahlt sein. F¤ur Umnummerie-
rungen kann kann man sich auf eine Untergruppe G ≤ Sn beschr¤anken, um eine
zus¤atzliche Struktur auf n, wie einen molekularen Graphen, zu ber¤ucksichtigen.
Die erw¤ahnte Einschr¤ankung auf uniforme Matroide ist nicht von prinzipieller Na-
tur: Mit nur wenig Aufwand ist es m¤oglich, alle Orientierungen zu einem beliebi-
gen anderen vorgegebenen Matroid zu konstruieren.
Die Konstruktion der Chirotope an sich ist so schnell, dass fast der gesamte Auf-
wand zur Kanonisierung der gefundenen Kandidaten ben¤otigt wird. Die Anzahl
der zu kanonisierenden Kandidaten wird zwar mittels des Prinzips der ordnungs-
treuen Erzeugung relativ gering gehalten, mit dem in Kapitel 4 entwickelten An-
satz gem¤aß ordnungstreuer Erzeugung sind aber in naher Zukunft noch starke Ef-
zienzsteigerungen zu erwarten.
Neben der Entwicklung eines Computerprogramms wurde Klarheit in die Zusam-
menh¤ange zwischen dem praktisch sehr efzienten Algorithmus der Kanonisie-
rung von Graphen mittels iterierter Verfeinerung (nauty) und dem Homomor-
phieprinzip gebracht. Daraus ergibt sich die M¤oglichkeit, die Idee der iterierten
Verfeinerung auf andere Klassen diskreter Strukturen anzuwenden. Ein entspre-
chender Algorithmus wurde in Pseudocode verfasst.
Ebenso wurde McKay’s Ansatz zur Konstruktion diskreter Strukturen mit dem
Homomorphieprinzip und dem Leiterspiel nach B. Schmalz in Verbindung ge-
bracht, bzw. die bereits vermuteten Zusammenh¤ange wurden durchleuchtet. Auch
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Abbildung 6.1: Zwei Situationen im molekularen Graphen, die verbotene Kreise
(0 1 2 3 4¯) bzw. (0 1 2 3¯ 4¯) induzieren
hier wurde ein Algorithmus in Pseudocode angegeben, der sich direkt f¤ur Chiroto-
pe umsetzen l¤asst.
Anwendung in der Chemie
Der Generator wird in Zukunft vor allem Verwendung nden, um einen ¤Uberblick
¤uber m¤ogliche Konformationen von Molek¤ulen zu geben. Er ist somit ein erster
Schritt in Richtung auf einen Generator von Stereoisomeren bzw. von Konforme-
ren, als Erg¤anzung zum Molek¤ul-Kongurationsgenerator MOLGEN.
Zu gegebenen molekularen Graphen ist insbesondere die Konstruktion von Iso-
morphieklassen unter Umnummerierung bzgl. der Graph-Automorphismengruppe
gefragt. Das bedeutet, es werden nicht alle Umnummerierungen von Chirotopen
als ¤aquivalent angesehen, sondern nur Automorphismen des molekularen Graphen.
Ist man auch an chiralen Molek¤ulen interessiert, so sollte man nicht bzgl. Negation
kanonisieren, und ebenso sind Umorientierungen f¤ur afne Punktkongurationen
schwer interpretierbar.
Zus¤atzlich kann man aus dem molekularen Graphen mittels chemischer Ge-
setzm¤aßigkeiten Restriktionen f¤ur die Generierung in Form von verbotenen Krei-
sen ablesen: Als Beispiel sind in Abbildung 6.1 zwei Situationen skizziert, die
bei gew¤ohnlichen Umgebungsbedingungen als chemische Konformation ausge-
schlossen werden k¤onnen. Die linke Abbildung beschreibt ein Atom samt drei
Nachbarn, wobei sich in dem davon aufgespannten Tetraeder ein weiteres Atom
bendet. Die rechte Abbildung bezeichnet eine Situation, wo durch das von einem
Atom und zwei Nachbarn aufgespannte Dreieck eine weitere Bindung geht. Beide
Situationen k¤onnen bei der Generierung durch Angabe auszuschließender Kreise
vermieden werden. Weiter kann eine Gruppe von geometrischen Automorphismen
vorgeschrieben werden, wie sie beispielsweise aus NMR-Daten ablesbar ist.
123
Zu jeder gefundenen Punktkonguration kann schließlich mittels Energieminimie-
rung unter Nebenbedingungen eine Konformation gesucht werden. (Zuvor k¤onnen
aus dem molekularen Graphen nach [CH88] Schranken f¤ur die Distanzmatrix ab-
gelesen werden. Es wird dann lediglich nach einer Realisierung der Chirotope in-
nerhalb dieser Schranken gesucht. Aus den Schranken f¤ur die Distanzmatrix kann
man auch direkt Kriterien f¤ur die Konstruktion der Chirotope ablesen, welche in
einer zuk¤unftigen Version des Generators mit ber¤ucksichtigt werden.) Insgesamt
erh¤alt man einen Satz an Konformationen, welcher einen guten ¤Uberblick ¤uber den
Konformationsraum des Molek¤uls gibt.
F¤ur diesen hier kurz skizzierten Weg zu einem Isomer- und Konformer-Generator
wurden von mir bereits einzelne Teile implementiert. Ein kleines Hilfsprogramm
berechnet so aus einem gegebenen molekularen Graphen die Liste der erw¤ahnten
verbotenen Kreise. Eine Berechnung von Schranken f¤ur die Distanzmatrix samt
Versch¤arfung mittels Dreiecksungleichungen nach [CH88] wurde implementiert.
Das Programmpaket SQP V1.1 zur nichtlinearen restringierten Optimierung von
M. Gerdts [Ger04] wurde mit der Energiefunktion aus MOLGEN gekoppelt, so-
dass Molek¤ulplatzierungen unter Nebenbedingungen m¤oglich sind. Als Nebenbe-
dingungen gehen neben den Schranken der Distanzmatrix auch die Orientierungen
eines Chirotops ein.
Exemplarisch wurden so Konformationen zu Cyclohexan bestimmt, indem alle
Isomorphieklassen von azyklischen uniformen Chirotopen vom Rang 4 ¤uber 6
Punkten unter Umnummerierungen bzgl. der Diedergruppe D6 erzeugt wurden.
Dabei wurden Kreise von den in Abbildung 6.1 gezeigten Typen ausgeschlossen.
Von den gefundenen Chirotopen wurden nur die Orientierungen derjenigen Qua-
drupel ber¤ucksichtigt, die im molekularen Graphen zusammenh¤angende Teilgra-
phen bilden und so ergaben sich 13 theoretische Kongurationen f¤ur Cyclohexan.
Es stellte sich weiter heraus, dass mittels Energieoptimierung lediglich zu vier die-
ser Kongurationen ein zul¤assiges energetisches Gleichgewicht gefunden werden
konnte, und die so gefundenen Konformationen entsprechen genau den bekann-
ten Twistformen (Bild und Spiegelbild), der Sesselform und der Wannenform des
Cyclohexan.
Zur Visualisierung wurde ein Molek¤ulviewer und Konformationseditor entwickelt,
der u.a. zur aktuellen Platzierung das zugeh¤orige Chirotop darstellt.
Existenziell f¤ur den weiteren Erfolg des Projekts ist jedoch die Verf¤ugbarkeit eines
efzienten Generators f¤ur Chirotope unter Nebenbedingungen, wie er in dieser
Arbeit beschrieben und zum Teil implementiert wurde.
Abschließend sei angemerkt, dass die Diskretisierung auf afne Punktkongura-
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tionen und deren Darstellung durch ein Chirotop genau der sterischen Beschrei-
bung der Konguration von Molek¤ulen entspricht, wie sie unabh¤angig vonein-
ander sowohl von der Gruppe um A. Dreiding in Z¤urich ([DW80, DDH82]) als
auch im Umfeld von N. Zerof und S. Tratch in Moskau ([TZ87, KTZ90, TZ96])
vorgeschlagen wurde. Konzeptionell wird dabei das klassische 3-Ebenen-Modell
der molekularen Beschreibung um eine weitere sterische Ebene zur Beschreibung











In diesem Sinne kann man den hier vorgestellten Generator origen auch als
Kongurations-Generator f¤ur Molek¤ule verstehen. Die Chirotope erlauben eine ge-
nauere Unterscheidung von Kongurationen als die klassische Stereochemie mit
Stereozentren. Somit geht der hier vorgestellte Ansatz auch ¤uber die klassischen
Stereogeneratoren, etwa von J. G. Nourse et al. [Nou79, NCSD79, NSCD80], von
L. A. Zlatina [Zla91] oder von T. Wieland [Wie94, WKL96] hinaus.
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