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We predict the thermal counterpart of the anomalous Josephson effect in superconduc-
tor/ferromagnet/superconductor junctions with non-coplanar magnetic texture. The heat current
through the junction is shown to have the phase-sensitive interference component proportional to
cos(θ − θ0), where θ is the Josephson phase difference and θ0 is the texture-dependent phase shift.
In the generic tri-layer magnetic structure with the spin-filtering tunnel barrier θ0 is determined by
the spin chirality of magnetic configuration and can be considered as the direct manifestation of
the energy transport with participation of spin-triplet Cooper pairs. In case of the ideal spin filter
the phase shift is shown to be robust against spin relaxation caused by the spin-orbital scattering.
Possible applications of the coupling between heat flow and magnetic precession are discussed.
During the recent years large attention has been de-
voted to the emerging field of phase-coherent calortiron-
ics in hybrid superconducting structures1. The mecha-
nism of phase-sensitive heat transport is based on the
thermal counterpart of the Josephson effect2–6 which oc-
curs in the system consisting of two superconductors S1
and S2 separated a weak link and residing at tempera-
tures T1 and T2, respectively. The non-zero temperature
bias (for definiteness we assume that T1 > T2) generates
a stationary heat flow from S1 to S2 given by the heat
current-phase relation (HCPR)
Q˙tot(T1, T2, θ) = Q˙qp − Q˙int cos θ , (1)
where θ is the phase difference between superconducting
electrodes. Here the first term is the usual quasiparticle
heat current while the second one describes the contribu-
tion of energy transfer with participation of Cooper pairs.
In accordance with Onsager symmetry the heat current
is time-reversal invariant since the phase-coherent term
in Eq.(1) does not change under the phase inversion
Q˙tot(θ) = Q˙tot(−θ).
Experimentally the interplay of heat transport and
Josephson phase difference has been studied starting
from the observations of thermoelectric effects in super-
conductor/ normal metal/superconductor junctions7–12.
Recently the existence of coherent thermal currents (1)
has been confirmed in experiments using the Josephson
heat interferometry with tunnel contacts1,13,14. Subse-
quently the number of possible applications has been
suggested including heat interferometers13–16 , diodes17,
transistors15,18,19, phase-tunable ferromagnetic Joseph-
son valves20,21 and the probes of topological Andreev
bound states22. The direction Q˙int in Eq. (1) can be con-
trolled in experiments providing the realization of 0 − pi
thermal Josephson junction23.
In the present paper we report on the possibility to
obtain the generalized HCPR of the form
Q˙tot(T1, T2, θ) = Q˙qp − Q˙int cos(θ − θ0) , (2)
which can have an arbitrary phase-shift θ0 in contrast
to the Eq.(1) studied in all previous works2–6. This ef-
fect takes place in the systems with broken time-reversal
and chiral symmetries such as the S/F/S junctions with
non-coplanar magnetic textures or spin-orbital interac-
tion. It can be considered as the thermal counterpart
of the anomalous Josephson effect characterized by the
generalized current-phase relation (CPR)24–44
I(ϕ) = Ic sin(θ − ϕ0) . (3)
Here Ic is the critical current and ϕ0 is an arbitrary phase
shift which however in the general case is different from
that in the generalized HCPR θ0 6= ϕ0.
FIG. 1. (Color online) The sketch of FS-FI-SF system un-
der the thermal bias with the superconducting electrodes S1,2
residing at different temperatures T1,2. The exchange fields
h1 and h2 in ferromagnetic electrodes F1 and F2 form a non-
coplanar system with the spin polarization m of the ferro-
magnetic barrier (FI) .
We demonstrate the phase-shifted HCPR (2) using a
generic example of Josephson spin-valve20,21,45,46 that
contains three non-coplanar magnetic vectors, see Fig.(1.
It consists of two ferromagnetic layers (F) with exchange
fields h1,2 interacting with the superconducting elec-
trodes (S), separated by the spin-filter barrier with the
magnetic polarization directed along m. Recently the
spin-filter effect in superconductor/ferromagnet struc-
tures has been demonstrated by using ferromagnetic in-
sulators (FI) europium chalcogenides47–52 or GdN tun-
nelling barriers53. The role of outer F1,2 contacts is to
induce effective exchange fields in the superconducting
electrodes. In case of metallic ferromagnets this can be
achieved through the inverse the proximity effect54–57.
Alternatively F1,2 can be ferromagnetic insulators and
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2induce the effective exchange field in S1,2 as a result of
the spin-mixing scattering of conduction electrons58.
To calculate the currents across spin-filtering barri-
ers are we use generalized Kuprianov-Lukichev bound-
ary conditions59, that include spin-polarized tunnelling
at the SF interfaces58,60. The matrix tunnelling current
from S1 to S2 is given by
Iˇ12 = [Γˇgˇ1Γˇ
†, gˇ2], (4)
where gˇk for k = 1, 2 are the matrix Green’s functions
(GF) in the superconducting electrodes Sk. The spin-
polarized tunnelling matrix has the form Γˇ = t+σˆ0τˆ0 +
t−(mσˆ)τˆ3, wherem is the direction of barrier magnetiza-
tion, t± =
√
(1±√1− P 2)/2 and P being the spin-filter
efficiency of the barrier that ranges from 0 (no polariza-
tion) to 1 (100% filtering efficiency). The matrix GF
is given by gˇ =
(
gR gK
0 gA
)
, where gK is the Keldysh
component and gR(A) is the retarded (advanced) GF de-
termined by the equation56
[iετ3 − i(h · S)τ3 − ∆ˇ + Σˇs, gˇ] = 0 (5)
Here ε is the energy, ∆ˇ = ∆τ1e
iτ3ϕ is the order parame-
ter with the amplitude ∆ and phase ϕ, h is the exchange
field, S = (σ1, σ2, σ3), σ1,2,3 and τ1,2,3 are the Pauli ma-
trices in spin and Nambu spaces respectively. We include
the spin-orbital (SO) scattering process which lead to
the spin relaxation described by56,61 Σˇs = (S · gˇS)/8τso,
where τso is the SO scattering time. Due to the normal-
ization condition gˇ2 = 1 the Keldysh component can be
written as gK = (gR − gA)fL, where fL = fL(ε) is the
distribution function. We assume that it has an equi-
librium form f
(1,2)
L = tanh(ε/2T1,2) characterized by the
different temperatures T1,2 in the electrodes S1,2.
Proximity of the outer ferromagnetic layers shown
in Fig.(1) induces Zeeman splitting of electronic states
which acts as an effective exchange field in the super-
conducting electrodes. We assume that superconducting
layers are thin enough to neglect the spatial variations of
the spectral GFs (retarded and advances) so that up to
leading order they retain their bulk values in the presence
of a homogeneous exchange field
gR = τ3 [g03 + g33(σh)] + τ1 [g01 + g31(σh)] (6)
and gA = −τ3gR†τ3. The terms diagonal in Nambu space
(τ3) correspond to the normal correlations which deter-
mine the total density of states (DOS) and the DOS dif-
ference between the spin-up and spin-down subbands is
given by the components N+ = Reg03 and N− = Reg33
respectively. The off-diagonal components (τ1) describe
spin-singlet g01 and spin-triplet g31 superconducting cor-
relations which appears as the result of the exchange
splitting62.
The tunnelling heat current Q˙ across the Josephson
junction (JJ) is given by the general expression
RN Q˙ =
1
16e2
∫ ∞
∞
dεε Tr(IˇK12) (7)
where RN is the normal-state resistance of the tunnelling
barrier and e is the electron charge. At first we calculate
the heat current using (7). Assuming that the tempera-
ture difference is small we expand the distribution func-
tions in S1,2 electrodes f
(1,2)
L = f0 + (T1,2 − T )∂f0∂T where
T = (T1 + T2)/2 and introduce the total heat conduc-
tance as κ = Q˙/(T1−T2). In accordance with the Eq.(7)
it can be written as the superposition of three terms
κ/κN = κqp − κc cos θ − κs sin θ, (8)
where κN = pi
2T/(3e2RN ) is the normal state thermal
conductance of the junction. We will refer to the different
contributions in (8) as the quasiparticle κqp, the usual κc
and phase-shifting κs interference terms. Assuming S1,2
superconductors to be identical we get expressions for
components in Eq.(8):
κqp =
∫ ∞
−∞
dεF{N2+ + [r(h1⊥h2⊥) + h1‖h2‖]N2−}, (9)
κc =
∫ ∞
−∞
dεF× (10)
{r(Img01)2 +
[
rh1‖h2‖ + (h1⊥h2⊥)
]
(Img31)
2},
κs = χP
∫ ∞
−∞
dεF (Img31)
2, (11)
where χ = m · (h1 × h2) is spin chirality, r =
√
1− P 2,
h‖ = (mh) and h⊥ = h − h‖m are the exchange field
components parallel and perpendicular to the FI barrier
polarization, F (ε) = (6ε2/pi2T 2)∂f0/∂ε.
The quasiparticle and the usual phase-sensitive contri-
butions (9,10) have been analysed for the coplanar mag-
netic configuration21. The term κs (11) is non-zero only
in the non-coplanar case χ 6= 0 and it produces the phase
shift of HCPR in Eq.(2) given by θ0 = arctan(κs/κc).
Comparing different parts of the conductance (9,10,11)
one can see that κs is qualitatively different from the
others since it stems exclusively from the triplet part of
the condensate associated with the GF component g31.
In the general case of a non-ideal spin-filter P 6= 1 the
usual interference part κc has contributions from both
spin-singlet and spin-triplet Cooper pairs. Thus one can
conclude that the non-trivial phase shift θ0 6= 0 of the
HCPR is a direct experimentally measurable evidence of
the transport of spin-triplet Cooper pairs across the tun-
nel junction.
Physically the phase-shifting term κs appears as a re-
sult of the additional phase picked up by the spin-triplet
Cooper pairs when tunnelling between two superconduc-
tors with non-collinear exchange fields through the spin-
polarising barrier. To understand this phenomenon on a
qualitative level let us consider the magnetic configura-
tion h1 = h1z, h2 = h2x and m = y. The spin-triplet
condensates in S1 and S2 are described by the wave func-
tions Ψt1 ∼ | ↑, ↓〉z + | ↓, ↑〉z and Ψt2 ∼ eiϕ(| ↑, ↓〉x + | ↓
, ↑〉x) respectively, where the spin quantization axes are
set by the directions of exchange fields h1,2. Assuming
33
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FIG. 3: (Color online) Temperature dependencies of heat
conductance contributions κqp, κint and their ratio κint/κqp
for the SFS structure in Fig.(3) with h1,2 ⊥ P and the 100%
spin filtering P = 1. Left column (a,c,e) h = 0.5∆0 and
different τ−1so . Right column (b,d,f) Tc0τ
−1
so = 0.1 and different
h.
FI . 2. (Color online) e dencies of heat
cond ct co t i (a) κqp, (c) κint and their ratio (d)
κint/κqp for the SFS structure in Fig.(1) with h1,2 ⊥m and
the 100% spin filtering P = 1. (b) κc for the same structure
but with P = 0.8 and θh = pi/4. (e) Total DOS N+(ε) and (f)
spin-singlet anomalous function Img01(ε). The exchange field
is h = 0.5∆0 and the values of spin relaxation rate (Tc0τso)
−1
shown in (a) are the same for all panels.
the spin filter to be ideal P = 1 we find for the tunnelling
amplitude 〈Ψ2t|Pˆy|Ψ1t〉 ∼ ieiϕ, where Pˆy is the projec-
tion operator acting on each of the single-electron states
Pˆy| ↑〉z = 12 | ↑〉y and Pˆy| ↓〉z = −i2 | ↑〉y. Thus one can see
that the spin-filtering provides an additional pi/2 phase
in the tunnelling amplitude of spin-triplet Cooper pairs,
which is the origin of the anomalous Josephson effect44
and the phase-shifted HCPR studied here.
On a quantitative level let us analyse the particular
configuration h1,2 ⊥ m when the expressions (10,11)
yield the interference contributions which are propor-
tional to each other κint =
∫∞
−∞ dεF (ε)(Img31)
2 so that
κc = − cos θhκint and κs = sin θhκint, where θh is the an-
gle between h2⊥ and h1⊥ shown schematically in Fig.(1).
Hence for the ideal spin-filter P = 1 the phase shift of
HCPR is determined by the geometry of magnetic con-
figuration θ0 = θh although the overall amplitude of κint
is strongly suppressed by the spin relaxation. To demon-
strate this we find the order parameter and spectral func-
tions (6) self-consistently taking onto account the pres-
ence of exchange field and SO scattering rate which can
vary in wide limits corresponding to63 (∆0τso)
−1 ≈ 0.2
in Al and to64 (∆0τso)
−1 ≈ 500 in Nb, where ∆0 is the
bulk superconducting gap at h = 0, τso =∞ and T → 0.
4
(a) (b)
FIG. 4: (Color online) Temperature dependencies of the
magneto -thermal resistance (MTR) ratio of the SFS structure
in Fig.(3) for the collinear geometry hi = hiz and in the
absence of the spin-filtering P = 0. The panel (a) shows
the influence of spin-orbital relaxation on the MTR peak at
exchange fields |h1| = |h2| = 0.5∆0. Shown in the panel (b)
is the MTR for different exchange fields h = |h1,2| and spin-
orbital relaxation rate Tc0/τso = 0.1.
(a) (b)
FIG. 5: (Color online) Temperature dependencies of the
magneto -thermal resistance (MTR) ratio of the SFS structure
in Fig.(3) for the collinear geometry hi = hiz and in the
absence of the spin-filtering P = 0. The panel (a) shows
the influence of spin-orbital relaxation on the MTR peak at
exchange fields |h1| = |h2| = 0.5∆0. Shown in the panel (b)
is the MTR for different exchange fields h = |h1,2| and spin-
orbital relaxation rate Tc0/τso = 0.1.
FIG. 3. (Color nline) The phas shifts of CPR ϕ0 = ϕ0(T )
and HCPR θ0 = θ0(T ) for (a) P = 0.8 and (b) P = 0.9999.
Exchange splitting h = 0.5∆0 and SO relaxation (Tc0τso)
−1 =
1. The magnetic configuration is that h1,2 ⊥m and θh = pi/2.
Let us consider the calculated dependencies of quasi-
particle κqp(T ) and interference κint(T ) parts shown in
Figs. (2)a and (2)c respectively for the fixed exchange
field h = 0.5∆0. First there is a non-monotonic depen-
dence κqp = κqp(T ) which increases above the normal
state value as the temperature goes down below Tc. This
behaviour is explained by the DOS enhancement near the
gap edge. At lower temperatures T  Tc the quasipar-
tiles are frozen out which results in the exponential drop
of the heat conductance. Of interest is the evolution of
the peak amplitude in the κqp(T ) dependence with in-
creasing spin relaxation rate. Initially with increasing
τ−1so from zero to small values the peak of κqp(T ) is sup-
pressed while at the larger values of τ−1so it is restored.
This tendency reveals the the evolution of DOS N+(ε)
and the anomalous function Img01(ε) with increasing τ
−1
so
shown in Fig.(3). For τ−1so  Tc0 the singularities of spec-
tral functions are smeared. However at larger values of
τ−1so > Tc0 both N+ and Img01 again develop the peaks
although without the spin-splitting features. At the same
time the spin-triplet components g33 and g13 are strongly
suppressed by the SO scattering.
The temperature dependence of interference thermal
conductance κint(T ) is also non-monotonic due to the
similar mechanism as discussed above. As shown in
Fig.(2)c the maximum of κint(T ) is strongly suppressed
by the SO scattering which tends to remove the spin-
dependent components g31 of the GFs. However for the
fully-polarizing ideal spin filter P = 1 according to the
equitation (10) the suppression of κint does not affect the
phase shift of HCPR which is fixed by the angle between
exchange fields h1,2 as discussed above.
4The situation is different for P < 1 when κc and κs
are no longer proportional to each other. The qualita-
tive difference between the usual κc and phase-shifting
κs contributions in this case is determined by the trans-
port of spin-singlet Cooper pairs which is only possible
if both the spin projections can pass the spin filter. This
contribution is described by the first term in the r.h.s of
Eq.(10) which yields a non-zero contribution since r 6= 0.
In this case the phase shift of HCPR is suppressed by the
SO scattering which leads to the decrease of spin-triplet
correlations so that κs → 0. At the same time the con-
tribution of spin-singlet Cooper pairs survives keeping
κc 6= 0 in the limit τso → 0 as shown in the Fig.(2)b.
It is instructive to compare the phase-shifted HCPR
(2) and CPR (3) calculated for the spin-valve shown in
Fig.(1) using the general matrix current (4). The usual
I0 = Ic cosϕ0 and anomalous Ian = Ic sinϕ0 Josephson
currents through tunnel barrier are given by
RNI0
pieT
=
∑
ωn
[
r(g201 + h1‖h2‖g
2
31) + (h1⊥h2⊥)g
2
31
]
(12)
RNIan
pieT
= χP
∑
ωn
g231, (13)
where χ = m(h1 × h2) is the spin chirality, g01 and
g31 are the spin-singlet and spin-triplet components of
the Matsubara GF written in the form (6) analytically
continued to the imaginary frequencies ε → iωn with
ωn = (2n+ 1)piT .
Expressions for the Josephson current (12,13) are dual
to that of the interference heat conductance (10,11). Sim-
ilar to the phase-shifting term κs the anomalous current
Ian is mediated by spin-triplet component g31. There-
fore ϕ0 Josephson effect is the directly observable sig-
nature of the spin-triplet superconducting current across
the junction. For the ideal spin filter P = 1 Eqs.(12,13)
yield a temperature-independent phase shift of CPR
ϕ0 = θ0 = θh, although in the general case θ0 and ϕ0
can be quite different, as shown in Fig.(3)a,b.
The predicted effect of phase-shifted HCPR can
be experimentally observed using the Josephson heat
interferometer1,13 consisting of the temperature-biased
superconducting quantum interference device (SQUID )
with the usual JJ in the one part and θ0-JJ in the other
part. In this case following the derivation in Ref.(1) one
can show that the interference pattern of the heat cur-
rent across the SQUID Q˙int contains a spontaneous shift
as a function of the external magnetic flux Φ so that
Q˙int = Q˙int(Φ − Φe). For the ideal spin filter when
ϕ0 = θ0 = θh we get Φe = θhΦ0/2pi
The θ0-shifted HCPR (3) provides an interesting pos-
sibility to couple the heat transport with magnetization
dynamics. Oscillations of moments h1,2 and m driven by
the Larmour precession around the effective field28 in the
generic thermomagnetic circuit Fig.(1) produce the time-
dependent spin chirality χ = χ(t) and hence generate the
non-stationary phase shifts ϕ0 = ϕ0(t) and θ0 = θ0(t).
Thus according to Eqs.(2,3) one can generate alternat-
ing heat and charge currents at the Larmour frequency
which can be controlled by an external magnetic an the
anisotropy field. The other possible application is based
on the effective conversion of spin currents inside the fer-
romagnet or ferromagnetic insulator into the electronic
heat and charge currents across the attached Josephson
junctions. Based on the discussed effect it is in princi-
ple possible to implement the superconducting JJ detec-
tor of magnetic precession associated with magnons in
FI layer65–67 or the skyrmion motion inside ferromagnets
which can be used for the racetrack magnetic memory
applications68.
To summarize, we have found the thermal counterpart
of the anomalous Josephson effect. Under the conditions
of broken time-reversal and chiral symmetries the inter-
ference heat current acquires an arbitrary phase shift
θ0 which substantially generalizes the previously found
forms of HCPR. For the generic example of the non-
coplanar Josephson spin valve (Fig.1) θ0 is determined
by the non-zero spin chirality χ = m ·(h1×h2) 6= 0. The
phase shift is demonstrated to be the direct and experi-
mentally measurable evidence of the heat transport with
participation of spin-triplet Cooper pairs. In view of pos-
sible applications the proposed effect allows to change the
heat conductance of the system in a continuous way by
rotating magnetic vectors. For this purpose it is prefer-
able to use magnetic elements with different coercivity
fields50 or anisotropies.
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