Abstract. We investigate the retrieval of terrestrial precipitable water columns using a new spectral fitting method applied to Global Ozone Monitoring Experiment (GOME) data. The method is an optical absorption spectroscopy technique and employs a new approach to the opacity sampling of absorption line spectra which we apply to a littlestudied visible band between 585 and 600 nm. The GOMEretrieved columns are compared with data from the European Center for Medium-Range Weather Forecasts for different orbits and show good agreement. The new retrieval algorithm is sensitive to the temperature and pressure dependence of absorption lines in general and may be easily applied to spectra of trace gases other than water vapor.
Introduction
The retrieval of precipitable water column (PWC) is routinely conducted using microwave, far infrared, infrared and near infrared spectral features [Deepak et al., 1980; Stephens, 1994] . In contrast, the visible water vapor bands have been poorly utilized, largely due to the incomplete state of the spectroscopic data, but also due to difficulties with applying techniques such as Differential Optical Absorption Spectroscopy (DOAS) [Platt, 1994] to these spectral regions. Although the Global Ozone Monitoring Experiment (GOME) on the European Space Agency's ERS-2 satellite successfully maps many trace gases it has not displayed the potential to report on PWC until recently [Noël et al., 1999] . GOME is a nadir-view instrument which measures solar and terrestrial radiances, the latter with a footprint of about 320 × 40 km 2 , over a spectral range of 240-790 nm (resolution 0.2-0.4 nm). In this study we focus on a weak water vapor absorption band between 585 nm and 600 nm which appears to be relatively free of absorption due to species other than water vapor. DOAS fails when applied to this band because it is highly-structured, i.e. the line strengths in the band range over many orders of magnitude and the cumulative effect of absorption due to both strong line wings and the presence of many weak lines is not negligible. In this letter we outline a new technique for fitting such highly-structured absorption spectra which correctly accounts for the spectral structure at instrumental resolution as well as the variation of line shapes with altitude. We have used spectroscopic quantities and line strengths from the HITRAN96 database [Rothman et al., 1998 ]. Notwithstanding large uncertainties in these parameters, HITRAN96 is still the best currently available source of spectroscopic data on the visible water bands. The method is applied to two orbits of radiance data taken from the GOME Data Product (GDP) [Balzer & Loyola, 1996] covering two completely separate measurement periods and compared to results from the European Center for Medium-Range Weather Forecasts (ECMWF) data models for water columns at similar geolocations and times.
Optical Absorption Coefficient Spectroscopy
The spectral region to which we apply our new fitting technique is shown in Figure 1 along with a fit to a typical GOME transmittance spectrum (transmittance = I/I0, where I is the measured reflected radiance from the Earth's atmosphere and I0 is the solar irradiance). Each point in a transmittance spectrum represents a measurement by one detector pixel, of which there are 69 in the region of interest. Apart from the water absorption band of interest which lies between the maxima of two (O2)2 collisional broad-band absorptions (at 577.2 nm and 630.0 nm) the region also contains a small amount of sodium line absorption at 588.99 and 589.59 nm which we include in our calculations.
The fit uses a new opacity sampling technique called the Opacity Coefficient Method (OCM) [Maurellis, 1998 ]. This technique allows for average transmittance per detector pixel to be expressed directly as a product of exponential sums over cross-section bins ξi, viz.
Here optical depth τ is assumed to be a function of altitude z and wavelength λ. Although OCM appears to be similar to exponential-sum sampling techniques such as the k-distribution method (cf. [Kato et al., 1999] ), the OCM coefficients α
are calculated directly from the number of discretized cross-section counts in a logarithmic crosssection bin ξi rather than via a probability density function. Integration limits λ1 and λ2 represent the effective wavelength bounds of detection of a detector pixel while ∆λ represents the level of wavelength discretization of the absorption spectra. The level index runs over L discrete altitude layers each contributing an attenuation proportional to an optical depth ξiN which is multiplied by the increase in path length due to solar zenith angle appropriate for a spherical atmosphere [Banks & Kockarts, 1973] . Here N ≡ z +1 z n(z) dz is the vertical column density within a layer bounded by altitudes [z , z +1 ]. The total PWC is given by N = N . Thus OCM samples the opacities due to L absorption spectra, each constructed from 638 Voigt realizations of HITRAN96 line data in the wavelength range of interest. In contrast, a DOAS implementation uses absorption spectra which have been convolved to the instrumental resolution. The result is that OCM is more accurate than DOAS because it correctly samples full line profiles and the degree to which they overlap regardless of the degree of saturation at their line centers, provided that the mean saturation per detector pixel (i.e. at instrumental resolution) is not significant. Numerical tests show that the error in the OCM-calculated transmittance is less than 1% if the mean optical depth per detector pixel is less than 2 × 10 −1 . We employ the acronym OACS (for Optical Absorption Coefficient Spectroscopy) for the process of using OCM to fit multiple absorption spectra to GOME transmittances. After discretizing a cross-section realization for a given temperature T and pressure p at a resolution ∆λ = 0.001 cm −1 (corresponding to a wavelength resolution of about 3.5 × 10 −5 nm), an OCM sampling of the cross-section yields cross-section counts αi(T, p). These counts are pre-computed for a wide range of temperatures and pressures and then interpolated to obtain α ( ) i for levels appropriate to the atmospheric conditions corresponding to a particular GOME measurement. (We currently use ECMWF atmospheric temperature and pressure profiles although this information may be drawn from other sources during operational retrieval.) Equation (1) is then simultaneously fitted to all points within a GOME transmittance spectrum using a highly robust large-scale trust-region optimization method [Byrd et al., 1988] . The fit parameters are N and, as in DOAS, the coefficients of a second-order polynomial in wavelength which further takes into account the effects of extinction due to Mie and Rayleigh scattering and the broad band absorption of (O2)2. Before every iteration of the fit, the OCM-sampled transmittance is smoothed by a Gaussian model of the GOME detector slit function with a FWHM value of 0.35 nm [Caspar & Chance, 1997] . The parameter L is constrained only by available computing resources and the desired accuracy of the fit which means that OACS also has the potential to yield density profile information.
Discussion of Results
We now compare ECMWF model predictions with OACS retrievals for the first of two roughly longitudinal orbits of GOME transmittance spectra. The ECMWF data is chosen to be as close in time as possible to the GOME orbit and is interpolated across the GOME footprint for each transmittance spectrum. Figure 2 shows PWC retrieved from 1-level OACS fits (i.e. L = 1 in equation 1) as well as 1-level DOAS fits, both presented as a function of latitude. The single level is chosen to correspond to temperatures and pressures at altitudes between approximately 0.2 and 0.4 km in the ECMWF background atmosphere since the bulk of water vapor is expected at lower altitudes. The error bars reflect the goodness-of-fit to the observed spectrum (see residuals in Figure 1 ). We also show the percentage of cloud cover per retrieval, taken directly from GDP level-2 data, although OACS does not use this information to obtain the best fit. In other words, OACS currently makes no adjustments for the presence of clouds. Clearly DOAS significantly underestimates the columns predicted by ECMWF. This holds true even when more than one temperature-and pressuredependent realization of the absorption spectrum is used simultaneously. As discussed earlier, this is because DOAS uses a wavelength average of the absorption strengths rather than wavelength-averaging the transmittances. Thus absorption is over-estimated and PWC is subsequently underestimated. OACS reproduces ECMWF values well except in cases where the mean fitted optical depth per detector pixel is greater than 2 × 10 −1 . Such optical depths may be due either to significant cloud cover or to water column densities greater than about 1.5 × 10 23 molec cm −2 . Apart from this, agreement is particularly good over regions where ECMWF has denser measurements (for example, due to ground-based radiosonde data at latitudes greater than approximately 30
• N) but poorer for regions where ECMWF relies mostly on TOVS remote sensing data [Chaboureau et al., 1998] . Figure 3 shows PWC obtained for both a 1-level and a 9-level OACS retrieval (i.e. L = 1, L = 9 in equation 1) applied to a second GOME orbit. In the 9-level case, the levels are chosen to represent temperatures and pressures between about 0.2 and 21 km in the ECMWF background atmospheric model. The 9-level OACS retrievals show better agreement than the 1-level OACS retrievals and are less sensitive to cloud cover. Furthermore, the 1-level OACS fails to converge in about 6% of all attempted retrievals, compared to less than 1% for a 9-level OACS. The existence of discrepancies between our results and ECMWF data (confirmed by a preliminary comparison with Special Sensor Microwave/Image data) in instances of significant optical depth and due either to clouds or mild saturation effects suggests that more accurate spectroscopic data are required in order to improve OACS retrievals of PWC.
In summary, we have demonstrated the first application of OACS, a new column retrieval technique, to PWC retrieval from GOME data. The only operational inputs required for OACS are background atmospheric temperature and pressure profiles, i.e. no a priori knowledge of the trace gas profile is included in the calculation (cf. [Noël et al., 1999] in which a priori water vapor profiles were used). New high-resolution measurements of water vapor in the visible [Lang et al., 1999; Carleer et al., 1999] are expected to modify line parameters within the existing HITRAN96 database as well as add a significant number of new lines. Since OACS is very sensitive to the details of the line structure within an absorption spectrum, the new spectra will contribute greatly to the accuracy of the method which already appears to offer a significant alternative to other methods of water column retrieval.
