Abstract. We study local existence and uniqueness for a surface growth model with space-time white noise in 2D. Unfortunately, the direct fixed-point argument for mild solutions fails here, as we do not have sufficient regularity for the stochastic forcing. Nevertheless, one can give a rigorous meaning to the stochastic PDE and show uniqueness of solutions in that setting. Using spectral Galerkin method and any other types of regularization of the noise, we obtain always the same solution.
Introduction
We study local existence and uniqueness of the following equation ( 
1.1)
∂ t h + ∆ 2 h + ∆|∇h| 2 = η subject to periodic boundary conditions on [0, 2π] 2 and with space-time white noise η. This equation arises in the theory of amorphous surface growth, see for example [17, 18] , and it has been considered also in the theory of ion sputtering. The equation is simplified in the sense that we have left out lower order terms that can easily be handled and do not present any obstacle in the theory of local existence.
A thorough analysis of the one-dimensional version of the problem has been given in [3] , where the general theory introduced in [8] has allowed to prove the existence of Markov solutions to the equation. Moreover each of these solutions converges to a unique equilibrium distribution.
In order to complete the same program for the (physically relevant) two-dimensional case, there are several problems that need to be faced. Key words and phrases. Local existence and uniqueness, surface growth model, regularization of noise, fixed point argument, mild solution.
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• When dealing with space-time white noise it turns out that the expected smoothness of the solution is not enough to define the non-linear term.
• In contrast with the one-dimensional case, existence of global weak solutions is harder, due to the lack of reasonable energy estimates. Existence of weak solutions without noise has been proved in [21] , using a-priori bounds derived from the estimate of e h dx, which cannot be used for any approximation by Galerkin methods.
• The weak-strong uniqueness principle (i.e. uniqueness of local solutions in the class of weak solutions) fails, and this is a serious obstacle to the application of the same ideas used in [2] .
In this paper we address the problem of proving the existence of local solutions for the equation forced by space-time white noise, as well as the issue of low regularity for the non-linear term. A preliminary existence result of local in time solution has been already given in [4] , based on the ideas introduced in [15] . Nevertheless, these methods where not able to treat the physically relevant case of space-time white noise.
Here we follow an approach similar to the one used in [7] for a similar singular two-dimensional problem with space-time white noise. One key difference is that we cannot rely on an explicitly given invariant measure. The idea is to decompose the solution in a rough part having the low regularity dictated by the forcing and a remainder, slightly smoother. The non-linearity for the rough term is then defined as the limit of cut-offs via spectral Galerkin methods, thanks to the underlying Gaussian nature of the processes involved. This, roughly speaking, corresponds to a re-normalization of the non-linearity, but without any additional term, due to the fact that the Laplace in front of the gradient squared kills the infinite constant. The method works even for rougher noise at the price, of a lower level of regularity. For even rougher noise the remainder fails to be regular enough, and then we need an additional term in the expansion of the solution.
To be more precise, we interpret the solution as h = z + v, where z solves the corresponding linear stochastic equation (where the non-linearity is dropped) and v is the remainder. The term z is a function valued process. Due to regularization of the bi-Laplacian it is even continuous in space and time, but it fails to have a derivative. The remainder v is then given by the mild solution v(t) = e −tA h 0 − t 0 e −(t−s)∆ 2 ∆(|∇v| 2 + 2∇v · ∇z + |∇z| 2 ) dt + z(t).
Since v is regular enough, the double product ∇v·∇z is well defined. The problems originate from the "squared distribution" |∇z| 2 . Once this term is properly defined as a limit of spectral approximations, for instance, we can work out a fixed point argument similar to [9] (see also [3] ).
Recently there is an interest in the analysis of non-linear PDEs that, like the one presented here, are forced by noise rough enough so that the non-linear term in principle is not well-defined. The meaning of the non-linearity is then recovered through probability. We refer to [11, 13] . Two recent papers [10, 12] have proposed general and powerful methods that apply to our equation (1.1) as well as to more difficult problems, where for instance the re-normalized infinite constant shows up in the equation. The method we have used here, based on Fourier expansion, works very well for our problem (1.1) and we believe it is, at least for this problem, neat and simple.
1.1. Notations. Let T 2 be the two dimensional torus, understood as
with identification of the borders. Consider the complex Fourier basis of L 2 (T 2 ; C), defined by e k = (2π) 
It will be useful, for our purposes, to extend the definition of B over complex valued functions as B(u 1 , u 2 ) = ∆(∇u 1 · ∇u 2 ). With this position B coincides with the previous definition for real valued functions and it is Hermitian, namely B(u 2 , u 1 ) = B(u 1 , u 2 ).
In the rest of the paper we shall adopt the sloppy habit to use the same symbol for numbers that depend only on universal constants and that can change from line to line of an inequality.
Main results

2.1.
Existence of mild solutions. Our first main results shows existence of a local solution of (1.1). The solution is interpreted in the mild formulation
for a suitable initial condition h 0 . Denote by z(t) = t 0 S(t − s) dW s the stochastic convolution. The above mild formulation can be recast in terms of v = h − z as
Since we do not expect the term B(z, z) to be well defined, given the regularity of the stochastic convolution (see Lemma 3.1, we replace it by a suitable extension B(z, z) defined in Section 3 as the limit of spectral Galerkin approximations of z.
In conclusion a mild solution h of (1.1) is a random process such that v = h − z is a mild solution in the sense that
Given ρ > 0, ǫ > 0 and T > 0, define
We will find a solution of (2.2) by means of a fixed point argument in the space 
The proof is given later in Section 2.1. Note that solutions are unique up to the minimum of both their stopping times in the space X (ǫ, ρ, T ). Moreover, by standard methods one can continue uniquely the solution as continuousH 1+ǫ ℘ -valued solutions, until they blow up.
2.2.
Other regularizations. Here we consider regularizing methods different from the spectral Galerkin method used to define B(z, z). We give an abstract criterion and examples of its application.
We first define what we mean by regularization of z. Let Φ be a bounded operator onL 2 (T 2 ) and define
where the β Φ k (t) = ΦW (t), e k are (not necessarily independent) Brownian motions with variance Φe k 2 L 2 . We suppose that the regularized process z Φ defined above is smooth enough in order to define B(z Φ , z Φ ) uniquely. A sufficient condition that ensures this statement is given in the following lemma. 
Having approximations in mind, we turn to sequences (Φ N ) N ∈N of bounded operators satisfying (2.3) and we analyse under which conditions they provide a "good" approximation of the process z. By "good" we mean that the quantities involved in the definition of B(z, z) and in the proof of Theorem 2.1 should be well approximated by the corresponding quantities for the sequence (z Φ N ) N ≥1 . The first result gives sufficient conditions that ensure convergence in L p loc ([0, ∞); W s,p ). The technical assumptions on Φ N basically states, that they converge in a weak sense to the identity, and that the off-diagonal terms of the operators are not too large.
, where the Kronecker-Delta is given by δ m,n = 1 if m = n and zero otherwise, • there is γ ∈ (0, 1) such that
Then for every s ∈ (0, γ), p ≥ 1 and T > 0,
Our second result gives some sufficient conditions that ensure that different approximations give the same limit non-linearity. The particular choice of the Galerkin truncations operators yields conditions for the limit of a generic sequence (Φ N ) N ∈N to the limit non-linearity defined in Section 3. 
Then for all T > 0 and q ≥ 1,
With the above results at hand, we verify that a convergence of a regularization (Φ n ) n∈N that leads to the convergence of z
Φn to z and of B(z
Φn of the regularized problem converging to v = h − z, the solution given by Theorem 2.1, in probability. We give only one possible version of the result. Other versions may be obtained by working on different function spaces.
Given an initial condition h 0 ∈H 1 ℘ (T 2 ), let v be the process given by the mild formulation (2.2). Define for every R > 0 the stopping time
and τ R = ∞ if the above set is empty. By its definition, it is immediate to see that τ R ≤ τ h 0 , where τ h 0 is the life-span of v.
The proof of these results is given in Section 5.2. Here we illustrate examples of applications of the results presented above.
Remark 2.6. For every N ≥ 1 define Φ N e m = e m if |m| ≤ N, and 0 otherwise. The spectral truncations Φ N are clearly regularizing and all assumptions of Theorems 2.3, and 2.4 hold true. Indeed, the two theorems find a non-trivial application when one needs to control the off-diagonal terms.
Example 2.7. Given a non-negative smooth function q with support contained in a small neighbourhood of the origin and such that q(x) dx = 1, let q N be the periodic extension on T 2 of z → q(Nz). Let
The operators Φ N are self-adjoint and diagonal in the Fourier basis. Denote by φ N k the eigenvalues of Φ N . These are (up to constant) given by the Fourier coefficients of z → N 2 q(Nz). Assume that q ∈ H η for some η > 0 and that φ N k → 1 as N → ∞, which is easy to verify. Then it is straightforward to check that the assumptions of Lemma 2.2 and of Theorems 2.3 and 2.4 are verified. We comment in more details in Example 5.1.
Example 2.8. Here we study a non-diagonal case, which is for instance given by noise not homogeneous in space [1] . Define
with a kernel q N which determined by a non-negative, smooth q such that the support of q is contained in a small neighbourhood of the diagonal x = y such that T 2 ×T 2 q(x, y)dxdy = 1. The kernel q N is the periodic extension on T 2 × T 2 of (ξ, η) → q(Nξ, Nη).
We can now again check all assumptions of Lemma 2.2 and Theorem 2.3 and 2.4. As before, let Ψ (N ) = π N be the projection onto the first Fourier modes. Again, (2.3) is true, once q is sufficiently smooth.
The bounds in (2.6) and (2.7) are easy to establish, as we verify later that c m.n is uniformly bounded. The crucial condition is (2.4), which requires some work and does not seem hold for arbitrary kernels. We comment on all these assumptions in detail later in Example 5.2.
2.3. Rougher noise. As it is apparent by the previous sections, space-time white noise is the borderline case between the standard theory for mild solutions and the additional work summarized by Theorem 2.1. It is then possible to consider rougher noise.
In view of the computations needed to define B(z, z) (Lemma 3.4) it is reasonable to consider a simplified case, namely when the covariance operator we apply to white noise is diagonal in the Fourier basis. Consider a bounded linear operator Φ onL 2 (T 2 ) and assume for the rest of this section the following properties,
⋆ . This situation is similar to Example 2.7 before, when we consider kernels q given by a distribution instead of a function.
The value β = 0 is morally the space-time white noise. Moreover, the definition of B(z, z) imposes a structural restriction that limits the range of possible values of β to β < 1 (see Remark 6.4).
The same ideas of Section 2.1, when slightly modified to take into account the parameter β, lead to the following result.
Theorem 2.9. Assume β ∈ (0, 2 3 ) and let h 0 ∈H 1 ℘ and ǫ ∈ (
, there exist a stopping time τ h 0 and a solution h of (6.1) understood as h = v + z, where z is given by (6.2) and h − z satisfies the mild formulation
is due to the term B(v, z) in the mild formulation (2.2). When the noise is too rough, the auxiliary function v is not enough regular to ensure that the product B(v, z) is well-defined.
Assume now β ∈ [
, 1). To overcome the difficulty caused by the poor regularity of both v and z, we add a term in the second Wiener chaos in the decomposition of h, namely h = u + ζ + z, where ζ solveṡ
and u is the mild solution oḟ
with initial condition u(0) = h(0). To this end we need to suitably define B(ζ, z) as we have already done for B(z, z), by exploiting the cancellations in the expectations of these processes. This gives no gain for ζ (we have already "used" the cancellation to define B(z, z)) but it is effective both in improving the regularity of B(ζ, ζ) (with respect to what we would get from standard multiplication theorems in Sobolev spaces), and in defining B(ζ, z). Actually, the approach through the higher Wiener chaos expansion of h can be used for any value of β ∈ (0, 1). Indeed, it is sufficient to define B(ζ, z) = B(ζ, z) whenever the latter term is well defined (see Remark 6.8). We are able then to prove the following result. ). Given a cylindrical Wiener process W onL 2 (T 2 ), there exist a stopping time τ h 0 and a solution h of (6.1) understood as h = u + ζ + z, where z is given by (6.2), ζ by (6.4) and
The stochastic convolution
Let z be the stochastic convolution
namely the solution of dz + Az dt = dW, with initial condition z(0) = 0 and zero mean. The stochastic convolution can be expanded in the complex Fourier basis,
where
is a sequence of independent complexvalued standard Brownian motions.
Due to the bi-Laplace operator, the stochastic convolution is function-valued. On the other hand the stochastic convolution is not sufficiently regular to define the non-linear term ∆|∇z| 2 as a function (and neither as a distribution), see Lemma 3.1 below. It turns out that, suitably defined, the term ∆|∇z| 2 makes sense.
℘ for all times, almost surely. Proof. Using the explicit representation of z in Fourier series,
The almost sure statement follows from Gaussianity [6, Theorem 2.5.5].
3.1. Regularity in Sobolev spaces. Lemma 3.1 above shows that the gradient of z is not defined. On the other hand, z has a "fractional" derivative of any order smaller than one.
Proposition 3.2. For every p ≥ 1 and s ∈ (0, 1),
Proof. Use the Fourier representation of z to get,
where to estimate the last sum on the right hand side of the formula above one can split in the two parts |k| ≥ |x − y| −1 and |k| ≤ |x − y| −1 . By Gaussianity, for
Remark 3.3. The regularity in time stated in the previous proposition can be improved, with standard arguments, to L ∞ or even Hölder, but we will not use this fact in the paper.
3.2. The non-linearity for the stochastic convolution. If u = k∈Z 2 u k e k and v = k∈Z 2 v k e k are real valued, the non-linear term can be formally written in terms of the Fourier coefficients as
Consider the stochastic convolution z and set for every
Following [7] , we extend the definition of the non-linearity B so that the terms J k (t), for k = 0, are convergent. This is possible due to cancellations, since the z m are centred Gaussians. The term J 0 (t) = − ∇z(t) L 2 should be the most problematic, since there is no hope to exploit any cancellation. On the other hand it is constant in the space variable and it is cancelled by the Laplace operator.
Given
We extend the operator B on the non-differentiable function z as the limit of the sequence (B N (z, z)) N ≥1 in suitable function spaces.
) for every γ > 0. In particular, the limit B(z, z) is welldefined as an element ofH
where by the symbol N ↔ N ′ in the sum over m, n we mean that the sum is extended only over those indices m, n that satisfy N < |m| ∨ |n| ≤ N ′ .
The sequence (z m ) m∈Z + is a family of independent centred Gaussian random
The last series above can be estimated with Lemma A.4, indeed since |m|∨|n| ≥ N,
In conclusion,
and the term on the right hand side converges to zero as N, N ′ → ∞.
Remark 3.5. In order to define B we have chosen Galerkin projections as regularizations of the underlying Wiener-process and passed to the limit in order to define the solution. We will see that other regularizations, for example convolution operators, yield exactly the same result.
We shall need higher moments of B(z, z) for our considerations on the non-linear problem. We shall derive the claim from hyper-contractivity of Gaussian measures [16, 20] . Proposition 3.6. Given γ > 0 and p > 1, there is a constant c > 0 such that
Proof. For the second moment we can proceed as in the previous lemma, using again the elementary estimate of Lemma A.4,
and the second moment is finite. To prove that all moments are finite, consider an integer p ≥ 1. Theorem I.22 of [20] yields that
hence by the Hölder inequality,
and the moment of order 2p is uniformly bounded in time.
4. Proof of Theorem 2.1
) and h 0 ∈H 1 ℘ . Let T be the operator that takes as its value the right-hand side of (2.2), namely
We use the standard contraction fixed point theorem. To this end we show that by choosing ρ, T suitably, T maps X (ǫ, ρ, T ) into itself. By possibly taking a smaller value of ρ, T is also a contraction. 
(1−a−2ǫ) .
The mixed term is estimated with the help of Corollary A.3, with γ < 1 − ǫ, α = 1 − (ǫ ∧ γ)/2 and q > 4/(ǫ ∧ γ ∧ (1 − ǫ − γ)), and the Hölder inequality,
is positive and the integrals are well defined by the choice of q.
Finally for the quadratic term in z we use Proposition 3.6. Let 2 < γ ′ < 3 − ǫ and p ′ such that 1 4 p ′ (1 + γ ′ + ǫ) < 1, then by the Hölder inequality,
where q ′ is the Hölder conjugate exponent of p ′ and e 2 = (γ ′ + 1) is positive. The three estimates together yield
. All the quantities in the displayed formula above converge to 0 as T → 0, so for T small enough we can find a positive value of ρ that satisfies the self-mapping property.
The contraction property. The contraction property follows from similar estimates. Let v 1 , v 2 ∈ X (ǫ, ρ, T ), then
We use Lemma A.1 for the first term and Corollary A.3 for the second term (with the same choice for the value of the parameters as the previous part),
and again by choosing T small enough the mapping is a contraction. Given a ∈ (0, 1) and b ∈ 0, 
Other regularizations
Let Φ be a bounded operator onL(T 2 ) and consider the associated stochastic convolution,
and the β Φ k are Brownian motions. These are in general non independent, unless Φ is diagonal in the Fourier-basis e k . We recall that Φ is regularizing if it satisfies the conclusions of Lemma 2.2, whose proof is given below.
Proof of Lemma 2.2. Condition (2.
3) ensures that the terms J k defined in (3.2) are a.s. absolutely convergent, hence the computations in Lemma 3.4 can be made rigorously for z Φ without relying on the spectral truncation.
Good approximations. Here we prove Theorems 2.3 and 2.4. The proof of Theorem 2.3 is a straightforward modification of Proposition 3.2.
Proof of Theorem 2.3. Let γ ∈ (0, 1) be the value given in the statement of the theorem. If x, y ∈ T 2 ,
where we used that
As in Proposition 3.2, Gaussianity and the definition of the norm in
The Lebesgue dominated convergence theorem for the double sum on the right hand side concludes the proof.
Proof of Theorem 2.4.
Consider two different regularizing operators Φ and Ψ. Of course we have in mind Φ N and Ψ N , but we omit the index N in the following. First
Define for every k ∈ Z 2 ,
Modify moreover the definition of J k
By exchanging expectation and summation,
Wick's formula [20, Proposition I.2] yields
Hence, (using the symmetry of variables n 2 ↔ m 2 in the last term)
Hence,
and similarly for other combinations of signs.
Let us now consider again the sequences Φ N and Ψ N . We treat the diagonal terms with m 1 = m 2 and n 1 = n 2 and the off-diagonal terms differently. We have to assume some uniform summability of the off-diagonal terms. This is ensured by the bounds (2.6) and (2.7). Moreover, all summands go to 0 in (5.2) due to the convergence in (2.5). Thus from (5.1) by the Lebesgue dominated convergence theorem:
As before, using hyper-contractivity as in the proof of Proposition 3.6, we can show that this holds for all moments and not only for the second.
Let us come back to the examples given in Section 2.1. 
Recall that q N is given by a non-negative smooth q supported in a small neighbourhood of the diagonal x = y, such that q N is a periodic extension of q(Nx, Ny) on T 2 × T 2 . Denote by q We can now again check all assumptions of Lemma 2.2 and Theorem 2.3 and 2.4. First (2.3) is true, once q is sufficiently smooth, for example in some H ǫ , as this implies that q
by Lemma A.4. For the next steps, as before, let Ψ (N ) = π N be the projection onto the first Fourier modes. Now,
The bounds in (2.6) and (2.7) are easy to establish, as we can verify that c m,n is uniformly bounded together with the fact that, by Lemma A.4, m+n=k |m|
. In order to establish uniform bounds on c m,n , consider
and, as q N (x, ·, e m = ℓ∈Z 2 q ℓ,m e k (x),
The bounds now follow immediately from substituting N and bounds on the support of q. With some more effort, one can also verify that
We rely on a splitting on NT 2 into in N translated copies of T 2 here. The convergence of k∈Z 2 q
k,n to a Kronecker-Delta is more involved, and we skip details here. The crucial condition is (2.4), which does not seem to hold for arbitrary kernel q. First let us remark, that main problem in (2.4) are the terms with m = n, as the diagonal terms are easily summable under our assumption.
A weak sufficient condition for the off diagonal term would be to assume that for some ξ > 1, |q
Now we can verify by comparison with integrals, that
Thus (2.4) is true, as long as γ < α.
5.2.
Proof of the stability theorem. In this section we prove Theorem 2.5.
) and let (Φ N ) N ∈N be a sequence of regularizing operators satisfying the convergence property (2.8). In the following the index N is omitted, and we use a general regularizing operator Φ first.
Step 1: Existence. Fix ǫ ∈ (0, 1 2 ) from the proof of existence of solution in Theorem 2.1 and let v = h − z be the solution from Theorem 2.1. We first establish:
Then the equation with regularized noise z
Φ has a unique local solution v Φ in X (ǫ, ρ, T ) for some small random T > 0. This is follows from [4] or analogous to the result presented in this paper in Theorems 2.1, 2.9, or 2.10.
It is straightforward to verify that v Φ −S(t)h 0 and v−S(t)h 0 are both continuous with values inH 1+ǫ ℘ locally close to 0. Moreover, we can continue all v Φ by standard arguments as anH 1+ǫ ℘ -valued continuous function, until they blow up in H 1+ǫ . Recall for a given large radius R > 0
Moreover, we can define τ Φ > 0 as the maximal time of existence in H 1+ǫ , at which v Φ blows up.
Step 2: Bounding the error. We can define for all t ∈ [0, τ Φ ∧ τ R ) the error
Define the stopping time, where the error exceeds 1:
Here, we rewrote all terms in a way that they depend only on v, z, d Φ , z − z Φ , and v − v Φ . Thus, using the bounds from the proof of Theorem 2.1 with
The definition of τ ⋆ and using t ∈ [0, 1] yields
Now define the random variable of the error
This simplifies the previous estimate for t ∈ [0, τ ⋆ ) to
Step 3: Estimates in probability. Now define for δ ∈ (0, 1) the set
which is a large set, in case if z φ approximates z well, as P(Ω Φ,δ ) ≥ 1 − EE Φ /δ. Thus on the set Ω Φ,δ for t ≤ τ ⋆ we obtain
Using Gronwall's inequality for
in the version of [14] yields the existence of a finite random constant C(ω) independent of δ such that
Hence, we verified that for all δ 0 ∈ (0, 1) on the set {C(ω) < δ 0 /δ} ∩ Ω Φ,δ we have
Step 4: Convergence. Now we can apply the results of the previous step to our sequence Φ N . Here EE
Rougher noise
In this section we deal with a bounded linear operator Φ onL 2 (T 2 ) and we assume that
•
Since Φ is real valued, we clearly have thatφ k = φ −k .
Remark 6.1. It is obvious that any additional information on the φ k would in principle improve the results of this section. On the other hand our results are optimal once we know that |φ k | 2 ≈ |k| β , namely there are c, c
We wish to find a mild solution of the following equation,
where W is a cylindrical Wiener process on L 2 (T 2 ), again as h = v + z, where
and the z k are defined as in (3.1). The following lemma can be easily proved as in Proposition 3.2.
Lemma 6.2. Let β < 2 and let z be the process defined in (6.2) . For every p ≥ 1 and
We turn to the definition of B(z, z). The counterpart of Lemma 3.4 and Proposition 3.6 is the following proposition. 
The proof of the above proposition follows the same lines of the above mentioned results (direct computations and hyper-contractivity).
Remark 6.4. The restriction β < 1 in the assumptions in the above proposition is necessary, at least in our simple approach. Denote by J k the term J k = m+n=k (m· n)φ m φ n z m z n , and assume, as in Remark 6.1, that |φ k | 2 ≈ |k| β . Then it is easy to see that
which converges only if β < 1.
In order to manage the problem for β ≥ 1, it is necessary to consider another renormalization of the non-linearity. While the first renormalization has been hidden by the Laplace term in front of the squared gradient (killing the infinite constant, see Lemma 3.1), it looks like one should need a more refined approach as in [12, 10] to proceed further, but this does not fit in our simple approach.
We have all ingredients to prove the existence of a local mild solution of 6.1, interpreted as h = v + z. Here v is the solution of the mild formulation (2.2), and z is given by (6.2).
Proof of Theorem 2.9. Let us look first at the "self-mapping property". We need to estimate the three terms
The estimate of I 1 is the same of Theorem 2.1. For I 2 we use Corollary A.3. Choose γ such that β 2 < γ < 1 − ǫ, α such that β 2 < 1 − α < ǫ ∧ γ, and q large enough, then
Finally, the estimate of I 3 is the same of Theorem 2.1 and for β < γ ′ < 1 − ǫ and q large enough,
The contraction property follows by the same inequalities, as in Theorem 2.1.
Remark 6.5. The "troublemaker" in the proof of the above theorem is the last term, the one denoted by I 3 . Indeed, the computations for I 1 and I 2 work for any β ∈ (0, 1), given ǫ ∈ (0, 1 2 ) for the first term, and ǫ ∈ (
) for the second term. The term I 3 requires ǫ ∈ (0, 1 − β), hence β < , 1) and consider the decomposition h = u + ζ + z of h, where where ζ solveṡ
and u is the mild solution of
with initial condition u(0) = h(0), and B(ζ, z) is defined below in Lemma 6.7. We can write ζ as
then by maximal regularity, ζ ∈H 1+a ℘ , for every a < 1 − β. Notice that there is no additional gain in regularity if we try a direct computation in the style of Lemma 3.4. Roughly speaking, we have already "used" the effect of cancellations in the definition of B(z, z).
Although we have gained additional regularity for the term B(ζ, ζ) appearing in the equation for the remainder u, this is not enough. Indeed a standard multiplication theorem in Sobolev spaces (Lemma A.1) yields that B(ζ, ζ) ∈ H −2−γ ℘ for γ > 2β − 1, which by a quick computation allows, in the fixed point argument, for ǫ ∈ ( . Even worse, when dealing with B(ζ, z), we see that we still have not enough regularity to give a meaning to this term. We shall solve both problems exploiting cancellations.
Before proceeding, we state a few preliminary remarks. First, we know that z = k φ k z k e k and that
with obvious definition of ζ N . If we write φ
Finally, we remark a simple computation that will be useful in the next sections. Let m, n ∈ Z 2 ⋆ , then E[z m (t)z n (s)] = 0 unless m + n = 0. In the latter case,
−|m| 4 |t−s| − e −|m| 4 (t+s) ≤ 1 |m| 4 . 6.1.1. The term B(ζ, ζ). We shall prove the following result. Lemma 6.6. Let β ∈ (0, 1). Then for every γ > β − 1 and p ≥ 1,
for every γ > 2β − 1, to prove additional regularity of B(ζ, ζ) it is enough to prove that (B(ζ
) (and hence in L p (Ω) for every p ≥ 1 by hypercontractivity, see Proposition 3.6) for every γ > β − 1.
We have
hence we can estimate its norm, to obtain
] contains sums of terms like
Wick's formula yields 105 products of four expectations. Of these terms, 45 are zero by (6.5), since they contain terms like E[z m z n ] with m + n = 0. By symmetry, we can collect the remaining terms in four classes as suggested in the picture 1 The first term gives no contribution, 
The second term contains terms like
and for these indices, If we plug this result in the sum over h 1 and we repeat the same estimate, we obtain that the sum over h 1 and h 2 is bounded by |k| −2 |k − m 1 | −(2−β) log(1 + |k|). By applying Lemma A.4 to the sum over m 1 , we finally obtain that the term arising from the fifth class is bounded by |k| −(4−2β) log(1 + |k|). The third and fourth classes can be estimated by similar but simpler considerations. In conclusion B(ζ, ζ) ∈ H −2−γ for γ > β − 1 and the lemma is proved.
The term B(ζ, z).
Given the information we have on the regularity of z and ζ, we cannot use Corollary A.3 to give a meaning to B(ζ, z) (and it may not have a unique meaning, as B(z, z)). Hence we resort on the same method we have used for B(z, z). ), the term B(ζ, z) is well-defined and hence the above lemma ensures additional regularity for B(ζ, z). The argument is the same of Lemma 6.6.
As in the previous part, We focus on the first class. Fix η > 0 small enough (depending on β and γ), then a simple computation, the assumption on the φ k and Lemma A. . The statement on moments follows by hyper-contractivity as in Proposition 3.6. 6.1.3. The local mild solution. The additional regularity of B(ζ, ζ) and the interpretation of B(ζ, z) we have proved, finally allow to obtain a local solution of (6.1) as h = u + ζ + z, where u is a mild solution of (6.3).
Proof of Theorem 2.10. We give a quick sketch of the estimate for the "self-mapping" property, the details are the same as Theorems 2.1 and 2.9. The terms arising from B(u, u) and B(u, z) in the mild formulation can be handled as B(v, v) and B(v, z), as well as B(u, ζ), since ζ is smoother than z. For B(ζ, ζ) we use Lemma 6.6 and choose q > 4 to get 
