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Abstract 
Dynamic path planning is an important task for mobile robots in complex and uncertain environments. This 
paper proposes an improved neural Q-learning (INQL) approach for dynamic path planning of mobile robots. In 
the proposed INQL approach, the reward function is designed based on a bio-inspired neural network so that the 
rate of convergence of INQL is improved compared with the Q-learning algorithm. In addition, by combining 
the INQL algorithm with cubic B-spline curves, the robot can move to the target position successfully via a 
feasible planned path in different dynamic environments. Simulation and experimental results illustrate the 
superior of the INQL-based path planning method compared with existing popular path planning methods. 
Keywords: Reinforcement learning; Q-learning; mobile robot; dynamic path planning. 
1. Introduction  
As an important class of machine learning methods, reinforcement Learning (RL) [17] has been popularly 
studied to solve sequential decision-making problems with uncertainties. 
------------------------------------------------------------------------ 
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A sequential decision-making problem is often modeled as a Markov decision process (MDP) [25] when 
applying a RL approach. The Q-learning algorithm [1] is a classic and widely used RL approach. Due to its 
simple application, Q-learning has been widely used in the areas of robot control [21, 22], multi-robot decision-
making [23, 24], autonomous vehicle control [18] and elevator dispatching [19,20], etc.  
In recent years, RL becomes a popular scheme applied in the area of robot path planning. As a simple table-type 
RL method characterized with simple structure and easy application, Q-learning is preferred to be used to solve 
path planning problems of mobile robots. Path planning problems of mobile robots [2] are often divided into 
two kinds: one is point-to-point path planning; the other one is the path planning of complete coverage. The 
point-to-point path planning is the most common, i.e., planning an optimal or near-optimal collision-free path 
from the starting point to the terminal point in the environment. The path planning of complete coverage is a 
special path planning in the two-dimensional space, i.e., a continuous optimal or quasi-optimal collision-free 
path covering all reachable areas is planned for the robot in the designated environment. Amit Konar [3,4] 
proposes an improved Q-learning method to solve the path planning problem of the single robot, which reduces 
the convergence time during the learning process and promotes the effectiveness of algorithm by introducing the 
bit zone. The robot path planning usually produces the continuous high-dimensional state spaces. As a table-
type RL method, Q-learning usually suffers with the curse of the dimensionality in large-scale or high-
dimensional state spaces. Some improved methods [5-7] which combine the neural network (NN) with the Q-
learning algorithm are proposed to improve its approximation and generalization abilities in large-scale or high-
dimensional state spaces. In addition, RL methods using value function approximation (VFA) such as LSPI and 
KLSPI [8,9] can be combined with the global path planning algorithms such as A* and PRM to solve the local 
path planning problem of the mobile robot. 
When solving the MDP with large state and action space, the Q-learning algorithm is often confronted with the 
problems of large storage space, low learning efficiency, and slow convergence speed. During the learning 
process, user’s feedback information or other additional guidance information could be provided to accelerate 
the learning process. The most common way is to record the action information of “expert” for executing the 
task and guide the research process of RL strategy with the information [10]. The reverse RL [11] method can 
be used to reversely deduce reward function via the track information. By deducing the reward function capable 
of punishing the action of deviating from the expected track, it can reproduce the true and unknown reward 
function of the “expert”. Reward Shaping [12] is an approach which is often used to provide additional 
information to the learning agent based on the designed reward functions. The convergence rate of RL methods 
can be improved if the reward shaping approach is utilized. 
In this paper, by combining the bio-inspired neural network with the Q-learning algorithm, an improved neural 
Q-learning (INQL) approach for dynamic path planning of mobile robots. In order to verify the effectiveness of 
INQL, other improved Q-learning algorithms are compared when learning in the environment with concave 
obstacles. The simulation results indicate that INQL algorithm has great advantages in the rate of convergence. 
In order to verify the effectiveness of the proposed dynamic planning method, simulations and experiments are 
conducted in different dynamic environments. The superior of the path planning method based on INQL is 
verified compared with existing popular path planning methods. 
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The rest of this paper is organized as follows. Section 2 provides some background introduction. Section 3 
presents the Improved Neural Q-learning (INQL) algorithm for dynamic path planning. Section 4 gives 
simulation and experimental results to show the effectiveness of the proposed method. Section 5 draws 
conclusions and our future work. 
2.  Research Background 
2.1. Markov Decision Process 
A Markov decision process (MDP) includes a state set S , an action set A , a state transition equation ( , , ')T s a s   
and a reward function ( , , ')R s a s . The state set S is a set of finite states 1 2{ , ,..., }Ns s s , with the size equal to the 
total number of all states in the state set N . In terms of the state transition function, under the current state s, the 
system will execute the action a  to reach a new state 's  , the state transition function is defined as 
: [0,1]T S A S× × → . The reward function is the reward signal or punishment signal obtained from the 
environment when the intelligent agent executes action a  in State s  to reach the new State 's . The reward 
function is an important part of MDP model which influences the learning efficiency. Value functions can 
connect the optimal evaluation criterion and strategy, most of learning algorithms for solving MDP problems 
develop the optimal strategy by learning value functions and value functions indicate the status (good or bad) of 
the intelligent agent in the current state. The “status (good or bad)” is an evaluation criterion, which represents 
different meanings in different problems. The value function located at State s and subsequently selecting the 
action in accordance with the strategy π  is defined as ( )V sπ ; the value function located at State s, selecting 
Action a and subsequently selecting action in accordance with the policy π is defined as ( , )Q s aπ . 
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Where 0 1γ< <   is the discount factor, [ ]Eπ �  refers to the strategy π   and the expected value of state 
transition probability, and tγ   is the reward value at the time t. 
The state value function of the optimal strategy *π   is defined as: 
.
 
Where ( , )r s a  is the reward value obtained after the execution of action a  in state s . 
The value function of state-action pair of the policy π  is defined as: 
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The optimal value function of state-action pair is: 
*( , ) ( , )Q s a maxQ s aπ
π
=  
After obtaining * ( , )Q s a , the optimal strategy *π  can be obtained via: 
 * *( ) ( , )s argmaxQ s aπ =  
2.2. The Bio-inspired Neural Network Model 
Inspired by the cell membrane model of the biological nervous system [13] of Hodgkin and Huxley and the 
shunting model [14] of Grossberg, Simon.Y [15] proposes a new neural network method to solve the path 
planning problem of the mobile robot. The neural network model is a topological structure, which indicates the 
state space of the mobile robot in the coordinate system developed by Descartes. The neural dynamics of each 
neuron is represented by a shunting equation or a simple addition equation and there is only local and horizontal 
excitatory junction in neurons. The complexity of calculation depends on the number of neurons in the network. 
In the aforesaid neural network, the target state attracts the mobile robot in the state space through the 
communication via the neural activity, and obstacles prevent the robot from collision with other objects within 
the limited spatial scope, Thus neurons can inhibit the horizontal connection of the neural activity. 
When the bio-inspired neural network method is used, the dynamic characteristic of neuron i is represented by 
the shunting equation of neurons in Grossberg’s shunting model. The received stimulating information comes 
from the target state and its horizontally connected adjacent neurons. Meanwhile, the stimulating information of 
neurons that does not directly connect with it cannot be received and the received inhibitory information only 
comes from the state of adjacent obstacles. As each neuron only receives the stimulating signals transmitted by 
its adjacent neurons, the inhibitory information of obstacles can be only delivered within the limited spatial 
scope.  
1
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where k refers to the number of adjacent neurons of Neuron i. 
The neural network model can ensure that the stimulating information sent from the target state can be delivered 
to all states in the work space through the horizontal connection of neurons. The inhibitory information sent 
from obstacles can be only transmitted within the limited spatial scope.  
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3. The Improved Neural Q-learning approach to dynamic path planning 
3.1.  MDP Modeling for Path Planning 
In the research on the path planning of the robot, there are many representation methods related to the 
environment and there are two models used for representing the indoor environment: geometric based model 
and topological model. Wherein, in the geometric model, the map is mainly represented in the form of grid and 
the representation method based on environmental features is applied on the basis of grid map. The grid map 
representation method is characterized in the little amount of computation and easy operation, thus it is 
frequently applied in the path planning of the mobile robot.  
 
Figure 1: Environmental Information of Grid Map 
In this paper, for the convenience of representing the information on the state and obstacles, the grid method is 
used to represent the environmental information. As shown in Figure1, each grid represents a state and its 
position on the map represents its state value. For example, for grids (1,1), (1,2) and (10,1), the black regions 
represent that the state information is an obstacle. As a constituent part of MDP, the action set significantly 
influences the learning efficiency and performance evaluation. Under general conditions, in order to promote the 
learning efficiency and algorithm performance, the action set will not be too large. In this paper, the optimal 
evaluation standard of the path planning problem is generally the length of planned path and the steering angle 
of the mobile robot; thus, the size of the action set is defined as 8, i.e., 1 2 8{ , ,..., }A a a a= , wherein, 
1 2 8=1, =2,..., 8a a a = , as shown in Figure 2. 
 
Figure 2: Action Set 
1,1 1,2 
10,1 
International Journal of Sciences: Basic and Applied Research (IJSBAR) (2016) Volume 30, No  1, pp 246-264 
251 
 
The system executes Action a  in State s  and then transfers to the next State 's . Assumed State ( , )s x y= , the 
state transition function is as follows ( , )T s a :  
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The reward function is an important factor influencing the RL method efficiency and the result of reward 
function design directly influences the convergence rate of the algorithm. When the traditional Q-learning 
algorithm is used, the reward value at the target state is generally set as a positive integer, the reward value in 
the non-reasonable state(with any obstacle or out of bound) is defined as a negative integer and reward values in 
other states are all 0. As the reward function exerts no heuristic effect on the learning process of the robot, 
actions can be only selected randomly at the initial stage of learning. When both the state space and the action 
space are very large, it is slow for the robot to arrive at the target state. Thus, the design of the reward function 
must be instructive and the robot can arrive at the target state much faster. 
In this paper, we propose a new reward design method which is based on the bio-inspired neural network 
method in [15]: 
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In case of 1tD = , 10A = , 1B D= = , 100I = , the result of the aforesaid formula is as follows: 
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The following result is recorded: 
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The following result is obtained: 
10 (1 ) (1 )i i i ix x x H x GD = − + − − +  
International Journal of Sciences: Basic and Applied Research (IJSBAR) (2016) Volume 30, No  1, pp 246-264 
252 
 
The following iterative formula is obtained after the aforesaid formula is adjusted:   
( ( 10) ) / ( 11)i ix H G H G x H GD = − − + + + +  
i i ix x x= + D  
This is an iterative formula of the state potency value. Only the instructive guidance, rather than the accurate 
potency value, is needed. Thus, the iteration number k is set to 20 and the potency value matrix of each state is 
obtained.  
 
Figure 3: Map Information of Concave Obstacles 
Figure3 is a grid map in the environment with concave obstacles. Wherein, the state which the diamond is 
located at is the target state and the state which the circle is located at is the starting state. Figure4 is the state 
potency value map after iterations of 20 times. The target state is located at the top of the mountain, i.e., the 
point with the largest potency value. The area where obstacles are located is a barranco, i.e., the point with the 
smallest potency value. 
 
Figure 4: Figure of State Potency Value 
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The definition of reward value is as follows: ( , ) 100*( ( ') ( ))R s a X s X s= − . 
3.2. Improved Q-learning (INQL) Algorithm based on Neural Network  
After the basic principle of Q-learning algorithm is introduced, the previously proposed heuristic control 
strategy, new search strategy and MDP model of the path planning of the mobile robot can be applied in Q-
learning algorithm, and then the Neural Network Based Improved Q-learning (INQL) Algorithm is proposed. 
Specific steps of the algorithm are as follows. 
3.3. The Dynamic Path Planning Method Based on INQL 
In the INQL algorithm, the mobile robot can obtain the table of optimal Q values by making use of the 
environmental information, locations of the starting point and the target point. After the learning process ends, 
the mobile robot selects and executes the optimal action in each state by referring to the table of optimal Q 
values till it arrives at the target position. The track left by the mobile robot when it passes through the state is 
just the feasible path. After the feasible path is obtained, the cubic B-spline curve can be used to conduct the 
smooth fitting and a smooth path is then generated. When a moving obstacle is encountered in the environment, 
the mobile robot can consider the moving obstacle as the static obstacle. Then the obstacle-avoiding path 
planning is conducted.  
In Table 2, Step 6 and Step 7 are treatment methods for new static obstacles. After the robot executes its 
selected optimal action, if the obstacle appears, Q value of the optimal action in the current state is very small 
negative integer and then the optimal action is reselected. Step 10, 11 and 12 are treatment methods of mobile 
obstacles, the robot shall observe and master the mode of motion of mobile obstacles within the visual range in 
real time, including the rate of motion and the direction of motion, and then take it as the static obstacle in 
accordance with the possible motion track. The specific process is shown in Figure 5. 
 
Figure 5: Illustration of Mobile Obstacle Treatment 
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Table 1: The INQL Algorithm 
The INQL Algorithm 
1: Input: Learning Rate a ; Discount Factor γ ; Convergence Parameter ξ ; 
Environmental Model G, Starting Point is  and Target Point gs ; 
Maximum Number of Iterations  N ;  
2: Initialization: Q value is 0 in all states; is s= ; 
3: While（ 1t tQ Q ξ−− >  && t N< ） 
4: repeat 
4:  If ( ,:)Q s  is 0, a refers to any action for meeting the instructive control strategy; 
5: Otherwise any generated figure 0 1p< < ;    
6: If p ε<  , a refers to any action for meeting the instructive control strategy; 
7: Otherwise a refers to the action selected with the searching strategy of Boltzmann;   
8: Execute Action a to arrive at State 's ; 
9: If 's  refers to an unreasonable state, ( , ) ( , )Q s a Q s a P= − ; 
10: If 's is the target state, ( , ) ( , )+Q s a Q s a P= ; 
11: Under other conditions, 
 
 
[ ]
1
(1 ) ( , ) ( , ) max ( ', ) ; ,
( , )
( , );
t t t
t
t
a Q s a a R s a Q s a s s a a
Q s a
Q s a others
γ
−
 − + + = =
= 

 ; 
12: Update table of optimal Q values; 
13: End 
14:  Be back to the table of optimal Q values; 
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Wherein, P  refers to the positive integer termed as a penalty coefficient; ( ,:)Q s   refers to the array collection 
of Q   values of all State-Action Pairs in State s . 
R refers to the visual range of the mobile robot, ms  refers to the mobile obstacle and Ns  refers to the static 
obstacle extending to the possible impact point along the motion direction of the mobile obstacle.  
Table 2: Dynamic Path Planning Method Based on INQL 
Dynamic Path Planning Method Based on INQL 
1: Input: Environmental Information G; Starting Point is  and Target Point gs ;  
2: Initialization: Q  values in the table are all 0.  
3: Learning Stage: The table of optimal Q  values is obtained; 
4: Initialization of Planning Stage: The path sequence is initialized to 0; is s= ; 
5: While ( gs s≠  )； 
6: repeat 
7:  There are no mobile obstacles within the mobile robot’s visual range: R   
8:If os s≠ , the action with the largest Q value is selected and executed at State s  in accordance with the table 
of Q values till it arrives at the new Stage 's ; if there are multiple actions with the largest Q value, the one with 
the smallest angle between it and the last action shall be selected;  
9:  If 's is the static obstacle absent from the learning process, ( , )Q s a PR= −  , 0s s= ;  
10: The new optimal action shall be reselected after being back to the last state: 0s   
11: There is any mobile obstacle within the mobile robot’s visual range R ;  
12:  The direction of motion and the rate of motion of mobile obstacles ms are observed to estimate the possible 
running track l  and impact point C ;  
13: The mobile obstacle ms  is pulled to a possible impact point C along the possible motion track l  and finally 
becomes a static obstacle Ns ; 
14: The mobile obstacle ms is taken as a new static obstacle Ns , the path is planned with Step (6) and Step (7) 
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and meanwhile the cubic b spline curve is used for real-time fitting;  
15: End while 
16: Until gs s= ; 
17: The cubic b spline curve is used for the real-time fitting for the obtained path; 
18: Output: Smooth path sl ; 
 
4. Simulation Results and Analysis 
4.1. Performance Analysis of INQL Algorithm 
In this part, we will conduct the experimental analysis on the performance of INQL learning algorithm. The 
classic Q learning algorithm, the improved Q learning algorithm in [3] are comparatively analyzed. For the 
convenience of representation, the improved Q learning algorithm in [3] is recorded as IQL and the classic Q 
learning algorithm is recorded as CQL. The optimal Q table with respect to the environment illustrated in 
Figure3 is obtained. The three algorithms are used to analyze the difference of the learning rate. In the 
environment shown in Figure3, the obstacle is the concave obstacle and the initial location of the robot is at the 
bottom of the concave obstacle. Its target location is the back of the concave obstacle.  
 
(a) Process of 100 times of learnings      (b) Process of 500 times of learnings 
Figure 6: Effect picture of the INQL algorithm after 100 times of learnings and 500 times of learnings 
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(a) Process of 100 times of learnings       (b) Process of 500 times of learnings 
Figure 7: Effect picture of the IQL algorithm after 100 times of learnings and 500 times of learnings 
 
(a) Process of 100 times of learnings       (b) Process of 500 times of learnings 
Figure 8: Effect picture of the CQL algorithm after 100 times of learnings and 500 times of learnings 
Figure6, Figure7 and Figure8 are tracking of states covered by the robot during the process of moving after 100 
times and 500 times of learning with the INQL, CQL and IQL algorithms. In the figures above, circles refer to 
the start positions, diamonds refer to target positions and red lines refer to tracks in the state where the mobile 
robot passes through during the learning process. 
In Figure6, after 100 times of learnings, the robot has arrived at the target point for several times after 100 times 
of learnings, the number of states that it passes through is small and tracks are characterized in centralized 
distribution. In Figure7 and Figure8, after 100 times of learnings, the robot doesn’t go out of the region with 
concave obstacles. After 500 times of learnings, although it goes out of the region with obstacles, it has never 
arrived at the target position and the robot is far from the target point.  
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In order to verify the effectiveness of INQL algorithm, the stimulation test is conducted separately with different 
learning methods to solve the same problem in the same environment. Figure9 is the comparison chart of 
convergence rate of three algorithms. Wherein, the abscissa refers to the number of learnings and the ordinate 
refers to the number of steps that the robot makes. During each learning cycle, if the robot arrives at the target 
position, the learning process is end. If the robot does not arrive at the target position or bump into any obstacle 
after 100 steps, the learning process is also terminated. The maximum number of learning cycles is set to 4000. 
In order to make the figure seem more clear and reflect the trend of gradual decrease of the number of steps with 
the enlargement of the cycle, Figure9 is drawn based on the average value of steps taken in the adjacent fifty 
cycles. 
 
Figure 9: Comparison of Convergence Effects of Three Q Learnings 
As shown in Figure9, the convergence of the INQL algorithm is fastest and is stably maintained after about 
1000 times of learning cycles. The reason is that the potency value obtained with the NN model proposed in 
[15]. The instructive reward function based on the NN model is designed in the INQL algorithm. Thus, there is 
relatively good effect on such complex environmental information. IQL algorithm reaches a steady state after 
3500 learning cycles. CQL algorithm has the worst performance and reaches a steady state after about 3800 
learning cycles. The number of steps taken when each of the two algorithms are used to reach the steady state is 
larger than that when INQL algorithm is used. 
In order to evaluate the performance of path planning method based on INQL, we can give the planned results in 
static and different dynamic environments, compared with the CQL and IQL algorithms. 
4.2.  Path Planning in Static Environment 
The path planning results based on the INQL, CQL, IQL learning algorithms in the environment with concave 
obstacles shown in Figure2 are illustrated in Figure10. Besides, an improved RRT method is also used for the 
path planning task. 
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Figure 10: Planned Results of Environment with Concave Obstacles Based on Different Algorithms 
Figure10 refers to paths planned based on RRT-Goalbais algorithm [16] and different Q learnings.. Paths shown 
in the figure are all smooth paths after the cubic b spline curve fitting. As illustrated in Figure10, the path 
planned based on INQL is relatively smooth, which is caused by the direction angle limitation for the reward 
function. Paths planned based on IQL and CQL are characterized in a large number of wide direction angles. All 
of aforesaid conditions are not applicable for the actual application of the mobile robot. The path planned based 
on RRT-Goalbais algorithm are characterized in the longest distance and worst smoothness. Secondly, the 
length of the path planned with the method introduced by the paper is optimal, with the longest safe distance 
with the obstacle. 
 
Figure 11: Planned Result in Narrow Passage 
In order to verify the universality of the planning method, Figure11 refers to the planned result in the 
environment with the narrow passage based on INQL. As illustrated in Figure11, the planned path smoothly gets 
through two narrow passages, both keeping a safe distance from the obstacle and maintaining the optimal path 
distance. 
4.3. Path Planning in Uncertain Environment 
 
 
         NIQL
         IQL
         CQL
         RRT-Goalbais
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In the actual application, the detailed information of the environment cannot be completely obtained in many 
times or the location of the obstacle cannot be completely determined. The robustness of the path planning 
algorithm is required. 
   
(a) Path in certain environment                 (b) Path in uncertain environment 
Figure 12: Planned Result in Uncertain Environment 
In order to verify the effectiveness of the proposed dynamic planning method in the uncertain environment, the 
new obstacle is set up in the environment with concave obstacles in Figure2 on the previously planned path as 
shown in the red region of Figure12 (b). Wherein, the optimal Q value indicates the result obtained through the 
learning shown in Figure6 and there is no need for additional learning.  
As shown in Figure12(b), the planning method based on INQL can keep away from new obstacles without 
relearning, due to that the planning method based on INQL learning is adopted on the basis of table of Q values. 
The table of optimal Q values stores Q values of all actions at each state. When a new state with an obstacle is 
reached a sub-optimal action will be reselected till a state without obstacles is reached. When other planning 
methods such as A*, RRT and PRM are adopted, the re-planning is required which is a disadvantage compared 
with the path planning method based on INQL. 
4.4. Path Planning When Initial Position is Changed 
Another advantage of the proposed INQL method is that the method is still applicable when the initial position 
is changed. Other planning methods require re-planning from the new initial position. The experimental result is 
shown in Figure13. The mobile robot can still start from another initial position and arrive at the final position 
via a smooth path, with a safe distance from the obstacle and quasi-optimal length of the path. The effectiveness 
of the proposed dynamic planning method is verified when the initial position is changed.  
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Figure 13: Planned Result of Random Initial Position 
4.5. Path Planning in Environment with Dynamic Obstacles 
In order to verify the planning effect of the method in the environment with dynamic obstacles, experiments are 
conducted in our laboratory environment as shown in Figure14. The robot’s initial position is the position of the 
door and the target position is down at the far end of the corridor by the window. Static obstacles, e.g., 
experimental desk, chair, beam, etc. are distributed in the environment. 
 
Figure 14: The Laboratory Environment 
The simulation result is as shown in Figure15. The blue circle and diamond represent the initial position and the 
final position, respectively; the red diamond represents the mobile robot and its motion speed is 0.5 /m s ; the 
black region represents the static obstacle, the blue circle represents the moving obstacle with 0.3 /m s  speed.  
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(a)Locating obstacle                      (b) To avoid obstacle 
 
(c) Successfully avoiding obstacle             (d) Arriving at the end 
Figure 15: Simulation result of environment with dynamic obstacles 
As illustrated in Figure15, the robot successfully avoids the obstacle and arrives at the target position in the 
laboratory environment, which verifies the effectiveness of the proposed dynamic planning method. Figure16 
shows the robot’s motion tracks in the environment without moving obstacles and with moving obstacles. In 
Figure16 (b), the red solid line represents the mobile robot’s motion track. There is a process that the mobile 
robot avoids the obstacle. 
 
(a) In the environment without mobile obstacles     (b) In the environment with mobile obstacles 
Figure 16: Robot’s Motion Path 
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5. Conclusion 
In the paper, the INQL algorithm is proposed by integrating the bio-inspired neural network model and the Q-
learning algorithm. Compared with other Q-learning algorithms, the rate of convergence of the algorithm is 
significantly increased, especially in the complex environment. In addition, a dynamic path planning method 
based on INQL is proposed. Compared with traditional algorithms for path planning, the method can solve the 
difficultly solved problems with the change in the mobile robot’s initial position and moving obstacles. In order 
to verify the effectiveness of INQL algorithm, different Q learning algorithms are comparatively analyzed in 
terms of learning rate in the concave environment. The simulation result indicates that the convergence rate of 
the INQL algorithm is significantly increased compared with other improved Q learning algorithms. In addition, 
in order to verify the effectiveness of the dynamic planning method, simulations and experiments are conducted 
in different dynamic environments. The results indicate the effectiveness of the proposed method. 
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