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Abstract
This thesis discusses two topics pertaining to structural topology optimization: reliability-based
topology optimization and the topological derivative.
We ﬁrst perform reliability-based topology optimization by combining reliability analysis and
material distribution topology design methods to design linear elastic structures subject to random
loadings. Both component reliability and system reliability are considered. In component
reliability, we satisfy numerous probabilistic constraints which quantify the failure of diﬀerent
events. In system reliability, we satisfy a single probabilistic constraint which encompasses the
component events. To solve the probabilistic optimization problem, we use a variant of the single
loop method, which eliminates the need for an inner reliability analysis loop. The proposed
method is amenable to implementation with existing deterministic topology optimization software,
and hence suitable for practical applications.
The topological derivative provides the variation of a functional when an inﬁnitesimal hole is
introduced in the domain. It was ﬁrst introduced in the context of topology optimization as means
to nucleate holes within a structure. Here we use the topological derivative to approximate the
energy release rate ﬁeld corresponding to a small crack at any boundary location and at any
orientation. Our proposed method oﬀers signiﬁcant computational advantages over current ﬁnite
element based methods since it requires a single analysis whereas the others require a distinct
analysis for each crack size–location–orientation combination. Moreover, the proposed method
evaluates the topological derivative in the non-cracked domain which eliminates the need for
tailored meshes in the crack region.
To improve our fracture mechanics analyses we next propose an algorithm to obtain higher
order terms in the topological derivative expansion corresponding to the introduction of a circular
hole, not a crack, in this preliminary study. In this way, we are able to obtain better estimates for
the response functional when larger circular holes, and eventually cracks, are introduced into the
domain. The primary element of our algorithm involves the asymptotic expansion for the stress on
ii
the hole boundary as the hole size approaches zero.
iii
To Yuri and Julia.
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Chapter 1
Overview
Structural topology optimization is a growing ﬁeld with many applications in the aerospace,
automotive and civil engineering industry. In contrast with shape optimization, it allows the
introduction of holes or cavities in the structure resulting in great savings in weight and also
structural response improvement. This dissertation investigates two topics pertaining to structural
topology optimization: reliability-based topology optimization and the topological derivative
method.
First we propose a method to perform reliability-based topology optimization in which the
material distribution technique is used to obtain optimal structural designs that satisfy reliability
constraints when probabilistic loads are applied. In the second part of this work we investigate the
topological derivative as an alternative to the material distribution method. However, to
demonstrate its versatility, we use the ﬁrst order topological derivative to approximate the energy
release rate in fracture mechanics problems, rather then to nucleate holes in a topology
optimization. As a preliminary study to improve our energy release rate approximation, we
present an algorithm to compute higher order topological derivatives when a circular hole
nucleates in the domain. The extension of this higher order algorithm for cracks at the domain
boundary is a direction of future work.
Note that in this dissertation all chapters are self-contained and therefore the reader can refer
to any chapter without knowledge of the previous one.
1.1 Reliability-based topology optimization
In a traditional topology optimization problem a domain containing surface regions with applied
traction, volumetric regions with applied body load, surface regions with ﬁxed displacement, and
regions that must contain holes for shafts, etc., is initially deﬁned along with the loading and the
material properties. An optimization follows in which a given amount of material is distributed to
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minimize a cost function, e.g. the compliance [1]. Since this deterministic design does not account
for uncertainties of loading conditions, geometry and material properties, it lacks the ability to
ensure a speciﬁed reliability level for the performance functions.
In reliability-based topology optimization, reliability analyzes are integrated into topology
optimization, i.e., reliability constraints are included in the optimization formulation [2]. Several of
these numerical methods require the solution to an additional inner optimization problem to
obtain the reliability index; these so-called double loop methods substantially increase the
computational cost of each design iteration as compared to the equivalent deterministic
optimization problem. To reduce the computational cost associated with these double loop
procedures, some authors proposed diﬀerent variations of a single loop method to approximate the
reliabilities, i.e., the solution to the inner optimization problem.
In chapter 2 we propose a single-loop method to solve the component and system
reliability-based topology optimization problem.1 The proposed method is amenable to
implementation with existing deterministic topology optimization software, and hence suitable for
practical applications. Designs obtained from component and system reliability-based topology
optimization are compared to those obtained from traditional deterministic topology optimization
and validated via Monte Carlo simulation.
1.2 Topological derivative
In the aforementioned material distribution techniques the material distribution is the control in
the optimization process. Invariably and unfortunately the result is a gray-scale image from which
the structural boundary must be inferred. To alleviate this problematic inference issue, geometry
projection methods have recently emerged in topology optimization. Holes are nucleated in these
approaches via the topological derivative [4, 5]. Indeed, the topological derivative provides the
variation of a response functional when an inﬁnitesimal hole is introduced in the domain.
Additionally, and notable here, the topological derivative can be used in other applications, such
as image processing problems, inverse problems and in particular fracture mechanics.
1This chapter represents a compilation of the work published in the Structural and Multidisciplinary Optimization
journal [3].
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1.2.1 Topological derivative application in fracture mechanics
In chapter 3 we use the topological derivative to approximate the energy release rate field in
fracture mechanics problems. More speciﬁcally we use the ﬁrst order topological derivative
(classically known as topological derivative) to compute the energy release rate associated with a
small crack at any boundary location and at any orientation in a linear elastic isotropic
two–dimensional domain.2 At present, most available methods that are used for this purpose
require a distinct ﬁnite element analysis for each crack size–location–direction combination. Using
our proposed method, the energy release rate computation for any small crack at any boundary
location and any orientation is obtained from a single ﬁnite element analysis on the non-cracked
domain; hence we signiﬁcantly decrease the computational cost and we eliminate the need for
reﬁned meshes in the crack regions. Ideally, to obtain the range of crack sizes in which our ﬁrst
order approximation provides reasonable results, we should compare them to higher order
approximations. Moreover, we can also use the higher order approximations to approximate the
energy release rate associated with larger cracks.
1.2.2 Higher order topological derivatives in elasticity
As a ﬁrst step to obtain the higher order topological derivatives necessary for the aforementioned
fracture mechanics application, we ﬁrst propose an eﬃcient algorithm to evaluate higher order
topological derivatives associated with the introduction of circular hole, cf. chapter 4.3 The
evaluation of these derivatives requires the higher order terms in the asymptotic stress expansion
on the boundary of the nucleated hole, which consists of the responses of outer and inner
problems. The outer response requires the solution of elasticity boundary value problems on the
domain without the circular hole whereas the inner response requires the solution of boundary
value problems of a hole in an inﬁnite space. Once we have the asymptotic expansion for the stress
on the hole boundary, the higher order topological expansion of any response functional is
obtained by means of the topological-shape sensitivity method [8]. To exemplify this work, we
adopt the total potential energy as our response functional.
2This chapter represents a compilation of the work submitted to the Journal of the Mechanics and Physics of
Solids [6].
3This chapter represents a compilation of the work to be submitted to the International Journal of Solids and
Structures [7].
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Chapter 2
Component and system
reliability-based topology
optimization using a single-loop
method1
2.1 Introduction
The goal of deterministic topology optimization (DTO) is to assign the material distribution that
minimizes a cost function, e.g. the structural volume, subject to deterministic performance
functions. Since the DTO design does not account for uncertainties of loading conditions,
geometry and material properties, it lacks the ability to ensure a speciﬁed reliability level for the
performance functions. For that reason, we combine reliability analysis with topology
optimization, i.e. we perform reliability-based topology optimization (RBTO). Speciﬁcally, we
consider random loads and minimize the structure volume subject to compliance based reliability
constraints. We limit ourselves to the RBTO of continuum structures. For the RBTO of discrete,
truss structures, please refer to, e.g., [9].
A design is deemed safe when g(d,Y) ≤ 0, where g is the failure function, d is the deterministic
design variable and Y is the random variable. The safe region is therefore deﬁned as
ΩS := {Y : g(d,Y) ≤ 0} so that the reliability R is evaluated as
R := P [g(d,Y) ≤ 0] = P [Y ∈ ΩS ] =
∫
ΩS
pY (y) dy, (2.1)
where pY is the probability distribution function of the random variable Y and y is a realization of
Y. The diﬃculty now arises in the evaluation of the above integral which in general cannot be
performed analytically. Indeed, pY may not be known, ΩS may be diﬃcult to determine, and
lastly, the evaluation of the integral itself may be diﬃcult. Sampling methods such as Monte Carlo
1The work presented in this chapter was originally published in the Structural and Multidisciplinary Optimization
journal [3]; the original publication is available at www.springerlink.com.
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simulation can be used to evaluate reliability. However, this reliability analysis is impractical if the
failure function evaluation is time consuming. For this reason, numerical reliability methods were
developed to approximate the reliabilities, such as the ﬁrst-order reliability method (FORM) and
the second-order reliability method (SORM) [10]. In FORM the failure function is approximated
by a hyperplane which is tangent to the failure surface at the most probable point. In SORM, the
failure surface is approximated by a more accurate quadratic hypersurface in the neighborhood of
the most probable point [11]. Some recent work also approximates the failure function using a
parabolic surface. e.g. [12]. The use of the higher-order failure surface approximations generally
improves the probability of failure prediction. However, it requires higher-order derivatives with
respect to the random variables. The added complexity involved in these higher-order derivative
computations is not yet amiable for use in an iterative optimization environment. Moreover, the
ability to compute the sensitivity of these higher-order approximations with respect to the design
variables is less clear. For this reason, we adopt the FORM.
The FORM requires the solution to an optimization problem to obtain the reliability index,
which is used to estimate the reliability. The reliability index approach (RIA) and performance
measure approach (PMA) are two diﬀerent FORM based optimization formulations that
incorporate reliability constraints [13, 14, 15]. Each design iteration in traditional RIA and PMA
algorithms require the solution to FORM optimization problems, making them so-called double
loop methods (DLM). This fact substantially increases the computational cost of each design
iteration as compared to the equivalent deterministic optimization problem. To reduce the
computational cost associated with the double loop procedures, some authors proposed diﬀerent
variations of a single loop method by approximating the solutions to the FORM reliability analysis.
In [16] they proposed a method called SORA (sequential optimization and reliability assessment),
which employs a single-loop strategy that decouples the outer design optimization from the inner
reliability analysis. Methods such as SAP (sequential approximate programming) [17], SLSV
(single-loop single-vector) [18, 19] and SLM (single-loop method) [20] use the optimality conditions
of the RIA and PMA formulations to transform the probabilistic constraints into equivalent
deterministic ones. The SLM proposed in [20] is derived from the SLSV method of [18], but it does
not utilize an active set strategy and does not appear to be highly dependent on the initial design
point [21]. In [19] the SLSV, which is based on the PMA, is compared to double-loop algorithms in
a 2D topology optimization problem and the improved computational eﬃciency of the SLSV with
respect to the double-loop methods is veriﬁed. As expected, the optimal designs presented there
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have diﬀerent volumes, however they exhibit similar load paths when compared to designs
obtained from deterministic topology optimization (DTO). In this work, we adopt a variant of the
SLM that simpliﬁes the sensitivity analysis and allows us to use existing DTO softwares.
The RBTO problem can be formulated in terms of component reliability or system reliability.
Most of the work in RBTO has been developed for component reliability-based topology
optimization (CRBTO), whereby each failure event is associated with an individual probabilistic
constraint [2, 22, 23, 24, 25, 26]. In system reliability-based topology optimization (SRBTO) a
single constraint encompasses all of the failure events. The system reliability can be extremely
diﬃcult to evaluate, particularly when the events are statistically dependent. To circumvent this
diﬃculty, several methods have been developed to estimate bounds for the system reliability
[27, 28, 29, 30]. In this work, we propose a single-loop method to solve the system reliability-based
topology optimization problem. Without loss of generality, we limit ourselves to series systems in
which the global structural failure is characterized by the failure of any of its components.
Moreover, we consider the special case where the events are statistically independent. This
simpliﬁcation allows us to approximate the system reliability using the inclusion-exclusion rule.
Therefore, the system reliability is calculated using the component reliabilities which we obtain in
our single-loop method.
This chapter is organized as follows: sections 2.2 and 2.3 introduce the CRBTO and SRBTO
algorithms respectively. Section 2.4 discusses the Monte Carlo method used for validation
purposes. In section 2.5, we compare our CRBTO result with an analytical probabilistic solution
to a truss problem [31]. We also present numerical examples in which we compare the optimal
designs obtained using CRBTO and SRBTO to designs obtained using DTO and verify the design
reliability via Monte Carlo simulation.
2.2 Component Reliability-Based Topology Optimization
We consider the topology optimization of linear elastic structures subject to random loads; i.e. the
applied global load vector is a random vector. As such, our component reliability-based topology
optimization problem is given by
min
ρ
V (ρ)
such that P [gj(ρ,F) ≤ 0] ≥ Rtj , j = 1, 2, ..., p,
(2.2)
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where V is the structural volume to be minimized, ρ is the vector of deterministic design variables,
i.e., nodal densities, and F is the random vector. The reliability constraints
Rj(ρ) = P [gj(ρ,F) ≤ 0] state that the probability of attaining a reliable design must be greater
than or equal to a target reliability Rtj . Equation (2.2) considers a reliability constraint for each
failure mode, i.e. each constraint j is associated with an individual limit state function gj. We
address the optimization problem that considers system reliability in the next section.
We adopt the FORM to approximate the reliability Rj(ρ). The reliability problem is cast in
terms of the standard normal distribution, so that instead of working with the random variable F
with realization f , we work with the normalized random variable U with realization u. Assuming
a standard Gaussian distribution for F, the mapping between F and U is given by
U = [σ]−1(F − µ), (2.3)
where µ is the mean value vector and [σ] is the standard deviation matrix associated with F. The
failure function on the (ρ,F) domain is now mapped onto the (ρ,U) domain, i.e. we now have
g(ρ,U) ≡ g(ρ, F˜(U)), where F˜ is obtained by inverting Eq. (2.3).
For a given design ρ the reliability for each constraint is approximated by the FORM as
R(ρ) = P [g(ρ,U) ≤ 0]
≈ P [∇u g(ρ,u∗(ρ)) · (U − u∗(ρ)) ≤ 0]
= Φ(β(ρ)), (2.4)
where Φ is the cumulative distribution function and β is the reliability index. The most probable
point (MPP) u∗(ρ) deﬁnes the realization with the highest likelyhood that lies on the failure
boundary g(ρ,u) = 0, i.e. it is the point on the failure surface closest to the origin u = 0. The
MPP u∗ is thus the minimizer of the optimization problem
min
u
|u|
such that g(ρ,u) = 0.
(2.5)
Once u∗ is obtained, β is evaluated as β(ρ) = u∗(ρ) · n(u∗(ρ)) where
n(u) = ∇ug(ρ,u)/|∇ug(ρ,u)|. The FORM approximation assumes the failure function is linear.
Indeed, ∇u g(ρ,u∗(ρ)) · (U − u∗(ρ)) is the ﬁrst order approximation of g(ρ,u∗(ρ) + (U − u∗(ρ)).
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Hence if g has strong nonlinearity in u the FORM approximation may not be suﬃciently accurate.
In our optimization problems and without loss of generality the random variable consists of
random loads Fj which are applied for each load case j. We express these loads Fj as functions of
the random scale factors Sj and the m = 1, 2, ...,NAF(j) deterministic nominal forces F¯
m
j as
Fj =
NAF(j)∑
m=1
Smj F¯
m
j . (2.6)
We assume the Sj are uncorrelated and given by Gaussian distributions with mean value vectors
µj and standard deviation matrices [σj ]. The normalized scaling variable Uj is obtained from the
transformation in Eq. (2.3), with Fj = Sj . Note that since more than one load Fj can be applied
to one location, Eq. (2.6) accommodates variability both in magnitude and in the direction of the
resultant force at that location.
For the special case here considered, namely linear elastic structures deﬁned by ρ and random
loads deﬁned by F, superposition can be used to eﬃciently resolve the inner (reliability)
minimization problem of Eq. (2.5) for u∗. In the case of nonlinear structures or alternative random
variables, superposition can not be used; nonetheless, we believe the single-loop method here
presented can be extended to accommodate these situations. We now present two diﬀerent
algorithms to incorporate the reliability analyses into the optimization problem, cf. Eq. (2.2).
Both algorithms are based on a single loop formulation in which the optimization problem in ρ
and reliability minimization in u are solved simultaneously. The ﬁrst is based on the RIA
formulation and the second is based on the PMA formulation.
2.2.1 Component Reliability-Based Topology Optimization via a
Single-Loop Method based on the Reliability Index Approach:
CRBTO–SLM/RIA
In the RIA formulation, the reliability constraints are estimated in terms of their reliability indices
βj , so the CRBTO formulation in Eq. (2.2) becomes
min
ρ
V (ρ)
such that βj(ρ) ≥ βtj , j = 1, 2, ..., p,
(2.7)
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where βtj = Φ
−1(Rtj) is the target reliability index for constraint j. The reliability indices are
evaluated as
βj(ρ) = u
∗
j (ρ) ·
∇ugj(ρ,u∗j (ρ))
|∇ugj(ρ,u∗j (ρ))|
, (2.8)
where the MPP u∗j is the solution of the inner minimization problem in Eq. (2.5). Since u
∗
j
satisﬁes the Karush-Kuhn-Tucker (KKT) optimality conditions we have
u∗j (ρ)
|u∗j (ρ)|
+ λ∗j ∇ugj(ρ,u∗j (ρ)) = 0
gj(ρ,u
∗
j (ρ)) = 0. (2.9)
The MPP can be determined by various optimization algorithms. For example in the Hasofer-Lind
Rackwitz-Fiessler (HL-RF) algorithm [32] the reliability index β is evaluated using a recursive
formula derived from Eqs. (2.8) and (2.9).
In single loop methods, the MPP u∗j (ρ) is not calculated at each design iteration k. Instead the
deterministic design variable ρ and the normalized realization u are simultaneously updated. In
the CRBTO–SLM/RIA formulation, at each design iteration k the reliability index and the
random variables are updated using the recursive formulas of the HL-RF algorithm as follows
β
(k)
j = η
(k)
j |u(k)j |+ λ(k)j gj(ρ(k)j ,u(k)j ) (2.10)
u
(k+1)
j = β
(k)
j
∇ugj(ρ(k)j ,u(k)j )
|∇ugj(ρ(k)j ,u(k)j )|
(2.11)
where
η
(k)
j =
u
(k)
j
|u(k)j |
· ∇ugj(ρ
(k)
j ,u
(k)
j )
|∇ugj(ρ(k)j ,u(k)j )|
(2.12)
λ
(k)
j = −η(k)j
1
|∇ugj(ρ(k)j ,u(k)j )|
. (2.13)
The stationary conditions in Eq. (2.9) state that at a given design ρ, the gradients
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∇ugj(ρ,u∗(ρ)) and ∇u|u∗j (ρ)| are parallel. Therefore, to verify the convergence of our algorithm
we deﬁne the angle γj for each reliability constraint [14]
γ
(k)
j = arccos(η
(k)
j ) (2.14)
and we require γj to approach zero (assuming the reliability is greater than 50%) at the optimal
design ρ∗.
We use nonlinear programming algorithms to solve the outer optimization problem of Eq. (2.7),
and hence we need to compute the sensitivities, i.e. the derivatives ∇ρV and ∇ρβj . The evaluation
of ∇ρV is trivial. The sensitivities of βj are obtained from [17]
∇ρ βj = λ∗j ∇ρ gj(ρj ,u∗j ), (2.15)
where λ∗j is the Lagrange multiplier in the optimality condition, cf. Eq .(2.9). We use Eq. (2.15) to
approximate the sensitivity as
∇ρ β(k)j ≈ λ(k)j ∇ρ gj(ρ(k)j ,u(k)j ). (2.16)
Note that the update value β
(k)
j in Eq. (2.10) does not equal βj(ρ) in Eq. (2.8). Hence there is
some inconsistency on the sensitivity analysis in Eq. (2.16), however, as the design variable ρ
converges to the optimal design ρ∗ this inconsistency decreases.
2.2.2 Component Reliability-Based Topology Optimization via a Single
Loop Method based on the Performance Measure Approach:
CRBTO–SLM/PMA
In the PMA formulation, the design optimization formulation in Eq. (2.2) is rewritten as
min
ρ
V (ρ)
such that gRj (ρ) ≤ 0 , j = 1, 2, ..., p,
(2.17)
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where gRj (ρ) is the target performance value obtained by solving the inner maximization problem
gRj (ρ) = max
uj
gj(ρ,uj)
such that t(uj) = |uj | − βtj = 0.
(2.18)
The KKT optimality conditions in Eq. (2.18) give
∇ugj(d,u∗j (ρ)) + λ∗j ∇ t(u∗j (ρ)) = 0
t(u∗j (ρ)) = |u∗j (ρ)| − βtj = 0 (2.19)
from which the MPP is seen to satisfy, cf. appendix A,
u∗j (ρ) = β
t
j
∇u gj(ρ,u∗j (ρ))
|∇u gj(ρ,u∗j (ρ))|
. (2.20)
Having u∗j we compute the target performance value g
R
j (ρ) = gj(ρ,u
∗
j (ρ)), which is used by the
design optimization in Eq. (2.17) to update the design variable ρ.
One method commonly used to solve Eq. (2.18) due to its eﬃciency is the Advanced Mean
Value (AMV) method [33], which iteratively updates Eq. (2.20) for ﬁxed values of the design
variable ρ. It is known that the AMV method behaves well for convex failure functions g. However
it may result in slow convergence or divergence when applied to non-convex functions [13]. There
is also the issue of global convergence. If the MPP obtained from Eq. (2.20) is a local maximum in
Eq. (2.18), the estimation of the performance value gRj (ρ) is on the nonconservative side, leading
to unsafe designs [34]. Therefore, the global convergence of the AMV is highly dependent on the
initial guess u
(0)
j .
In our CRBTO–SLM/PMA [35], at each design iteration k the MPP solution to the
maximization problem in Eq. (2.18) is approximated as
u∗j (ρ) ≈ u(k)j = βtj
∇u gj(ρ(k−1),u(k−1)j )
|∇u gj(ρ(k−1),u(k−1)j )|
. (2.21)
It is important to note that the SLM/PMA might converge to a local solution, since is uses the
iterative formula of the AMV method.
At each design iteration k, the performance function gRj in Eq. (2.17) is evaluated as
gRj (ρ
(k)) = gj(ρ
(k),u(k)). The optimization algorithm also requires the sensitivities ∇gRj . Using
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the chain rule we have
∇ gRj (ρ(k)) = ∇ρ g(ρ(k),u(k)j ) +
[
Du
(k)
j (ρ
(k))
]T
∇u g(ρ(k),u(k)j ). (2.22)
However in our formulation u(k) is independent of ρ(k), therefore Eq. (2.22) simpliﬁes to
∇ gRj (ρ(k)) = ∇ρ g(ρ(k),u(k)j ), (2.23)
i.e. the deterministic design sensitivities of the failure function, available from a DTO code. This
simpliﬁed formula for the approximate MPP is the main ingredient of the proposed component
RBTO method; it is important for practical applications since a DTO software can be employed to
solve one design iteration of Eq. (2.17), and since all other features of the DTO software (e.g.,
so-called manufacturing constraints) are available. As described in [35], the proposed method can
therefore be implemented as a module of a DTO software.
It is noted that in the SLM proposed in [20], the normalized random vector is updated using
u
(k)
j (ρ
(k)) = βtj
∇u gj(ρ(k),u(k−1)j )
|∇u gj(ρ(k),u(k−1)j )|
, (2.24)
that is, u(k) is a function of ρ(k). Using this formulation, the evaluation of the sensitivities in
Eq. (2.22) requires the computation of Du
(k)
j (ρ
(k)) which is obtained by diﬀerentiating Eq. (2.24).
As such, this method is not amiable to existing DTO softwares.
As in the CRBTO–SLM/RIA, we also deﬁne the angle γj shown in Eq. (2.14) to monitor the
convergence of the algorithm.
2.3 System Reliability-Based Topology Optimization
(SRBTO)
To evaluate the system reliability, we use the matrix-based system reliability (MSR) method
proposed by [29], which can be applied to series, parallel and mixed systems. As a starting point,
we deﬁne a component failure event as Ej = [gj(ρ,Uj) ≥ 0]. Next, without loss of generality, we
consider a series system in which the system failure event Esystem corresponds to the union of the
component failure events Ej , such that the failure of any event causes system failure. In this case,
the MSR reduces to the inclusion-exclusion rule in which the system reliability is Rs = 1− pfs
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where pfs the probability of system failure is given by
pfs = P [Esystem] =
∑
i
P [Ei]−
∑
i<j
P [EiEj ] +
∑
i<j<k
P [EiEjEk]− ....
Note the need to calculate the intersection of all failure event combinations. We assume the
component events are statistically independent and hence
P [E1E2...En] =
n∏
j=1
P [Ej ], (2.25)
where the component probability of failure is computed as
P [Ej ] = 1−Rj = 1− Φ(βj). (2.26)
This assumption is reasonable here since each failure function gj is related to a diﬀerent random
load case Fj .
Combining Eqs. (2.25)–(2.26), we note that the system reliability only depends on the
component reliabilities. Therefore, the sensitivity ∇Rs(ρ) is obtained from the sensitivities ∇βj(ρ)
cf. Eq. (2.15), and the basic rules of diﬀerentiation. In the more general case of statistically
dependent component events with unknown intersection of the failure events, the MSR method can
be used to obtain the narrowest bounds for the reliability of a system event as described by [29].
Our general system reliability-based topology optimization problem is given by
min
ρ
V (ρ)
such that Rs(ρ) ≥ Rts
(2.27)
where Rts is the target system reliability. Using the SLM/RIA strategy, we solve this optimization
problem via a single loop method based on the reliability index approach (SRBTO–SLM/RIA) in
which the component reliability index and its sensitivities are approximated by Eqs. (2.10) and
(2.16).
2.4 Monte Carlo simulations
In order to validate the reliability of designs obtained via the CRBTO and SRBTO algorithms, we
perform Monte Carlo (MC) simulations using the commercial software NESSUS [36]. In these
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simulations, the failure function gj(ρ,uj) is evaluated at numerous sampling points or realizations
uj . Hence this technique is very time consuming, since a ﬁnite element analysis is performed for
each realization uj . However, for our linear elastic structure subject to random loads we can apply
superposition to greatly decrease the computational expense.
After N realizations, the Monte Carlo simulations give an estimate for the reliability
Rˆ = Nsafe/N , where Nsafe is the number of realizations such that gj(ρ,uj) < 0. We gage the
error in Rˆ via the conﬁdence level
θ = P
[
Rˆ−K σˆ ≤ R ≤ Rˆ+K σˆ
]
, (2.28)
which is the probability that the estimated reliability Rˆ falls within K standard deviations σˆ,
where K is calculated via2
K = Φ
(
1 + θ
2
)
(2.29)
and σˆ is given by
σˆ =
√
Rˆ(1 − Rˆ)
N
. (2.30)
Hence, by increasing N the conﬁdence interval
CI =
(
Rˆ −K σˆ, Rˆ+K σˆ
)
(2.31)
for a desired conﬁdence level θ decreases [36]. Therefore a large number of realizations N is
required to obtain a reliable estimate.
To further reduce the cost of the Monte Carlo simulations and to verify our FORM analyses, we
also introduced the approximation g˜j
g˜j(uj) = −∇ugj(ρ∗,u∗j (ρ∗))
(
uj − u∗j (ρ∗)
)
≈ gj(uj), (2.32)
which is consistent with the FORM. Note that since ∇ugj is evaluated at the optimal design, i.e.
ρ∗ and u∗j (ρ
∗), the evaluation of g˜j(uj) does not require additional ﬁnite element analyses for the
2This assumes the MC estimates follows a Gaussian distribution.
14
realizations uj . Therefore, the MC simulations that evaluate g˜j are very eﬃcient even for large
numbers of realizations N . Henceforth we use MC1 to refer to Monte Carlo simulations that
evaluate gj(uj) and MC2 to refer to Monte Carlo simulations that evaluate g˜j(uj).
2.5 Numerical Examples
To solve the numerical example problems, we used the OptiStruct software from Altair
Engineering [37]. OptiStruct solves the design optimization problem of either Eqs. (2.7), (2.17) or
(2.27), depending on the RBTO option, i.e. CRBTO–SLM/RIA, CRBTO–SLM/PMA or
SRBTO–SLM/RIA respectively. Note that in this case, OptiStruct controls the solid isotropic
material penalization, the complexity i.e. length scale control, the continuation strategy and the
density move limits. The responses βj(ρ), g
R
j (ρ), Rs(ρ) and their sensitivities are evaluated in an
external library that runs auxiliary OptiStruct analyses. We use 4 node quadrilateral elements in
the 2D problems and 4 node tetrahedral elements in the 3D problems and in all problems, the
maximum possible design volume is denoted by V¯ .
All examples minimize volume subject to the compliance based failure functions Cj(ρ), i.e.
gj(ρ) = Cj(ρ)− Cmaxj (2.33)
for j = 1, 2, ... random load cases. Admittedly the compliance constraint is not very meaningful in
real world design, however it is a useful response for benchmark problems in order to verify and
validate our diﬀerent numerical methods.
2.5.1 Benchmark example: truss layout
F¯
1
1
F¯
2
1
Figure 2.1: Benchmark example: truss problem.
The ﬁrst example is a simple benchmark problem, which involves one probabilistic variable.
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This problem has an analytical truss solution derived by Rozvany [31] and is used to verify the
numerical approximations adopted in the proposed reliability-based topology optimization method.
The structure is subject to one load case with 2 applied loads; a random horizontal load and a
deterministic vertical load. The deterministic nominal forces F¯
1
1 = (0.0,−1.0) and F¯ 21 = (1.0, 0.0)
shown in Fig. 2.1 are ampliﬁed by the random scale factor S1 with mean value µ1 = {3.0, 0.0} and
standard deviation matrix [σ1] = [0.0 0.0; 0.0 1.0], cf. Eq. (2.6). Since the nominal value F¯
2
1 is zero
the DTO only considers the applied force F¯
1
1. In the CRBTO, the standard deviation of F¯
1
1 is
zero, and therefore the vertical force is considered as deterministic. We use a Young’s modulus of
E = 1 and a Poisson ratio of ν = 0.3 and limiting bound for the compliance failure function
Cmax1 = 100. The design space has vertical dimension L = 10 and horizontal dimension 2L. Figure
2.2 shows the analytical solution for this probabilistic problem, where the truss angle α depends on
the imposed target reliability.
α
1
Figure 2.2: Analytical solution from [31].
In [31] they used a target reliability Rt = 99.73%, which corresponds to a reliability index
βt = 2.7825. The analytical solution gives a truss angle α = 35.26439o and a non-dimensional
Figure 2.3: CRBTO design: Rt1 = 99.73%, V
∗ = 0.19 V¯ , α = 33.5o.
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volume V ∗/(A L) = 2.44949, where A is the cross-section area of the truss. The CRBTO design
shown in Fig. 2.3 has an optimal volume V ∗ = 38.1891, i.e. V ∗ = 0.19 V¯ . Graphically, we obtain
the angle α = 33.5o and the truss width b = 1.6154. Considering that the thickness of the
structure is t = 1 we have V ∗/(b t L) = 2.364.
2.5.2 Automotive Control Arm
This control arm design example, cf. Fig. 2.4, is modiﬁed from an OptiStruct example [37] in
which the structure is subject to two random load cases. Each load case has 4 applied loads, i.e.
NAF(1) = NAF(2) = 4 and all nominal forces F¯ are ampliﬁed by the random scale factor S with
mean value µ = 1.0 and standard deviation σ = 0.3, cf. Eq. (2.6). The isotropic material
properties consist of the Young’s modulus E = 160GPa and Poisson’s ratio ν = 0.25 and the
limiting bounds for the compliance failure function are Cmax1 = 126.0 and C
max
2 = 97.0.
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Figure 2.4: Topology optimization of an automotive control arm.
In Eq. (2.30), we see that for ﬁxed standard deviation σˆ, the number of realizations increases as
the reliability increases. For that reason, we ﬁrst impose a modest target for the reliability.
To validate the accuracy of the FORM approximation, we perform Monte Carlo simulations on
the optimal design obtained via CRBTO–SLM/PMA. The target component reliability is
Rtj = 84.2% for each load case.
Figure 2.5 shows the CRBTO optimal design, which has a volume V ∗ = 0.37V¯ . The MC1
simulations render a reliability Rˆ = 81.906% after N = 50000 realizations. For an error
ǫ = (K σˆ)/(Rˆ) = 13% and θ = 1, the conﬁdence interval is CI = [79.55%, 84.25%]. We note that
the target reliability Rt = 84.2% lies just inside the conﬁdence interval. The error of 13% is
attributed to the FORM approximation. The reliability of the design obtained via the SLM/PMA
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Figure 2.5: CRBTO optimal design: Rt1 = R
t
2 = 84.2%; V
∗ = 0.37V¯ .
is veriﬁed by using the AMV method to perform the FORM computation. Using NESSUS, we
obtain RAMV1 = 84.18% and R
AMV
2 = 84.22%, which are in close agreement with the target
reliability of Rtj = 84.2%.
(a) (b)
Figure 2.6: Optimal designs a) DTO: Rˆs ≈ 25%; V = 0.31V¯ b) SRBTO: Rts = 84.2%; V ∗ = 0.4V¯ .
Figure 2.6a shows the DTO optimal design with volume V ∗ = 0.31V¯ . We performed Monte
Carlo simulations to estimate the component and system reliabilities. As expected, the component
reliability for both load cases is approximately equal to 50% and the system reliability is
approximately equal to 25%. Figure 2.6b shows the SRBTO optimal design for a system target
reliability Rts = 84.2%. The SRBTO design is achieved after 31 iterations and has a volume
V ∗ = 0.4V¯
Table 2.1 denotes the system reliability of the SRBTO design estimated using Monte Carlo
simulations. For the MC1 simulation with a 95% conﬁdence level, the simulation requires 7661
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Table 2.1: System reliability: Veriﬁcation using Monte Carlo simulation.
SRBTO (Rts) MC1 (Rˆs) MC2 (Rˆs)
84.2% 83.4% 84.4%
(a) (b)
Figure 2.7: Optimal designs a) SRBTO: Rts = 99.0%; V
∗ = 0.49V¯ b) CRBTO: Rt1 = R
t
2 = 99.0%;
V ∗ = 0.47V¯ .
realizations and renders the estimate Rˆs = 83.4% and conﬁdence interval CI = (82.56%, 84.23%).
Therefore, we validate that the 84.2% target system reliability of the SRBTO design lies inside the
Monte Carlo conﬁdence interval. For the MC2 simulation, we use N = 105 realizations rendering
Rˆs = 84.4%. Note that the reliability obtained via MC2 has a very small discrepancy when
compared to the target reliability Rts = 84.2% of the SRBTO design since they both assume the
same linearized limit state function.
To examine a more stringent reliability constraint, we increase the system reliability target to
Rts = 99%. The optimal design, shown in Fig. 2.7a, has an increased volume of 0.49V¯ to satisfy the
higher reliability requirement.
Now we compare the CRBTO and SRBTO optimal designs. The CRBTO uses a target
component reliability Rtj = 99% for each load case. Figure 2.7b shows the CRBTO optimal design,
which has a volume V ∗ = 0.47V¯ . The system reliability for both optimal designs are computed
using MC2 simulations for N = 105, cf. Table 2.2. As expected, the system reliability for the
SRBTO design equals the imposed target reliability of 99%. Also not surprisingly, the system
reliability of the CRBTO optimal design equals 98.1% which is lower than that of each individual
component reliability and lower than the 99% system reliability for the SRBTO design.
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Table 2.2: Comparison in between CRBTO and SRBTO for the automotive control arm problem.
V ∗/V¯ R1(%) R2(%) Rˆs(%)
CRBTO 0.47 99.0 99.0 98.1
SRBTO 0.49 99.4 99.7 99.0
2.5.3 2D Knee - One Load Case
The goal of the “knee” example illustrated in Fig. 2.8 is to compare CRBTO to DTO designs. The
structure is subject to one random load case with 4 applied loads, i.e. NAF(1) = 4. The
deterministic nominal forces F¯
m
1 , shown in Fig. 2.8, are ampliﬁed by the random scale factor S1
with mean value µ1 = {1.0, 0.0, 0.0, 1.0} and a standard deviation [σ1] = 0.5 I where I is the
identity matrix, cf. Eq. (2.6). Note that the nominal values F¯
2
1 and F¯
3
1 are zero. Therefore, the
DTO only considers the applied forces F¯
1
1 and F¯
4
1. In the CRBTO, the standard deviation of F¯
2
1
and F¯
3
1 causes the loads to change directions. The isotropic material properties use a Young’s
modulus of E = 104 and a Poisson ratio of ν = 0.3 and the limiting bound for the compliance
failure function is Cmax1 = 0.04.
F¯
4
1
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1
F¯
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1
1
20m
12m
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4m 4m
Figure 2.8: The 2D topology optimization of a knee.
In order to compare CRBTO and DTO designs, we ﬁrst solve the CRBTO–SLM/PMA problem
in Eq. (2.17) for a prescribed target reliability Rt and obtain the optimal design with volume V ∗s .
To compare designs with the same volume, we now perform a DTO in which the compliance
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resulting from the mean load is minimized subject to a volume constraint of V ∗s , that is
min
ρ
C(ρ)
V (ρ) ≤ V ∗s ,
(2.34)
The reliability of the deterministic optimal design due to the random loads is then obtained via
the AMV method.
(a) V ∗
s
= 0.303V¯ , Rt = 84.2%, R = 62.2%.
(b) V ∗
s
= 0.3752V¯ , Rt = 90.3%, R = 67.9%.
(c) V ∗
s
= 0.35037V¯ , Rt = 94.5%, R = 78.6%.
1
Figure 2.9: RBTO (left) and DTO (right) designs with same volume for a standard deviation σ = 0.5.
Figure 2.9 shows the results obtained for three diﬀerent values of the target reliability index:
βt = 1.0 (Rt = 84.2%), βt = 1.3 (Rt = 90.3%) and βt = 1.6 (Rt = 94.5%). From Fig. 2.9 we note
that the CRBTO designs exhibit load paths that are not evident in the DTO designs. Moreover,
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as expected, the CRBTO designs are more reliable than their DTO design counterparts, as shown
in Table 2.3.
Table 2.3: Comparison between CRBTO and DTO designs with same volume for a standard devi-
ation σ = 0.5, cf. Fig.2.10.
V ∗s /V¯ DTO: R(%) CRBTO: R
t(%)
0.3030 62.2 84.2
0.3752 67.9 90.3
0.5037 78.6 94.5
Figure 2.10 shows the reliability of the knee optimal design for diﬀerent volume fractions V ∗/V¯ .
The straight and dashed lines correspond to CRBTO and DTO designs respectively. Each point
on an CRBTO curve corresponds to a solution in Eq. (2.17) for a diﬀerent value of βt. And for
each point on an CRBTO curve, there is a point on the DTO curve that corresponds to the
solution in Eq. (2.34) for the same volume. Curves are generated using three diﬀerent standard
deviation values, namely σ = 0.1, 0.3 and 0.5. For all cases, we can see a noticeable improvement
on the reliability when CRBTO is used. We can also observe from Fig. 2.10 that the design space
limits the maximum reliability that an CRBTO design can achieve. If the reliability target exceeds
this maximum value, no feasible design exists. Note that this is only true for problems where the
failure function is a monotonic function of volume, as is the case for the compliance failure
function. For other failure functions (e.g. natural frequencies) it is quite possible that a design
with less volume than that of the design space can attain a higher reliability.
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Figure 2.10: Reliability at diﬀerent volume fractions for CRBTO and DTO designs. The reliability
analysis is performed for three diﬀerent standard deviations.
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2.5.4 3D Knee - One Load Case
The following knee example is the 3D version of the 2D knee; the knee thickness is 8m and all the
other parameters equal those of its 2D counterpart.
(a) (b)
Figure 2.11: Optimal design with V ∗ = 25% V¯ a) CRBTO: R = 97.7%; b) DTO: R = 69.4%.
Figure 2.11 shows the optimal CRBTO and DTO designs. Both structures have the same
volume, which corresponds to 25% V¯ . The reliability of the CRBTO design is the target value
Rt = 97.7%, whereas the reliability of the DTO design is R = 69.4%. As we noticed in the
previous example, the CRBTO design exhibits load paths that are not present in the DTO design.
2.5.5 3D Knee - Two Load Cases
In order to consider system reliability, we repeat the previous example using two load cases
(Fig.2.12) with nominal loads F¯
1
1 = (0,−1), F¯ 21 = (1, 0), F¯ 12 = (−1, 0) and F¯ 22 = (0, 1).
F¯
1
2
F¯
2
2 F¯
1
1
F¯
2
1
Figure 2.12: Topology optimization of a knee.
For each load case the random scale factor S has mean value µT = {1.0, 0.0} and standard
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deviation matrix [σ] = 0.3 I. Note again that the nominal values of F¯
2
1 and F¯
2
2 are zero. The
limiting bounds for the compliance failure function are Cmax1 = C
max
2 = 0.07.
Figure 2.13a shows the DTO optimal design with volume V ∗s = 0.13V¯ ; Fig. 2.13b shows the
CRBTO optimal design with volume V ∗s = 0.27V¯ for target component reliabilities R
t
j = 97.7%;
and Fig. 2.13c shows the SRBTO optimal design with volume V ∗s = 0.31V¯ for target system
reliability Rts = 97.7%. Table 2.4 denotes the component and system reliability for the DTO,
CRBTO and SRBTO designs. As expected, the SRBTO design is more reliable than the CRBTO
design when system failure is considered3.
(a) (b) (c)
Figure 2.13: Optimal design of a knee (a) DTO design: V = 0.13V¯ (b) CRBTO design: Rt1 = R
t
2 =
97.7%; V ∗ = 0.27V¯ (c) SRBTO design: Rts = 97.7%; V
∗ = 0.31V¯ .
Table 2.4: Comparison between CRBTO and SRBTO for the knee problem
V ∗/V¯ R1(%) R2(%) Rs(%)
DTO 0.13 50.1 50.1 25.2
CRBTO 0.27 97.7 97.7 95.5
SRBTO 0.31 98.7 99.1 97.7
As seen in Fig. 2.13, both RBTO designs exhibit load paths diﬀerent from those of the DTO
design in order to obtain more reliable structures. From Figs. 2.14–2.15, it is also clear that the
SRBTO optimal design exhibits diﬀerent load paths than the CRBTO design, rendering a more
reliable design for a system failure criterion.
Figures 2.16–2.18 show the cost function, constraint and load histories respectively for both the
3The system reliability for the DTO and CRBTO design are estimated via the MC2 method using N = 105
realizations
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CRBTO and SRBTO design iterates. In order to verify that the most probable point u∗ is
correctly identiﬁed at the optimal design ρ∗, Fig. 2.19 presents the angle γj history for the
probabilistic constraints, cf. Eq. (2.14). For our examples, γj correctly converges to zero.
(a) (b) (c)
Figure 2.14: CRBTO design: Rt1 = R
t
2 = 97.7%; V
∗ = 0.27V¯ (a) Section cut normal to X-axis (b)
Section cut normal to Y-axis (c) Section cut normal to Z-axis.
(a) (b) (c)
Figure 2.15: SRBTO design: Rts = 97.7%; V
∗ = 0.31V¯ (a) Section cut normal to X-axis (b) Section
cut normal to Y-axis (c) Section cut normal to Z-axis.
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Figure 2.16: Cost function convergence for the knee problem.
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Figure 2.17: Constraint convergence for the knee problem.
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Figure 2.18: Load realization convergence for the knee problem.
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Figure 2.19: γ convergence for the knee problem.
2.5.6 Cantilever beam problem
In the same manner as in the AMV method, the SLM may diverge for non-convex limit state
functions. Here we adopt the compliance failure function, which is convex and therefore facilitates
the convergence of the method. However, the SLM might still converge to a local solution, since
the AMV method is highly dependent on the initial guess. This issue is discussed in the following
component reliability example.
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In this cantilever beam problem, the structure is subject to two random load cases with
deterministic nominal forces F¯
m
j as shown in Fig. 2.20. The loads are ampliﬁed by the random
scale factors Smj with mean values µ = 1.0 and standard deviations σ = 0.3 cf. Eq. (2.6). The
isotropic material properties use a Young’s modulus of E = 1 and a Poisson ratio of ν = 0.3 and
limiting bound for the compliance failure function is Cmax1 = C
max
2 = 25.0.
F¯
2
2
F¯
1
2
F¯
1
1
F¯
2
1
Figure 2.20: The 2D topology optimization of a cantilever beam.
Figure 2.21 shows the DTO designs obtained for four diﬀerent safety factor values, e.g.
SF = 1.0, 2.7, 3.1, 3.5. As expected, higher safety factors result in increased structural volume,
rendering the higher component reliabilities R = 50.0%, 89.9%, 95.0%, 98.6%, respectively 4.
We now solve the CRBTO problem in Eq. (2.17) via the SLA/PMA for a prescribed target
reliability Rt1 = R
t
2 = 97.7%. The optimal design is shown in Fig. 2.22a and has volume
V ∗ = 0.48 V¯ . Figure 2.22b shows the contour plot for the failure function gR1 (ρ
∗). Due to the
symmetry of this problem, we only show the contour plot for one load case. The “•” markers
represent the KKT points that satisfy Eq. (2.19), with point A being random realization u∗1 that
we converge to in our CRBTO. We note however that point A is a local maximum of the
optimization problem in Eq. (2.19) whereas the indicated point B is the global maximum in
Eq. (2.19). Therefore u∗1 is not solution of Eq. (2.18) and consequently the CRBTO design does
not satisfy the prescribed target reliability Rt1 = 97.7%. Indeed a FORM analysis cf. Eq. (2.5)
converges to the MPP indicated by point C which gives β1 = 1.54, i.e. R = 93.8%. Hence we have
an unsafe design.
Figure 2.23 shows the constraint, load and angle γ histories for the CRBTO design obtained via
the SLM/PMA. We note that the scale random loads oscillates between the two KKT points A
and B shown in Fig. 2.22b.
4Due to symmetry, we obtain equal component reliabilities for each load case.
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(a) (b)
(c) (d)
Figure 2.21: DTO designs: (a) FS = 1.0, V ∗ = 0.18 V¯ , R = 50%; (b) FS = 2.7, V ∗ = 0.49 V¯ , R =
89.9%; (c) FS = 3.1, V ∗ = 0.56 V¯ , R = 95.0%; (d) FS = 3.5, V ∗ = 0.68 V¯ , R = 98.6%.
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Figure 2.22: (a) Optimal design obtained using CRBTO–SLM/PMA: V ∗ = 0.48 V¯ ; (b) Contour
plot gR1 (ρ
∗) of the optimal design. “•” are the KKT points of Eq. (2.19),“X” is the MPP solution
of Eq. (2.5), |u| = 2.0 is the solid circle and |u| = 1.54 is the dashed circle.
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Figure 2.23: Convergence plots for the CRBTO–SLM/PMA: (a) Constraint convergence; (b) Load
realization convergence (note s11 = s
1
2 and s
2
1 = s
2
2); (c) γ convergence.
We see that in this somewhat pathdogical example the SLM algorithm fails to obtain the global
maximizer in Eq. (2.18). To these ends, we now solve the same optimization problem using the
AMV double-loop algorithm. In this method the angle γj , cf. Eq. (2.14), is used as a stopping
criteria, i.e. the iterative formula in Eq. (2.20) is used to update uj for a ﬁxed ρ until γj < γ
tol
j ,
where γtolj is small, e.g. γ
tol
j = 1
o. To start the inner loop iterations, we use the initial guess
u
(i=0)
j = u
∗
j , where u
∗
j is obtained from the previous iteration (outer loop) and i is the AMV
iteration (inner loop).
Figure 2.24a shows the CRBTO design obtained via the AMV method; its volume is
V ∗ = 0.53 V¯ . The contour plot for the failure function gR1 (ρ
∗), the KKT points that satisfy
Eq. (2.19) and the MPP, i.e. the solution of problem Eq. (2.5) are illustrated in Fig.2.24b.
Unfortunately, the AMV double-loop method presents the same convergence issue that was
observed using the SLM. Figure 2.25 shows the constraint, load and angle γ histories. We again
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note that the scale random loads oscillate between the two KKT points A and B shown in
Fig. 2.24b. Ultimately we converge to the realization u∗1 at point A which is not the MPP. Point C
is the MPP which gives β1 = 1.74, i.e. R = 95.9%. Therefore, this CRBTO design is also unsafe.
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Figure 2.24: (a) Optimal design obtained using RBTO via AMV method: V ∗ = 0.53 V¯ ; (b) Contour
plot gR1 (ρ
∗) for optimal design. “•” are the KKT points of Eq. (2.19),“X” is the MPP solution of
Eq. (2.5), |u| = 2.0 is the solid circle and |u| = 1.74 is the dashed circle.
To determine the inﬂuence of the initial guess u
(i=0)
j = u
∗
j and to ensure that u
∗
j is indeed the
MPP, we use a modiﬁed version of the AMV as follows
• Solve the inner optimization problem in Eq. (2.18) via the AMV method and initial guess
u
(i=0)
j = u
∗
j to obtain the converged realization (u
∗
j )1;
• Solve the inner optimization problem in Eq. (2.18) via the AMV method and initial guess
u
(i=0)
j = −(u∗j )1 to obtain the converged realization (u∗j )2;
• IF g((u∗j )2) < g((u∗j )1)
THEN u∗j = (u
∗
j )1
ELSE u∗j = (u
∗
j )2
Figure 2.26a shows the CRBTO optimal design obtained via this modiﬁed AMV method and
Fig. 2.26b shows the contour plot for the failure function gR1 (ρ
∗) and the KKT points that satisfy
Eq. (2.19). We see that the reliability problem in Eq. (2.18) has two global maximums, points A
and B, i.e. two MPPs. The modiﬁed AMV method also presents convergence issues, cf. Fig. 2.27,
as the scale random loads oscillate between the two KKT points A and B shown in Fig. 2.26b.
Our design converged to point A.
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Figure 2.25: Convergence plots for the CRBTO design via AMV method: (a) Constraint conver-
gence; (b) Load realization convergence (note s11 = s
1
2 and s
2
1 = s
2
2); (c) γ convergence.
Figure 2.27 shows the the compliance constraint Cj(ρ), the realization sj and the angle γj . In
this cantilever beam problem, we do not obtain a smooth convergence, in contrast with the results
obtained in the knee example. In [38] they observed similar oscillations when applying topology
optimization to structures with self-weight loading. The authors surmised that the compliance
experiences a non-monotonous behavior with respect to the density when the loads are a function
of the densities. In such cases, the use of MMA [39] and CONLIN [40] may lead to divergence or
slow convergence, since those optimizers are based on monotonous approximations. In our problem,
the loads are also a function of the densities and we observe oscillations of the scale load realization
sj between the two global solutions of the inner optimization problem (Fig.2.27b). Consequently,
the compliance function also oscillates during the design optimization, as shown in Fig.2.27a.
The CRBTO design obtained via the modiﬁed AMV method has some regions with
intermediate densities (Figure 2.26a). In order to obtain a better design we need to modify the
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Figure 2.26: (a) Optimal design obtained using CRBTO via the modiﬁed AMV: V ∗ = 0.6 V¯ ; (b)
Contour plot gR1 (ρ
∗) for optimal design. “•” are the KKT points of Eq. (2.19), the markers A and
B are the MPPs, |u| = 2.0 is the solid circle and |u| = 2.32 is the dashed circle.
move limits of the optimizer. Unfortunately, OptiStruct does not give the option to control the
move limits. To circumvent this limitation, we solve the same optimization problem adding a lower
bound for the volume. This additional deterministic constraint plays a role on the move limits
rendering a solution with less intermediate densities, as shown in Fig.2.28. However, we still
observe oscillations on the convergence of the constraint and load realizations, cf. Fig. 2.29
2.6 Conclusions
We perform component and system reliability-based topology optimization using a variant of the
single loop method that employs a simpliﬁed update rule for the approximate most probable point.
This rule leads to a simpliﬁed sensitivity analysis, but more importantly, it makes the proposed
method compatible with readily available topology optimization software and therefore it is
suitable for practical applications. Without loss of generality, we adopted random loads, the
compliance failure functions and series system events in our examples, due to their simplicity.
However, the methodology can also be applied more generally. The computational cost of the
CRBTO and SRBTO using the single-loop method are comparable to the cost of a DTO. To
improve reliability, both CRBTO and SRBTO create load paths in their optimal designs that are
not found in DTO designs. We verify the reliability analyses of our algorithm via Monte Carlo
simulations.
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Figure 2.27: Convergence plots for the CRBTO design via the modiﬁed AMVmethod: (a) Constraint
convergence; (b) Load realization convergence (note s11 = s
1
2 and s
2
1 = s
2
2); (c) γ convergence.
Figure 2.28: Optimal design obtained using CRBTO via the modiﬁed AMV with an additional lower
bound on the volume.
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Figure 2.29: Convergence plots for the CRBTO design via the modiﬁed AMV method with an
additional lower bound on the volume: (a) Constraint convergence; (b) Load realization convergence
(note s11 = s
1
2 and s
2
1 = s
2
2); (c) γ convergence.
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Chapter 3
Energy release rate approximation
using the topological derivative
3.1 Introduction
The need to evaluate the high stress and strain gradients present in the vicinity of a crack front
and the continuously evolving crack geometry make crack initiation and propagation simulations a
major challenge in computational mechanics. And since failure prediction is a vital role in
component design, computational fracture mechanics has been and continues to be an active ﬁeld
of research.
Among the key quantities used to predict crack propagation is the energy release rate G.
Deﬁned as the change of potential energy associated with an inﬁnitesimal change of the crack area,
G denotes the amount of energy that is available for crack propagation. The energy release rate
criterion for fracture asserts that a pre-existing crack will propagate if G > Gc, where Gc is the
material fracture toughness. Moreover, if G > Gc the crack will propagate in the direction that
maximizes the energy release rate [41].
The energy release rate evaluation requires the computation of stress and strain ﬁelds in the
vicinity of the crack, and hence many energy release computations utilize the ﬁnite element
method (FEM). For the linear elastic case, this G evaluation is sometimes accomplished via stress
intensity factors, scalar quantities that characterize the stress and displacement ﬁelds in the crack
tip region [42]. The energy release rate may also be computed via an energy-based approach based
on Rice’s J-integral [43], which relates far-ﬁeld loading conditions to the energy ﬂux ﬂowing into
the crack tip region.
We propose an accurate and eﬃcient scheme, based on the topological derivative, to compute
the energy release rate G associated with a small crack at any boundary location and at any
orientation in a linear elastic isotropic two–dimensional domain. The topological derivative ﬁeld
indicates the variation of a response functional when an inﬁnitesimal hole is introduced in the
body [5]. Originally it found applications in the structural optimization community in the
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so-called bubble method [4]. In this method, holes are systematically nucleated in strategic
locations to both lighten the structure and maintain load integrity. Once the holes are nucleated,
traditional shape optimization methods enlarge and reconﬁgure them. This concept has more
recently been combined with the ﬁctitious domain ﬁnite element method to alleviate remeshing
tasks that plague traditional shape optimization [44, 45, 46, 47].
More recently the topological derivative has been applied to inverse scattering problems. For
example, in [48] they used it to locate the boundaries of impenetrable scatters immersed in an
otherwise homogeneous medium. In [49] they similarly solved an inverse problem using the
topological derivative to identify the locations of cavities embedded in an elastic solid. Likewise,
the topological derivative is applied to detect and locate cracks in an inverse heat conduction
problem [50]. The topological derivative is also used to resolve inpainting problems, i.e., to identify
the edges of a partially hidden image [51].
As demonstrated in [52], the topological derivative ﬁeld for a given response function can be
eﬃciently evaluated via the adjoint sensitivity analysis method. Indeed, as with the usual adjoint
sensitivity technique [53], only the primal analysis and one adjoint analysis are required to
evaluate the response variation for any shape, material and/or load variation.
In this two-dimensional (2-D) linear elastic fracture mechanics study, we utilize the topological
derivative to approximate the energy release rate G for any small crack located at any boundary
location and any orientation. This contrasts current methods which require a distinct ﬁnite
element analysis to evaluate G for each crack size–location–direction combination. Moreover, our
energy release rate computation uses the stress ﬁeld of the non-cracked domain; and hence we
eliminate the need for reﬁned meshes in the crack regions.
The reminder of this chapter discusses the topological derivative and its application for fracture
mechanics (section 3.2) and presents examples to validate the method (section 3.3). Conclusions
are drawn at the end of the chapter. Two appendices are included for completeness: appendix B
describes the shape sensitivity analysis and appendix C describes our asymptotic analyses.
3.2 Topological Derivative for Cracked Bodies
The topological derivative associated with the nucleation of a straight crack at a smooth boundary
point [54] provides the variation of a functional ψ when an inﬁnitesimal crack of size ǫ and
orientation α is introduced into the domain Ω with boundary ∂Ω and outward normal vector n at
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the location xˆ, i.e.,
DTψ(xˆ, α) := lim
ǫ→0
ψ(Ωǫ)− ψ(Ω)
f(ǫ)
. (3.1)
For our 2-D problem, Ωǫ is the domain with an inﬁnitesimal crack which has boundary
Ω
ǫ
γǫ
∂Ω
ΓN ΓN
tP tP
ΓD
ΓD
γǫ
γǫ x∗
xˆ
xˆ
−n
α
n
γ
Ωǫ
Figure 3.1: Non-cracked domain Ω, cracked domain Ωǫ and cracked domain with contour.
∂Ωǫ = ∂Ω ∪ γǫ where γǫ is the crack boundary (Fig. 3.1). The function f depends on the crack
face boundary conditions; it is negative valued and monotonically tends to zero as ǫ tends to zero
(cf. footnotes 1 and 2). Using the topological derivative in Eq. (3.1) we can approximate the value
of ψ for the domain Ωǫ containing the crack of size ǫ and orientation α at xˆ as
1
ψ(Ωǫ) ≈ ψTDǫ (xˆ, α) := ψ(Ω) + f(ǫ)DTψ(xˆ, α). (3.2)
One way to evaluate the topological derivative is the so-called topological-shape sensitivity
method [54, 55, 56]. In this approach, a crack of size ǫ and orientation α is presumed to exist at
the location xˆ. A shape sensitivity analysis is then performed and the limit is taken as ǫ→ 0, i.e.,
DTψ(xˆ, α) = lim
ǫ→0
1
f ′(ǫ)
{
lim
τ→0
ψ(Ωτ )− ψ(Ωǫ)
τ
}
= lim
ǫ→0
1
f ′(ǫ)
{
d
dτ
ψ(Ωτ )|τ=0
}
, (3.3)
where ψ(Ωτ )|τ=0 = ψ(Ωǫ) and ddτ ψ(Ωτ ) is the shape derivative of the functional ψ2.
In our fracture mechanics study, we are interested in the energy release rate and hence we
1 In Eq. (3.2) we see that if f is a suitable function for Eq. (3.1), then βf is also suitable for any β > 0. Furthermore,
Eq. (3.2) is unaffected by the choice of β.
2 In Eq. (3.3) we further see that f must be defined to make the limit limǫ→0
1
f ′(ǫ)
n
d
dτ
ψ(Ωτ )|τ=0
o
evaluate to a
non-zero finite number.
equate ψ to the total potential energy, i.e.,
ψ(Ω) =
1
2
∫
Ω
∇u · T dΩǫ −
∫
ΓN
tP · u dΓ, (3.4)
where u is the displacement vector, T = C [∇u] is the symmetric Cauchy stress tensor, C is the
elasticity tensor which exhibits all of the usual symmetries and tP is the applied boundary traction
on ΓN . Without loss of generality, body forces are not considered. Also for simplicity the crack
faces are assumed to be traction free.
In the domain, we place an inﬁnitesimal crack of length ǫ and orientation α on the boundary at
xˆ. As seen in Fig. 3.1, the crack tip is located at x∗, so that ǫ = |x∗ − xˆ|. To eliminate the stress
singularity at x∗, we introduce a small contour γ around the crack tip (Fig. 3.1). And hence we
now denote ∂Ωǫ = ∂Ω ∪ γ ∪ γǫ ∪ γǫ, where γǫ and γǫ are the top and bottom faces connecting ∂Ω
and γ.
To perform our shape sensitivity analysis (cf. appendix B), we prescribe the shape variation via
the so-called velocity ﬁeld v (Fig. 3.2). In our fracture mechanics study, v describes the crack
growth such that
v(x) = 0 on ∂Ω,
v(x) = e on γ,
v(x) = λe on γǫ ∪ γǫ,
(3.5)
where e = x
∗−xˆ
|x∗−xˆ| is a unit vector aligned with the crack and λ varies monotonically from 0 at
x = xˆ to 1 at x = x∗.
−nα
e
ΓN
tP
ΓD
x∗τ
xˆτ
xˆτ
ǫ+ τ
ǫΩτ
Figure 3.2: Shape variation of cracked domain Ωτ . In the perturbed conﬁguration, the crack tip is
located at position x∗τ = x
∗ + τ e.
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As shown in appendix B, the shape sensitivity of ψ can be expressed as [54, 57, 58]
d
dτ
ψ(Ωτ )|τ=0 = −
∫
γ
Σn · e dγ, (3.6)
where Σ denotes the energy momentum tensor
Σ =
1
2
(∇u · T ) I −∇uTT . (3.7)
Note that the result in Eq. (3.6) is consistent with the deﬁnition of the J-integral, i.e.,
Je = e · J = − d
dτ
ψ(Ωτ )|τ=0, (3.8)
where J =
∫
γ Σn dγ.
ǫ
θ
e
α
p
r
xˆ
x∗
−n
x
y
Figure 3.3: Crack geometry.
If we now consider 2-D linearly elastic bodies, it is well known that there is a stress singularity
proportional to 1/
√
r in the crack tip region [59], i.e.,
T (r, θ) =
1√
2πr
(KI f I(θ) +KII f II(θ)), (3.9)
where KI and KII are the mode I and II stress intensity factors, f I and f II are known
non-dimensional tensor-valued functions and (r, θ) are the planar cylindrical coordinates illustrated
in Fig. 3.3. For linearly elastic isotropic homogeneous materials, it can further be shown that
G = Je =
(K2I +K
2
II)
E¯
. (3.10)
In the above E¯ = E/(1− ν2) for plane strain and E¯ = E for plane stress, where E is the Young
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modulus and ν is the Poisson’s ratio. Combining Eqs. (3.3), (3.8) and (3.10) yields
DTψ(xˆ, α) = lim
ǫ→0
1
f ′(ǫ)
d
dτ
ψ(Ωτ )|τ=0
= − lim
ǫ→0
1
f ′(ǫ)
Je
= − lim
ǫ→0
1
f ′(ǫ)
(K2I +K
2
II)
E¯
. (3.11)
To evaluate the limit in Eq. (3.11), we need to know the behavior of the stress intensity factors
as the crack size ǫ approaches zero. For this purpose we consider a region ΩR of dimension R
which encloses the crack, where R≫ ǫ is such that R→ 0 as ǫ→ 0 (Fig. 3.4). Since R≫ ǫ we
approximate ΩR as an inﬁnite half-space. In this way, when we evaluate the stress intensity factors
as ǫ→ 0 we assume that the traction acting on the boundary ∂ΩR as R→ 0 can be obtained from
the stress at xˆ ∈ ∂Ω for the non-cracked domain, i.e.,
lim
R→0
T∞ = T (xˆ). (3.12)
ǫǫ
e
α
p
xˆxˆ
−n
x
y
ΩǫΩǫ
ΩR
T∞
Figure 3.4: Asymptotic analysis scheme and representation of local coordinate system.
Our assumptions allow us to utilize the fundamental solution for the stress intensity factor of an
edge crack on an inﬁnite half-space. Here we use the Muskhelishvili’s complex variable method [60]
and the distributed dislocation technique [61, 62] to obtain the stress intensity factors as (cf.
appendix C for details)

 KI
KII

 = √πǫ

 h11 h12
h21 h22



 σ∞pp
σ∞ep

 , (3.13)
where σ∞pp and σ
∞
ep are the remotely applied stress components and h11, h12, h21, h22 are
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dimensionless coeﬃcients that depend on the crack orientation α. According to our assumptions
the remotely applied stress T∞ equals the stress T (xˆ) from the analysis on the non-cracked
domain Ω, i.e.,
σ∞pp = σpp(xˆ) = p · T (xˆ)p,
σ∞ep = σep(xˆ) = e · T (xˆ)p. (3.14)
Introducing the normalized stress intensity factors K¯I , K¯II deﬁned such that

 K¯I
K¯II

 = 1√
πǫ

 KI
KII

 =

 h11 h12
h21 h22



 σpp(xˆ)
σep(xˆ)

 , (3.15)
and using f ′(ǫ) = −meas(γǫ) = −2ǫ, we obtain from Eq. (3.11) the ﬁnal expression for the
topological derivative
DTψ(xˆ, α) =
π
2E¯
(
K¯2I + K¯
2
II
)
, (3.16)
where from Eqs. (3.13)–(3.15) we see that K¯I and K¯II are known functions of xˆ, α and the stress
ﬁeld T . As seen above, we can evaluate the topological derivative ﬁeld corresponding to the
introduction of a crack located at xˆ in the direction α from the single analysis that is used to
evaluate the stress ﬁeld T on the non-cracked domain.
From Eq. (3.2) and for f(ǫ) = −ǫ2, the total potential energy for the domain Ωǫ with crack of
size ǫ at boundary location xˆ and orientation α can be approximated via the topological derivative
as
ψTDǫ (xˆ, α) = ψ(Ω) + f(ǫ)DTψ(xˆ, α)
= ψ(Ω)− ǫ2DTψ(xˆ, α). (3.17)
Finally, upon combining Eqs. (3.3), (3.8) and (3.10), we obtain an approximation GTD for the
energy release rate associated with a small crack of size ǫ and orientation α at xˆ as
GTD(xˆ, ǫ, α) = 2 ǫDTψ(xˆ, α), (3.18)
where DTψ is obtained from Eq. (3.16). It should be emphasized that we know, from the single
analysis on the non-cracked domain to evaluate the stress ﬁeld T , the value of DTψ(xˆ, α); hence
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GTD in Eq. (3.18) is also known for any crack size ǫ at any location xˆ on ∂Ω and for any angle α
from this one analysis.
To summarize the approximated energy release rate computation using the topological
derivative, i.e. GTD, we present the following algorithm:
1. Perform ﬁnite element analysis (FEA) on the non-cracked domain to evaluate the stress ﬁeld
T .
2. For any given orientation α evaluate:
(a) hij(α) (see appendix B for details)
(b) K¯I and K¯II via Eq. (3.15)
(c) DTψ(xˆ, α) via Eq. (3.16)
(d) GTD(xˆ, ǫ, α) for any crack size ǫ via Eq. (3.18).
In order to validate the above approximations, we perform ﬁnite element analyses in cracked
domains Ωǫ using the commercial software ANSYSr [63]. In the next section, we investigate
several numerical examples in which we perform one ﬁnite element analysis to obtain the
topological derivative ﬁeld DTψ and hence the approximated energy release rate G
TD, cf.
Eq. (3.18). To validate our results, we introduce a crack of size ǫ and orientation α at xˆ and use
ANSYSr to evaluate the total potential energy ψ and the stress intensity factors KI and KII
which in turn are used with Eq. (3.10) to evaluate GFE. We show that the topological derivative
values GTD are in good agreement with the ﬁnite element values GFE.
3.3 Numerical Results
3.3.1 Plate loaded in uniaxial tension
In this example, we evaluate the potential energy topological derivative with respect to the
introduction of a small crack growing on the left free edge of a square plate loaded in plane strain
uniaxial tension (Fig. 3.5a). The parameter values for this analysis are E = 207 GPa, ν = 0.3,
L = 100 mm and tP = 100 e2 MPa. For the given parameter values, the total potential energy of
the non-cracked domain is ψ = −219.807 Nmm. Since the stress ﬁeld is uniform, we obtain a
uniform topological derivative ﬁeld. Figure 3.5b shows the topological derivative value as a
function of the crack orientation α. As expected, the maximum topological derivative value occurs
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Figure 3.5: (a) Geometry for a plate loaded in uniaxial tension; (b) Topological derivative vs. crack
orientation for a crack at xˆ.
at the angle α = 0o, for which DTψ(xˆ, 0
o) = 0.0867 N/mm. This direction α = 0o gives the
maximum value of GTD, cf. Eq. (3.18), for a pre-existing crack at that location.
In order to validate the topological derivative, we use the ﬁnite element method to calculate the
total potential energy ψFEǫ and stress intensity factors K
FE
I and K
FE
II on domains with cracks of
diﬀerent sizes and orientations inserted at xˆ. The value for the energy release rate GFE is then
calculated using Eq. (3.10), i.e. GFE = (KFEI
2 +KFEII
2)/E¯.
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Figure 3.6: Total potential energy vs. normalized crack size for a loaded plate. The solid line is the
total potential energy computed via the topological derivative ψTDǫ cf. Eq. (3.17) and the symbols
are the total potential energy values calculated via FEM ψFEǫ .
Figure 3.6 summarizes the ﬁnite element results for the total potential energy ψFEǫ obtained for
cracks initiating at α = 0o, 30o, 45o and compares them with the results obtained via topological
derivative ψTDǫ . One can see that the total potential energy computed using the topological
derivative ψTDǫ is very close to that computed with the FEM ψ
FE
ǫ when the crack size is smaller
than 5% of the specimen size L, i.e., ǫ/L < 0.05. As expected, for larger cracks, the discrepancy
44
0 0.025 0.05 0.075 0.1 0.1250
0.5
1
1.5
2
En
er
gy
 R
el
ea
se
 R
at
e
α = 0o
 
 
ǫ/L
GTD
GFE
0 0.025 0.05 0.075 0.1 0.1250
0.5
1
1.5
2
En
er
gy
 R
el
ea
se
 R
at
e
α = 30o
 
 
ǫ/L
GTD
GFE
0 0.025 0.05 0.075 0.1 0.1250
0.5
1
1.5
2
En
er
gy
 R
el
ea
se
 R
at
e
α = 45o
 
 
ǫ/L
GTD
GFE
Figure 3.7: Energy release rate vs. normalized crack size for a loaded plate. The solid line is the
energy release rate computed via the topological derivative GTD cf. Eq. (3.18) and the symbols are
the energy release rates calculated via FEM GFE.
between ψTDǫ and ψ
FE
ǫ grows, since the topological derivative is derived from an asymptotic
expansion. Figure 3.7 compares the ﬁnite element results for the energy release rate GFE with the
results obtained via topological derivative GTD for diﬀerent crack sizes and orientations. Again one
can see that GTD is very close to GFE when the crack size is smaller than 5% of the specimen size
L, i.e., ǫ/L < 0.05.
3.3.2 Simply supported beam with uniformly distributed bending load
Here we evaluate the potential energy topological derivative corresponding to the nucleation of a
small crack growing on the bottom edge of a simply supported beam subject to a distributed
uniform top load (Fig. 3.8). The parameter values for this plane strain analysis are E = 207 GPa,
ν = 0.3, L = 100 mm, h = 200 mm, b = 25 mm and tP = −100 e2 MPa.
tP
h
xˆ
L
b
Figure 3.8: Simply supported beam with distributed load.
Due to the symmetry of the problem, we considered only half of the beam in our model. For the
domain with no cracks the total potential energy is ψ = −30.3746 kNmm. In this symmetric test,
it is known that the most critical point for crack initiation is the midpoint xˆ. Figure 3.9 depicts
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Figure 3.9: Total potential energy and energy release rate vs. normalized crack size for a simply
supported beam with distributed load. The crack location is the midpoint xˆ with orientation
perpendicular to the free edge (Fig. 3.8). The solid lines represent the results obtained via topological
derivative and the symbols represent the ﬁnite element results.
the total potential energy computations ψTDǫ and ψ
FE
ǫ and the energy release rate computations
GTD and GFE for a crack of size ǫ and orientation α = 0o at xˆ. Again as expected, for larger values
of ǫ, the discrepancy between ψTDǫ and ψ
FE
ǫ and between G
TD and GFE grows.
3.3.3 Simply supported beam with axial and bending loads
Here we evaluate the potential energy topological derivative corresponding to the introduction of a
small crack on the top and bottom edges of a simply supported beam under axial and bending
loads (Fig. 3.10). The parameter values for this plane strain analysis are E = 207 GPa, ν = 0.3,
L = 20 mm, h = 50 mm, a = 5 mm and b = 1 mm.
tPbtPa
L
h
b
b
2b 2b
Figure 3.10: Simply supported beam under axial and bending loads.
First we impose the loading tPa = −100 e2 MPa and tPb = 200 e1 MPa. For the domain with no
cracks the total potential energy is ψ = −46.8356 Nmm. Figure 3.11 shows the topological
derivative distribution along the bottom and top edges for the orientation α = 0o. The topological
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Figure 3.11: Topological derivative as a function of position xˆ for a simply supported beam under
axial and bending loads. The crack is oriented perpendicular to the edge, i.e., α = 0.
derivative attains its highest value DTψ = 0.585376 N/mm on the bottom edge at the midpoint
xˆ = (0, 0), indicating the boundary crack location that gives the highest energy release rate for a
ﬁxed crack size.
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Figure 3.12: Total potential energy and energy release rate vs. normalized crack size for a simply
supported beam with axial and bending loads. The crack is located at the bottom midpoint xˆ =
(0, 0) perpendicular to the free edge, i.e. α = 0o. The solid lines represent the topological derivative
computations and the symbols represent the ﬁnite element computations.
Figure 3.12 compares the total potential energy values ψTDǫ and ψ
FE
ǫ and the energy release rates
GTD and GFE at xˆ = (0, 0). When the crack size is smaller than 5% of the specimen dimension L,
the values are in close agreement.
We now impose the loading tPa = −100 e2 MPa and tPb = 400 e1 MPa. Figure 3.13 shows the
energy release rate GTD for diﬀerent crack sizes at position xˆ perpendicular to the free top and
bottom edges, i.e., α = 0o. The results obtained via the topological derivative and ﬁnite element
analysis for cracks of diﬀerent sizes and locations appear in Fig. 3.13.
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Figure 3.13: Energy release rate G as a function of position xˆ when α = 0 for the normalized
crack sizes ǫ/L = {0.005, 0.01, 0.025, 0.05}. The solid lines represent the topological derivative
computations GTD and the symbols represent the ﬁnite element computations GFE.
3.3.4 Crack emanating from a hole on a finite plate
This example considers a crack emanating from a hole on a ﬁnite plate. As seen in Fig. 3.14b, the
crack location is deﬁned via cylindrical coordinates as xˆ = (R, γ), where R is the hole radius. The
parameter values for this plane strain analysis are E = 207 GPa, ν = 0.3, L = 10 mm, h = 20 mm,
R = 2.5 mm and tP = 100 e2 MPa.
Figure 3.15a shows the topological derivative contour plot as a function of position along the
hole, i.e., xˆ = (R, γ), and orientation α. We note that the topological derivative is maximal at
α = 0o, γ = 0o and α = 0o, γ = 180o. This result is intuitive since these are the locations of
maximum stress concentration for a plate subject to uniaxial load. Figure 3.15b shows the
topological derivative as a function of position γ along the hole for a radial crack emanating from
the hole, i.e., at orientation α = 0o.
We now validate the accuracy of the topological derivative computation by considering a radial
crack at xˆ = (R, 0o). For this mode I problem, we evaluate the stress intensity factor KTDI from
the energy release rate GTD, cf. Eq. (3.10). Figure 3.16 compares the the total potential energy
ψTDǫ and the stress intensity factor K
TD
I obtained via topological derivative method with the ψ
FE
ǫ
and KFEI obtained with the FEM on the cracked domain. We obtain a good agreement for the
stress intensity factor when the crack size is less than 2% of the specimen dimension (L −R). The
discrepancy can potentially be explained by the radius of curvature R of the free edge, since our
fundamental solution is based on a crack emanating from the free edge of a half-space. However,
48
ǫeα
n−
γ
R
xˆ
x∗
y
x
(a) Hole in an infinite plate
ǫ
eα h
n−
γ
y
x
tP
L
(b) Hole in a finite plate
Figure 3.14: Problem geometry for a crack emanating from a hole.
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Figure 3.15: Topological derivative as a function of position xˆ = (R, γ) and orientation (left)
α ∈ [−90o, 90o] and (right) α = 0o for a crack emanating from a hole in a ﬁnite plate.
the proposed method still gives reasonable results for small cracks.
3.3.5 Crack emanating from a hole on an infinite plate
Here we consider a crack emanating from a hole of radius R on a inﬁnite plate, as shown in
Fig. 3.14a. The plate is subject to a remote uniaxial tension tP∞ and the crack is located on the
boundary hole at xˆ = (R, γ).
In [64] they obtained the stress intensity factors for this problem using the distributed
49
0 0.02 0.04 0.06−19.3
−19.2
−19.1
−19
−18.9
To
ta
l P
ot
en
tia
l E
ne
rg
y
α = 0o
 
 
ǫ/(L−R)
ψTDǫ
ψFEǫ
0 0.02 0.04 0.060
100
200
300
400
500
St
re
ss
 In
te
ns
ity
 F
ac
to
r α = 0
o
 
 
ǫ/(L−R)
KI
TD
KFEI
Figure 3.16: Total potential energy and stress intensity factor vs. normalized crack size for a radial
crack emanating from a hole in a ﬁnite plate at location xˆ = (R, 0o). The solid lines represent the
results obtained via topological derivative and the symbols represent the results obtained from the
ﬁnite element method.
dislocation technique [61] (see appendix C for details). We reproduced the results obtained by [64]
to evaluate the energy release rate GRS for cracks at diﬀerent locations xˆ and with diﬀerent
orientations α and compare them to computations obtained via topological derivative, i.e., GTD.
No ﬁnite element analysis is performed in this example.
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Figure 3.17: Energy release rate for a radial crack (α = 0o) emanating from a hole at location
xˆ = (R, γ) in an inﬁnite plate with diﬀerent crack sizes; the solid line represents the energy release
rate obtained via the topological derivative GTD and the symbols represent the results obtained by
[64].
Figure 3.17 shows the energy release rate for radial crack, i.e., α = 0o, of sizes
ǫ/R = {0.005, 0.01, 0.05} as a function of position xˆ = (R, γ). The solid line represents the energy
release rate GTD and the symbols represent GRS. We note that GTD ≈ GRS for crack sizes smaller
than 1% of the hole radius, i.e., for ǫ/R < 0.01.
Figure 3.18 shows the energy release rate for crack of sizes ǫ/R = {0.005, 0.01, 0.05} at locations
γ = {10o, 30o, 45o, 70o} as a function of the crack orientation α. We see that GTD is again in good
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agreement with GRS when ǫ/R < 0.01.
When the crack is very small, the energy release rate is higher at α = 0o, characterizing a mode
I problem. However for larger crack sizes, the energy release rate is higher for an angle α 6= 0, due
to mixed-mode contribution. Since our topological derivative approximation is only valid for small
crack sizes, it does not capture this eﬀect (Fig. 3.18).
3.4 Conclusions
In this 2-D linear elastic fracture mechanics work, we use the topological derivative ﬁeld to
approximate the energy release rate for a small crack at any boundary location and at any
orientation. Using our method, the evaluation of the energy release rate GTD requires a single
analysis for any crack size ǫ at any location xˆ on ∂Ω and for any orientation α. Moreover, since
this analysis is performed in a non-cracked domain, we eliminate the need for reﬁned meshes close
to the crack tip.
In the numerical examples, we compare our energy release rate GTD with the energy release rate
GFE obtained by via ﬁnite element analysis using the commercial software ANSYSr. It is
important to note once again that the evaluation of GFE requires the construction of a mesh on the
cracked domain for each size-location-orientation combination while the evaluation of GTD requires
a single analysis on the non-cracked domain. In all examples, our computations for the energy
release rate GTD are in good agreement with the ﬁnite element computations GFE when the crack
size is small compared to the geometry features.
51
-60-40-20 0 20 40 60
0
20
40
60
80
100
120
140
G
(xˆ
,ǫ
,α
)
α[o]
(a) ǫ/R = 0.005, γ = 10o
-60-40-20 0 20 40 60
100
150
200
250
300
G
(xˆ
,ǫ
,α
)
α[o]
(b) ǫ/R = 0.01, γ = 10o
-60-40-20 0 20 40 60
400
600
800
1000
1200
1400
G
(xˆ
,ǫ
,α
)
α[o]
(c) ǫ/R = 0.05, γ = 10o
-60 -40 -20 0 20 40 60
20
30
40
50
60
70
G
(xˆ
,ǫ
,α
)
α[o]
(d) ǫ/R = 0.005, γ = 30o
-60-40-20 0 20 40 60
40
60
80
100
120
140
G
(xˆ
,ǫ
,α
)
α[o]
(e) ǫ/R = 0.01, γ = 30o
-60-40-20 0 20 40 60
200
300
400
500
600
700
G
(xˆ
,ǫ
,α
)
α[o]
(f) ǫ/R = 0.05, γ = 30o
-60 -40 -20 0 20 40 60
6
8
10
12
14
16
18
G
(xˆ
,ǫ
,α
)
α[o]
(g) ǫ/R = 0.005, γ = 45o
-60 -40 -20 0 20 40 60
10
15
20
25
30
35
G
(xˆ
,ǫ
,α
)
α[o]
(h) ǫ/R = 0.01, γ = 45o
-60-40-20 0 20 40 60
60
80
100
120
140
160
180
G
(xˆ
,ǫ
,α
)
α[o]
(i) ǫ/R = 0.05, γ = 45o
-60 -40 -20 0 20 40 60
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
G
(xˆ
,ǫ
,α
)
α[o]
(j) ǫ/R = 0.005, γ = 70o
-60 -40 -20 0 20 40 60
3
4
5
6
7
8
9
10
G
(xˆ
,ǫ
,α
)
α[o]
(k) ǫ/R = 0.01, γ = 70o
-60 -40 -20 0 20 40 60
15
20
25
30
35
40
45
50
G
(xˆ
,ǫ
,α
)
α[o]
(l) ǫ/R = 0.05, γ = 70o
Figure 3.18: Energy release rate for a crack emanating from a hole at location xˆ = (R, γ) in an
inﬁnite plate with diﬀerent crack sizes ǫ and orientations α; the solid lines represent the energy release
rate obtained bia the topological derivative GTD and the symbols represent the results obtained by
[64].
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Chapter 4
Higher order topological
derivatives
4.1 Introduction
Classically known as topological derivative, the ﬁrst order topological derivative ﬁeld indicates the
variation of a response functional when an inﬁnitesimal hole of radius ǫ centered at location xˆ is
introduced in the body [5]. It originally found applications in the structural optimization
community in the so-called bubble method [4]. In this method, holes are systematically nucleated
in strategic locations to both lighten the structure and maintain load integrity. Once the holes are
nucleated, traditional shape optimization methods enlarge and reconﬁgure them. This concept has
more recently been combined with the ﬁctitious domain ﬁnite element method to alleviate
remeshing tasks that plague traditional shape optimization [44, 45, 46]. For example [47] combined
the topological derivative with an implicit geometric modeler to percolate holes and move the
boundary to obtain the optimal shape and topology. In [55] an alternative topological derivative
computation is proposed that is based on shape sensitivity analysis, the so-called topological-shape
sensitivity method; it is used to solve design problems in steady-state heat conduction. In other
studies, the topological-shape sensitivity method was applied to calculate the topological
derivative in two-dimensional [56] and three-dimensional [65] elasticity problems.
The ﬁrst order topological asymptotic expansion, i.e. the expansion that includes the ﬁrst order
topological derivative, gives good estimates for the response functional when inﬁnitesimal holes are
introduced in the domain. However to obtain estimates corresponding to the insertion of ﬁnite size
holes, one should use higher order terms in the expansion. In [66], the topological-shape sensitivity
method was extended to obtain the second order topological derivative for the total potential
energy associated with the Laplace equation in two-dimensional problems with diﬀerent types of
boundary conditions. Unfortunately their calculation disregarded some higher order terms, leading
to a discrepancy in the second order topological derivative as pointed out by [67]. However, despite
disregarding those terms, [68] argued that in some cases their proposed “incomplete” second order
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topological asymptotic expansion provides a better estimate for the total potential energy than the
ﬁrst order topological asymptotic expansion. To clarify this inconsistency, the complete second
order topological asymptotic expansion for the Laplace problem was presented in [69] along with
their incomplete expansion showing, by means of numerical examples, that the diﬀerence is indeed
small. Similar higher order topological derivatives were also described in the context of
two-dimensional potential problems by [70].
In this work we utilize the topological-shape sensitivity method to obtain higher-order
topological derivatives for two-dimensional linear elasticity problems of homogeneous isotropic
materials. As such, we must evaluate the shape sensitivity of an existing hole with respect to the
hole radius. It has been shown that this sensitivity depends on the stress evaluated on the hole
boundary [53]. To obtain the higher order topological derivatives, we propose an algorithm to
obtain an asymptotic expansion for the stress as the hole size approaches zero; it is based on the
responses of elasticity problems on the domain without the hole and on a domain consisting of a
hole in an inﬁnite space [71]. Without loss of generality, we limit our discussion to a single
response functional, the total potential energy.
The reminder of this paper discusses the evaluation of higher order topological derivatives
(section 2) and the asymptotic analysis (sections 3 and 4). An analytical example is presented in
section 5 and conclusions are drawn in section 6. For completeness, we provide in the appendix
details of the analytical solution for the inﬁnite domain problem.
4.2 Topological derivative
We consider a domain Ω with boundary ∂Ω and outward normal vector n. When a small hole of
radius ǫ is introduced with center at location xˆ, we denote the perturbed domain Ωǫ which has
boundary ∂Ωǫ = ∂Ω ∪ ∂Bǫ where ∂Bǫ is the hole boundary (cf. Fig. 4.1). The variation of a
bounded response functional Ψ due to this perturbation is expressed by the following topological
asymptotic expansion
Ψ(Ωǫ) = Ψ(Ω) +
n∑
j=1
fj(ǫ)D
(j)
T Ψ(xˆ) +R(fn(ǫ)), (4.1)
where D
(j)
T Ψ is the nonzero j
th order topological derivative of Ψ [8]. The gauge functions fj
depend on the hole boundary conditions; they are functions of the hole size ǫ, positive valued and
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Figure 4.1: Domains (a) without perturbation and (b) with a hole of size ǫ with center at location
xˆ.
monotonically tend to zero as ǫ tends to zero. These functions also satisfy
lim
ǫ→0
fk(ǫ)
fj(ǫ)
= 0, k > j and lim
ǫ→0
R(fn(ǫ))
fn(ǫ)
= 0, (4.2)
where R is the remainder function. Here we denote
Ψ(n)ǫ := Ψ
(n)(Ωǫ) = Ψ(Ω) +
n∑
j=1
fj(ǫ)D
(j)
T Ψ(xˆ) (4.3)
the nth order topological asymptotic expansion; it is an approximation to Ψ(Ωǫ) as ǫ→ 0 which is
accurate to O(fn(ǫ)).
Without loss of generality, in this work we equate Ψ to the total potential energy, i.e.,
Ψ(Ω) =
1
2
∫
Ω
∇u · T dΩ−
∫
∂Ω
tP · u d∂Ω, (4.4)
where u is the displacement vector, T = C [∇u] is the symmetric Cauchy stress tensor, C is the
elasticity tensor for a linear elastic homogeneous isotropic material and tP is the applied boundary
traction on ∂Ω. For simplicity we assume traction loading and zero body forces.
Here we adopt the topological-shape sensitivity method to evaluate the topological derivatives.
In this approach, a small hole of radius ǫ is presumed to exist at the location xˆ (Fig. 4.1b). A
shape sensitivity analysis is performed on Eq. (4.1) such that [8]
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ddǫ
Ψ(Ωǫ) =
n∑
j=1
f ′j(ǫ)D
(j)
T Ψ(xˆ) +R′(fn(ǫ))f ′n(ǫ)
=
j−1∑
i=1
(
f ′i(ǫ)D
(i)
T Ψ(xˆ)
)
+ f ′j(ǫ)D
(j)
T Ψ(xˆ) +
n∑
k=j+1
(
f ′k(ǫ)D
(k)
T Ψ(xˆ)
)
+R′(fn(ǫ))f ′n(ǫ). (4.5)
Rearranging the above equation, taking the limit as ǫ→ 0 and assuming that
lim
ǫ→0
R′(fn(ǫ))f ′n(ǫ)
f ′j(ǫ)
= 0 (4.6)
gives
D
(j)
T Ψ(xˆ) = limǫ→0
{
1
f ′j(ǫ)
(
d
dǫ
Ψ(Ωǫ)−
j−1∑
i=1
f ′i(ǫ)D
(i)
T Ψ(xˆ)
)}
, (4.7)
where ddǫΨ(Ωǫ) is the shape derivative of the functional Ψ deﬁned on the domain Ωǫ with respect
to the hole of radius ǫ [55, 66].
Remark 1: From Eq. (4.7) we see that in addition to the requirements of Eq. (4.2), the gauge
function fj must also be defined such that D
(j)
T Ψ is finite and nonzero. Indeed D
(j)
T Ψ must be finite
since we assume that the response functional Ψ is always bounded. The choice of fj is up to an
O(1) constant, i.e. if fj is a suitable function for Eq. (4.7), then β fj is also suitable for any
constant β > 0. However, the choice of β has no effect on the topological asymptotic expansion, cf.
Eq. (4.1).
When j = 1 we recognize the classical deﬁnition of the ﬁrst order topological derivative, i.e.,
D
(1)
T Ψ(xˆ) = limǫ→0
{
1
f ′1(ǫ)
d
dǫ
Ψ(Ωǫ)
}
. (4.8)
As just mentioned, the shape derivative ddǫΨ(Ωǫ) corresponds to the shape variation of the
domain Ωǫ with respect to the hole radius ǫ; this variation is prescribed via the so-called velocity
ﬁeld v, i.e. the boundary variation
v(x) = 0 on ∂Ω,
v(x) = −n on ∂Bǫ.
(4.9)
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Therefore, the shape sensitivity results in an integral over the boundary ∂Bǫ as
d
dǫ
Ψ(Ωǫ) = −
∫
∂Bǫ
Σn · n d∂Bǫ, (4.10)
where Σ denotes the energy momentum tensor
Σ =
1
2
(∇uǫ · T ǫ) I −∇uTǫ T ǫ (4.11)
and the sub-index ǫ denotes the quantities evaluated on the perturbed domain Ωǫ. Similar
sensitivity expressions are obtained for other functionals, cf. [53].
To evaluate the limit in Eq. (4.7) we need to estimate the behavior of T ǫ as ǫ approaches zero.
Assuming traction free boundary conditions on the hole, the boundary value problem in the
perturbed domain Ωǫ is stated as: ﬁnd T ǫ such that
divT ǫ = 0 in Ωǫ,
T ǫn = 0 on ∂Bǫ,
T ǫn = t
P on ∂Ω.
(4.12)
4.3 Asymptotic analysis
Ω
∂Ω ∂Ω
xˆ
xx
y
e1e1e1
e2e2e2 Ωǫ
∂Bǫ
ǫ
T ǫ(x) T (x) T˜ (y)
1
∂B1
R2\B¯1
tP t(j)
t˜
(j)
Figure 4.2: Composite expansion expressed as the sum of responses on a domain without the hole
Ω and local (scaled) inﬁnite domain with a hole R2\B¯1.
To obtain an approximation for T ǫ valid for ǫ≪ 1, we propose the following composite
expansion (Fig. 4.2)
T ǫ(x) = T (x) + T˜ (y) (4.13)
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where
T (x) = F0(ǫ)T
(0)(x) + F1(ǫ)T
(1)(x) + F2(ǫ)T
(2)(x) + ... (4.14)
is denoted the outer stress and
T˜ (y) = F0(ǫ) T˜
(0)
(y) + F1(ǫ) T˜
(1)
(y) + F2(ǫ) T˜
(2)
(y) + ... (4.15)
is denoted the inner stress; the latter uses the scaled variable y = x/ǫ. The gauge functions Fi(ǫ)
satisfy
lim
ǫ→0
Fi+1(ǫ)
Fi(ǫ)
= 0. (4.16)
Note that sum of the outer and inner stresses must satisfy the boundary conditions of Eq. (4.12),
i.e.,
T ǫn = Tn+ T˜ |y=x/ǫn = tP , x ∈ ∂Ω (4.17)
and
T ǫn = Tn+ T˜ |y=x/ǫn = 0, x ∈ ∂Bǫ. (4.18)
In the following, we describe the boundary value problems for T (j) and T˜
(j)
.
Ω
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y
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e˜r(θ˜)e˜r(θ˜)
e˜θ(θ˜)e˜θ(θ˜)
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eˆr
eˆθeˆθ
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θ˜
θ˜r˜
ρ
θˆ
θˆ ∂B1
R2\B¯1
Figure 4.3: Global and local coordinate systems.
The outer stress T (j) satisﬁes the boundary value problem in the unperturbed domain
(Fig. 4.2), i.e., ﬁnd T (j) such that
divT (j) = 0 in Ω,
T (j)n = t(j) on ∂Ω.
(4.19)
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The prescribed traction t(j) is deﬁned such that the boundary condition of Eq. (4.17) is satisﬁed.
In general the outer stress T (j) does not satisfy the traction free boundary condition on the hole of
the perturbed domain, cf. Eq. (4.18).
The inner stress T˜
(j)
is used to annihilate the traction T (j)n on the hole boundary introduced
by the outer stress. It is expressed in terms of the stretched coordinate y, which for larger values
corresponds to points x within O(ǫ) distance from xˆ. Hence for the corresponding boundary value
problem, we solve an inﬁnite domain problem in which the stress decays away from the hole. More
precisely, the inner stress T˜
(j)
satisﬁes the boundary value problem
div T˜
(j)
(ρ, θ˜) = 0 in R2\B¯1,
T˜
(j)
(ρ, θ˜)n(θ˜) = t˜
(j)
(θ˜) on ∂B1,
T˜
(j)
(ρ, θ˜) → 0 at ρ→∞,
(4.20)
where the point with position vector y = x/ǫ is now identiﬁed by the position vector ρ e˜r(θ˜) with
respect to a cylindrical coordinate system with origin at xˆ and basis vectors {e˜r, e˜θ}, cf. Fig. 4.3.
Note that ρ = r˜/ǫ, where r˜ e˜r(θ˜) is the position vector of the point x with respect to the same
cylindrical coordinate system. We also denote B1 as the the hole of radius ρ = 1 with boundary
∂B1 and normal vector n = −e˜r. In the same manner as the outer problem, the traction t˜(j) is
deﬁned such that the boundary condition of Eq. (4.18) of the composite expansion is satisﬁed.
To solve the inner boundary value problem of Eq. (4.20), we use the Muskhelishvili complex
potentials method [60]. The solution method, described in appendix D, gives the inner stress
T˜
(j)
(ρ, θ˜) =
∞∑
k=2
1
ρk
g(j)(k, θ˜), (4.21)
where the functions g(j) depend on the boundary tractions t˜
(j)
.
4.3.1 Boundary condition for the outer problem
To determine the boundary tractions for the outer problems we combine Eqs. (4.14), (4.15) and
(4.17) to give
F0(ǫ)T
(0)(x)n+ F1(ǫ)T
(1)(x)n+ F2(ǫ)T
(2)(x)n+ ...
+ F0(ǫ) T˜
(0)
(x/ǫ)n+ F1(ǫ) T˜
(1)
(x/ǫ)n+ F2(ǫ) T˜
(2)
(x/ǫ)n+ ... = tP (x) (4.22)
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where x ∈ ∂Ω and here and henceforth it is understood that n is evaluated at x unless speciﬁcally
indicated otherwise. Knowing the general form of the inner stress T˜
(j)
(x/ǫ) we now examine its
behavior for x ∈ ∂Ω. Hence Eq. (4.21) is rewritten as
T˜
(j)
(r˜/ǫ, θ˜) =
∞∑
k=2
ǫkh
(j)
k (r˜, θ˜) (4.23)
where
h
(j)
k (r˜, θ˜) =
g(j)(k, θ˜)
r˜k
(4.24)
are all O(1) quantities.
From Eqs. (4.22) and (4.23) we deﬁne the gauge functions Fi such that
Fi(ǫ) = ǫ
i, (4.25)
and hence Eqs. (4.14) and (4.15) become
T (x) = T (0)(x) + ǫT (1)(x) + ǫ2 T (2)(x) + ...
T˜ (y) = T˜
(0)
(y) + ǫ T˜
(1)
(y) + ǫ2 T˜
(2)
(y) + ... (4.26)
Combining Eqs. (4.22), (4.23) and (4.25) gives
T (0)(x)n+ ǫT (1)(x)n+ ǫ2 T (2)(x)n+ ...
+ ǫ2 h
(0)
2 (r˜, θ˜)n+ ǫ
3 h
(0)
3 (r˜, θ˜)n+ ǫ
4 h
(0)
4 (r˜, θ˜)n+ ...
+ ǫ3 h
(1)
2 (r˜, θ˜)n+ ǫ
4 h
(1)
3 (r˜, θ˜)n+ ǫ
5 h
(1)
4 (r˜, θ˜)n+ ...
+ ǫ4 h
(2)
2 (r˜, θ˜)n+ ǫ
5 h
(2)
3 (r˜, θ˜)n+ ǫ
6 h
(2)
4 (r˜, θ˜)n+ ... = t
P (x) (4.27)
where r˜ e˜r(θ˜) = x ∈ ∂Ω is a boundary point. Collecting like-wise powers of ǫ yields the outer
traction boundary conditions of Eq. (4.19), i.e.,
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t(0)(x) = tP (x)
t(1)(x) = 0
t(2)(x) = −h(0)2 (r˜, θ˜)n
...
t(j)(x) = −
j−2∑
k=0
h
(k)
j−k(r˜, θ˜)n, j ≥ 2. (4.28)
Remark 2: From Eqs. (4.24) and (4.28), we observe that as r˜ increases, i.e., the hole position
moves away from the boundary ∂Ω, the outer traction t(j)(x) for j ≥ 2 decreases due to the 1/r˜m
terms with m = 2, 3, ..., j. Hence the contribution of the outer solutions T (j)(x) for j ≥ 2 to the
composite expansion of Eq. (4.13) decreases.
4.3.2 Boundary condition for the inner problem
To determine the boundary tractions for the inner problems we combine Eqs. (4.18) and (4.26) to
give
T (0)(x)n+ ǫT (1)(x)n+ ǫ2 T (2)(x)n+ ...
+ T˜
(0)
(x/ǫ)n+ ǫ T˜
(1)
(x/ǫ)n+ ǫ2 T˜
(2)
(x/ǫ)n+ ... = 0 (4.29)
for x ∈ ∂Bǫ. Since Bǫ is a hole with small radius ǫ, we expand T (j)(x) about xˆ, i.e. the center of
the hole, using x− xˆ = −ǫn where n(x) = −(x− xˆ)/|x− xˆ| to obtain
T (0)(xˆ)n− ǫ d
dx
T (0)(xˆ)[n]n+
ǫ2
2!
d2
dx2
T (0)(xˆ)[n,n]n+ ...
+ ǫT (1)(xˆ)n− ǫ2 d
dx
T (1)(xˆ)[n]n+
ǫ3
2!
d2
dx2
T (1)(xˆ)[n,n]n+ ...
+ ǫ2T (2)(xˆ)n− ǫ3 d
dx
T (2)(xˆ)[n]n+
ǫ4
2!
d2
dx2
T (2)(xˆ)[n,n]n+ ...
+ T˜
(0)
(ρ, θ˜)n+ ǫ T˜
(1)
(ρ, θ˜)n+ ǫ2 T˜
(2)
(ρ, θ˜)n+ ... = 0. (4.30)
The hole boundary point with position vector x ∈ ∂Bǫ is above described by the position vector
ρ e˜r(θ˜) ∈ ∂B1 where ρ = 1 and e˜r = −n. Collecting like-wise powers of ǫ yields the inner traction
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boundary condition of Eq. (4.20), i.e.,
t˜
(j)
(θ˜) = −

T (j)(xˆ)n+ j∑
k=1
(−1)k
k!
dk
dxk
T (j−k)(xˆ)
k︷ ︸︸ ︷
[n, ...,n]n

 . (4.31)
4.4 Algorithm
We now simplify the shape sensitivity of Eq. (4.10) using the traction free boundary condition on
the hole, i.e., T ǫn = 0. Hence we obtain
d
dǫ
Ψ(Ωǫ) = −
∫
∂Bǫ
Σn · n d∂Bǫ
= −
∫
∂Bǫ
(
1
2
∇uǫ · T ǫ −∇uTǫ T ǫn · n
)
d∂Bǫ
= −
∫
∂Bǫ
1
2
∇uǫ · T ǫ d∂Bǫ. (4.32)
Assuming linear elastic isotropic homogenous material, the shape sensitivity hence becomes
d
dǫ
Ψ(Ωǫ) = −
∫ 2π
0
(T θθǫ )
2
2E
ǫ dθ˜ (4.33)
where E is the Young’s modulus and we use the cylindrical coordinate system cf. Fig. 4.3 to
express the integral and stress
T ǫ = T
rr
ǫ e˜r ⊗ e˜r + T rθǫ e˜r ⊗ e˜θ + T θrǫ e˜θ ⊗ e˜r + T θθǫ e˜θ ⊗ e˜θ. (4.34)
To evaluate the topological derivative of Eq. (4.7), we approximate the stress T ǫ(x) for x ∈ ∂Bǫ
using the composite expansion of Eq. (4.13), i.e.,
T ǫ(x) = T
(m)
ǫ (x) +O(ǫ
m+1) (4.35)
where
T (m)ǫ (x) =
m∑
j=0
ǫj
(
T (j)(x) + T˜
(j)
(y)
)
(4.36)
with y = x/ǫ. As in Eq. (4.30), we additionally approximate T (j)(x) using Taylor expansion about
xˆ with x− xˆ = −ǫn.
The algorithm to compute D
(n)
T Ψ is hence:
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m = 1, j = 0
WHILE m ≤ n DO
- Determine the outer stress T (j) by solving Eq. (4.19) with t(j) given by Eq. (4.28);
- Determine the inner stress T˜
(j)
by solving Eq. (4.20) with t˜
(j)
given by Eq. (4.31);
- IF j = 0 THEN
T (0)ǫ (x) =
(
T (0)(xˆ) + T˜
(0)
(1, θ˜)
)
(4.37)
- ELSE
T (j)ǫ (x) = T
(j−1)
ǫ (x) + ǫ
j
(
T (j)(xˆ) + T˜
(j)
(1, θ˜)
)
+ ǫj
j−1∑
k=0
(−1)j−k
(j − k)!
dj−k
dxj−k
T (k)(xˆ)
j−k︷ ︸︸ ︷
[n, ...,n] (4.38)
- ENDIF
- j = j + 1
- Evaluate
T ǫ = T
(j)
ǫ (x) +O(ǫ
j+1) (4.39)
dt =
∫
∂Bǫ
Σn · n d∂Bǫ +
n−1∑
i=1
f ′i(ǫ)D
(i)
T Ψ(xˆ) (4.40)
- IF dt 6= 0 THEN
→ choose fm(ǫ) according to Remark 1;
→ evaluate D(m)T Ψ, combining Eqs. (4.7) and (4.33), i.e.,
D
(m)
T Ψ(xˆ) = − limǫ→0
1
f ′m(ǫ)
(∫ 2π
0
(T θθǫ )
2
2E
ǫ dθ˜ +
m−1∑
i=1
f ′i(ǫ)D
(i)
T Ψ(xˆ)
)
(4.41)
→ m = m+ 1;
ENDIF
END WHILE
The logical test “If dt 6= 0” is included in the algorithm to account for the degenerate situation
in which the jth order composite stress expansion T (j)ǫ would render a zero topological derivative,
i.e., it does not completely determine the next term on the topological asymptotic expansion of
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Eq. (4.1). We encounter this situation in our examples.
4.5 Analytical Example
In order to verify the proposed asymptotic expansion, we present one simple example which
consists of a circular domain Ω of radius R such that ∂Ω = {(r, θ)|r = R} where we use the
cylindrical coordinates x = r er(θ) (Fig. 4.4a). The domain is subject to the non-uniform traction
tP (θ) = ((1 + cos(3θ))er(θ) + sin(2θ)eθ(θ)) MPa over ∂Ω.
tP
θ
R
X
Y
r
Ω
(a) (b)
Figure 4.4: (a) Circular domain with non-uniform traction tP ; (b) Deformed conﬁguration and Von
Mises stress representation.
The response for this circle problem satisﬁes the boundary value problem
divT = 0 in Ω,
Tn = tP on ∂Ω.
(4.42)
and has an analytical expression cf. Eqs. (4.55)–(4.56) and [60], from which the total potential
energy of the unperturbed domain is found to be
Ψ := Ψ(Ω) =
πR2(−87 + 37ν)
48E
. (4.43)
For the given parameter values E = 1 GPa, ν = 0.3 and R = 1 m, the total potential energy is
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Ψ = −4.96764 kNm and the Von Mises stress distribution is depicted on the deformed
conﬁguration in Fig. 4.4b.
4.5.1 Topological derivative for a hole introduced at the center
We ﬁrst evaluate the total potential energy when a small hole of radius ǫ is introduced at the
center. The perturbed domain Ωǫ is now deﬁned by two concentric circles of radii R and ǫ, such
that ∂Bǫ = {(r, θ)|r = ǫ}, cf. Fig. 4.5. The response of this ring problem satisﬁes the boundary
value problem of Eq. (4.12) and is also available analytically.
tP
θ
R
X
Y
r
Ωǫ
∂Bǫ ǫ
Figure 4.5: Perturbed circular domain with non-uniform traction tP (θ).
Using the analytical response, the total potential energy of the perturbed domain is hence given
by [60]
Ψǫ := Ψ(Ωǫ) =
πR2(−87 + 37ν)
48E
− 2πǫ
2
E
− 13πǫ
4
2R2E
+
8πǫ6
3R4E
− 195πǫ
8
4R6E
+ o(ǫ8). (4.44)
Topological derivative obtained from the analytical solution for the ring problem
To evaluate the topological asymptotic expansion for the total potential energy we need to
evaluate T ǫ on the boundary ∂Bǫ as ǫ approaches zero. From the analytical response we obtain
T θθǫ (ǫ, θ) =2−
6ǫ
R
cos(3θ) +
2ǫ2
R2
(1 + 2 cos(2θ)) +
6ǫ3
R3
cos(3θ)
+
2ǫ4
R4
(1 + 4 cos(4θ))− 54ǫ
5
R5
cos(3θ) +O(ǫ6). (4.45)
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And upon substituting Eq. (4.45) into Eq. (4.41), we ﬁnd that to satisfy Eqs. (4.1) and (4.2) we
require fk(ǫ) = πǫ
2k. Finally computing the limit as ǫ approaches zero gives
D
(1)
T Ψ(0) = −
2
E
, (4.46)
D
(2)
T Ψ(0) = −
13
2R2E
(4.47)
and
D
(3)
T Ψ(0) =
8
3R4E
. (4.48)
And hence from Eq. (4.3) we obtain the following topological asymptotic expansions
Ψ(1)ǫ =
πR2(−87 + 37ν)
48E
− 2πǫ
2
E
, (4.49)
Ψ(2)ǫ =
πR2(−87 + 37ν)
48E
− 2πǫ
2
E
− 13πǫ
4
2R2E
, (4.50)
Ψ(3)ǫ =
πR2(−87 + 37ν)
48E
− 2πǫ
2
E
− 13πǫ
4
2R2E
+
8πǫ6
3R4E
, (4.51)
which are seen to agree with Eq. (4.44).
0 0.1 0.2 0.3 0.4 0.5 0.6
−12
−11
−10
−9
−8
−7
−6
−5
−4
 
 
Ψ Ψǫ
Ψ
(1)
ǫ
Ψ
(2)
ǫ
Ψ
(3)
ǫ
ǫ/R
(a)
0 0.05 0.1 0.15 0.2 0.25 0.3
−6
−5.8
−5.6
−5.4
−5.2
−5
−4.8
 
 
Ψ
Ψ
(1)
ǫ
Ψ
(2)
ǫ
ǫ/R
(b)
Figure 4.6: Topological asymptotic expansions for the total potential energy.
Figure 4.6a shows the analytical total potential energy curve Ψǫ cf. Eq. (4.44) as a function of
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the normalized hole size ǫ/R, as well as the topological asymptotic expansions Ψ
(1)
ǫ , Ψ
(2)
ǫ and Ψ
(3)
ǫ .
As expected, for larger hole sizes ǫ the higher order topological asymptotic expansions Ψ
(2)
ǫ and
Ψ
(3)
ǫ give better estimates for the total potential energy than the ﬁrst order expansion Ψ
(1)
ǫ . More
importantly perhaps, in engineering applications for which the analytical solution is unavailable,
the second order topological derivative can be used to provide a range of ǫ over which the ﬁrst
order topological derivative provides a reasonable approximation. For this example, we see that
the ﬁrst order topological derivative gives good results for ǫ/R < 0.15, cf. Fig. 4.6b.
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Figure 4.7: Total potential energy error.
Figure 4.7a depicts the diﬀerence between the analytical solution Ψǫ and the n
th topological
asymptotic expansion, i.e. Ψ
(n)
ǫ . For small radius sizes ǫ we note that the Ψ
(1)
ǫ estimate gives
larger errors than the Ψ
(2)
ǫ and the Ψ
(3)
ǫ estimates. We also observe that for holes with small radii
ǫ the error is reduced when the order n of the topological asymptotic expansion increases, as
expected. However, this trend is not necessarily true for holes with larger ǫ. Indeed, as shown in
Fig. 4.7b, for ǫ/R > 0.15 the Ψ
(2)
ǫ estimate gives smaller errors than the Ψ
(3)
ǫ estimate. Comparing
Eqs. (4.44), (4.50) and (4.51), we can write
Ψǫ −Ψ(2)ǫ =
8πǫ6
3R4E
− 195πǫ
8
4R6E
+ o(ǫ8) (4.52)
and
Ψǫ −Ψ(3)ǫ = −
195πǫ8
4R6E
+ o(ǫ8). (4.53)
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We observe that the positive term in Eq. (4.52) yields smaller errors in the Ψ
(2)
ǫ estimate when
compared to the Ψ
(3)
ǫ estimate for larger hole sizes. This explains the “kink” in Fig. 4.7b which is
attributed to the sign change of Eq. (4.52), as depicted in Fig. 4.7a.
Topological derivative obtained from the composite expansion of T ǫ
In general, the analytical response is unavailable; rather we use the composite expansion of
Eq. (4.13) to approximate it. Here we employ the algorithm introduced in section 4.4 to evaluate
the stress T ǫ and the ﬁrst and second order topological derivatives for the ring example.
• j = 0
In the j = 0 outer problem, the boundary traction is given by, cf. Eq. (4.28) and Fig. 4.5,
t(0)(θ) = tP (θ) = (1 + cos(3θ))er(θ) + sin(2θ)eθ(θ), (4.54)
which gives
T (0) = T (0)rr er ⊗ er + T (0)rθ er ⊗ eθ + T (0)θr eθ ⊗ er + T (0)θθ eθ ⊗ eθ, (4.55)
where
T (0)rr (r, θ) = 1 +
3r
2R
cos(3θ)− r
3
2R3
cos(3θ)
T
(0)
rθ (r, θ) = −
3r
2R
sin(3θ) +
r2
R2
sin(2θ) +
3r3
2R3
sin(3θ)
T
(0)
θθ (r, θ) = 1−
3r
2R
cos(3θ) +
2r2
R2
cos(2θ) +
5r3
2R3
cos(3θ). (4.56)
For a hole with center located at any given position xˆ, we have on the hole boundary n = −e˜r, cf.
Fig. 4.3. According to Eq. (4.31), the boundary traction for the j = 0 inner problem is deﬁned as
t˜
(0)
(θ˜) = −T (0)(xˆ)n
= T (0)(xˆ)e˜r (4.57)
= T (0)rr (xˆ)(eˆr ⊗ eˆr)e˜r + T (0)rθ (xˆ)(eˆr ⊗ eˆθ)e˜r + T (0)θr (xˆ)(eˆθ ⊗ eˆr)e˜r + T (0)θθ (xˆ)(eˆθ ⊗ eˆθ)e˜r.
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For now, we consider the special case of a hole with center located at xˆ = 0 so that on ∂Bǫ we
have n = −er and θ˜ = θ (cf. Fig. 4.5) which gives
t˜
(0)
(θ) = T (0)rr (0, θ)er(θ) + T
(0)
rθ (0, θ)eθ(θ) = er(θ). (4.58)
The inner stress is obtained from Eq. (4.21) and has cylindrical components
T˜ (0)rr (ρ, θ) = −
1
ρ2
T˜
(0)
rθ (ρ, θ) = 0
T˜
(0)
θθ (ρ, θ) =
1
ρ2
. (4.59)
Therefore, using Eq. (4.37) we obtain
(T (0)ǫ )θθ = T
(0)
θθ (0, θ) + T˜
(0)
θθ (1, θ) = 2, (4.60)
which gives the following stress component approximation
T θθǫ (x) = 2 +O(ǫ), (4.61)
where x ∈ ∂Bǫ and its square (
T θθǫ (x)
)2
= 4 +O(ǫ). (4.62)
We now evaluate the ﬁrst order topological derivative from Eq. (4.41), i.e.,
D
(1)
T Ψ(0) = − limǫ→0


1
f ′1(ǫ)
∫ 2π
0
4 +O(ǫ)
2E
ǫ dθ︸ ︷︷ ︸
dt

 , (4.63)
where we see that dt 6= 0. Hence from Remark 1, we require that f1(ǫ) = πǫ2 and the above
equation gives
D
(1)
T Ψ(0) = −
1
4πE
∫ 2π
0
lim
ǫ→0
(
4ǫ
ǫ
)
+ lim
ǫ→0
(
O(ǫ2)
ǫ
)
︸ ︷︷ ︸
0
dθ = − 2
E
. (4.64)
Combining Eqs. (4.3) and (4.64), we have
Ψ(1)ǫ = Ψ−
2πǫ2
E
, (4.65)
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which agrees with our analytical result of Eq. (4.49).
• j = 1
In the j = 1 outer problem, the boundary traction is given by Eq. (4.28) as
t(1) = 0, (4.66)
which according to the boundary value problem of Eq. (4.19) gives
T (1)(x) = 0. (4.67)
The j = 1 inner problem has the boundary traction, cf. Eq. (4.31)
t˜
(1)
=
(
T (1)rr (xˆ) +
dT
(0)
rr (xˆ)
dr
)
er +
(
T
(1)
rθ (xˆ) +
dT
(0)
rθ (xˆ)
dr
)
eθ
=
3
2R
cos(3θ)er. (4.68)
Hence from Eq. (4.21) the inner stress has cylindrical components
T˜ (1)rr (ρ, θ) =
(
6 cos(3θ)
Rρ5
− 15 cos(3θ)
2Rρ3
)
T˜
(1)
rθ (ρ, θ) =
(
6 sin(3θ)
Rρ5
− 9 sin(3θ)
2Rρ3
)
T˜
(1)
θθ (ρ, θ) =
(
3 cos(3θ)
2Rρ3
− 6 cos(3θ)
Rρ5
)
. (4.69)
Therefore, via Eq. (4.38) we obtain
(T (1)ǫ )θθ = (T
(0)
ǫ )θθ + ǫ
(
T
(1)
θθ (0, θ) + T˜
(1)
θθ (1, θ)
)
+ ǫ
dT
(0)
θθ (xˆ)
dr
= 2 + ǫ
(
3 cos(3θ)
2R
− 6 cos(3θ)
R
)
− ǫ
(
3 cos(3θ)
2R
)
= 2− 6ǫ
R
cos(3θ), (4.70)
which gives the following stress component approximation
T θθǫ (x) = 2−
6ǫ
R
cos(3θ) +O(ǫ2), (4.71)
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where x ∈ ∂Bǫ and its square
(
T θθǫ (x)
)2
= 4− 24ǫ
R
cos(3θ) +O(ǫ2), (4.72)
We now use Eq. (4.41) to evaluate the second order topological derivative, i.e.,
D
(2)
T Ψ(0) = − limǫ→0
{
1
f ′2(ǫ)
(∫ 2π
0
(
T θθǫ
)2
2E
ǫ dθ + f ′1(ǫ)D
(1)
T Ψ(0)
)}
= − 1
2E
lim
ǫ→0


1
f ′2(ǫ)
∫ 2π
0
(
−24ǫ
2
R
cos(3θ) +O(ǫ3)
)
dθ︸ ︷︷ ︸
dt

 . (4.73)
From Remark 1 we require f2(ǫ) = πǫ
3. However Eq. (4.73) gives
dt = −
∫ 2π
0
24
3πR
cos(3θ) dθ = 0. (4.74)
Therefore we see that the second order topological derivative D
(2)
T Ψ(0) cannot be determined from
the composite expansion of Eq. (4.71). In other words, to obtain the third term in the topological
asymptotic expansion of Eq. (4.3) we need to compute the O(ǫ2) term on the composite expansion
T ǫ by solving the j = 2 problem. Moreover, we observe that the topological asymptotic expansion
of the total potential energy is not a function of ǫ3, as expected from Eq. (4.44).
Remark 3: Equation (4.73) could be expressed as
D
(2)
T Ψ(0) = −
1
2E
lim
ǫ→0
1
f ′2(ǫ)
{∫ 2π
0
(
−24ǫ
2
R
cos(3θ) +
36ǫ3
R2
cos2(3θ) + c ǫ3 +O(ǫ4)
)
dθ
}
. (4.75)
where c is a constant that depends on the missing O(ǫ2) term on the composite expansion of T θθǫ cf.
Eq. (4.71). And since
∫ 2π
0 cos(3θ) dθ = 0, we see that if we assign f2(ǫ) = πǫ
4 then Eq. (4.75) gives
D
(2)
T Ψ(0) =−
1
2E
∫ 2π
0
36
4πR2
cos2(3θ) dθ − c1
= − 9
2R2E
− c1, (4.76)
where c1 depends on the O(ǫ
2) contribution to T ǫ, which is a attributed to the outer stress T
(2)
and hence it is expressed in terms of quantities on the boundary ∂Ω. Therefore Eq. (4.76) does not
determine D
(2)
T Ψ, since c1 is unknown. According to Remark 2, we know that the contribution of
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the outer stress T (2) is minimal when the hole is located far away from the boundary ∂Ω, as
discussed in [67] and [68] and here in the text surrounding Fig. 4.9. In this work we denote the
expansion Ψ˜
(2)
ǫ the “incomplete” second order topological asymptotic expansion obtained from
Eqs. (4.3) and (4.76)
Ψ˜(2)ǫ = Ψ−
2πǫ2
E
− 9πǫ
4
2R2E
, (4.77)
which does not agree with our analytical result of Eq. (4.50).
• j = 2
In the j = 2 outer problem, the boundary traction is given by Eq. (4.28) as
t(2) = −h(0)2 (r˜, θ˜)n = −h(0)2 (R, θ)er =
1
R2
er, (4.78)
which yields the components
T (2)rr (r, θ) =
1
R2
T
(2)
rθ (r, θ) = 0
T
(2)
θθ (r, θ) =
1
R2
. (4.79)
Hence, the j = 2 inner problem has the boundary traction, cf. Eq. (4.31)
t˜
(2)
= −

T (2)(xˆ)− ddxT (1)(xˆ)[n]︸ ︷︷ ︸
0
+
1
2
d2
dx2
T (0)(xˆ)[n,n]

n
=
(
T (2)(xˆ) +
1
2
d2
dx2
T (0)(xˆ)[er, er]
)
er
=
(
1
R2
er + 0 eθ
)
+
(
0 er +
1
2
2 sin(2θ)
R2
eθ
)
, (4.80)
which gives the inner stress components, cf. Eq. (4.21)
T˜ (2)rr (ρ, θ) =
2 cos(2θ)
R2ρ2
− 2 cos(2θ)
R2ρ4
− 1
R2ρ2
T˜
(2)
rθ (ρ, θ) =
sin(2θ)
R2ρ2
− 2 sin(2θ)
R2ρ4
T˜
(2)
θθ (ρ, θ) =
2 cos(2θ)
R2ρ4
+
1
R2ρ2
. (4.81)
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Therefore, we obtain from Eq. (4.38)
(T (2)ǫ )θθ = (T
(1)
ǫ )θθ + ǫ
2
(
T
(2)
θθ (0, θ) + T˜
(2)
θθ (1, θ)
)
+
ǫ2
2
d2T
(0)
θθ (xˆ)
dr2
= (T (1)ǫ )θθ + ǫ
2
(
1
R2
+
2 cos(2θ)
R2
+
1
R2
)
+
ǫ2
2
4 cos(2θ)
R2
= 2− 6ǫ
R
cos(3θ) +
2ǫ2
R2
(1 + 2 cos(2θ)) (4.82)
which yields the following stress component approximation
T θθǫ (x) = 2−
6ǫ
R
cos(3θ) +
2ǫ2
R2
(1 + 2 cos(2θ)) +O(ǫ3), (4.83)
where x ∈ ∂Bǫ and its square
(
T θθǫ (x)
)2
= 4− 24ǫ
R
cos(3θ) +
36ǫ2
R2
cos2(3θ) +
8ǫ2
R2
(1 + 2 cos(2θ)) +O(ǫ3). (4.84)
We now use Eqs. (4.41) and (4.84) to evaluate the second order topological derivative, i.e.,
D
(2)
T Ψ(0) = − limǫ→0
{
1
f ′2(ǫ)
(∫ 2π
0
(
T θθǫ
)2
2E
ǫ dθ + f ′1(ǫ)D
(1)
T Ψ(0)
)}
= − lim
ǫ→0


1
f ′2(ǫ)
∫ 2π
0
(
ǫ3
2R2E
(8 + 36 cos2(3θ)) +O(ǫ4)
)
dθ︸ ︷︷ ︸
dt

 , (4.85)
where we used the fact that
∫ 2π
0 cos(kθ) dθ = 0 for k ∈ N. From Eq. (4.85) we see that dt 6= 0.
Moreover, from Remark 1 we require f2(ǫ) = πǫ
4 and hence Eq. (4.85) gives
D
(2)
T Ψ(0) = −
4
2R2E
− 9
2R2E
= − 13
2R2E
. (4.86)
Combining Eqs. (4.3), (4.64) and (4.86) yields the second order topological asymptotic expansion
Ψ(2)ǫ = Ψ−
2πǫ2
E
− 13πǫ
4
2R2E
, (4.87)
which agrees with our analytical result of Eq. (4.50).
The incorporation of the O(ǫ2) term in the composite expansion of T ǫ, and consequently the
computation of the second order topological asymptotic expansion, may be impractical from the
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computational point of view. Indeed its evaluation requires the solution of two outer problems; the
j = 0 problem in which the traction tP is applied and the j = 2 problem in which the traction
−h(0)2 (r˜, θ˜)n is applied. The j = 0 problem is what the engineer sees, i.e., the domain without the
hole subject to the traction boundary condition. Whereas the j = 2 problem is a new problem
which is dependent on the hole location, here xˆ = 0. Thus, for each hole location of interest, a
j = 2 problem must be solved. On the other hand, the “incomplete” topological derivative
expansion Ψ˜
(2)
ǫ depends only on the j = 0 problem. And as the inﬂuence of the external boundary
∂Ω disappears, i.e. as the hole position xˆ moves away from the boundary, the error of the Ψ˜
(2)
ǫ
approximation decreases, cf. Remarks 2 and 3.
Figure 4.8 compares the topological asymptotic expansions. In this example, the Ψ˜
(2)
ǫ expansion
provides a better estimate for the total potential energy than the Ψ
(1)
ǫ expansion, perhaps because
the hole position xˆ = 0 is far from the boundary ∂Ω. Unfortunately, we cannot expect the same
behavior for every problem. The rˆ = 0 curve in Fig. 4.9 shows that the relative error in Ψ˜
(2)
ǫ is not
very large for smaller hole sizes, e.g. when ǫ/R < 0.4 the error is smaller than 3%. Of course, the
Ψ
(2)
ǫ expansion yields the best estimate, as depicted in Fig. 4.8.
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Figure 4.8: Topological asymptotic expansions for the total potential energy.
4.5.2 Topological derivative for a hole introduced at location xˆ = (rˆ, θˆ)
inside the domain Ω
Here we evaluate the total potential energy when a small hole of radius ǫ is introduced at a
prescribed location xˆ = (rˆ, θˆ), as shown in Fig. 4.10. Rather than using an analytical expression to
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ǫ for holes at diﬀerent distances from the boundary ∂Ω.
obtain Ψǫ, here we verify the topological asymptotic expansion computations using the ﬁnite
element software ABAQUS [72] to calculate ΨFEǫ on domains with holes of diﬀerent sizes ǫ located
at diﬀerent positions (rˆ, θˆ). Indeed we introduce ﬁnite size holes ǫ = {0.1, 0.2, 0.3} as shown in
Fig. 4.11.
tP
θˆ
R
X
Y
rˆ
Ωǫ
Figure 4.10: Domain with a hole at a given location xˆ = (rˆ, θˆ).
First we evaluate the total potential energy for holes at diﬀerent angles θˆ and rˆ = 0.3, i.e., a
point inside and somewhat distant from the boundary ∂Ω. One can see from Fig. 4.12 that the
Ψ
(1)
ǫ expansion gives good estimates for ǫ/R < 0.15. On the other hand, the Ψ
(2)
ǫ expansion is able
to give good estimates for larger size holes, i.e., ǫ/R < 0.25. We also note that the “incomplete”
Ψ˜
(2)
ǫ expansion gives a better estimate than the ﬁrst order topological asymptotic expansion Ψ
(1)
ǫ .
Moreover, it can be used to determine the range where Ψ
(1)
ǫ is valid, i.e. ǫ/R < 0.15. From Fig. 4.9
75
Figure 4.11: Meshed domains for holes of diﬀerent sizes ǫ = {0.1, 0.2, 0.3}.
we also observe that for ǫ/R < 0.4 the relative error in Ψ
(2)
ǫ is smaller than 4% when the hole is
introduced at the angle θˆ = 0.
We now evaluate the total potential energy for holes at rˆ = 0.6. In this case, the hole position is
getting closer to the boundary ∂Ω, especially for holes with large radius. One can see from
Fig. 4.13 that Ψ
(1)
ǫ continues to give good estimates for ǫ/R < 0.15. However, Ψ
(2)
ǫ no longer gives
good estimates for larger size holes, e.g. ǫ/R > 0.2. This observation can be explained by the
closer proximity of the hole to the domain boundary. Notably, the “incomplete” Ψ˜
(2)
ǫ expansion
does not introduce a substantial improvement over the Ψ
(1)
ǫ expansion. Therefore, it cannot be
used to limit the range where Ψ
(1)
ǫ is valid. Indeed, as previously mentioned on Remarks 2 and 3,
the larger holes located at rˆ = 0.6 are close to the boundary ∂Ω so that disregarding the terms on
the composite expansion corresponding to the outer problem j = 2 generates signiﬁcant errors, cf.
Fig 4.9 for the θˆ = 0 case. We observe that when ǫ/R = 0.4 (i.e., the largest hole size for the
location rˆ = 0.6) the relative error in Ψ
(2)
ǫ is 18%, a much bigger value when compared to holes
away from the domain boundary.
In the context of topology optimization, the topological derivative level set determines the
location where holes should be percolated in each step of the optimization process. In a classical
optimization problem, we want to minimize the compliance subject to a volume constraint.
Naturally, the nucleation of holes increases compliance. Thus we want to nucleate holes such that
this increase is minimal, i.e. we want to nucleate holes at the position xˆ such that |Ψǫ −Ψ| is
minimized.
Figure 4.14 shows the level set that includes ﬁrst and second order topological derivatives, i.e.,
Ψ(Ωǫ)−Ψ(Ω)
πǫ2
= D
(1)
T Ψ(xˆ) (4.88)
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Figure 4.12: Topological asymptotic expansions when a hole is introduced at rˆ = 0.3 and diﬀerent
angles θˆ.
and
Ψ(Ωǫ)−Ψ(Ω)
πǫ2
= D
(1)
T Ψ(xˆ) + ǫ
2D
(2)
T Ψ(xˆ). (4.89)
In these plots the arrows point to the locations xˆ in which the nucleated holes of radii
ǫ = {0.05, 0.1, 0.2, 0.3} yield the minimal compliance increase. We see that including the second
order topological derivative in the topological asymptotic expansion of the total potential energy
changes the nucleation position. This additional feature may improve the convergence of a
topology optimization algorithm that only considers ﬁrst order topological derivatives.
Recall that to obtain the level set of Eq. (4.89), we must solve the j = 2 problem for each hole
location xˆ. Indeed, the j = 2 outer problem is subject to the boundary traction
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Figure 4.13: Topological asymptotic expansions when a hole is introduced at rˆ = 0.6 and diﬀerent
angles θˆ.
t(2)(x) = −g
(0)(2, θ˜)
r˜2
n (4.90)
where r˜, the distance from the center of the hole xˆ to the boundary location x, changes for each
location xˆ where D
(2)
T Ψ is evaluated. When implemented with the ﬁnite element method, this
requires an additional loading for each xˆ, i.e., each node or Gauss point location. Fortunately since
the unperturbed domain Ω does not change, only one stiﬀness matrix assembly and factorization is
required.
The boundary traction of the j = 2 inner problem depends on the stress of the j = 2 outer
problem and also on the second derivative of the stress of the j = 0 outer problem, both evaluated
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at xˆ, i.e.,
t˜
(2)
= −
(
T (2)(xˆ) +
1
2
d2
dx2
T (0)(xˆ)[n,n]
)
n.
In the ﬁnite element method, the computation of this stress derivative is not straight forward;
higher order ﬁnite elements or stress recovery procedures may be required to obtain the desired
level of accuracy.
From the previous considerations, we note that the solution of the j = 2 problem might be
impractical from the computational point of view. To avoid this extra computation, one could base
their estimates on the “incomplete” second order topological derivative, i.e.,
Ψ(Ωǫ)−Ψ(Ω)
πǫ2
= D
(1)
T Ψ(xˆ) + ǫ
2D
(2)
T Ψ˜(xˆ). (4.91)
Hole nucleation sites using this “incomplete” expansion also appear in Figure 4.14. As depicted,
the diﬀerences between the ﬁrst order and incomplete expansion are subtle for this example.
Finally we note that the ﬁrst and the “incomplete” second order topological derivative ﬁeld
evaluations require only one analysis on the unperturbed domain, corresponding to the primal
problem of Eq. (4.19) with t(j) = tP . It also requires the solutions of the inner problems, one for
D
(1)
T Ψ and two for D
(2)
T Ψ˜. Fortunately these problems have analytical solutions cf Eq. (4.21) which
are readily evaluated. Albeit, the j = 1 inner problem for the evaluation of D
(2)
T Ψ˜ requires the
computation of the stress derivative ddxT
(0)(xˆ) which, as just discussed, may prove diﬃcult.
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Figure 4.14: Contour plots of Ψǫ−Ψπǫ2 for ǫ = {0.05, 0.1, 0.2, 0.3}
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4.6 Conclusions
In this linear elasticity work, we propose an algorithm to evaluate the composite expansion for the
stress ﬁeld T ǫ at the boundary of a hole when the radius ǫ approaches zero. This approximated
stress ﬁeld is subsequently used to evaluate the higher order topological derivatives based on the
topological-shape sensitivity method. Here we adopt the total potential energy as the response
function Ψ and compare the jth order topological asymptotic expansion Ψ
(j)
ǫ with analytical
results Ψǫ and also numerical results Ψ
FE
ǫ obtained using the commercial software ABAQUS. We
observe that the results obtained via the topological derivative are in good agreement with the
analytical/numerical ones, especially for small size holes. As expected the Ψ
(2)
ǫ estimate gives
better results for larger hole radii ǫ than Ψ
(1)
ǫ . Moreover, Ψ
(2)
ǫ can be used to provide the range of
ǫ over which the Ψ
(1)
ǫ estimate gives reasonable approximations.
In order to calculate the Ψ
(2)
ǫ estimate, we need to compute the O(ǫ2) term on the composite
expansion of T ǫ. This calculation may be impractical in most engineering problems, since it
requires the solution of a boundary value problem for each position xˆ. However, the contribution
of this term is minimal when the hole position xˆ is distant from the domain boundary ∂Ω. In this
case, the use of the “incomplete” Ψ˜
(2)
ǫ estimate, which is based on the O(ǫ) expansion of T ǫ,
appears to give reasonable results.
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Chapter 5
Future work
In the reliability-based topology optimization work, the proposed single loop method can be
readily extended to include uncertainties in the material properties and domain geometries. It can
also be applied to diﬀerent failure functions, besides the compliance, e.g stress.
In the system reliability algorithm, we assume that the reliability constraint is described as a
series system, i.e., that the system fails if any component fails. However, in some engineering
problems, the system failure is attained when all component events (parallel systems) or a
combination of the component events (mixed systems) fail. In addition, we also assume that all
component events are statistically independent so that the joint probability is computed as the
product of the component probabilities. This is a reasonable assumption since each component
event is associated to a diﬀerent load case. However, the assumption of statistically independent
component events is no longer valid if the component events correspond to diﬀerent response
functions (eg. compliance and stress) associated to the same load case. Future directions for the
system reliability-based topology optimization work should use the full capabilities of the
matrix-based system reliability (MSR) method [29]. Indeed the MSR method can accommodate
series, parallel and mixed system reliabilities and obtain the optimal reliability bounds when the
joint probabilities are unknown.
In topology optimization, the level set of the topological derivative determines the location
where holes should nucleate in the optimization. The authors believe that the second order
topological derivative expansion obtained in chapter 4 can be incorporated into topology
optimization to improve this process and fasten convergence of the optimization algorithm.
The higher order topological asymptotic expansion pertaining to circular holes can also be
extended to evaluate the higher order terms pertaining to cracks. Potentially, this higher order
expansion would provide an improved energy release rate approximation, cf. chapter 3, and also
provide the range of crack sizes in which our ﬁrst order approximations are reasonable.
The algorithm to approximate the energy release rate via topological derivative can be extended
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to linear elastic orthotropic two–dimensional domains. In order to obtain the mode I and II stress
intensity factors for an inclined edge crack in a planar orthotropic domain under uniform plane
strain biaxial loadings, one could perform ﬁnite element simulations of a “virtually” semi-inﬁnite
cracked plate using linear elastic plane strain elements. By interpolating the ﬁnite element results,
one can obtain “analytical” expressions for the inﬂuence coeﬃcients hij of Eq. 3.13 as a function of
crack orientation α. This methodology was described in [73] for isotropic materials and the results
were in good agreement with the ones obtained in this work using the complex variable method.
To verify the ﬁnite element results obtained for orthotropic materials we can compare them with
the “analytical” results presented in [74] for a perpendicular edge crack under uniform uniaxial
tension. Furthermore, the algorithm could be extended to approximate the energy release rate of
cracks at the free edge between two dissimilar linear elastic isotropic domains. For this purpose,
one could use the stress intensity factor results presented in [75] for an edge interface crack under
uniform uniaxial tension.
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Appendix A
MPP derivation for the PMA
method
From Eq. (2.19) we know that the gradients ∇ug(ρ,u∗) and ∇ t(u∗) are parallel. The sign of the
Lagrange multiplier λ∗ determines if the two gradient vectors are pointing in the same or opposite
directions. If we multiply the right hand side in Eq. (2.19) by 1 = |∇ugj(ρ,u∗j )|/|∇ugj(ρu∗j )| and
use ∇ t(u) = u|u| we obtain
∇ugj(ρ,u∗j )
|∇ugj(ρ,u∗j )|
|∇ugj(ρ,u∗j )| = −λ∗j
u∗j
|u∗j |
. (A.1)
Seeing the unit vectors on each side allows us to evaluate the Lagrange multiplier
λ∗j = −
[
u∗j
|u∗j |
· ∇ugj(ρ,u
∗
j )
|∇ugj(ρ,u∗j )|
]
|∇ugj(ρ,u∗j )|. (A.2)
Let us now assume a small positive increment ǫ > 0 on the target reliability index. Then
Eq. (2.18) becomes
gˆ(ǫ) = max
u
g(ρ,u)
such that t(u) = |u| − (βt + ǫ) = 0.
(A.3)
The solution to the perturbed problem is a function of ǫ and hence we write u∗ǫ = uˆ(ǫ) and
λ∗ǫ = λˆ(ǫ). The Lagrangian for the above is
L(ρ,u, λ, ǫ) = g(ρ,u) + λ(|u| − (βt + ǫ)). (A.4)
Note that L(ρ,u∗, λ∗, 0) = g(ρ,u∗) = gˆ(0) where gˆ(ǫ) = L(ρ, uˆ(ǫ), λˆ(ǫ), ǫ) and hence
d gˆ(0)
d ǫ
=
∂L(ρ,u∗, λ∗, 0)
∂ǫ
= −λ∗ (A.5)
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since ρ is constant and
∂L(ρ,u∗, λ∗, 0)
∂u
= 0 and
∂L(ρ,u∗, λ∗, 0)
∂λ
= 0. (A.6)
When ǫ > 0 more extreme loads are possible and hence we expectthe failure function value gˆ(ǫ) to
increase. Consequently, d gˆ(ǫ)d ǫ > 0 and thus λ
∗ < 0. Also from Eq. (A.2), we see that λ∗ < 0
implies the gradient vectors ∇ug(ρ,u∗) and ∇t(u∗) point in the same direction, so that
λ∗j = −|∇ugj(ρ,u∗j )| < 0. (A.7)
Combining Eqs. (2.19), (A.2) and (A.7), we obtain Eq. (A.8) as
u∗j = β
t
j
∇u gj(ρ,u∗j )
|∇u gj(ρ,u∗j )|
. (A.8)
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Appendix B
Shape sensitivity analysis
B.1 Shape sensitivity of a generic functional
In shape sensitivity analysis, we study the change of a functional when the shape of a body is
modiﬁed from the original conﬁguration to a modiﬁed conﬁguration, cf. Fig. B.1. The original
Ω
ΩτΓ
Γτ
ΓN
ΓD
n
x xτ
xτ = x+ τv(x)
tP
τv(x)
Figure B.1: Shape change of a body from the original conﬁguration Ω to a modiﬁed conﬁguration
Ωτ .
conﬁguration of the body is denoted as Ω with boundary Γ and outward unit normal vector n and
the modiﬁed conﬁguration of the body is denoted as Ωτ with boundary Γτ and outward normal
vector nτ . The modiﬁed conﬁguration Ωτ is deﬁned via the velocity ﬁeld v such that
xτ = x+ τv(x), (B.1)
where xτ and x denote the position vectors of the same points in Ωτ and Ω respectively. In
essence, the velocity ﬁeld deﬁnes the shape variation and hence the goal of the sensitivity analysis
is to evaluate the derivative of a given response function with respect to the pseudo time
parameter τ .
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We denote as u(xτ , τ) the displacement vector in the modiﬁed conﬁguration. In our analysis we
evaluate the sensitivity at pseudo time τ = 0 and hence the ﬁeld u equals the displacement vector
corresponding to the primal analysis on Ω.
Using the chain rule, the material derivative of u and ∇u with respect to the pseudo-time τ are
u˙ = ∇uv + u′,
∇˙u = D2u[v] +∇u′, (B.2)
where u′ = ∂u/∂t. From the above and for the arbitrary vector a, we have
∇u˙ a = ∇ (∇uv + u′)a
= D2u[a]v +∇u∇v a+∇u′ a
= D2u[v]a+∇u∇v a+∇u′ a
=
(
D2u[v] +∇u∇v +∇u′) a (B.3)
where the third step utilizes the symmetry of the second derivative. Rearranging the above and
using the arbitrariness of a and Eq. (B.2) give
D2u[v] +∇u′ = ∇u˙−∇u∇v,
∇˙u = ∇u˙−∇u∇v, (B.4)
i.e., ∇u˙ 6= ∇˙u.
For our sensitivity analysis, we consider the functional ψτ
ψτ |τ=0 =
∫
Ωτ
g(u,∇u) dΩτ +
∫
Γτ
h(u) dΓτ , (B.5)
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and its derivative
d
dτ
ψ(Ωτ )|τ=0 =
˙∫
Ωτ
g(u,∇u) dΩτ +
˙∫
Γτ
h(u) dΓτ
=
∫
Ωτ
(g˙ + g div(v)) dΩτ +
∫
Γτ
(h˙+ h divΓ(v)) dΓτ
=
∫
Ωτ
(u˙ · ∇1g + (∇u˙ −∇u∇v) · ∇2g + g div(v)) dΩτ +∫
Γτ
(u˙ · ∇h+ h divΓ(v)) dΓτ , (B.6)
where divΓ(v) = (I − n⊗ n) · ∇v, I is the identity tensor and we utilized Eq. (B.4) [53].
In general the value of u˙ is unknown. Indeed u is implicitly deﬁned as the primal response to a
boundary value problem. In this boundary value problem, we assume that the domain Ωτ is
subject to the loading traction tP over the boundary ΓN , the prescribed displacement u
P over the
boundary ΓD and the body force b. As such, u ∈ U must satisfy
a(u,η) = l(η) ∀η ∈ V , (B.7)
where
a(u,η) =
∫
Ωτ
∇η · C[∇u] dΩτ ,
l(η) =
∫
Ωτ
η · b dΩτ +
∫
ΓN
η · tP dΓτ . (B.8)
In Eq. (B.8), C is the elasticity tensor with both major and minor symmetries and the spaces of
admissible solutions and test functions are
U = {u ∈ H1(Ω) |u = uP on ΓD},
V = {η ∈ H1(Ω) |η = 0 on ΓD}. (B.9)
In the strong form, Eqs. (B.7)–(B.8) are given by
div(C[∇u]) + b = 0 in Ωτ ,
(C[∇u])n = tP on ΓN ,
u = uP on ΓD.
(B.10)
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Diﬀerentiating Eqs. (B.7)–(B.9), we ﬁnd that u˙ ∈ U˙ = {u˙ ∈ H1(Ω) | u˙ = u˙P on ΓD} must satisfy
˙
a(u,η) =
˙
l(η), (B.11)
∀η ∈ V where
˙
a(u,η) =
∫
Ωτ
{C[∇u] · (∇η˙ −∇η∇v) +∇η · C˙[∇u] +∇η · C[∇u˙−∇u∇v]
+∇η · C[∇u] div(v)} dΩτ
˙
l(η) =
∫
Ωτ
(
η˙ · b+ η · b˙+ (η · b) div(v)
)
dΩτ
+
∫
ΓN
(
η˙ · tP + η · t˙P + (η · tP ) divΓ(v)) dΓτ . (B.12)
Upon combining Eqs. (B.11) and (B.12), we see that
0 =
˙
a(u,η)− ˙l(η)
=
∫
Ωτ
(
−C[∇u] · ∇η∇v +∇η · C˙[∇u] +∇η · C[∇u˙−∇u∇v] +∇η · C[∇u] div(v)
)
dΩτ
−
∫
Ωτ
(
η · b˙+ (η · b) div(v)
)
dΩτ −
∫
ΓN
(
η · t˙P + (η · tP ) divΓ(v)) dΓτ , (B.13)
where we note that η˙ does not appear due to Eq. (B.7).
In the adjoint sensitivity method, we add zero, i.e., Eq. (B.13) to Eq. (B.6), to obtain after
some manipulations
d
dτ
ψ(Ωτ )|τ=0 =
∫
Ωτ
(−∇2g · ∇u∇v + g div(v)) dΩτ +
∫
ΓN
h divΓ(v)) dΓτ
+
∫
ΓD
(
u˙P · ∇h+ h divΓ(v)
)
dΓτ
+
∫
Ωτ
(−C[∇u] · ∇η∇v −∇η · C[∇u∇v] + (∇η · C[∇u]− η · b) div(v)) dΩτ
+
∫
Ωτ
(
∇η · C˙[∇u]− η · b˙
)
dΩτ −
∫
ΓN
(
η · t˙P + (η · tP ) divΓ(v)) dΓτ
+
∫
Ωτ
∇η · C[∇u˙] dΩτ +
∫
Ωτ
(u˙ · ∇1g +∇u˙ · ∇2g) dΩτ +
∫
ΓN
u˙ · ∇h dΓτ .(B.14)
To eliminate the response derivative u˙ from the above, we deﬁne and solve the following adjoint
problem: ﬁnd η ∈ V such that
∫
Ωτ
∇u˙ · C[∇η] dΩ = −
∫
Ωτ
(u˙ · ∇1g +∇u˙ · ∇2g) dΩτ −
∫
ΓN
u˙ · ∇h dΓτ , (B.15)
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∀u˙ ∈ U˙ . In the strong form, Eq. (B.15) is written as
div (C[∇η] +∇2g)−∇1g = 0 in Ωτ ,
(C[∇η] +∇2g)n = ∇h on ΓN ,
η = 0 on ΓD.
(B.16)
Thus we see that the adjoint problem is similar to the primal problem; it just has a diﬀerent
loading. Indeed the adjoint problem has a residual stress ∇2g, body load ∇1g, prescribed traction
∇h and null prescribed displacement. Having annihilated the u˙ terms by having η solve the
adjoint problem and using the relation div(v) = I · ∇v, the sensitivity reduces to
d
dτ
ψ(Ωτ )|τ=0 =
∫
Ωτ
(g +∇η · C[∇u]− η · b) I · ∇v dΩτ
−
∫
Ωτ
(∇uT∇2g +∇ηTC[∇u] +∇uTC[∇η]) · ∇v dΩτ
+
∫
ΓN
(
h− η · tP ) divΓ(v) dΓτ + ∫
ΓD
(
u˙P · ∇h+ h divΓ(v)
)
dΓτ
+
∫
Ωτ
∇η · C˙[∇u]− η · b˙ dΩτ −
∫
ΓN
η · t˙P dΓτ . (B.17)
And upon deﬁning the energy momentum tensor
Σ = (g +∇η · C[∇u]− η · b) I − (∇uT∇2g +∇ηTC[∇u] +∇uTC[∇η]) , (B.18)
we obtain
d
dτ
ψ(Ωτ )|τ=0 =
∫
Ωτ
(
∇v ·Σ+∇η · C˙[∇u]− η · b˙
)
dΩ
+
∫
ΓN
((
h− η · tP ) divΓ(v)− η · t˙P) dΓτ
+
∫
ΓD
(
u˙P · ∇h+ h divΓ(v)
)
dΓτ . (B.19)
To write Eq. (B.19) as a boundary integral, we use the divergence theorem and the product rule
Σ · ∇v = div(ΣTv)− v · div(Σ). Thus for any uniform vector a we have
a · div(Σ) = div(ΣTa). (B.20)
90
Hence we obtain
a · div(Σ) = − div (∇2gT (∇ua) + (C[∇u])T (∇η a) + (C[∇η])T (∇ua))
+div ((g +∇η · C[∇u]− η · b)a)
= −∇ua · div(∇2g)−∇2g ·D2u[a]
−∇η a · div(C[∇u])− C[∇u] ·D2η[a]
−∇ua · div(C[∇η])− C[∇η] ·D2u[a]
+a · (∇uT ∇1g +D2u[∇2g])
+a · ∇(η · C[∇u])− a · ∇(η · b)
= −∇ua · div(∇2g)−∇2g ·D2u[a]
−∇η a · div(C[∇u])− C[∇u] ·D2η[a]
−∇ua · div(C[∇η])− C[∇η] ·D2u[a]
+∇ua · ∇1g +D2u[a] · ∇2g − a · ∇bTη − a · ∇ηTb
+D2η[a] · C[∇u] +D2u[a] · C[∇η] +∇η ·DC[a][∇u]
= ∇η ·DC[a][∇u]− η · ∇ba
−∇ua · (div(∇2g) + div(C[∇η])−∇1g)
−∇η a · (div(C[∇u]) + b)
= ∇η ·DC[a][∇u]− η · ∇ba
= ∇η · (C˙ − C′)[∇u]− η · (b˙− b′)
= ∇η · C˙[∇u]− η · b˙, (B.21)
where we used the symmetry of D2u, D2η and C, ∇g = ∇uT ∇1g +D2u[∇2g], Eqs. (B.10) and
(B.16) and without loss of generality we assume C′ = b′ = 0. Using the above and the product
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rule, we now have
∇v ·Σ = div(ΣTv)− v · div(Σ)
= div(ΣTv)−∇η · C˙[∇u] + η · b˙. (B.22)
Therefore, the sensitivity of Eq. (B.19) simpliﬁes to
d
dτ
ψ(Ωτ )|τ=0 =
∫
Ωτ
div(ΣTv) dΩ
+
∫
ΓN
((
h− η · tP ) divΓ(v)− η · t˙P) dΓτ
+
∫
ΓD
(
u˙P · ∇h+ h divΓ(v)
)
dΓτ . (B.23)
Finally using t˙
P
= ∇ΓtP v + t′P where ∇Γ( ) = (I − n⊗ n)∇( ) is the surface gradient and
assuming t′P = 0 and similarly for u˙P and applying the divergence theorem we obtain
d
dτ
ψ(Ωτ )|τ=0 =
∫
Γτ
Σn · v dΓτ
+
∫
ΓN
((
h− η · tP ) divΓ(v)− η · ∇ΓtP v) dΓτ
+
∫
ΓD
(
h divΓ(v) +∇h · ∇ΓuP
)
dΓτ . (B.24)
B.2 Shape sensitivity of the total potential energy
Let us now consider the functional
ψτ |τ=0 = 1
2
∫
Ωτ
∇u · C[∇u] dΩτ −
∫
Ωτ
b · u dΩτ −
∫
ΓN
tP · u dΓτ . (B.25)
The adjoint problem of Eq. (B.15) becomes
∫
Ωτ
∇u˙ · C[∇η] dΩτ = −
∫
Ωτ
∇u˙ · C[∇u] dΩτ +
∫
Ωτ
b · u˙ dΩτ +
∫
ΓN
tP · u˙ dΓτ , (B.26)
∀u˙ ∈ V . Therefore the solution to the adjoint problem is
η = 0. (B.27)
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Denoting the stress as T = C[∇u], the energy momentum tensor of Eq. (B.18) becomes
Σ =
(
1
2
∇u · T − b · u
)
I −∇uTT , (B.28)
and hence the sensitivity of the total potential energy is expressed as
d
dτ
ψ(Ωτ )|τ=0 =
∫
Γτ
Σn · v dΓτ −
∫
ΓN
tP · u divΓ(v) dΓτ . (B.29)
B.3 Total potential energy topological derivative for a
cracked domain
In the cracked domain, we recall that x∗ ∈ Γ = ∂Ωǫ is the crack tip location. To eliminate the
stress singularity, we introduce a small contour γ around the crack tip (Fig. 3.1). Hence Eq. (B.29)
is rewritten as
d
dτ
ψ(Ωτ )|τ=0 =
∫
∂Ω
Σn · v d∂Ω+
∫
γǫ
Σn · v dγǫ +
∫
γǫ
Σn · v dγǫ
−
∫
γ
Σn · v dγ −
∫
ΓN
tP · udivΓ(v) dΓN . (B.30)
Using the velocity ﬁeld described in Eq. (4.9), noting that n ⊥ v on γǫ and γǫ and that Tn = 0 on
γǫ and γǫ, i.e., the crack face is traction free, the shape sensitivity of Eq. (B.30) becomes
d
dτ
ψ(Ωτ )|τ=0 = −
∫
γ
Σn · e dγ. (B.31)
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Appendix C
Complex potentials in plane
elasticity: solution of crack
problems
In this appendix, we summarize the general theory of complex potentials in elasticity [60] and the
distribution dislocation technique [61]. We combine these methods to evaluate the stress intensity
factors in two diﬀerent crack problems:
• an inclined edge crack on a half-space;
• an inclined crack emanating from a hole on an inﬁnite space.
C.1 General theory of complex potentials in plane elasticity
We consider planar elasticity problem of an isotropic material with zero applied body forces. To
solve this problem, Muskhelishvili uses the complex variable method [60] in which the stress
T = (Txx, Tyy, Txy) and displacement u = (ux, uy) are expressed in terms of two complex valued
potentials ϕ and ψ of the position z = x+ iy such that [Eqs. 32.1, 32.9 and 32.10 in [60]]
Txx(z) + Tyy(z) = 2(ϕ
′(z) + ϕ′(z)) = 4Re {ϕ′(z)} ,
Tyy(z)− Txx(z) + 2i Txy(z) = 2(z ϕ′′(z) + ψ′(z)),
2µ(ux(z) + i uy(z)) = κϕ(z)− z ϕ′(z)− ψ(z), (C.1)
where µ = (1 + ν)/(2E), κ = (3 − 4ν) for plane stress problems and κ = (3 − ν)/(1 + ν) for plane
strain problems. In the above the overbar denotes the complex conjugate deﬁned such that, e.g.
z = x− iy and for the function f = fx + i fy where fx and fy are real valued functions we have
f(z) = fx(z)− i fy(z) and f(z) = f(z). Note that from Eq. (D.2) we can evaluate Txx, Tyy, Txy,
ux and uy if we know the complex potentials ϕ(z) and ψ(z).
We now consider a contour connecting points A and B in the complex plane with normal n and
tangent t vectors deﬁned as seen in Fig. C.1. Denoting the traction vector as tn = Tn and the
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AB
n
X
Y
t
tn = Tn
Figure C.1: Normal n and tangent t vectors representation on a contour AB in the complex plane.
normal and shear traction components by tnn = n · tn and tnt = t · tn respectively, the resultant
force F = (Fx, Fy) acting on this segment is given by [Eq. 33.1 in [60]]
Fx + i Fy =
∫ z2
z1
(tnn + i t
n
t )ds
= −i [ϕ(z) + z ϕ′(z) + ψ(z)]z2z1 , (C.2)
where [f(z)]z2z1 = f(z2)− f(z1).
Since the stress and displacement are expressed by means of the complex potentials ϕ and ψ,
the solution to problems of plane elasticity reduces to the determination of these functions subject
to the given boundary conditions. Initially we assume the domain is bounded by the single contour
L. When displacement boundary conditions are prescribed such that u = uP on L, the
fundamental boundary value problem becomes [Eq. 41.1 in [60]]
κϕ(z)− z ϕ′(z)− ψ(z) = 2µ (ux(z) + i uy(z))
= 2µ (uPx (z) + i u
P
y (z)) on L. (C.3)
Alternatively, if the traction tn is prescribed such that Tn = tn = tP on L, the boundary value
problem is [Eq. 41.9 in [60]]
ϕ′(z) + ϕ′(z)− e2iϑ(z ϕ′′(z) + ψ′(z)) = tnn(z)− i tnt (z)
= tPn (z)− i tPt (z) on L, (C.4)
where ϑ is the angle between the contour normal n and the X axis cf. Fig. C.2a.
We now consider the case of an inﬁnite space containing a hole bounded by L. Placing the
origin of our coordinate system in the hole allows us to write the complex potentials in the general
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Figure C.2: (a) Prescribed traction on contour L; (b) Principal stress visualization.
form [Eqs. 36.4, 36.5 in [60]]
ϕ(z) = Λ log(z) + Γz + ϕo(z),
ψ(z) = Λ′ log(z) + Γ′z + ψo(z), (C.5)
where [Eq. 36.7 in [60]]
ϕo(z) =
∞∑
k=0
ak z
−k and ψo(z) =
∞∑
k=0
a′k z
−k. (C.6)
If we let T∞1 and T
∞
2 be the principal uniform far ﬁeld stress components and ζ the angle between
the T∞1 principal vector and the X axis cf. Fig. C.2b, then the coeﬃcients Γ and Γ
′ become
[Eq. 36.10 in [60]]
Γ =
T∞1 + T
∞
2
4
and Γ′ = −e−2iζ T
∞
1 − T∞2
2
. (C.7)
C.2 Crack modeling by using the superposition principle
To model the crack we use the distributed dislocation technique, which is based on the Bueckner
superposition principle [61]. As shown in Fig. C.3, the stress ﬁeld T for a cracked body under a
uniform far ﬁeld stress T∞ is obtained by superposing two loadings. In sub-problem A, the
traction T∞ n is applied at inﬁnity and the crack interface has zero displacement jump, creating
the stress ﬁeld T˜ . In sub-problem B, zero external traction is applied and we enforce a
displacement jump across the crack interface creating the stress ﬁeld Tˆ . Physically this jump is
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obtained by inserting additional material (the dislocations). Note that the resultant stress ﬁeld
T = T˜ + Tˆ must satisfy the traction-free crack face condition.
T∞T∞
+ǫ−ǫ
x
y
T˜ Tˆ
Sub-problem A : T˜ Sub-problem B : Tˆ
Figure C.3: Superposition principle.
C.3 Stress intensity factors for an inclined edge crack on a
half-space
Our goal here is to obtain the stress intensity factors for an inclined edge crack on a half-space
(Fig. C.4a). For this purpose we need to ﬁrst obtain the complex potentials ϕ and ψ from which
we can evaluate the stress ﬁeld T and speciﬁcally the stress at the crack tip z∗. To determine these
complex potentials we solve the boundary value problem of Eq. (C.4) on the crack by replacing L
with γǫ, n with p, t with −e and ϑ with α+ π/2, cf. Figs. C.2a and C.4a. Hence we obtain the
boundary value problem
ϕ′(z) + ϕ′(z) + e2iα(z ϕ′′(z) + ψ′(z)) = tpp (z) + i t
p
e (z) for z ∈ γǫ, (C.8)
where tpp = p · tp and tpe = e · tp with tp = Tp.
To solve the crack problem, we impose the traction free crack face condition which gives
tp = Tp = 0 for z ∈ γǫ. As stated above, the stress ﬁeld T is obtained by using the superposition
principle, such that T = T˜ + Tˆ , where T˜ is the stress ﬁeld of sub-problem A (Fig. C.4b) and Tˆ is
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T∞ T∞
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(a) Edge crack : T (b) Sub-problem A : T˜ (c) Sub-problem B : Tˆ
Figure C.4: Using superposition to obtain the complex potentials for an edge crack in a half-space.
the stress ﬁeld of sub-problem B (Fig. C.4c). Hence the traction free crack condition gives
tp = T˜ p+ Tˆ p = t˜
p
+ tˆ
p
= 0. (C.9)
In the following, we describe sub-problems A and B to obtain the traction vectors t˜
p
and tˆ
p
respectively, on the crack boundary γǫ. Knowing the tractions t˜
p
and tˆ
p
on γǫ we will then solve
Eq. (C.8) to evaluate the complex potentials. Finally knowing the complex potentials we will
compute the stress and more speciﬁcally the stress intensity factors.
C.3.1 Sub-problem A: obtaining the traction components t˜
p
p and t˜
p
e
In sub-problem A, the far ﬁeld load T∞ is applied and the crack face boundary γǫ has zero
displacement jump (Fig. C.4b). This condition is equivalent to a far ﬁeld load applied to a
non-cracked body. Therefore, the traction t˜
p
on the crack boundary γǫ satisﬁes
t˜
p
p (z) + i t˜
p
e (z) = T
∞
pp + i T
∞
ep , (C.10)
for z ∈ γǫ, where T∞pp = p · T∞p and T∞ep = e · T∞p.
C.3.2 Sub-problem B: obtaining the traction components tˆ
p
p and tˆ
p
e
In sub-problem B, zero far ﬁeld load is applied and a displacement jump is enforced across the
crack interface by introducing a series of dislocations (Fig. C.4c). To obtain the traction tˆ
p
on the
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crack boundary γǫ induced by this series of dislocations, we break subproblem B into the following
steps:
• Step B1: Determine the complex potentials due to a single dislocation on an inﬁnite space
positioned at the origin, cf. Fig. C.5a;
• Step B2: Determine the complex potentials due to a single dislocation on an inﬁnite space
positioned at ξ, cf. Fig. C.5b;
• Step B3: Determine the complex potentials due to a single dislocation on a half-space
positioned at ξ near the edge x = 0, cf. Fig. C.5c;
• Step B4: Obtain the traction components tˆpp and tˆ
p
e due to an edge crack, cf. Fig. C.5d.
+
−
ee
pp
αα
ξ
ξ ξ
X X XX
Y Y YY
L
zˆ
z∗
(a) Step B1 (b) Step B2 (c) Step B3 (d) Step B4
Figure C.5: Steps to obtain the traction tˆ
p
on the crack boundary γǫ of sub-problem B.
Step B1: Complex potentials due to a single dislocation on an infinite space
positioned at the origin.
In this ﬁrst step, we consider the case of zero remote stress, i.e., T∞ = 0 and we introduce a single
dislocation at the origin of an inﬁnite space. In our planar problem, this dislocation is created by
making a slit from the core of the dislocation, here the origin of our coordinate system, to a
remote point at inﬁnity (Fig. C.5a).
Integrating the displacement gradient around a circuit would normally yield a zero resultant
due to the continuous displacement ﬁeld. But integrating the displacement gradient around a
circuit enclosing the origin and hence the dislocation now yields a jump in displacement equal to
b, the Burger’s vector. To obtain the complex potentials ϕ and ψ that yield the displacement
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jump b we combine Eqs. (D.11) and (D.3) to obtain
2µ(uPx + iu
P
y ) = κ(Λ log(z) + Γz + ϕo(z))− z (Λ/z + Γ)− (Λ′ log(z) + Γ′ z + ψo(z)). (C.11)
Taking the spatial gradient of Eq. (C.11) and integrating around the circuit containing the origin
gives
[[2µ(uPx + iu
P
y )]] = 2πi(κΛ + Λ
′), (C.12)
where z, ϕo and ψo are analytic functions, [[f(z)]] = limδ→0 f(z + δ)− f(z − δ) is the jump and
[[log(z)]] = 2πi. To satisfy the jump condition [[uPx + iu
P
y ]] = b in Eq. (C.12), we require
κΛ + Λ′ =
bµ
πi
. (C.13)
Similarly, to satisfy the equilibrium condition on any circuit L we combine Eqs. (C.2) and (D.3) to
obtain
Fx + iFy = 2π(Λ− Λ′) = 0, (C.14)
where we again use the facts that z, ϕo and ψo are analytic functions and that [[log(z)]] = 2πi.
Then Eqs. (C.13) and (C.14) imply
Λ = Λ′ =
bµ
πi(κ+ 1)
. (C.15)
Noting that the far ﬁeld stress caused by the dislocation originating at the origin is zero and using
Eqs. (D.3) and (C.15) we obtain the complex potentials for a dislocation with Burgers vector b
positioned at the origin in the unloaded body
ϕ(z) =
A b
2πi
log(z), ψ(z) = −A b
2πi
log(z) (C.16)
where A = 2µ/(κ+ 1).
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Step B2: Complex potentials due to a single dislocation on an infinite space
positioned at ξ.
We now repeat the previous problem, however the dislocation is now positioned at ξ = (xξ, yξ) 6= 0
(Fig. C.5b). We introduce z1 = (x1, y1) such that z = z1 + ξ. In this way, every function say f of z
will be related to a new function say f1 of z1 = z − ξ. For example, since the stress is unchanged
by this transformation, Eq. (D.2).1 gives [Eqs. 38.1–38.5 in [60]]
Re {ϕ′(z)} = Re {ϕ′1(z1)} = Re {ϕ′1(z − ξ)} , (C.17)
and hence
ϕ′(z) = ϕ′1(z − ξ), (C.18)
where it is understood in the above and henceforth that z1 = z − ξ. Similarly, Eq. (D.2).2 gives
z ϕ′′(z) + ψ′(z) = z1 ϕ
′′
1(z1) + ψ
′
1(z1)
= (z − ξ)ϕ′′1(z − ξ) + ψ′1(z − ξ)
= z ϕ′′1 (z − ξ)− ξ ϕ′′1(z − ξ) + ψ′1(z − ξ), (C.19)
and thus by Eq. (C.18)
ψ′(z) = ψ′1(z − ξ)− ξ ϕ′′1 (z − ξ). (C.20)
Note that ϕ1 and ψ1 are deﬁned analogous to ϕ and ψ of Eq. (C.16) and further note that ϕ
′ is
invariant under this transformation whereas ψ′ is not.
Using Eqs. (C.16), (C.18) and (C.20) the complex potentials for a dislocation positioned at
z = ξ on an inﬁnite space are given by [62]
ϕ′(z) =
A b
2πi
1
(z − ξ) ,
ψ′(z) = −A b
2πi
1
(z − ξ) +
A b
2πi
ξ
(z − ξ)2 . (C.21)
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Step B3: Complex potentials due to a single dislocation on a half-space positioned at
ξ near the edge x = 0.
Continuing with the zero remote loading, i.e., T∞ = 0, we now ﬁnd the complex potentials
corresponding to a dislocation positioned at ξ near the edge x = 0 of a half-space (Fig. C.5c). In
this case, additional regular terms must be introduced into the complex potentials of Eq. (C.21) in
order to capture the zero traction half-space boundary condition. To these ends we consider the
following complex potentials
ϕ′2(b, z, ξ) = ϕ
′(b, z, ξ) + ϕ′21(b, z, ξ),
ψ′2(b, z, ξ) = ψ
′(b, z, ξ) + ψ′21(b, z, ξ), (C.22)
where ϕ′(b, z, ξ) and ψ′(b, z, ξ) are the singular parts due to a single dislocation deﬁned in
Eq. (C.21) and ϕ′21(b, z, ξ) and ψ
′
21(b, z, ξ) are the regular parts due to the dislocation edge
interaction.
On the half-space boundary (x = 0), we have z = iy and zero traction tP = 0. Therefore, using
ϑ = π in Eq. (C.4) and replacing ϕ′ with ϕ′2 and ψ
′ with ψ′2 we obtain
ϕ′2 + ϕ
′
2 − z ϕ′′2 − ψ′2 = 0 for z = iy, (C.23)
which combines with Eq. (C.22) to give
ϕ′21 + ϕ
′
21 − z ϕ′′21 − ψ′21 = −(ϕ′ + ϕ′ − z ϕ′′ − ψ′) for z = iy. (C.24)
For convenience, we express the function ψ′21 in the form
ψ′21 = ψ
′
20 + z ϕ
′′
21 + ϕ
′
21, (C.25)
so that Eq. (C.24) becomes
ϕ′21 − ψ′20 = −(ϕ′ + ϕ′ − z ϕ′′ − ψ′). (C.26)
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Combining Eqs. (C.21) and (C.26) gives us
ϕ′21 − ψ′20 = −
A b
2πi
1
(z − ξ) −
A b
2πi
1
(z − ξ) −
A b
2πi
z
(z − ξ)2 −
A b
2πi
1
(z − ξ) +
A b
2πi
ξ
(z − ξ)2 . (C.27)
Now we introduce ξ∗ = −ξ, use the equality that z = −z on the half-space boundary z = iy and
manipulate the right-hand side of Eq. (C.27) to introduce the factor (z − ξ∗)
ϕ′21 − ψ′20 =
=
A
2πi
((
b
(z − ξ∗)
)
− b
(z − ξ∗) +
( −z b
(z − ξ∗)2
)
+
(
b
(z − ξ∗)
)
+
(
ξ b
(z − ξ∗)2
))
= − A
2πi
b
(z − ξ∗) −
A
2πi
(
b
(z − ξ∗) −
b(ξ∗ − ξ)
(z − ξ∗)2
)
for z = iy. (C.28)
By matching the conjugates above we see that the functions ψ′20 and ϕ
′
21 satisfy
ψ′20(b, z, ξ) =
A
2πi
b
(z − ξ∗) for z = iy,
ϕ′21(b, z, ξ) = −
A
2πi
(
b
(z − ξ∗) −
b(ξ∗ − ξ)
(z − ξ∗)2
)
for z = iy. (C.29)
Upon combining Eqs. (C.21), (C.22), (C.25) and (C.29), we ﬁnally obtain the complex potentials
due to a single dislocation positioned at ξ near the edge of a half-space as
ϕ′2(b, z, ξ) =
A b
2πi
1
(z − ξ) −
A
2πi
(
b
(z − ξ∗) −
b(ξ∗ − ξ)
(z − ξ∗)2
)
,
ψ′2(b, z, ξ) = −
A b
2πi
1
(z − ξ) +
A b
2πi
ξ
(z − ξ)2 +
A
2πi
b
(z − ξ∗)
− A
2πi
(
b
(z − ξ∗) −
b(ξ∗ − ξ)
(z − ξ∗)2
)
+
A
2πi
(
b z
(z − ξ∗)2 −
2 b z(ξ∗ − ξ)
(z − ξ∗)3
)
. (C.30)
Step B4: Obtain the traction components tˆ
p
p and tˆ
p
e due to an edge crack.
In this last step, zero remote loading is applied and the displacement jump is enforced across the
edge crack interface by introducing a series of dislocations. I.e., to model the edge crack, we
distribute dislocations along the crack so that b(ξ) now represents the dislocation density at the
location ξ on the crack with initiation location zˆ and crack tip z∗ (Fig. C.5d).
The traction vector tp due to a single dislocation positioned at ξ near the x = 0 edge of the half
space (Fig. C.5c) is obtained from the boundary value problem of Eq. (C.8) in which the complex
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potentials are deﬁned in Eq. (C.30), i.e., we replace ϕ′ with ϕ′2 and ψ
′ with ψ′2 such that
tpp (z) + i t
p
e (z) = ϕ
′
2(b, z, ξ) + ϕ
′
2(b, z, ξ) + e
2iα(z ϕ′′2 (b, z, ξ) + ψ
′
2(b, z, ξ)), (C.31)
for z ∈ γǫ.
In Eq. (C.31) we recall that b is the Burger’s vector corresponding to the single dislocation
positioned at ξ. Therefore the traction components tˆ
p
p and tˆ
p
e due to a continuous distribution of
dislocations b along the crack line (and zero remote loading) is given by
tˆ
p
p (z) + i tˆ
p
e (z) =
∫ z∗
zˆ
(
ϕ′2(b, z, ξ) + ϕ
′
2(b, z, ξ) + e
2iα(z ϕ′′2(b, z, ξ) + ψ
′
2(b, z, ξ))
)
dξ, (C.32)
for z ∈ γǫ.
C.3.3 Imposing traction free crack faces to determine the dislocation
density b
The complex potentials for the inclined edge crack problem depicted in Fig. C.4a must satisfy the
traction free condition of Eq. (C.9), hence we have
(˜t
p
p (z) + i t˜
p
e (z)) + (ˆt
p
p (z) + i tˆ
p
e (z)) = 0 for z ∈ γǫ. (C.33)
Substituting the traction components t˜
p
p and t˜
p
e for sub-problem A cf. Eq. (C.10) and tˆ
p
p and tˆ
p
e for
sub-problem B cf. Eq. (C.32) in condition Eq. (C.33) yields the equation
∫ z∗
zˆ
(
ϕ′2(b, z, ξ) + ϕ
′
2(b, z, ξ) + e
2iα(zϕ′′2(b, z, ξ) + ψ
′
2(b, z, ξ))
)
dξ = −(T∞pp + i T∞ep ), (C.34)
which ϕ2 and ψ2 deﬁned in Eq. (C.30) must satisfy. In order to preserve the correct asymptotic
form for the stress and displacement, the dislocation density is expressed as
b(ξ) =
β(ξ)√
|ξ − zˆ| · |z∗ − ξ| . (C.35)
And hence, Eq. (C.34) becomes
∫ z∗
zˆ
(
β1(ξ)√
|ξ − zˆ| · |z∗ − ξ| Φ(1, z, ξ) +
β2(ξ)√
|ξ − zˆ| · |z∗ − ξ| Φ(i, z, ξ)
)
dξ = −(T∞pp + i T∞ep ), (C.36)
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where β1 and β2 are real valued functions and
β(ξ) = β1(ξ) + iβ2(ξ),
Φ(b, z, ξ) = ϕ′2(b, z, ξ) + ϕ
′
2(b, z, ξ) + e
2iα(z ϕ′′2 (b, z, ξ) + ψ
′
2(b, z, ξ)). (C.37)
Before we solve the above singular integral equation for the unknown β, we ensure bounded
stresses at the crack half-space edge intersection, and hence we require
β(zˆ) = 0. (C.38)
C.3.4 Numerical scheme to solve the singular integral equation
To solve Eqs. (C.36) and (C.38) for β(ξ), we adopt the Gauss-Chebyshev numerical quadrature to
reduce the singular integral equation into a set of 2N algebraic equations [76] and the Lagrange
formulas for Chebyshev polynomials to interpolate β(zˆ) as follows
π
N
N∑
k=1
(β1(ξk)Φ(1, zl, ξk) + β2(ξk)Φ(i, zl, ξk)) = −(T∞pp + iT∞ep ), (C.39)
β(zˆ) =
N∑
k=1
wk β(ξk) = 0, (C.40)
where wk =
1
N (−1)k+N tan
(
(2k−1)π
4N
)
and l = 1, 2, ..., N − 1. Note that as the number of
integration points N increases, the solution of Eqs. (C.39) and (C.40), i.e., β1(ξk) and β1(ξk) for
k = 1, 2, ..., N yields an improved interpolant for β1 and β2 and hence a better approximation to
the solution of Eqs. (C.36) and (C.38).
As seen shortly in Eq. (C.55), the dislocation density b and hence β at the crack tip z∗ is
needed to compute the stress intensity factors. For this purpose we evaluate β(z∗) at the crack tip
using the Lagrange formulas for Chebyshev polynomials and the β1(ξk) and β2(ξk) solutions of
Eqs. (C.39) and (C.40)
β(z∗) = − 1
N
N∑
k=1
(−1)k cot
(
(2k − 1)π
4N
)
β(ξk). (C.41)
For the numerical solution of Eqs. (C.39) and (C.40), we use superposition and replace T∞pp and
T∞ep in Eq. (C.39) with T
∞
pp = 1 and T
∞
ep = 0 to obtain β¯
pp
1 (ξk) and β¯
pp
2 (ξk). Similarly, we replace
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T∞pp and T
∞
ep with T
∞
pp = 0 and T
∞
ep = 1 to obtain β¯
ep
1 (ξk) and β¯
ep
2 (ξk). Hence
βi(ξk) = β¯
pp
i (ξk)T
∞
pp + β¯
ep
i (ξk)T
∞
ep , (C.42)
for i = 1, 2 and k = 1, ..., N .
To evaluate the β¯ppi (ξk) and β¯
ep
i (ξk) we solve the linear equations cf. Eqs. (C.39) and (C.40) for
the two load cases j = pp, ep, which are expressed in matrix form as

 M
M

Qj = −

 P j
P j

 j = pp, ep (C.43)
where
M =


π
NΦ(1, z1, ξ1)
π
NΦ(i, z1, ξ1) ...
π
NΦ(1, z1, ξN )
π
NΦ(i, z1, ξN )
...
...
...
...
π
NΦ(1, zN−1, ξ1)
π
NΦ(i, zN−1, ξ1) ...
π
NΦ(1, zN−1, ξN )
π
NΦ(i, zN−1, ξN )
ω1 ω1i ... ωN ωN i


(C.44)
P pp =
(
1 1 ... 1 1 0
)T
P ep =
(
i i ... i i 0
)T
(C.45)
Qj =
(
β¯j1(ξ1) β¯
j
2(ξ1) ... β¯
j
1(ξk) β¯
j
2(ξk) ... β¯
j
1(ξN ) β¯
j
2(ξN )
)T
(C.46)
zl =
ǫ
2
(cos(α) + i sin(α))
(
1 + cos
(
πl
N
))
l = 1, 2, ..., N − 1
ξk =
ǫ
2
(cos(α) + i sin(α))
(
1 + cos
(
π(2k − 1)
2N
))
k = 1, 2, ..., N (C.47)
Upon solving Eq. (C.43) for the unknown function values β¯j1(ξk) and β¯
j
2(ξk), Eq. (C.41) gives
β¯pp(z∗) = − 1
N
N∑
k=1
(−1)k cot
(
(2k − 1)π
4N
)
(Qpp2k−1 + i Q
pp
2k), (C.48)
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β¯ep(z∗) = − 1
N
N∑
k=1
(−1)k cot
(
(2k − 1)π
4N
)
(Qep2k−1 + i Q
ep
2k). (C.49)
Finally superposition renders
β(z∗) = β¯pp(z∗)T∞pp + β¯
ep(z∗)T∞ep . (C.50)
C.3.5 Evaluating the stress intensity factors
The crack opening displacement g is given by [61]
g(z) =
∫ z∗
z
b(ξ)dξ (C.51)
so that
dg
dz
= b. (C.52)
Thus the dislocation density b physically represents the slope
dg
dz along the crack face.
We are now in position to evaluate the stress intensity factors. For this purpose we deﬁne the
rotated coordinate system1 z1 = X1 + i Y1 such that the crack lies on the real axis X1, i.e.,
z = x+ i y = x1 e
i α, cf. Fig. C.6.
X1Y1
α
X
x1
Figure C.6: New coordinate system z1 such that z = x1 e
i α.
As seen in Eq. 2.21 of [61], the stress intensity factors are evaluated as
KII + iKI = lim
x1→ǫ
A
√
2π
√
|x1 − ǫ| dg
dx1
. (C.53)
1This z1 is not related to that in Eqs. (C.17) and (C.19).
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So upon using the chain rule and Eqs. (C.35) and (C.52), we have
KII + iKI = lim
x1→ǫ
A
√
2π
√
|x1 − ǫ| dg
dz
dz
dx1
= lim
x1→ǫ
A
√
2π
√
|x1 − ǫ| b(z)ei α
= lim
x1→ǫ
A
√
2π
√
|x1 − ǫ| β(z)e
i α√
|x1 − ǫ||x1 − 0|
=
A
√
2π√
ǫ
β(z∗)ei α. (C.54)
Alternatively, via the complex conjugate, we have
KI + iKII =
√
πǫ
(
i eiα
A
√
2
ǫ
β(z∗)
)
. (C.55)
Thus by combining Eqs. (C.50) and (C.55) we obtain
KI =
√
πǫ
A
√
2
ǫ
(
Re
{
i eiα β¯pp(z∗)
}
T∞pp +Re
{
i eiα β¯ep(z∗)
}
T∞ep
)
,
KII =
√
πǫ
A
√
2
ǫ
(
Im
{
i eiα β¯pp(z∗)
}
T∞pp + Im
{
i eiα β¯ep(z∗)
}
T∞ep ,
)
(C.56)
which can be placed in matrix form as

 KI
KII

 = √πǫ

 h11 h12
h21 h22



 T∞pp
T∞ep

 , (C.57)
where
h11 = A
√
2 /ǫRe
{
i eiα β¯pp(z∗)
}
h12 = A
√
2 /ǫRe
{
i eiα β¯ep(z∗)
}
h21 = A
√
2 /ǫ Im
{
i eiα β¯pp(z∗)
}
h22 = A
√
2 /ǫ Im
{
i eiα β¯ep(z∗)
}
. (C.58)
It is important to note that the convergence of the coeﬃcients hij in Eq. (C.58) with respect to
the number of integration points N in Eq. (C.39) depends on the crack orientation α. We observed
that increased angles α requires more integration points N . Indeed Fig. C.7 plots diﬀerent
orientation angles α versus the number of integration points N . After analyzing the results of
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Figure C.7: Convergence veriﬁcation.
Fig. C.7, we created the following criteria to determine the number of integration points N
required to evaluate the coeﬃcients hij for each angle αn:
If 0o < αn ≤ 60o then N = 20
If 60o < αn ≤ 80o then N = 100
If 80o < αn ≤ 85o then N = 400
If 85o < αn ≤ 89o then N = 1500 (C.59)
The continuous functions hij are obtained by interpolating the results hij(αn) for orientations
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αn in the range 0
o ≤ αn ≤ 89o. The algorithm is summarized as follows:
for αn = 0
o to 89o do
Determine N using Eq. (C.59);
Solve Eq. (C.43) for Qpp and Qep;
Evaluate βpp(z∗) and βep(z∗) using Eqs. (C.48)-(C.49);
Evaluate hij(αn), i, j = 1, 2 using Eq. (C.58).
end
hij(α) = Interpolate[hij(αn)], i, j = 1, 2
Figure C.8 shows our function values hij(α) and compares them with values computed via ﬁnite
element method by [73]. The lines denote our “analytical” computations and the markers denote
the ﬁnite element computations. Note that the two computations yield similar results.
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Figure C.8: Complex potential coeﬃcients hij computed ”analytically” (lines) and numerical results
obtained by [73] using the FEM (symbols).
C.4 Stress intensity factors for an inclined crack emanating
from a circular hole on an infinite space under uniaxial
tension
The problem of a crack emanating from a circular hole on an inﬁnite space was analyzed by [64],
using complex potentials and dislocations. This excellent, but seldom cited work, is described here
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in more details, wherein typographical errors are corrected, cf. equations 12, 14 and 16 of [64] and
our Eqs. (C.72), (C.82) and (C.87) respectively. Figure C.9a shows the problem geometry in which
the origin is located in the center of the circular hole of radius R and the crack-line is represented
as
γǫ =
{
z ∈ C | z = Reiγ + η eiα, 0 < η < ǫ} . (C.60)
Without loss of generality, here we consider the uniaxial remote load T∞yy (Fig. C.9a).
ǫ
eα
p
n
−
γγγ
R
RR
zˆ
zˆ
zˆ
z
∗
z
∗
z
∗
YYY
XXX
T∞yyT
∞
yy
(a) Crack Problem : T (b) Sub-problem A : T˜ (c) Sub-problem B : Tˆ
Figure C.9: Using superposition to obtain the complex potentials for an inclined crack emanating
from a hole on an inﬁnite space.
To evaluate the stress intensity factors, we need to obtain the complex potentials that describe
the stress ﬁeld T when a crack of size ǫ emanates from the boundary of a hole on an inﬁnite space.
To these ends, we again use the condition of traction free crack faces, which gives
tp(z) = T (z)p = 0 for z ∈ γǫ. The stress ﬁeld T is obtained by using the superposition principle,
such that T = T˜ + Tˆ , where T˜ is the stress ﬁeld of sub-problem A (Fig. C.9b) and Tˆ is the stress
ﬁeld of sub-problem B (Fig. C.9c). Hence the traction free crack face condition gives
tp = T˜ p+ Tˆ p = t˜
p
+ tˆ
p
= 0. (C.61)
In the following, we describe sub-problems A and B to obtain the traction vectors t˜
p
and tˆ
p
respectively.
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C.4.1 Sub-problem A: obtaining the traction components t˜
p
p and t˜
p
e
In sub-problem A, the far ﬁeld load T∞yy is applied and the crack face boundary γǫ has zero
displacement jump (Fig. C.9b). The stress T˜ arising in this loading is deﬁned by the following
complex potentials [60]
ϕ′3(z) =
T∞yy
4
(
1 +
2R2
z2
)
,
ψ′3(z) =
T∞yy
2
(
1 +
R2
z2
+
3R4
z4
)
. (C.62)
Therefore, using the boundary value problem of Eq. (C.8) and replacing ϕ′ with ϕ′3 and ψ
′ with
ψ′3, the traction t˜
p
satisﬁes
t˜
p
p (z) + i t˜
p
e (z) = ϕ
′
3(z) + ϕ
′
3(z) + e
2iα(z ϕ′′3 (z) + ψ
′
3(z)), (C.63)
for z ∈ γǫ.
C.4.2 Sub-problem B: obtaining the traction components tˆ
p
p and tˆ
p
e
In sub-problem B, zero far ﬁeld load is applied and a displacement jump is enforced across the
crack interface by introducing a series of dislocations (Fig. C.9c). To obtain the traction tˆ
p
induced by these dislocations, we solve sub-problem B in two steps:
• Step B1: Determine the complex potentials due to a single dislocation positioned at ξ near
the edge of the circular hole, cf. Fig. C.10a;
• Step B2: Obtain the traction components tˆpp and tˆ
p
e due to an edge crack emanating from a
hole, cf. Fig. C.10b.
Step B1: Complex potentials due to a single dislocation positioned near the edge of
the circular hole.
For the case of zero far ﬁeld loading, the complex potentials of Eq. (C.21) completely describe the
stress ﬁeld induced by a dislocation positioned at ξ on an inﬁnite space. Now, if this dislocation is
near the boundary of a circular hole (Fig. C.9a), additional regular terms must be introduced into
these complex potentials in order to capture the dislocation-hole interaction. To these ends we
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Figure C.10: Steps to obtain the traction tˆ
p
on the crack boundary γǫ of sub-problem B (Fig. C.9c).
consider the following complex potentials
ϕ′4(b, z, ξ) = ϕ
′(b, z, ξ) + ϕ′41(b, z, ξ),
ψ′4(b, z, ξ) = ψ
′(b, z, ξ) + ψ′41(b, z, ξ), (C.64)
where ϕ′(b, z, ξ) and ψ′(b, z, ξ) are the singular parts due to the single dislocation deﬁned by
Eq. (C.21) and ϕ′41(b, z, ξ) and ψ
′
41(b, z, ξ) are the regular parts due to the dislocation hole
interaction.
At the edge of a hole we have z = Reiγ and zero traction, i.e., tP = 0. Therefore, using ϑ = γ
in Eq. (C.4) and replacing ϕ′ with ϕ′4 and ψ
′ with ψ′4 we obtain
ϕ′4 + ϕ
′
4 − e2iγ z ϕ′′4 − e2iγ ψ′4 = 0 for z = Reiγ , (C.65)
which combines with Eq. (C.64) to give
ϕ′41 + ϕ
′
41 − e2iγ z ϕ′′41 − e2iγ ψ′41 = −(ϕ′ + ϕ′ − e2iγ z ϕ′′ − e2iγ ψ′) for z = Reiγ . (C.66)
For convenience we express ψ′41 as
ψ′41 = ψ
′
40 − (R2/z)ϕ′′41 + (R2/z2)ϕ′41, (C.67)
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so that Eq. (C.66) becomes
ϕ′41 −
z2
R2
ψ′40 = −ϕ′ − ϕ′ + z ϕ′′ +
z2
R2
ψ′. (C.68)
Combining Eqs. (C.21) and (C.68) we obtain
ϕ′41 −
z2
R2
ψ′40 = −
A b
2πi
1
(z − ξ) −
A b
2πi
1
(z − ξ) −
A b
2πi
z
(z − ξ)2
+
z2
R2
(
−A b
2πi
1
(z − ξ) +
A b
2πi
ξ
(z − ξ)2
)
. (C.69)
We next introduce ξ∗ = R2/ξ and use the fact that on the edge of the circular hole z = R2/z to
rewrite Eq. (C.69) as
ϕ′41 −
z2
R2
ψ′40 =
A
2πi
(
b z2
R2
(
1
z
− 1
z − ξ∗
)
+
b
ξ
)
+
A
2πi
(
b
(
1
z
− 1
z − ξ∗
)
+
b ξ∗(ξ∗ − ξ)
ξ(z − ξ∗)2
)
(C.70)
By matching the conjugates above we see that the functions ψ′40 and ϕ
′
41 satisfy
ψ′40(b, z, ξ) = −
A
2πi
(
b
(
1
z
− 1
z − ξ∗
)
+
bR2
ξ z2
)
,
ϕ′41(b, z, ξ) =
A
2πi
(
b
(
1
z
− 1
z − ξ∗
)
+
b ξ∗(ξ∗ − ξ)
ξ(z − ξ∗)2
)
. (C.71)
Upon combining Eqs. (C.21), (C.64), (C.67) and (C.71) we ﬁnally obtain the complex potentials
due to a single dislocation positioned at ξ near the edge of a hole
ϕ′4(b, z, ξ) =
A b
2πi
1
(z − ξ) +
A
2πi
(
b
(
1
z
− 1
z − ξ∗
)
+
b ξ∗(ξ∗ − ξ)
ξ(z − ξ∗)2
)
,
ψ′4(b, z, ξ) = −
A b
2πi
1
(z − ξ) +
A b
2πi
ξ
(z − ξ)2 −
A
2πi
(
b
(
1
z
− 1
z − ξ∗
)
+
bR2
ξ z2
)
−R
2
z
A
2πi
(
b
(
− 1
z2
+
1
(z − ξ∗)2
)
− 2 b ξ
∗(ξ∗ − ξ)
ξ(z − ξ∗)3
)
+
R2
z2
A
2πi
(
b
(
1
z
− 1
z − ξ∗
)
+
b ξ∗(ξ∗ − ξ)
ξ(z − ξ∗)2
)
. (C.72)
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Step B2: Obtain the traction components tˆ
p
p and tˆ
p
e due to an edge crack emanating
from a hole.
In this step, zero remote loading is applied and the displacement jump is enforced across the crack
interface by introducing a continuous distribution of dislocations b along the crack line
(Fig. C.10b). We use the boundary value problem of Eq. (C.8) and replace ϕ′ with ϕ′4 and ψ
′ with
ψ′4 to ﬁnd that the traction components due to a continuous distribution of dislocations b along
the crack is given by
tpp (z) + i t
p
e (z) =
∫ z∗
zˆ
[
ϕ′4(b, z, ξ) + ϕ
′
4(b, z, ξ) + e
2iα(z ϕ′′4(b, z, ξ) + ψ
′
4(b, z, ξ))
]
dξ, (C.73)
for z ∈ γǫ.
Note that by distributing dislocations along the crack we have created a slit emanating from zˆ
of size
g(zˆ) =
∫ z∗
zˆ
b(ξ)dξ (C.74)
along the line z = Reiγ + η eiα where −∞ < η < 0. Thus there is a net dislocation in the body,
such that the complex potentials of Eq. (C.72) correspond to the geometry depicted in Fig. C.11a.
This net dislocation must be annihilated and thus a ”ﬁctitious” dislocation with Burgers vector B
is placed inside the hole, cf. Fig. C.11b, where
B = −g(zˆ) = −
∫ z∗
zˆ
b(ξ)dξ. (C.75)
Therefore the traction tˆ
p
, solution of sub-problem B (Fig. C.9c), results from the superposition
of the traction of Eq. (C.73) (Fig. C.11a) and the traction due to the ﬁctitious dislocation cf.
Fig. C.11b. For convenience, we place the “ﬁctitious” dislocation at the origin and express the
traction due to this dislocation via the complex potentials ϕ′5 and ψ
′
5
ϕ′5(B, z) = ϕ
′(B, z, 0) + ϕ′51(B, z),
ψ′5(B, z) = ψ
′(B, z, 0) + ψ′51(B, z), (C.76)
where ϕ′(B, z, 0) and ψ′(B, z, 0) are the singular parts due to a single dislocation deﬁned by
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g(zˆ)
g(zˆ)
X
zˆ
z∗Y
(a)
X
Y
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Figure C.11: Canceling the net dislocation by inserting a ﬁctitious dislocation at the origin of the
hole.
Eq. (C.21) and evaluated at ξ = 0 and ϕ′51(B, z) and ψ
′
51(B, z) are the regular parts due to the
interaction of the “ﬁctitious” dislocation with the circular hole.
At the edge of the hole we have z = Reiγ and zero traction, i.e., tP = 0. Therefore, using ϑ = γ
in Eq. (C.4) and replacing ϕ′ with ϕ′5 and ψ
′ with ψ′5 we obtain
ϕ′5 + ϕ
′
5 − e2iγ z ϕ′′5 − e2iγ ψ′5 = 0 for z = Reiγ , (C.77)
which combines with Eq. (C.76) to give
ϕ′51 + ϕ
′
51 − e2iγ z ϕ′′51 − e2iγ ψ′51 = −(ϕ′ + ϕ′ − e2iγ z ϕ′′ − e2iγ ψ′) for z = Reiγ . (C.78)
For convenience, we deﬁne
ψ′51 = ψ
′
50 − (R2/z)ϕ′′51 + (R2/z2)ϕ′51, (C.79)
so that upon combining Eqs. (C.21), (C.78) and (C.79) we obtain
ϕ′51 −
z2
R2
ψ′50 = −
AB
2πi
1
z
+
AB
2πi
1
z
− zAB
2πi
1
z2
− z
2
R2
AB
2πi
1
z
= −A
πi
B
z
. (C.80)
By matching the conjugates above we see that the functions ψ′50 and ϕ
′
51 satisfy
ψ′50(B, z) =
A
πi
BR2
z3
,
ϕ′51(B, z) = 0, (C.81)
116
and hence we have the complex potentials
ϕ′5(B, z) =
A
2πi
B
z
,
ψ′5(B, z) = −
A
2πi
B
z
+
A
πi
BR2
z3
. (C.82)
To obtain the traction due to the “ﬁctitious” dislocation we replace ϕ′ with ϕ′5 and ψ
′ with ψ′5
in Eq. (C.8) such that
tpp (z) + i t
p
e (z) = ϕ
′
5(B, z) + ϕ
′
5(B, z) + e
2iα(z ϕ′′5 (B, z) + ψ
′
5(B, z)). (C.83)
for z ∈ γǫ. Hence the traction tˆp on the boundary γǫ results from the superposition of Eqs. (C.73)
and (C.83) and satisﬁes
tˆ
p
p (z) + i tˆ
p
e (z) =
∫ z∗
zˆ
[
ϕ′4(b, z, ξ) + ϕ
′
4(b, z, ξ) + e
2iα(z ϕ′′4 (b, z, ξ) + ψ
′
4(b, z, ξ))
]
dξ
+ ϕ′5(B, z) + ϕ
′
5(B, z) + e
2iα(z ϕ′′5 (B, z) + ψ
′
5(B, z)), (C.84)
for z ∈ γǫ.
C.4.3 Imposing traction free crack faces to determine the distribution
of dislocations b
Here we recall that the complex potentials for the inclined edge crack problem depicted in
Fig. C.9a must satisfy the traction free condition of Eq. (C.9). Hence we have
(˜t
p
p (z) + i t˜
p
e (z)) + (ˆt
p
p (z) + i tˆ
p
e (z)) = 0 for z ∈ γǫ, (C.85)
where the traction components t˜
p
p and t˜
p
e for sub-problem A and tˆ
p
p and tˆ
p
e for sub-problem B are
obtained from Eqs. (C.63) and (C.84) respectively. Substituting these equations and Eq. (C.35)
into Eq. (C.85) yields the singular integral equation
∫ z∗
zˆ
(
β1(ξ)√
|ξ − zˆ| · |z∗ − ξ| Φ(1, z, ξ) +
β2(ξ)√
|ξ − zˆ| · |z∗ − ξ| Φ(i, z, ξ)
)
dξ+
F5(1, z)B1 + F5(i, z)B2 + F3(z) = 0, (C.86)
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where B1, B2, β1 and β2 are real valued functions and
β(ξ) = β1(ξ) + i β2(ξ),
B = B1 + i B2,
Φ(b, z, ξ) = ϕ′4(b, z, ξ) + ϕ
′
4(b, z, ξ) + e
2iα(z ϕ′′4(b, z, ξ) + ψ
′
4(b, z, ξ)),
F5(B, z) = ϕ
′
5(B, z) + ϕ
′
5(B, z) + e
2iα(z ϕ′′5 (B, z) + ψ
′
5(B, z)),
F3(z) = ϕ
′
3(z) + ϕ
′
3(z) + e
2iα(z ϕ′′3 (z) + ψ
′
3(z)). (C.87)
Before we solve the above singular integral equation for the unknowns β(ξ) and B we ensure
bounded stresses at the intersection of the crack with the hole boundary, and hence we require
β(zˆ) = 0. (C.88)
C.4.4 Numerical scheme to solve the singular integral equations
To solve Eqs. (C.86) and (C.88) for β, we again adopt the Gauss-Chebyshev numerical quadrature
[76] and the Lagrange formulas for Chebyshev polynomials whereby we obtain the algebraic
equations
π
N
N∑
k=1
(β1(ξk)Φ(1, zl, ξk) + β2(ξk)Φ(i, zl, ξk)) + F5(1, zl)B1 + F5(i, zl)B2 = −F3(zl),
β(zˆ) =
N∑
k=1
wk β(ξk) = 0, (C.89)
where wk =
1
N (−1)k+N tan
(
(2k−1)π
4N
)
and l = 1, 2, ..., N − 1. To completely determine the
unknowns βi(ξk) and Bi for i = 1, 2 we need to satisfy Eq. (C.75) which is discretized via the
Gauss-Chebyshev integration formula as
π
N
N∑
k=1
(β1(ξk) + i β2(ξk)) + (B1 + i B2) = 0. (C.90)
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Therefore, the numerical solution of Eqs. (C.89) and (C.90) are obtained by solving the following
system of 2N + 2 linear equations

 M
M

Q = −

 P
P

 (C.91)
where
M =


π
N
Φ(1,z1,ξ1) πN Φ(i,z1,ξ1) ...
π
N
Φ(1,z1,ξN ) πN Φ(i,z1,ξN ) F5(1,z1) F5(i,z1)
...
...
...
...
...
...
π
N
Φ(1,zN−1,ξ1) πN Φ(i,zN−1,ξ1) ...
π
N
Φ(1,zN−1,ξN ) πN Φ(i,zN−1,ξN ) F5(i,zN−1) F5(i,zN−1)
ω1 ω1i ... ωN ωN i 0 0
π
N
π
N
i ... π
N
π
N
i 1 i


P =
(
F3(z1) ... F3(zN−1) 0 0
)T
(C.92)
Q =
(
β1(ξ1) β2(ξ1) ... β1(ξN ) β2(ξN ) B1 B2
)T
(C.93)
zl =
ǫ
2
(cos(α) + i sin(α))
(
1 + cos
(
πl
N
))
+R(cos(γ) + i sin(γ))
ξk =
ǫ
2
(cos(α) + i sin(α))
(
1 + cos
(
π(2k − 1)
2N
))
+R(cos(γ) + i sin(γ)) (C.94)
Upon solving Eq. (C.91) for the unknowns β1(ξk), β2(ξk), B1 and B2, Eq. (C.41) gives
β(z∗) = − 1
N
N∑
k=1
(−1)k cot
(
(2k − 1)π
4N
)
(Q2k−1 + i Q2k). (C.95)
and also
B1 = Q2N+1 and B2 = Q2N+2. (C.96)
Having β(z∗) we can now evaluate the stress intensity factors via Eq. (C.55).
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Appendix D
Solution of the inner problem
Using the Muskhelishvili complex potentials method [60], the inner stress
T˜ = T˜rr(e˜r ⊗ e˜r) + T˜rθ(e˜r ⊗ e˜θ) + T˜θr(e˜θ ⊗ e˜r) + T˜θθ(e˜θ ⊗ e˜θ) (D.1)
is deﬁned in terms of two complex valued potentials ϕ and ψ of the position z = ρ eiθ˜ such that
T˜rr(z) + T˜θθ(z) = 2(ϕ
′(z) + ϕ′(z))
T˜rr(z)− i T˜rθ(z) = ϕ′(z) + ϕ′(z)− e2iθ˜(z ϕ′′(z) + ψ′(z)), (D.2)
where θ˜ is the angle between the radial bases e˜r and eˆr cf. Fig. 4.3. In the above the overbar
denotes the complex conjugate z = ρ e−iθ˜ and for the function f = fx + i fy where fx and fy are
real valued functions we have f(z) = fx(z)− i fy(z) and f(z) = f(z).
For the inﬁnite region containing the hole bounded by ∂B1, we write the complex potentials in
the form
ϕ′(z) =
∞∑
k=0
ak z
−k and ψ′(z) =
∞∑
k=0
bk z
−k. (D.3)
In the above, we have
a0 =
T˜∞1 + T˜
∞
2
4
and b0 = −e−2iζ T˜
∞
1 − T˜∞2
2
, (D.4)
where T˜∞1 and T˜
∞
2 are the principal far ﬁeld stress components and ζ is the angle between the T˜
∞
1
principal vector and eˆr, cf. Fig. D.1. However, the boundary condition of Eq. (4.20) gives T˜
∞
= 0,
hence
a0 = 0 and b0 = 0. (D.5)
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T˜∞1T˜∞2
eˆr
eˆθ
ζ
Figure D.1: Principal stress visualization.
We also need to satisfy the condition of single-valued displacements, hence
κ a1 = −b1, (D.6)
where κ = (3 − ν)/(1 + ν) for plane stress problems.
We use Eq. (D.2) to determine the complex potentials that solve the boundary value problem of
Eq. (4.20). To do this we verify that the global equilibrium is satisﬁed, i.e.
∫
∂B1
t˜(θ˜) d∂B1 = 0, (D.7)
in which the traction t˜(θ˜) is expressed via Fourier series
t˜r(θ˜)− i t˜θ(θ˜) =
∞∑
k=−∞
Ak e
i k θ˜ (D.8)
where t˜r = t˜ · e˜r and t˜θ = t˜ · e˜θ. Combining Eqs. (D.7) and (D.8), we see that
A1 = 0. (D.9)
We express the hole boundary condition of Eq. (4.20) using n = −e˜r, i.e.,
T˜ (1, θ˜) e˜r(θ˜) = −t˜(θ˜) (D.10)
and hence from Eq. (D.2) we obtain
ϕ′(z) + ϕ′(z)− e2iθ˜(z ϕ′′(z) + ψ′(z)) = −
(
t˜r(θ˜)− i t˜θ(θ˜)
)
(D.11)
for z ∈ ∂B1, i.e. z = ei θ˜. Combining the above Eqs. (D.3), (D.8) and (D.11) gives, again with for
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z ∈ ∂B1, i.e. z = ei θ˜
∞∑
k=0
(1 + k)ak e
−ikθ˜ +
∞∑
k=0
ak e
ikθ˜ − b0 e2iθ˜ − b1 eiθ˜ −
∞∑
k=0
bk+2 e
−ikθ˜ = −
∞∑
k=−∞
Ak e
ikθ˜. (D.12)
Matching the eikθ˜ terms and using Eqs. (D.5), (D.6) and (D.9) gives
a0 = b0 = a1 = b1 = 0
b2 = A0
ak = −Ak, k ≥ 2
bk = −(k − 1)Ak−2 +A−k+2, k ≥ 3 (D.13)
where
Ak =
1
2π
∫ 2π
0
(t˜r(θ˜)− i t˜θ(θ˜))e−ikθ˜dθ˜. (D.14)
To obtain the inner stress T˜ at any point of the domain we replace Eq. (D.3), now with known
coeﬃcients ak and bk, into Eq. (D.2) which gives
T˜
(j)
(ρ, θ˜) =
∞∑
k=2
1
ρk
g(j)(k, θ˜), (D.15)
where
grr(k, θ˜) = (2 + k)
(
cos(kθ˜)Re{ak}+ sin(kθ˜) Im{ak}
)
− cos
(
(2− k)θ˜
)
Re{bk} − sin
(
(2− k)θ˜
)
Im{bk}
gθθ(k, θ˜) = (2− k)
(
cos(kθ˜)Re{ak}+ sin(kθ˜) Im{ak}
)
+ cos
(
(2− k)θ˜
)
Re{bk}+ sin
(
(2− k)θ˜
)
Im{bk}
grθ(k, θ˜) = −k
(
cos(kθ˜) Im{ak} − sin(kθ˜)Re{ak}
)
+ sin
(
(2− k)θ˜
)
Re{bk} − cos
(
(2− k)θ˜
)
Im{bk} (D.16)
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