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Abstract
Let F be a field with |F| > 2 and Tn(F) be the set of all n × n upper triangular matrices,
where n  2. Let k  2 be a given integer. A k-tuple of matrices A1, . . . , Ak ∈ Tn(F) is called
rank reverse permutable if rank(A1A2 · · ·Ak) = rank(AkAk−1 · · ·A1). We characterize the
linear maps on Tn(F) that strongly preserve the set of rank reverse permutable matrix k-tuples.
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1. Introduction
Let F be an arbitrary field, and let F∗ be the multiplicative group of F. Suppose
n  2 is an integer. Denote by Mn(F) the set of all n × n matrices over F, and by
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GLn(F) the general linear group which consists of n × n invertible matrices over F.
We denote by Ik the k × k identity matrix. The notation Eij denotes the matrix with
1 at the (i, j)th entry and 0 elsewhere. For an m × n matrix A, we denote by At the
transpose of A. Let Tn(F) be the subset of Mn(F) consisting of all upper triangular
matrices. Let T ∗n (F) = Tn(F) ∩ GLn(F).
Let k  2 be a given integer. A k-tuple of matrices A1, . . . , Ak ∈ Mn(F) is called
rank permutable (matrices A1, . . . , Ak ∈ Mn(F) are called rank permutable) if
rank(A1A2 · · ·Ak) = rank(Aσ(1)Aσ(2) · · ·Aσ(k)) for all σ ∈ Sk, (1)
where Sk is the symmetric group on k elements. For τ =
(
1 2 · · · k
k k − 1 · · · 1
)
∈ Sk ,
matrices A1, . . . , Ak satisfying rank(A1A2 · · ·Ak) = rank(Aτ(1)Aτ(2) · · ·Aτ(k)) =
rank(AkAk−1 · · ·A1) are called rank reverse permutable.
In the past several decades many authors studied Linear Preserver Problems on
spaces of matrices that satisfy various properties (see [1–5]). Recently, Alieva and
Guterman [1] characterized the bijective linear maps on Mn(F) that preserve the set
of rank permutable matrix k-tuples.
Recall that a map φ on some matrix space V is called a preserver of a set M ∈
V × · · · × V if (A1, . . . , Ak) ∈ M ⇒ (φ(A1), . . . , φ(Ak)) ∈ M; and a strong pre-
server of a set M ∈ V × · · · × V if (A1, . . . , Ak) ∈ M ⇔ (φ(A1), . . . , φ(Ak)) ∈ M .
In this paper, we are going to characterize the linear maps φ from Tn(F) into itself
that strongly preserve the set of rank reverse permutable matrix k-tuples; that is, φ is
such that
rank(φ(A1)φ(A2) · · ·φ(Ak)) = rank(φ(Ak)φ(Ak−1) · · ·φ(A1))
if and only if
rank(A1A2 · · ·Ak) = rank(AkAk−1 · · ·A1),
where A1, . . . , Ak ∈ Tn(F). Obviously, a strong preserver of rank permutability is
a strong preserver of rank reverse permutability. In Section 2, the strong linear pre-
servers of rank commutativity (the case k = 2) are characterized. In Section 3, by
using the result on strong linear preservers of rank commutativity we characterize the
linear maps on Tn(F) that strongly preserve the set of rank reverse permutable matrix
k-tuples.
The following result of Chooi and Lim [3] (or see [2]) about the rank one preservers
on triangular matrices will be used to prove our main theorem.
Theorem 1.1 (see [3, Corollary 2.4]). Let F be any field. If φ is a bijective linear rank
one preserver on Tn(F), then there exist P,Q ∈ T ∗n (F) such that either
(a) φ(A) = PAQ for all A ∈ Tn(F), or
(b) φ(A) = PJAtJQ for all A ∈ Tn(F),
where J = E1n + E2,n−1 + · · · + En1 ∈ GLn(F).
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2. Strong linear preservers of rank commutativity
Denote the set {(A,B) : rank(AB) = rank(BA),A,B ∈ Tn(F)} by CRK.
If (A,B) ∈ CRK, thenA andB are called rank commutative. Ifφ is a linear map from
Tn(F) into itself satisfying (φ(A), φ(B)) ∈ CRK if and only if (A,B) ∈ CRK,
then we say that φ is a strong linear preserver of rank commutativity on Tn(F).
Lemma 2.1. Assume that A = [aij ] ∈ Tn(F). Then (A,B) ∈ CRK for every B ∈
Tn(F) if and only if either A = 0 or A ∈ T ∗n (F).
Proof. The “if" part is obvious. We prove the “only if" part.
Whenann = 0, it follows from (A,Enn) ∈ CRK thata1n = a2n = · · · = an−1,n =
0. From (A,E1n) ∈ CRK we have a11 = 0. Thus, a12 = a13 = · · · = a1,n−1 = 0
by (A,E11) ∈ CRK. Again, by (A,En−1,n) ∈ CRK we get a2,n−1 = a3,n−1 =
· · · = an−1,n−1 = 0. Also by (A,E2,n) ∈ CRK, we havea22 = 0. Thena23 = a24 =
a2,n−1 = 0 from (A,E22) ∈ CRK. In turn, we have that aij = 0 for all 1  i  j 
n, that is, A = 0.
When ann /= 0. Let us prove that det A /= 0. Otherwise, suppose that aii is the last
zero element in the sequence of a11, a22, . . . , ann, i.e., aii = 0 and ai+1,i+1ai+2,i+2,
. . . , ann /= 0. Obviously, 1  i  n − 1. Let Di+1 = In − a−1i+1,i+1ai,i+1Ei,i+1 and
Ai+1 = Di+1AD−1i+1 = [a(i+1)pq ]. Then the (i, i + 1)th entry of Ai+1 is equal to zero,
and A and Ai+1 have the same diagonal elements. Let Di+2 = In −
(
a
(i+1)
i+2,i+2
)−1
a
(i+1)
i,i+2 Ei,i+2 and Ai+2 = Di+2Ai+1D−1i+2. Then the (i, i + 1)th and (i, i + 2)th en-
tries of Ai+2 are equal to zero’s, and A and Ai+2 have the same diagonal elements.
Furthermore, we can similarly find Di+3,Di+4, . . . , Dn ∈ T ∗n (F) such that
PAP−1 =


a11 · · · a1,i−1 a1i a′1,i+1 · · · a′1n
.
.
.
...
...
...
...
...
ai−1,i−1 ai−1,i a′i−1,i+1 · · · a′i−1,n
0 0 · · · 0
ai+1,i+1 · · · ai+1,n
.
.
.
...
ann


,
where P = DnDn−1 · · ·Di+1. By (PAP−1, PEiiP−1) ∈ CRK, we have a1i =
a2i = · · · = ai−1,i = 0. Furthermore, by (PAP−1, PEinP−1) ∈ CRK, we see that
ann = 0, which is a contradiction. 
Lemma 2.2. Suppose F is a field with |F| > 2, and µ ∈ F \ {0, 1} is an arbitrary
but fixed element. Let A = [aij ] ∈ Tn(F) has nonzero diagonal element. Then there
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exists a unique nonzero diagonal element in A if and only if for every P ∈ T ∗n (F), it
holds that det(A + P) /= 0 or det(µA + P) /= 0.
Proof. Suppose A = [aij ] ∈ Tn(F) with a unique nonzero diagonal element aii /= 0.
If there is P = [pij ] ∈ T ∗n (F) such that det(A + P) = 0 and det(µA + P) = 0, then
we have pii = −aii and pii = −µaii , which contradict µ /= 1.
Conversely, if for any P = [pij ] ∈ T ∗n (F), it holds that det(A + P) /= 0 or
det(µA + P) /= 0, let us prove that there exists a unique nonzero diagonal element
in A. Otherwise, suppose aii and ajj are two nonzero diagonal elements in A, where
1  i < j  n. Let P = [pij ] ∈ T ∗n (F) with pii = −aii and pjj = −µajj . It is easy
to see that det(A + P) = 0 and det(µA + P) = 0, a contradiction. The proof is
completed. 
Lemma 2.3. For s = 1, 2, . . . , n, let As = [a(s)ij ] ∈ Tn(F) satisfy
(i) a(s)ss ∈ F∗, and
(ii) a(s)tt = 0 for any t ∈ {1, 2, · · · , n} \ {s}.
Then there is P ∈ Tn(F)∗ such that
(iii) P−1AsP = [b(s)ij ]withb(s)s,s+1 = b(s)s,s+2 = · · · = b(s)s,n = 0 for s = 1, 2, . . . , n −
1; and b(s)ll = a(s)ll for l, s = 1, 2, . . . , n.
Proof. Let us prove that for every k ∈ {1, 2, . . . , n − 1}, there is Pk ∈ T ∗n (F) such
that
(a) P−1k A1Pk, . . . , P−1k AkPk have the form of (iii);
(b) P−1k Ak+1Pk, . . . , P−1k AnPk satisfy the conditions (i) and (ii).
We will prove the result by induction on k.
When k = 1. Let S1 = In −
(
a
(1)
11
)−1
a
(1)
12 E12 ∈ Tn(F)∗. Consider the matrix
A
(1)
1 = S−11 A1S1 = [bpq ]. we have b12 = 0 and b11 = a(1)11 . Next, let S2 =
In − b−111 b13E13. Then we see that A(2)1 = S−12 A(1)1 S2 = [cuv] satisfies c12 = c13 = 0
and c11 = b11. Furthermore, we can similarly find S3, S4, . . . , Sn−1. Set
P1 = S1S2 · · · Sn−1. Thus, P−11 A1P1 has the form of (iii). Also, it is easy to see
that P−11 AkP1, k = 2, 3, . . . , n, satisfy the conditions (i) and (ii).
Now suppose the result holds for k − 1(2  k < n − 1). Then there is Pk−1 ∈
T ∗n (F) such that P−1k−1A1Pk−1, . . . , P
−1
k−1Ak−1Pk−1 have the form of (iii) and
P−1k−1AkPk−1, . . . , P
−1
k−1AnPk−1 satisfy the conditions (i) and (ii). For i = 1, 2, . . . , n,
letDi = P−1k−1AiPk−1 = [d(i)uv ]. LetT1 = In − (d(k)kk )−1d(k)k,k+1Ek,k+1 ∈ Tn(F)∗. Then
T −11 DkT1 = D(1)k = [euv] satisfies ek,k+1 = 0 and ekk = d(k)kk . Next, let
T2 = In − e−1kk ek,k+2Ek,k+2 ∈ Tn(F)∗. Then T −12 D(1)k T2 = D(2)k = [fuv] satisfies
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fk,k+1 = fk,k+2 = 0 andfkk = ekk . Furthermore, we can similarly findT3, . . . , Tn−k .
Set Pk = Pk−1T1T2 · · · Tn−k . It is easy to see that Pk satisfy (a) and (b).
As we obtain the above result when k = n − 1, then the proof is completed. 
Lemma 2.4. Suppose φ is a strong linear preserver of rank commutativity on Tn(F).
Then φ is bijective.
Proof. It is sufficient to prove that φ is injective, or to show that φ(A) = 0 implies that
A = 0. Consider any A ∈ Tn(F) such that φ(A) = 0. Then (φ(A), φ(B)) ∈ CRK
for every B ∈ Tn(F). By the property of φ, we know that (A,B) ∈ CRK for every
B ∈ Tn(F). It follows from Lemma 2.1 that either A = 0 or A ∈ T ∗n (F).
If A ∈ T ∗n (F), we have A + E12 ∈ T ∗n (F) and (A + E12, B) ∈ CRK for ev-
eryB ∈ Tn(F). Hence (φ(A + E12), φ(B)) = (φ(E12), φ(B)) ∈ CRK. This means
that (E12, B) ∈ CRK for every B ∈ Tn(F). But E12 /= 0 and E12 /∈ T ∗n (F), this
contradicts Lemma 2.1. Hence A = 0. 
Lemma 2.5. Suppose φ is a strong linear preserver of rank commutativity on Tn(F).
Then φ strongly preserves the set T ∗n (F), that is, for any A ∈ Tn(F), det φ(A) /= 0 if
and only if det A /= 0.
Proof. Suppose A ∈ Tn(F) with det A /= 0. Then (A,B) ∈ CRK for every B ∈
Tn(F). So (φ(A), φ(B)) ∈ CRK for every B ∈ Tn(F). It follows from Lemma 2.1
that either φ(A) = 0 or det φ(A) /= 0. But we have φ(A) /= 0 from Lemma 2.4 and
A /= 0. Hence det φ(A) /= 0.
By Lemma 2.4, we see that φ is invertible. Note that (φ−1(A), φ−1(B)) ∈ CRK
if and only if (A,B) ∈ CRK. If we replace φ by φ−1 in the above proof, then
det A /= 0 when det φ(A) /= 0. We complete the proof. 
Lemma 2.6. Suppose F is a field with |F| > 2, and φ is a strong linear preserver of
rank commutativity on Tn(F). Then there is P ∈ T ∗n (F), τ ∈ Sn (the symmetric group
on n elements) and aii ∈ F∗ (i = 1, 2, . . . , n) such that
φ(Eii) = aτ(i)τ (i)P−1Eτ(i)τ (i)P , i = 1, 2, . . . , n. (2)
Proof. For any positive integer t with 1  t < n, let 1  i1 < · · · < it  n. Since
det(
∑t
k=1 Eikik ) = 0 and det(
∑n
k=1 Ekk) = 1 /= 0, we have by Lemma 2.5 that
det
( t∑
k=1
φ(Eikik )
)
= 0 and det
(
n∑
k=1
φ(Ekk)
)
/= 0. (3)
If all diagonal elements are zero’s in φ(Eii) for some i ∈ {1, . . . , n}, then det φ(In −
Eii) = det φ(In), which contradicts (3). This tells us that there exists nonzero diagonal
element in φ(Eii) for every i ∈ {1, . . . , n}. Next, we show that φ(Eii) has the unique
nonzero diagonal element. Take µ ∈ F \ {0, 1}. Then for every P ∈ T ∗n (F), we have
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either det(Eii + P) /= 0 or det(µEii + P) /= 0. This, together with Lemma 2.5, gives
that det(φ(Eii) + φ(P )) /= 0 or det(µφ(Eii) + φ(P )) /= 0. By Lemma 2.2, there
exists unique nonzero diagonal element in φ(Eii) for every i ∈ {1, . . . , n}. Suppose
the (τ (i), τ (i))th entry of φ(Eii) is not zero. By (3) and Lemma 2.5, we have that τ
is bijective on {1, 2, . . . , n}, that is, τ ∈ Sn.
Thus, φ(Eii) has the following form:
φ(Eii) =


0 x(τ(i))12 · · · · · · · · · x(τ(i))1n
.
.
. · · · · · · · · · ...
aτ(i)τ (i) · · · · · · x(τ(i))τ (i)n
.
.
. · · · ...
0 x(τ(i))n−1,n
0


,
where x(τ(i))kl ∈ F (1  k < l  n) and aτ(i)τ (i) ∈ F∗, i = 1, . . . , n.
Furthermore, by Lemma 2.3 we see that there is P ∈ T ∗n (F) such that
Pφ(Eτ−1(i),τ−1(i))P
−1 =


0 b(i)12 · · · · · · · · · · · · · · · · · · b(i)1n
0 · · · · · · · · · · · · · · · · · · ...
.
.
. · · · · · · · · · · · · · · · ...
0 b(i)i−1,i · · · · · · · · ·
...
aii 0 · · · · · · 0
0 b(i)i+1,i+2 · · ·
...
.
.
. · · · ...
0 b(i)n−1,n
0


(4)
for all i ∈ {1, 2, . . . , n}, where aii ∈ F∗ and b(i)kl ∈ F, 1  k < l  n.
For i = 1, 2, . . . , n, let Xi denote the matrix Pφ(Eτ−1(i),τ−1(i))P−1.
Firstly, let us see the case n  3. For every i ∈ {2, 3, . . . , n − 1}, we will prove
that
(a) b(1)n−i+1,s + b(2)n−i+1,s + · · · + b(n−i)n−i+1,s = 0, for all s ∈ {n − i + 2, n − i +
3, . . . , n}; and
(b) Xs =
[∗ ∗
0 0i
]
+ assEss , for all s ∈ {n − i + 1, n − i + 2, . . . , n}, where 0i
denotes the i × i zero matrix.
It will be proved by induction on i.
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When i = 2, since (X1 + · · · + Xn−1, X1 + · · · + Xn−2) ∈ CRK, i.e.,

a11 · · · · · · · · ·
.
.
. · · · · · ·
an−1,n−1
n−2∑
i=1
b
(i)
n−1,n
0

 and


a11 · · · · · · · · · · · ·
.
.
. · · · · · · · · ·
an−2,n−2
n−3∑
i=1
b
(i)
n−2,n−1
n−3∑
i=1
b
(i)
n−2,n
0
n−2∑
i=1
b
(i)
n−1,n
0


are rank commutative. By the direct computation we have
b
(1)
n−1,n + b(2)n−1,n + · · · + b(n−2)n−1,n = 0. (5)
This, together with (X1 + · · · + Xn−1, X1 + · · · + Xn−2 + Xn) ∈ CRK, implies
that 

a11 · · · · · · · · · · · ·
.
.
. · · · · · · · · ·
an−2,n−2 ∗ ∗
an−1,n−1 0
0

 and


a11 · · · · · · · · · · · ·
.
.
. · · · · · · · · ·
an−2,n−2 ∗ ∗
0 b(n)n−1,n
ann


are rank commutative, which yields b(n)n−1,n = 0. Hence
Xn =
[∗ ∗
0 02
]
+ annEnn. (6)
Also, it follows from (4) that Xn−1 =
[∗ ∗
0 02
]
+ an−1,n−1En−1,n−1. This, together
with (5) and (6), completes the proof when i = 2.
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Now suppose the result holds for i  k (2  k < n − 1). Then we have

b
(1)
n−i+1,n−i+2 + b(2)n−i+1,n−i+2 + · · · + b(n−i)n−i+1,n−i+2 = 0
b
(1)
n−i+1,n−i+3 + b(2)n−i+1,n−i+3 + · · · + b(n−i)n−i+1,n−i+3 = 0
· · ·
b
(1)
n−i+1,n + b(2)n−i+1,n + · · · + b(n−i)n−i+1,n = 0
for all i ∈ {2, 3, . . . , k} (7)
and
Xs =
[∗ ∗
0 0k
]
+ assEss, for all s ∈ {n − k + 1, n − k + 2, . . . , n}. (8)
It follows by (7) and (8) that

b
(1)
n−i+1,n−i+2 + b(2)n−i+1,n−i+2 + · · · + b(n−k)n−i+1,n−i+2 = 0
b
(1)
n−i+1,n−i+3 + b(2)n−i+1,n−i+3 + · · · + b(n−k)n−i+1,n−i+3 = 0
· · ·
b
(1)
n−i+1,n + b(2)n−i+1,n + · · · + b(n−k)n−i+1,n = 0
for all i ∈ {2, 3, . . . , k}. (9)
Consider the case i = k + 1. One can conclude from (9) and (X1 + · · · + Xn−k, X1 +
· · · + Xn−k−1) ∈ CRK that

b
(1)
n−k,n−k+1 + b(2)n−k,n−k+1 + · · · + b(n−k−1)n−k,n−k+1 = 0
b
(1)
n−k,n−k+2 + b(2)n−k,n−k+2 + · · · + b(n−k−1)n−k,n−k+2 = 0
· · ·
b
(1)
n−k,n + b(2)n−k,n + · · · + b(n−k−1)n−k,n = 0
(10)
This means that (a) holds for i = k + 1. Next, by (10) and (X1 + · · · + Xn−k, X1 +
· · · + Xn−k−1 + Xt) ∈ CRK, t = n − k + 1, n − k + 2, . . . , n, we get

b
(n−k+1)
n−k,n−k+1 = b(n−k+1)n−k,n−k+2 = · · · = b(n−k+1)n−k,n = 0
b
(n−k+2)
n−k,n−k+1 = b(n−k+2)n−k,n−k+2 = · · · = b(n−k+2)n−k,n = 0
· · ·
b
(n)
n−k,n−k+1 = b(n)n−k,n−k+2 = · · · = b(n)n−k,n = 0
This, together with (8), implies that
Xs =
[∗ ∗
0 0k+1
]
+ assEss for all s ∈ {n − k + 1, n − k + 2, . . . , n}.
In order to prove (b), we now only need show that
Xn−k =
[∗ ∗
0 0k+1
]
+ an−k,n−kEn−k,n−k.
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It is enough to prove from (4) that
b
(n−k)
p,p+1 = b(n−k)p,p+2 = · · · = b(n−k)p,n = 0,
p = n − k + 1, n − k + 2, . . . , n − 1. (11)
By (X1 + · · · + Xn−k + Xt,X1 + · · · + Xn−k−1) ∈ CRK, t = n − k + 1, n − k +
2, . . . , n, we can get

b
(1)
n−i+1,n−i+2 + b(2)n−i+1,n−i+2 + · · · + b(n−k−1)n−i+1,n−i+2 = 0
b
(1)
n−i+1,n−i+3 + b(2)n−i+1,n−i+3 + · · · + b(n−k−1)n−i+1,n−i+3 = 0
· · · · · · · · ·
b
(1)
n−i+1,n + b(2)n−i+1,n + · · · + b(n−k−1)n−i+1,n = 0
for all i ∈ {2, 3, . . . , k}.
This, together with (9) gives that
b
(n−k)
n−i+1,n−i+2 = b(n−k)n−i+1,n−i+3 = · · · = b(n−k)n−i+1,n = 0, i = 2, 3, . . . , k,
which implies that (11) holds. So, (b) holds for i = k + 1.
When i = n − 1, (b) implies that
Xk = akkEkk +
n∑
i=2
b
(k)
1i E1i , k = 2, . . . , n. (12)
This, together with (a) for i = 2, 3, . . . , n − 1, gives that b(1)uv = 0, 1 < u < v  n.
Thus, we have by (4) that
X1 = a11E11. (13)
Note that when n = 2, the conclusions (12) and (13) also hold by (4). Moreover, since
X1 and Xk are rank commutative for every k ∈ {2, 3, . . . , n}, we by (12) and (13) see
that b(k)1,r = 0 for every k, r ∈ {2, 3, . . . , n}. We have seen that (2) holds.
This completes the proof. 
Lemma 2.7. Suppose F is a field with |F| > 2, and φ is a strong linear preserver of
rank commutativity on Tn(F). Then φ is a rank one preserver.
Proof. Firstly, let us show that rank φ(Eij ) = 1 for any 1  i  j  n. From Lemma
2.6, we can find P ∈ T ∗n (F) such that (2) holds. By Lemma 2.6, we may only con-
sider the case i < j . Let φ(Eij ) = P−1BP where B = [bkl] ∈ Tn(F). For any λ ∈ F,
by det(In + λEij ) /= 0 and Lemma 2.5, we have det(φ(In) + λφ(Eij )) /= 0. This,
together with (2), implies that the all diagonal elements in φ(Eij ) are 0’s. Assume
that n  3, since the case n = 2 is obvious. We distinguish three cases.
Case 1. φ(Eii) = a11P−1E11P . For any k ∈ {1, 2, . . . , n} \ {i}, since (Eii + Eij ,
Eii + Ekk) ∈ CRK, we have (φ(Eii) + φ(Eij ), φ(Eii) + φ(Ekk)) ∈ CRK. So,
(a11E11 + B, a11E11 + aτ(k)τ (k)Eτ(k)τ (k)) ∈ CRK. (14)
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Taking k = τ−1(n) in (14), we see that b2n = b3n = · · · = bn−1,n = 0. Similarly, let
k = τ−1(n − 1) in (14), we have b2,n−1 = b3,n−1 = · · · = bn−2,n−1 = 0. In turn, we
take in (14) k = τ−1(n − 3), . . . , τ−1(2), then it follows that
φ(Eij ) = P−1(b12E12 + b13E13 + · · · + b1nE1n)P .
This, together with Lemma 2.4, yields rankφ(Eij ) = 1.
Case 2. φ(Eii) = annP−1EnnP or φ(Ejj ) = a11P−1E11P or φ(Ejj ) =
annP
−1EnnP . Similar to the proof of Case 1, we have rankφ(Eij ) = 1.
Case 3. φ(Eii) = assP−1EssP and φ(Ejj ) = attP−1EttP where s, t ∈ {2, . . . ,
n − 1} with s /= t . Note that this case implies n  4.
For any k /= i, j , by (Eij , Ekk) ∈ CRK, we have (φ(Eij ), φ(Ekk)) ∈ CRK, i.e.,
(B, aτ(k)τ (k)Eτ(k)τ (k)) ∈ CRK. (15)
Taking k = τ−1(1) and k = τ−1(n) in (15) respectively, we see that b1p = bqn = 0
for all p, q ∈ {1, 2, . . . , n}. Thus B has the following form:
B =


0 0 0 · · · 0 0
0 b23 · · · b2,n−1 0
.
.
.
.
.
.
...
...
.
.
. bn−2,n−1
...
0 0
0


.
When s = 2, similar to Case 1, we can see that
φ(Eij ) = P−1(b23E23 + b24E24 + · · · + b2,n−1E2,n−1)P .
This shows that rank φ(Eij ) = 1. When s = n − 1 or t = 2 or t = n − 1, by an
argument similar to Case 2, we can obtain rank φ(Eij ) = 1. In the other case, we
repeat the above process. Finally, we get rank φ(Eij ) = 1 for all 1  i  j  n.
Next, let us prove that φ preserves rank one matrices. Let A ∈ Tn(F) with rank A =
1. It is easy to see that there is T ∈ T ∗n (F) such that A = aT −1EijT for some a ∈ F∗
and 1  i  j  n. Set ψ : Tn(F) → Tn(F) is given by ψ(X) = φ(T −1XT ) for
all X ∈ Tn(F). Then we easily know that ψ is also a strong linear preserver of
rank commutativity. Therefore, by the result obtained above, we have rank φ(A) =
rank ψ(aEij ) = rank ψ(Eij ) = 1. The proof is completed. 
Theorem 2.8. Suppose F is a field with |F| > 2. Then φ is a strong linear preserver
of rank commutativity on Tn(F) if and only if φ is of the form either
(i) φ(A) = αPAP−1 for all A ∈ Tn(F), or
(ii) φ(A) = αPJAtJP−1 for all A ∈ Tn(F),
where α ∈ F∗, P ∈ T ∗n (F) and J = E1n + E2,n−1 + · · · + En1 ∈ GLn(F).
94 X.-M. Tang, Y.-Q. Yang / Linear Algebra and its Applications 414 (2006) 84–96
Proof. The “if" part is obvious. We prove the “only if" part.
From Lemmas 2.4 and 2.7, we know thatφ is a bijective linear rank one preserver on
Tn(F). By Theorem 1.1, φ is of the form either (I) φ(A) = PAQ for all A ∈ Tn(F), or
(II) φ(A) = PJAtJQ for all A ∈ Tn(F), where J = E1n + E2,n−1 + · · · + En,1 ∈
GLn(F) and P,Q ∈ T ∗n (F).
When the case (I) holds, letQP = D = [dij ] ∈ T ∗n (F). Thenφ(A) = PAQPP−1
= P(AD)P−1. For any i /= j , by (Eii, Ejj ) ∈ CRK, we have rank φ(Eii)φ(Ejj ) =
rank φ(Ejj )φ(Eii). Thus, rank(EiiDEjj ) = rank(EjjDEii). This tells us that dij =
0 for all i < j , i.e.,
D = diag(d11, d22, . . . , dnn), dii ∈ F∗, i = 1, 2, . . . , n.
Next, similar to the proof of Lemma 2.3 in [1], we have d11 = · · · = dnn = α. Hence
φ(A) = αPAP−1 for all A ∈ Tn(F).
Similarly, when the case (II) holds, we have φ(A) = αPJAtJP−1 for all A ∈
Tn(F). We complete the proof. 
3. Strong linear preservers of rank reverse permutability
For an arbitrary but fixed positive integer k  2, letPRk be the set {(A1, A2, . . . ,
Ak) : rank(A1A2 · · ·Ak) = rank(AkAk−1 · · ·A1), Ai ∈ Tn(F), i = 1, . . . , n}. If (A1,
A2, . . . , Ak) ∈ PRk , then we say that A1, . . . , Ak are rank reverse permutable.
If φ is a linear map from Tn(F) into itself satisfying for all A1, . . . , Ak ∈ Tn(F),
(φ(A1), . . . , φ(Ak)) ∈ PRk if and only if (A1, . . . , Ak) ∈ PRk , then we say that φ
is a strong linear preserver of the set of rank reverse permutable matrix k-tuples on
Tn(F).
Lemma 3.1. Suppose F is a field with |F| > 2, and k  2 is an arbitrary but fixed
positive integer.Letφ be a strong linear preserver of the set of rank reverse permutable
matrix k-tuples on Tn(F). Then φ is bijective.
Proof. It is sufficient to prove that φ is injective. Suppose A ∈ Tn(F) with φ(A) =
0, let us prove that A = 0. For any B ∈ Tn(F), by rank(φ(A)φ(B)φ(In)k−2) =
rank(φ(In)k−2φ(B)φ(A)), we have rank(ABIk−2n ) = rank(I k−2n BA). So, (A,B)
∈ CRK for any B ∈ Tn(F). By Lemma 2.1, we see that either A = 0 or A ∈ T ∗n (F).
If A ∈ T ∗n (F), then A + Eij ∈ T ∗n (F) for any i < j . It is easy to see that (A +
E12, A + E23, . . . , A + Ek−1,k, In) ∈ PRk . Then (φ(A + E12), φ(A + E23), . . . ,
φ(A + Ek−1,k), φ(In)) ∈ PRk . As φ(A) = 0, we get rank(E12E23 · · ·Ek−1,kIn) =
rank(InEk−1,k · · ·E23E12), i.e., E1k = 0, which is a contradiction. Hence A = 0, and
thus φ is injective. 
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Lemma 3.2. Suppose F is a field with |F| > 2 and k  2 is an arbitrary but fixed
positive integer.Letφ be a strong linear preserver of the set of rank reverse permutable
matrix k-tuples on Tn(F). Then φ strongly preserves the set T ∗n (F).
Proof. Assume that A ∈ T ∗n (F). For any B ∈ Tn(F), we have rank(Ak−1B) =
rank(BAk−1). Hence we get rank(φ(A)k−1φ(B)) = rank(φ(B)φ(A)k−1). By Lemma
3.1, φ(B) runs through all Tn(F). Using Lemma 2.1, we have either φ(A)k−1 = 0 or
φ(A) ∈ T ∗n (F).
If φ(A)k−1 = 0, then we write φ(A) as

0 c12 · · · c1n
.
.
.
.
.
.
...
0 cn−1,n
0

 .
Take B ∈ Tn(F) such that φ(B) = Enn. Since rank(ABk−1) = rank(Bk−1A), we
have rank(φ(A)Ek−1nn ) = rank(Ek−1nn φ(A)). By direct computation, we get
c1n = c2n = · · · = cn−1,n = 0.
Next let us take subsequently B = φ−1(En−1,n−1), . . . , B = φ−1(E22) and B =
φ−1(E11), we get φ(A) = 0. This is impossible since φ is injective.
Similarly, we can show that φ(A) ∈ T ∗n (F) implies A ∈ T ∗n (F). 
Theorem 3.3. Suppose F is a field with |F| > 2 and k  2 is an arbitrary but fixed
positive integer. Then φ is a strong linear preserver of the set of rank reverse per-
mutable matrix k-tuples on Tn(F) if and only if φ is of the form (i) or (ii) in Theorem
2.8.
Proof. The “if” part is obvious. We prove the “only if” part.
Let us prove that φ is a strong preserver of rank commutativity. Suppose A,
B ∈ Tn(F) satisfy rank(AB) = rank(BA). It follows from rank(ABIk−2n ) =
rank(I k−2n BA) that
rank(φ(A)φ(B)φ(In)k−2) = rank(φ(In)k−2φ(B)φ(A)).
This, together with Lemma 3.2, implies that rank(φ(A)φ(B)) = rank(φ(B)φ(A)).
Similarly, we can prove that rank(φ(A)φ(B)) = rank(φ(B)φ(A)) implies
rank(AB) = rank(BA). Finally, by Theorem 2.8, the proof is completed. 
By Theorem 3.3, we easily obtain the following corollary.
Corollary 3.4. Suppose F is a field with |F| > 2 and k  2 is an arbitrary but fixed
positive integer. Then φ is a strong linear preserver of the set of rank permutable
matrix k-tuples on Tn(F), (i.e. B1, . . . , Bk satisfy (1) ⇔ φ(B1), . . . , φ(Bk) satisfy
(1)) if and only if φ is of the form (i) or (ii) in Theorem 2.8.
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Remark 3.5. When F is a field with |F| = 2 and n = 2 or 3, then by the direct
computation, we know that φ strongly preserves rank commutativity on Tn(F) if and
only if φ is of the form (i) or (ii) in Theorem 2.8. In fact, we only need the hypothesis
|F| > 2 in Lemma 2.6. So, when |F| = 2, the conclusion φ(T ∗n (F)) = T ∗n (F) still
holds. Furthermore, we can obtain the form of φ, the detail proof is omitted. When
|F| = 2 and n > 3, the problem is open.
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