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Resumen
En la actualidad los Sistemas de Informacio´n son pilares para que las empresas modernas
alcancen mayor eficiencia, especialmente el bancario, el cual pertenece al sector economico
de los pa´ıses. El adecuado disen˜o de un Sistema de Seguridad de la Informacio´n optimiza
recursos, garantiza la estabilidad y continuidad en el tiempo de las compan˜´ıas. En el pre-
sente trabajo se propone un modelo de dosificacio´n de escaneo de Antivirus en un Sistema
de Informacio´n Bancario, basado en diferentes modelos estad´ısticos. Este modelo se compa-
rara´ con las metodolog´ıas tradicionales implementadas en la entidad financiera.
Palabras clave: Virus Informa´tico, Malware, A´rbol de Regresio´n y Clasificacio´n, Miner´ıa de Da-
tos, Ana´lisis de Supervivencia, Imputacio´n, Manejo de Valores Perdidos, Modelos de Propagacio´n,
Recurrencia, Modelos de estados multiples.
Abstract
Currently Information Systems (IS) are essential for companies to attain a satisfactory perfor-
mance. A good technology/information security system provides resources and stability The aim of
this research is to illustrate the stages of the implementation of a statistical model to dose Antivi-
rus scans in an information system in banking sector. This model will be compared with currently
traditional implemented method.
Keywords: Computer Virus, Malware, Classification and Regression Trees, Data Mining, Survival
Analysis, Imputation, Handling Missing Values, Epidemic Models, Recurrence, Multi-state models.
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1. Introduccio´n
Ferreyra [36] en su investigacio´n sobre virus en las computadoras plantea la analog´ıa de los virus
biolo´gicos e informa´ticos. Los virus biolo´gicos son organismos infinitamente pequen˜os, midiendo
aproximadamente de 200 a 250 angstroms; de manera similar, algunos pequen˜os programas elabo-
rados por el ingenio del hombre, tienen el mismo comportamiento viral, razo´n por la cual se les
conoce como virus informa´ticos (Malware, su equivalente Anglo). Ferreyra [36], menciona que la
primera informacio´n de algo que parece ya incluir co´digo que trabaja como virus, se remonta a la
de´cada de los an˜os 60 y se refiere a los estudiantes de computacio´n en el Instituto Tecnolo´gico de
Massachusetts.
Paralelo al crecimiento exponencial de los computadores y en particular de la tecnolog´ıa, se eviden-
cia un crecimiento de los virus informa´ticos y de conceptos asociados a la seguridad; desde inicios
de los an˜os 70 se escucha hablar del te´rmino de Tecnolog´ıa de Informacio´n (IT)1, ITIL [48] en su
glosario de te´rminos define IT como el uso de la tecnolog´ıa para el almacenamiento, la comunica-
cio´n o el procesamiento de la informacio´n. T´ıpicamente, la tecnolog´ıa incluye computadores(as),
telecomunicaciones, aplicaciones y otro software. La informacio´n puede incluir datos del negocio,
voz, ima´genes, v´ıdeo, etc. A menudo, la tecnolog´ıa de la informacio´n se utiliza para apoyar los
procesos de negocio a trave´s de servicios de IT; visto como una herramienta indispensable de las
compan˜´ıas para lograr ser competitivas en un mercado cada vez ma´s exigente.
En el trabajo de Norton [77], se define en su forma ba´sica un Sistema de Informacio´n, como un
mecanismo que ayuda a coleccionar, almacenar, organizar y utilizar informacio´n. El propo´sito ba´si-
co de cualquier Sistema de Informacio´n es ayudar a sus usuarios a obtener cierto tipo de valor de
la informacio´n que esta´ en el sistema. La dimensio´n del crecimiento tecnolo´gico ha influido enor-
memente en las decisiones estrate´gicas de las compan˜´ıas, siendo indispensable para cada empresa
implementar un Sistema de Informacio´n. Ahora bien, la Gestio´n de Seguridad de la Informacio´n
(ISM)2 segu´n ITIL [48], es el proceso responsable de asegurar que la confidencialidad, integridad y
disponibilidad de los activos, informacio´n, datos y servicios de IT de una organizacio´n satisfagan las
necesidades acordadas del negocio”. Visto de esta manera, la gestio´n de seguridad de la informacio´n
da apoyo a la seguridad integral del negocio.
Es pertinente hacer claridad de los conceptos que aborda ISM. Go´mez (2007) [4] en su compendio,
define la funcio´n de confidencialidad como el garante que cada mensaje (informacio´n) transmitido
o almacenado en un Sistema de Informacio´n so´lo podra´ ser le´ıdo por su leg´ıtimo destinatario; la
1Por sus siglas en ingle´s, Information Technology.
2Por sus siglas en ingle´s, Information Security Management.
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funcio´n integridad se encarga de garantizar que un mensaje (informacio´n) o archivo no ha sido mo-
dificado indebidamente desde su creacio´n o durante su transmisio´n a trave´s de una red informa´tica
y la funcio´n disponibilidad de un Sistema de Informacio´n hace referencia al disen˜o de un sistema lo
suficientemente robusto frente a ataques e interferencias para garantizar su correcto funcionamien-
to, de manera que sus servivios puedan ser accedidos permanentemente por los usuarios leg´ıtimos.
De acuerdo con lo expuesto se puede afirmar, que la ISM es el eje principal sobre el cual recae la
propuesta de modelacio´n estad´ıstica presentada en este trabajo de investigacio´n; cubriendo todas
aquellas medidas de prevencio´n, deteccio´n y reaccio´n que garanticen proteger la informacio´n de
la compan˜´ıa. El ana´lisis estad´ıstico y las te´cnicas de modelamiento de informacio´n son poderosas
herramientas para el entendimiento cient´ıfico de los hechos plasmados en los datos y la generacio´n
de estrategias en un sinnu´mero de actividades humanas; tal es el caso que se estudia en la presente
investigacio´n, donde por medio de estas te´cnicas se pretenden mejorar las funciones del ISM y en
particular la funcio´n de disponibilidad en el a´mbito de los sistemas de prevencio´n y control de virus
informa´ticos en un Sistema de Informacio´n. El camino propuesto en este trabajo para robustecer
la seguridad en un Sistema de Informacio´n es el control de “enfermedades informa´ticas” conocido
como una de las metodolog´ıas que contribuyen a garantizar la disponibilidad en un Sistema de
Informacio´n y la dosificacio´n de los escaneos de Antivirus (exa´menes me´dicos) a los individuos
(computadores) por medio de te´cnicas estad´ısticas.
El principal aporte del presente trabajo, plantea un cambio en la metodolog´ıa tradicional de es-
caneos de Antivirus definida en el Sistema de Informacio´n Bancario bajo estudio, proponiendo
principalmente el desarrollo de dos rutas; la primera tiene como objeto evaluar los resultados de
implementar modelos epidemiolo´gicos, particularmente modelos de propagacio´n de enfermedades ya
antes desarrollados en escenarios informa´ticos. El segundo camino abordar la misma problema´tica
desde los modelos de supervivencia, particularmente riesgos proporcionales de cox y eventos recu-
rrentes, una propuesta sin antecedentes en el escenario de Malware hasta el momento. De manera
ma´s espe´cifica, el objetivo de la presente investigacio´n es proponer un modelo de dosificacio´n es-
tad´ıstico de escaneo de Antivirus informa´tico en un Sistema de Informacio´n, basado en un ana´lisis
epidemiolo´gico y de supervivencia. Adema´s con la construccio´n de equivalencias entre un sistema
biolo´gico y un sistema de informacio´n, se pretende revisar los conceptos epidemiolo´gicos en un
contexto tecnolo´gico. La investigacio´n se encuentra dividida en ocho partes incluida la presente
Introduccio´n. En la segunda parte, se plantea la motivacio´n del proyecto frente a un contexto de
los acercamientos investigativos previos. Posteriormente, se construye un paralelo (equivalencias)
entre un sistema epidemiolo´gico biolo´gico y un sistema epidemiolo´gico informa´tico. En el cuarto se
plantea un comparativo de las te´cnicas cla´sicas de propagacio´n de Malware y los modelos recurren-
tes. Las dos siguientes partes de la investigacio´n abordan la adquisicio´n de informacio´n y ana´lisis
exploratorio por medio de paquetes estad´ısticos y de miner´ıa de datos; finalmente los dos u´ltimos
apartes para la presentacio´n de resultados y conclusiones.
2. Planteamiento de la investigacio´n
2.1. Pregunta de investigacio´n y justificacio´n
Una pregunta de intere´s a responder en el presente trabajo es:
1) ¿Co´mo disminuir la incidencia de virus informa´ticos en un Sistema de Informacio´n?
Ana´logo al contexto epidemiolo´gico humano, un camino para responder este cuestionamiento es la
aplicacio´n de tratamientos (medicamentos, terapias, vacunas, etc.); que para un a´mbito informa´tico,
es emplear las tecnolog´ıas disen˜adas para el control de virus informa´ticos. Es adecuado introducir
el concepto de aplicativo (software) de Antivirus, el cual tiene como objetivo detectar y/o eliminar
virus informa´ticos en un Sistema de Informacio´n. Ferreyra [36] al exponer los or´ıgenes de los virus
informa´ticos en los an˜os 60, cita el surgimiento colateral y paralelo de los programas de Antivirus.
Entendido lo anterior, podr´ıa plantearse una nueva pregunta de investigacio´n:
2) ¿Co´mo identificar con me´todos estad´ısticos una dosificacio´n o´ptima de escaneos de Antivirus
(exa´menes me´dicos) en la poblacio´n (redes de computadoras) para disminuir la incidencia de virus
informa´ticos en un sistema de informacio´n?
Con un nuevo contexto formulado sobre el planteamiento de la investigacio´n y retomando los ob-
jetivos, se justifica el propo´sito de la investigacio´n de modelar estad´ısticamente la dosificacio´n de
escaneos de (exa´menes me´dicos) a una poblacio´n de individuos informa´ticos (computadoras) con
la intencio´n de aumentar la deteccio´n de virus informa´ticos (enfermedades) para disminuir los
incidentes o eventos atribuibles a enfermedades informa´ticas y optimizar los recursos de las compu-
tadoras, reduciendo el impacto en el procesamiento asociado a la ejecucio´n de escaneos de Antivirus.
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2.2. Marco Teo´rico
En la propuesta de Ferreyra [36], menciona como en 1949, John von Neumann, el padre de la
computacio´n, descubrio´ algunos programas que se reproduc´ıan a s´ı mismos; desde ese entonces,
paralelo a la aparicio´n de virus informa´ticos, se realizan esfuerzos para su control.
Por su parte, Ludwing M. [65] en la publicacio´n ‘The little black book of Computer Virus’ expone que
el te´rmino “virus” es una calificacio´n inexacta, como quiera que el te´rmino cient´ıficamente correcto
de un virus informa´tico es “auto-reproduccio´n automa´tica” SRA1; describiendo correctamente lo
que este programa hace. Si se trata de establecer una analog´ıa entre el mundo de la electro´nica,
programas informa´ticos y los bytes dentro de una computadora y el mundo f´ısico que conocemos,
podr´ıa decirse que los virus informa´ticos son muy cercanos a la ma´s simple unidad biolo´gica de
vida, un u´nico organismo unicelular fotosinte´tico. Desde un punto de vista cient´ıfico, un organismo
vivo puede ser diferenciado de uno no-vivo en que el primero posee dos objetivos: sobrevivir y re-
producirse. Ciertamente, la idea de un objetivo ser´ıa muy aplicable a un programa de computador,
el cual fue construido “programado” por alguien para cumplir un propo´sito determinado. As´ı, un
virus informa´tico tiene los mismos dos objetivos como un organismo vivo: sobrevivir y reproducirse.
El ma´s simple de los seres vivos depende solo del inanimado e inorga´nico ambiente para lograr sus
objetivos; ellos extraen la materia prima de su entorno y utilizan la energ´ıa del sol para sintetizar
lo que necesitan, estos organismos no dependen de otras formas de vida y de alguna manera deben
alimentarse o atacar para garantizar su existencia. De una forma similar, un virus de computadora
utiliza los recursos del sistema del computador tales como disco duro y ciclos de Unidad de Proce-
samiento central (CPU)2 para lograr sus propo´sitos. Espec´ıficamente, no atacan a otros SRA’s, se
“alimentan” de una forma similar a un virus biolo´gico.
No obstante, el virus de una computadora es la ma´s simple unidad de vida en este escenario
electro´nico computacional. Antes de la masificacio´n de la computadora personal, el dominio de
los virus de computadora era extremadamente limitado (confinado); por ejemplo, un programador
podr´ıa disen˜ar un virus y permitir que se ejecutara en su sistema, sin embargo, este virus ser´ıa de
poco peligro si escapara a otras computadoras (ma´quinas), pues este permanecer´ıa bajo el control
de su creador.
La era de masificacio´n de las computadoras personales abrio´ un nuevo y vasto escenario para los
virus de computadora, adema´s de otras grandes amenazas en el mundo electro´nico. Millones de
computadoras alrededor del mundo, todas estas con arquitecturas y sistemas operativos similares
posibilitaron el escape o propagacio´n de co´digos malignos y su lucha por la supervivencia. Estos
“saltan” de computadora en computadora, cumpliendo los objetivos definidos en su programacio´n,
auto´matas y con poco riesgo de ser detenidos. De esta manera, el co´digo malicioso se convirtio´ en
una forma viable de vida electro´nica en la de´cada de 1980 [65].
1Por sus siglas en ingle´s, Self-Reproducing Automaton.
2Por sus siglas en ingle´s, Central Processing Unit.
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2.2.1. Co´digo Malicioso
Cualquier variacio´n de un virus informa´tico tiene por lo menos dos partes ba´sicas, o subrutinas:
Inicialmente, este debe contener una rutina de bu´squeda, la cual localiza nuevos archivos o
nuevas a´rea en el disco duro los cuales son valiosos objetivos para la infeccio´n. Esta rutina
determinara´ la velocidad de reproduccio´n del virus, si puede infectar mu´ltiples discos o un
solo disco, y si puede infectar cada parte del disco o ciertas a´reas espec´ıficas. Al igual que
todos los programas, entre ma´s sofisticada sea la rutina de bu´squeda, ma´s tiempo exigira´.
As´ı, aunque una eficiente rutina de bu´squeda puede ayudar a que un virus se propague ma´s
ra´pido, esta hara´ al virus ma´s grande y eso podr´ıa no ser siempre adecuado.
La segunda parte de un virus informa´tico debe contener una rutina de auto-copiado dentro
de las a´reas localizadas en la rutina de bu´squeda. La rutina de copia so´lo sera´ lo suficiente-
mente sofisticada para realizar su trabajo sin ser atrapada (detenida), en ese sentido entre
ma´s pequen˜o, mucho mejor. Mientras el virus solo necesita ser capaz de localizar a hue´spe-
des adecuados y adherirse a ellos, es usual y beneficioso incorporar algunas caracter´ısticas
adicionales dentro de la programacio´n del virus informa´tico para evitar ser detectado ya sea
por el usuario de la computadora o por algu´n software comercial para la deteccio´n de virus,
que se denominara´ en adelante Antivirus.
Las rutinas de Anti-deteccio´n pueden estar en la rutina de bu´squeda, de copiado, o bien,
funcionar de manera separada. Por ejemplo, la rutina de bu´squeda puede verse severamente
limitada en su alcance para evitar la deteccio´n. Una rutina que chequea cada archivo en
cada unidad de disco, sin l´ımite, podr´ıa tomar largo tiempo y causar una suficiente e inusual
actividad en el disco que alerte al usuario. Alternativamente, una rutina de Anti-deteccio´n
podr´ıa causar que el virus se active bajo ciertas condiciones especiales. Por ejemplo, este
se puede activar solo despue´s de pasada cierta fecha (por lo que el virus puede permanecer
latente por mucho tiempo). Lo anterior, se asemeja al comportamiento de algunos virus
biolo´gicos, que activan su ataque cuando en el hue´sped se reu´nen ciertas condiciones o´ptimas
para maximizar el alcance de su objetivo.
Aycock [8], en su texto de avances en seguridad de la informacio´n “Computer Viruses and Malwa-
re”, habla de la existencia de cuatro categor´ıas de amenazas consideradas como los cuatro jinetes
del apocalipsis electro´nico: spam, bugs, denials of service (negacio´n del servicio) y malicious soft-
ware (co´digo malicioso). A continuacio´n se definira´ brevemente estas amenazas para establecer un
entendimiento en el alcance del trabajo:
Spam (Correo basura). Este te´rmino es comu´nmente utilizado para describir el abundante e
inusual volumen de correo electro´nico el cual inunda las bandejas de entrada de los usuarios
de internet alrededor del planeta. Aunque las estad´ısticas var´ıan en el tiempo, estas sugieren
que alrededor del 70% del tra´fico de correos electro´nicos corresponde a esta categor´ıa [67].
Bugs (errores). Estos son errores de software los cuales, cuando surgen, pueden extermi-
nar el software inmediatamente. Ellos tambie´n pueden generar corrupcio´n en los datos y
debilitamiento de la seguridad entre otros problemas.
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Denials of service (negacio´n del servicio). Un Ataque de negacio´n de servicio o ataque
DoS, es impedir el uso leg´ıtimo de los recursos o servicios. Por ejemplo, un ataque DoS puede
utilizar todo el espacio disponible en disco en un sistema, de tal manera que otros usuarios
no puedan hacer uso de e´ste.
Malicious software (co´digo malicioso). La real guerra es librada con el co´digo malicioso
o tambie´n llamado Malware. Este es un software cuya intencio´n o efectos es malicioso. El
espectro delMalware cubre una amplia variedad de amenazas espec´ıficas, incluyendo los virus
antes mencionados, gusanos (worms), troyanos (troyan horse) y programas esp´ıa (spyware).
Un foco de esta investigacio´n es el Malware y las te´cnicas estad´ısticas utilizadas para la deteccio´n,
neutralizacio´n y destruccio´n (eliminacio´n). La eleccio´n del Malware como objeto de estudio no es
coincidencia, ya que esta categor´ıa de amenaza tiene unas fuertes conexiones con las otras tres
categor´ıas, por ejemplo, el Malware puede ser programado usando spam e igualmente ser empleado
para enviar spam; el Malware puede tomar ventaja de los bugs y ser utilizado en el montaje de un
ataque DoS.
2.2.2. Te´cnicas Antivirus
Abordando la definicio´n propuesta por Go´mez [41], el Malware o Co´digo Maligno, es cualquier
programa, documento o mensaje susceptible de causar dan˜os en las redes de datos y SI. Tal y como
se ha comentado en apartes anteriores, una de las principales medidas para combatir las amenazas
que representa el Malware es la utilizacio´n de un programa Antivirus. Es intuitivo localizar las
te´cnicas de deteccio´n de Malware como eslabo´n inicial en esta guerra electro´nica; seguida de las
etapas de neutralizacio´n y eliminacio´n de las amenazas. Un camino o te´cnica de deteccio´n emplea-
da ampliamente es el conocimiento previo de las amenazas, es decir, la eficacia de los Antivirus
dependera´ en buena medida de una actualizacio´n permanente de las “firmas” de las nuevas amena-
zas. Entie´ndase como firmas, las huellas dactilares (fingerprints) de los virus que hacen posible su
identificacio´n por medio de un programa de Antivirus; analo´gamente, desde la o´ptica biolo´gica se
podr´ıa asemejar esta identificacio´n con el conocimiento de la gene´tica y estructura molecular de los
organismos y de los virus biolo´gicos en particular. De esta forma, la neutralizacio´n y eliminacio´n
del virus biolo´gico es lograda por medio de antivirales y en un escenario electro´nico mediante “es-
caneos” de Antivirus (entie´ndase como escaneo, un procedimiento o rutina disen˜ada para combatir
la presencia de Malware). Formalmente, el me´todo comu´n para la identificacio´n u´nica del Malware
es el Hashing. El programa malicioso se ejecuta por medio de un co´digo que produce un Hash que
identifica ese Malware. Este Hash es la firma o huella dactilar del Malware. El algoritmo MD5 (The
message-Digest Hash Algorithm 5) es la funcio´n Hash comu´nmente usada para ana´lisis deMalware,
aunque el SHA-1 (Secure Hash Algorithm 1) tambie´n es popular [92].
Por otra parte, aunque la deteccio´n por firmas es ampliamente utilizada, existen diferentes produc-
tos de Antivirus que emplean variadas te´cnicas de deteccio´n. No todos los me´todos de deteccio´n se
basan en recopilacio´n de amenazas conocidas (recopilacio´n de firmas), y en te´cnicas de deteccio´n
rutinaria basadas en el conocimiento o no de la naturaleza exacta del Malware detectado. Incluso,
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no todas las amenazas conocidas, son dan˜inas para una computadora. Segu´n Aycock [8], la mayor
parte de los Malware esta´ dirigida a cierta y especifica arquitectura de computadora y sistema
operativo, de hecho en ocasiones incluso esta´n dirigidos a una aplicacio´n (software) en particular.
Estas condiciones actu´an como parte del co´digo del Malware, si cualquiera de estas condiciones no
se cumple, entonces dicha amenaza no representa un riesgo, es decir, es inerte con respecto a la
computadora.
Harley et al. [47] argumentan tres tareas fundamentales que debe realizar un software Antivirus.
Deteccio´n, Identificacio´n y Desinfeccio´n (neutralizacio´n o eliminacio´n). Estos te´rminos se definen a
continuacio´n:
Deteccio´n. Identificar si algu´n co´digo es o no un virus, es la forma ma´s pura de deteccio´n,
representado por un resultado de valor booleano; un “si” indica que el co´digo esta´ infectado
y un “no” obviamente indica lo contrario. La deteccio´n de Malware por su apariencia o
comportamiento es probablemente indecidible. Por ejemplo, en el caso de un virus, este puede
construir un nuevo virus (normalmente con modificacio´n en su co´digo, generando una nueva
firma) el cual es indetectable por un Antivirus; aunque es posible que el Antivirus actualice
sus bases de datos con firmas de nuevas amenazas para ser detectadas. Sin embargo, en ese
preciso momento el nuevo virus puede construir otro indetectable, y as´ı sucesivamente. Este
feno´meno podr´ıa asemejarse al comportamiento de ciertos virus biolo´gicos que logran mutar
(cambiar su estructura y genoma) para cumplir su propo´sito fundamental de sobrevivir a los
ataques del medio como por ejemplo medicamentos y finalmente lograr la reproduccio´n.
Identificacio´n. Normalmente pertenece a la tarea de deteccio´n, pero a causa crecimiento
exponencial del Malware y sus diferentes tipolog´ıas, algunos estudiosos lo catalogan con un
efecto secundario al me´todo de deteccio´n que se utilice para lograr tipificar el Malware.
Desinfeccio´n. (Eliminacio´n) Es el proceso de remover el Malware detectado; es tambie´n
llamado “vacunar” o en ingles cleaning. Normalmente un Malware precisa ser identificado
para logar la desinfeccio´n.
La deteccio´n y desinfeccio´n puede realizarse usando me´todos gene´ricos que trabajan con Malware
conocido y desconocido, o el uso de me´todos espec´ıficos los cuales so´lo trabajan con Malware ya
conocidos. La deteccio´n es tal vez la ma´s importante de las tres tareas de un Antivirus, debido a
que las tareas de identificacio´n y desinfeccio´n requieren la deteccio´n como prerrequisito.
Muttik [74] expone los cinco posibles resultados de la tarea de deteccio´n; la Figura 2-1 enuncia
cuatro de ellos. Una perfecta deteccio´n estar´ıa relacionada con los resultados de la diagonal ence-
rrada, donde el Malware es detectado si esta´ realmente presente en la computadora; puesto que
existen, los falsos positivos (False alarm) que es cuando el Antivirus reporta una amenaza aunque
esta no este´ presente, lo cual se traduce como mı´nimo en una pe´rdida de tiempo y recursos de la
computadora (consumo de ma´quina); por su parte, un falso negativo (Miss), es cuando el Antivirus
no detecta una amenaza a pesar de estar presente.
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Figura 2-1.: Tipos de resultados de la deteccio´n de Malware [8].
Cualquiera de los falsos resultados lleva al usuario final a perder la confianza en su software de
Antivirus. El quinto resultado expuesto por Muttik es el llamado ghost positive, su traduccio´n apro-
ximada ser´ıa “alarma fantasma”, y describe la deteccio´n de una amenaza que ya no se encuentra
en la computadora, la cual es producto de un intento previo de desinfeccio´n que fue incompleto y
dejo suficiente remanentes de la amenaza para ser detectada.
Los me´todos de deteccio´n pueden ser clasificados como esta´ticos o dina´micos, dependiendo si el co´di-
go delMalware se ejecuta cuando ocurre la deteccio´n; a continuacio´n se describira´ esta clasificacio´n.
Deteccio´n: Me´todos Esta´ticos
Los me´todos de deteccio´n esta´ticos intentan detectar el Malware sin que ningu´n co´digo se este´ eje-
cutando. Son tres las te´cnicas esta´ticas ma´s utilizadas en software de Antivirus comercial: Esca´ner
(scanners), heur´ısticos y verificadores de integridad.
Esca´ner. El te´rmino “scanner” en el contexto de un software de Antivirus es otro te´rmino que al
igual que el te´rmino “virus”, han sido adulterados en su significado a trave´s del uso comu´n. Este
te´rmino es a menudo aplicado generalmente para referirse a un software de Antivirus, indepen-
diente de cual te´cnica de Antivirus se esta´ utilizando. “Scanners” pueden ser clasificados segu´n
el momento de invocacio´n. Cuando el procedimiento es iniciado por el usuario es llamado escaneo
bajo demanda (Scan On-demand). Muchas te´cnicas de Antivirus emplean una base de datos con
informacio´n de recientes amenazas (tambie´n llamada deteccio´n por firmas) y posterior se ejecuta
un escaneo bajo demanda para detectar un nuevo virus registrado en la base de datos instalada en
la computadora. Normalmente, un escaneo bajo demanda se realiza cuando el usuario sospecha una
infeccio´n, cuando un archivo es descargado en la computadora o como un procedimiento programa-
do generalmente en una red de computadoras. Cuando el procedimiento se ejecuta continuamente
es llamado escaneo por acceso (Scan On-access) y escanea todos los archivos cuando son utilizados.
Este tipo de escaneo exige una gran cantidad de consumo de recursos en la computadora, lo que
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implica una disminucio´n en el rendimiento de las tareas habituales del usuario.
Heur´ıstica Esta´tica. Esta te´cnica trata de “aplicar” la experticia de los ana´lisis de Antivirus
previos. La heur´ıstica esta´tica puede encontrar Malware conocido (con firmas reportadas en bases
de datos) o desconocido (amenazas nuevas) buscando partes del co´digo que generalmente parecen
Malware, en lugar del escaneo o deteccio´n de Malware por firmas [44, 97]. Este tipo de deteccio´n
es esta´tica, lo que significa que el co´digo que esta´ siendo analizado no se esta´ ejecutando.
Chequeadores de integridad (Integrity Checkers). La gran mayor´ıa de virus operan por medio
de la modificacio´n de archivos. Un Chequeador de integridad explota este comportamiento para
encontrar Malware, observando cambios no autorizados a los archivos [12].
Deteccio´n: Me´todos Dina´micos
Los me´todos de deteccio´n dina´mica deciden si un co´digo esta´ o no infectado ejecutando el co´digo
y observando su comportamiento
Bloqueadores de comportamiento. Un bloqueador de comportamiento es un software de An-
tivirus el cual monitorea el comportamiento de un programa en tiempo real, observando actividad
sospechosa. Si dicha actividad es vista, el bloqueador de comportamiento previene la operacio´n sos-
pechosa, puede finalizar el programa o puede recomendar al usuario que tome una accio´n apropiada.
Emulacio´n. Un bloqueador de comportamiento permite que el co´digo se ejecute en una compu-
tadora real. En contraste, la te´cnica de Antivirus por emulacio´n permite ejecutar el co´digo en un
ambiente simulado. El objetivo es que, bajo una emulacio´n, unMalware se revele a s´ı mismo. Debido
a que ningu´n Malware estar´ıa ejecuta´ndose en una computadora real, entonces no se presentara´n
infecciones y dan˜os colaterales. La heur´ıstica dina´mica es exactamente igual que la heur´ıstica esta´ti-
ca, la u´nica diferencia es en como los datos son reunidos; la emulacio´n puede ser aplicada de dos
formas, aunque la frontera entre e´stas es ciertamente difusa. En le primer camino, el ana´lisis de la
heur´ıstica dina´mica reu´ne sus datos del emulador sobre el co´digo que ha sido analizado; mientras
que la segunda forma emplea descifrado gene´rico y es utilizada sobreMalware cifrado (Polifo´rmicos)
normalmente dif´ıciles de detectar para un Antivirus.
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2.2.3. Dan˜os Estimados
Go´mez [41] en su propuesta de Enciclopedia de Seguridad Informa´tica expone la estimacio´n del
costo de los dan˜os del Malware, al respecto indica que del propio sector informa´tico en el an˜o 2001,
el costo ascendio´ a un total de 13.000 millones de do´lares en todo el mundo. Esta cantidad se
situo´ entre los 20.000 y los 30.000 millones de do´lares en el an˜o 2002, alcanzando ya los 55.000
millones de do´lares en el an˜o 2003.
La encuesta anual de ICSA Labs [16] sobre prevalencia de Malware en computadoras, reu´ne los
datos relacionados a compan˜´ıas de taman˜o mediano y grande. En una comparacio´n de las encuestas
realizadas entre 1996 y 2004, la Figura 2-2 ilustra que de 1996 a 1998 los Antivirus muestran un
aumento constante de aproximadamente 12 infecciones de Malware por cada 1000 computadoras
por mes cada an˜o hasta 1998 y de nuevo este comportamiento se presenta entre 1999 y 2001. El
salto o pico presentado en 1999 esta´ asociado al brote del virus Melissa cuya propagacio´n fue v´ıa
correo electro´nico y genero´ unas pe´rdidas de 80 millones de do´lares a empresas norteamericanas
[93]. De 2001 a 2004, el aumento anual permanecio´ igualmente constante.
Cassidy [19], propone el concepto de Crimeware, como un tipo de software que ha sido espec´ıfi-
camente disen˜ado para la ejecucio´n de delitos financieros en un entorno en l´ınea (online); en la
siguiente figura se ilustra el mapa de Crimeware a nivel mundial para la u´ltima semana de Octubre
de 2011. Vale la pena recordar que el concepto de Crimeware es importante para la presente inves-
tigacio´n, debido a que el Sistema de Informacio´n bajo observacio´n corresponde al de una compan˜´ıa
bancaria de alto reconocimiento en Colombia.
Figura 2-2.: Infeccio´n de virus por mes 2004 [16].
.
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Figura 2-3.: Mapa a nivel mundial de Crimeware [19].
La Figura 2-3 ilustra la problema´tica espec´ıfica del Crimeware, donde Colombia reporta el 0.02%
de este tipo de Malware. Security Labs [60] en un reporte de las u´ltimas 24 horas del volumen de
correo electro´nico generado el 6 de Abril de 2009 informa que el 84% de correos a nivel mundial
esta´ asociado a spam (un aumento sobre el nivel promedio 70%), es decir, que aproximadamente
8 de 10 mensajes son spam. El siguiente mapa esboza la ubicacio´n de las fuentes desde donde se
realiza el bombardeo de spam a nivel mundial (Figura 2-4), esta informacio´n fue generada el 31
de Octubre de 2011, hora 22:00 (hora esta´ndar del pac´ıfico). Se identifica a Colombia como una
fuente de constantes ataques de spam. Aunque el Spam no es propiamente un tipo de Malware, este
esta´ asociado a otros tipos de amenazas informa´ticas que generan grandes estragos; por ejemplo,
los troyanos bancarios y el Phishing. Estas dos amenazas en particular, afectan seriamente al sector
financiero; en esencia, los clientes bancarios son bombardeados con correos fraudulentos que alojan
este tipo de amenazas y que pretenden sustraer los recursos econo´micos de sus v´ıctimas.
Figura 2-4.: Fuentes de bombardeo de spam [60].
12 2 Planteamiento de la investigacio´n
Figura 2-5.: Volumen de correo electro´nico mundial en billones de mensajes [68].
McAfee [68], fabricante de Antivirus en su informe de amenazas del segundo trimestre de 2012
menciona como a pesar de los repuntes en octubre de 2011 y enero de 2012, los niveles de spam
han disminuido. El ı´ndice de spam por pa´ıs, muestra que en Colombia, Japo´n, Corea del Sur y
Venezuela presenta un aumento en volumen superior al 10%. La Figura 2-5, adema´s de indicar una
aparente disminucio´n de spam, facilita una clara proporcio´n del volumen de correo electro´nico no
deseado (spam) en billones con relacio´n al correo electro´nico leg´ıtimo.
Los sitios web son clasificados de acuerdo a su reputacio´n (buena o mala) por diferentes razones rela-
cionadas principalmente con actos il´ıcitos y malintencionados. La reputacio´n puede cubrir dominios
completos, cualquier nu´mero de subdominios, direcciones IP o URLs espec´ıficas. McAfee cataloga
los sitios de Phishing o que alojan Malware y programas potencialmente no deseados como sitios
web maliciosos. A finales de junio de 2012, el nu´mero total de URLs maliciosas supero´ los 36 millo-
nes. Esto equivale a 22,6 millones de nombres de dominios. En el analizado, se registro´ una media
de 2,7 millones de nuevas URL maliciosas al mes. En junio de 2012, estas nuevas URL estaban re-
lacionadas con casi 300.000 dominios maliciosos, lo que equivale aproximadamente a 10.000 nuevos
dominios maliciosos al d´ıa, una cifra ligeramente superior a la del trimestre anterior. La Figura 2-6
expone el comportamiento de nuevas URL con mala reputacio´n en relacio´n a los dominios asociados.
Cuando se examina la u´ltima de´cada de crecimiento deMalware reportado en el informe de McAfee,
esta parece reflejar lo argumentado por Harley et al. [47] que califica la deteccio´n de Malware como
una batalla perdida. En el segundo trimestre de 2012 se detecto´ una mayor cantidad de Malware
que los respectivos segundos trimestres de los u´ltimos cuatro an˜os. En total se detectaron 1,5 mi-
llones de muestras de Malware ma´s que el trimestre anterior (Figura 2-7).
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Figura 2-6.: Nuevas URL con mala reputacio´n [68].
Figura 2-7.: Nuevos casos de Malware a nivel mundial [68].
En la Tabla 2-1, Statistics Brain [14], expone algunas cifras de amenazas informa´ticas en compu-
tadoras durante el an˜o 2012, reportado por Microsoft Security Intelligence Report, Panda Security
y Consumer Reports.
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Tabla 2-1.: Reporte de cifras de amenazas informa´ticas 2012 [14].
Evento Cantidad Aproximada
Nu´mero de hogares en USA que experimentan
fuerte spam.
24 millones.
Nu´mero de hogares que han tenido serios pro-
blemas de Malware en los u´ltimos 2 an˜os.
16 millones.
Nu´mero de hogares que han tenido problemas
de programas espı´as en los u´ltimos 6 meses.
8 millones.
Nu´mero de hogares que perdieron dinero o pre-
sentaron cuentas afectas por phishing.
1 millo´n.
Costo estimado para hogares de USA por virus,
spyware y phishing.
4.55 billones (US).
Porcentaje de todos los hogares de USA que han
sido afectados por Malware.
40 %.
2.3. Antecedentes de la Epidemiolog´ıa Informa´tica
Es evidente como los modelos basados en ana´lisis de datos epidemiolo´gicos y de supervivencia han
mostrado su utilidad en el campo de la medicina, sociolog´ıa, psicolog´ıa, entre otros; propuestas
como las expuestas en los trabajos de Cleophas et al. [23], Gordis [42], Woodward [110] y Allison
[3], sustentan lo anterior.
Es razonable partir de un ana´lisis de equivalencias entre el concepto de la enfermedad en una po-
blacio´n humana y la enfermedad en una poblacio´n computacional. En un a´mbito biolo´gico, Garc´ıa
[38] define enfermedad como la desviacio´n del estado de la salud, reconocida en general por una
serie de signos y s´ıntomas. Lo anterior se podr´ıa interpretar como el estado consecuente de afeccio´n
de un ser vivo, caracterizado por una alteracio´n de su estado ontolo´gico de salud; ahora bien, se
tratara´ de construir este concepto de la enfermedad en un a´mbito tecnolo´gico (Figura 2-8), donde
igualmente es un proceso y el estatus consecuente de afeccio´n de un ser tecnolo´gico (computado-
ra), caracterizado por una alteracio´n de su estado ontolo´gico de salud (correcto funcionamiento
del individuo). Durante los recientes an˜os de la computacio´n se ha realizado grandes intentos de
establecer analog´ıas entre los virus biolo´gicos y su contraparte computacional; de hecho, existen
numerosos esfuerzos de investigadores en adaptar te´cnicas de epidemiolog´ıa para contrarrestar el
Malware, focalizando su estudio en la propagacio´n [52], [53] y [64].
A partir de la propuesta de Bayley [9] sobre modelos de propagacio´n epidemiolo´gica, ha sido apli-
cada la modelacio´n de enfermedades en computadoras. Kephart et al. [52] extienden un modelo
esta´ndar epidemiolo´gico insertando un gra´fico dirigido (directed graph) y emplean una combina-
cio´n de ana´lisis y simulacio´n para estudiar su comportamiento. Posteriormente, se determinan las
condiciones de mayor probabilidad de ocurrencia de las epidemias y al momento de la infeccio´n,
exploran las dina´micas del nu´mero esperado de individuos con virus en funcio´n del tiempo. Final-
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Figura 2-8.: Enfermedad en un ambiente tecnolo´gico. Fuente: elaboracio´n propia. Imagen
comprada en shutterstock.com
mente, se logra deducir un nu´mero de propiedades generales de la propagacio´n del virus basados
en modelos simples, los cuales capturan algunas caracter´ısticas esenciales de la red (Networking)
en la cual estas amenazas se propagan. Kephart et al. [53] proponen alternativas para la medicio´n
y modelacio´n de la prevalencia de virus informa´ticos y dos principales te´cnicas de ana´lisis para el
estudio de epidemias en computadoras: ana´lisis microsco´pico y ana´lisis macrosco´pico. El ana´lisis
microsco´pico esta´ planeado para diseccionar cada amenaza y encontrar una cura espec´ıfica. Este es
basado en te´cnicas que son costosas y requieren generalmente un gran esfuerzo. Por otra parte, el
ana´lisis macrosco´pico propone obtener una mayor vista general del comportamiento de la epidemia,
modelar su distribucio´n y encontrar una adecuada contramedida. Kephart [51], Pastor-Satorras et
al. [79] y Wang et al. [105] exponen la simulacio´n de modelos usados para discutir la influencia de
la topolog´ıa de red de computadores (Network Topology) en esta problema´tica.
Li-Chiou et al. [64], recopilan los estudios mencionados y sugieren un modelo a nivel corporativo
en repuesta a la propagacio´n de Malware, este modelo debe tener presente cuatro componentes:
la topolog´ıa inter-organizacional de las redes sociales, la topolog´ıa de la red de computadores, el
mecanismo de propagacio´n de los virus y el diagrama de estado del nodo de transicio´n. Algunos
de estos mecanismos se profundizara´n con mayor detalle en la etapa de construccio´n del modelo
estad´ıstico de dosificacio´n planteado en este trabajo.
En este orden de ideas, se puede resaltar la propuesta aplicada de Rishikesh [85] donde se propone
estimar el crecimiento o propagacio´n de gusanos (worms) en una red de computadores por medio
de metodolog´ıas en epidemiolog´ıa; en uno de los apartes de la aplicacio´n, se realiza la comparacio´n
directa del Malware en computadoras versus epidemias biolo´gicas, empleando una equivalencia con
epidemias en plantas. La Tabla 2-2, esboza en resumen dicha comparativa. Las Ecuaciones 2-1 y 2-2
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Tabla 2-2.: Similitudes entre epidemias en plantas y computadores [85].
Epidemia en Plantas Epidemia en Computadoras
Genes virulentos “robados” y reutilizados. Nuevos Worms reusando co´digo viejo.
Factores ambientales externos influyen en la
propagacio´n de enfermedades.
Red informa´tica externa es factor de influen-
cia en la propagacio´n de Worms en la red.
Caracterı´sticas temporales de la epidemias
en plantas.
Caracterı´sticas temporales de la epidemias
en computadoras.
y =
1
1+βerLt
(2-1)
Donde:
y = Incidencia de la enfermedad.
t = Tiempo.
rL = Tasa de infeccio´n aparente.
β =
(1− y0)
y0
y0 = Nu´mero de infectados en t = 0.
α=
eυS(t−T )
1+eυS(t−T )
(2-2)
Donde:
α = Fraccio´n de computadores
υ = Densidad de vulnerabilidad.
infectados en el tiempo t.
S = Tasa de escaneo de los virus.
T = Tiempo cuando todos los
computadores vulnerables han sido
infectados.
de la Tabla 2-2, exponen la incidencia de la enfermedad en plantas y computadoras respectivamente.
Goel et al. [40] en su investigacio´n discuten la semejanza entre la propagacio´n de pato´genos (virus y
gusanos) en redes de computadores y la proliferacio´n de pato´genos en organismos celulares (organis-
mos con material gene´tico contenido dentro de un nu´cleo de membrana encapsulada); introduciendo
varios mecanismos biolo´gicos que son utilizados en estos organismos para la proteccio´n contra ta-
les pato´genos y propone modelos de seguridad para sistemas informa´ticos inspirados en dichos
paradigmas biolo´gicos, incluyendo la gene´tica: ARN3 de interferencia (parte vital de la respuesta
inmune a los virus y otros materiales gene´ticos diferentes a los del mismo organismo), proteo´mica
(mapa de tra´fico prote´ınico) y fisiolog´ıa (sistema inmune). Estos paradigmas biolo´gicos son los que
precisamente proporcionan fundamentos para conceptualizar y construir modelos informa´ticos de
seguridad.
3A´cido Ribonucleico.
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Los acercamientos identificados frente al planteamiento de la enfermedad en el escenario de IT,
ha tenido pinceladas orientadas a la aplicacio´n de conceptos epidemiolo´gicos relacionados con la
propagacio´n dando un mayor entendimiento de la problema´tica en un Sistema de Informacio´n o red
de computadores (Networking); es as´ı como Weiguo et al. [106] plantea el comportamiento expo-
nencial del Malware en las u´ltimas de´cadas, aplicando te´cnicas estad´ısticas en escenarios modernos
como lo es la infraestructura tecnolo´gica y limitaciones de emplear los conceptos de epidemiolog´ıa
para la prevencio´n de este tipo de amenazas.
Miraglia et al. [70] en su reporte, revisan tres modelos de propagacio´n de epidemias aplicables en el
a´mbito computacional: proceso de ramificacio´n (The Branching Process), el modelos Susceptible-
Infeccio´n-Susceptible (SIS)4 y el modelo Susceptible-Infeccio´n-Recuperado (SIR)5. Los resultados
muestran que el ana´lisis macrosco´pico es apropiado para estimar el ciclo de vida de gusanos y virus
en un escenario real y el desarrollo de te´cnicas para detenerlos. Posteriormente, se discute los mo-
delos epidemiolo´gicos cla´sicos y proponen posibles extensiones de e´stos para capturar el potencial
de los modelos aplicados a un ambiente computacional. Como resultado, se expone el desarrollo de
modelos que pueden ser considerados confiables para un modelo de propagacio´n de gusanos y virus.
Wong [109] y Kumar et al. [58], presentan un resumen de los virus informa´ticos y te´cnicas defensivas
de u´ltima generacio´n, resaltando que las nuevas amenazas comu´nmente usan te´cnicas metamo´rficas
para producir virus que cambian su estructura interna con cada infeccio´n. El principal propo´sito
de dicha investigacio´n es revisar las metodolog´ıas de deteccio´n, destacando sus fortalezas y debili-
dades. Por otra parte, proponen te´cnicas de deteccio´n de Malware por medio de Modelos Ocultos
de Markov (HMM)6, donde los retos de esta te´cnica incluyen encontrar el equilibrio adecuado entre
sensibilidad y especificidad y conforme a las limitaciones de tiempo y espacio de los computadores
que realizan las tareas de deteccio´n.
Para la presente investigacio´n, es importante destacar la revisio´n de metodolog´ıas que emplean
algoritmos de aprendizaje automa´tico (Machine Learning Techniques); al respecto, varios autores
han intentado usar estas metodolog´ıas para realizar el ana´lisis heur´ıstico de virus metamo´rficos.
Las metodolog´ıas ma´s destacadas son las te´cnicas de miner´ıa de datos (Data Mining), Redes Neu-
ronales (Neural Networks) y Modelos Ocultos de Markov (Hidden Markov Models). En ese sentido,
Schultz el at. [90] y Ye et al. [111] se refieren a los me´todos de miner´ıa de datos como un primer
tipo de algoritmo de aprendizaje automa´tico; usualmente estos me´todos suelen detectar patrones en
grandes colecciones de datos (Big Data); luego, estos patrones son usados para identificar futuras
instancias en un tipo de dato similar, se marcan los ejecutables malignos (Malware) y benignos
(cualquier co´digo inofensivo) entrenando los diferentes modelos con el propo´sito de clasificar los
nuevos co´digos. Comparado con los me´todos tradicionales de deteccio´n por firmas, las te´cnicas de
miner´ıa de datos reportan un mayor nu´mero de deteccio´n; sin embargo, estos algoritmos tambie´n
presentan un alto nu´mero de falsos positivos cuando se compara con los me´todos de deteccio´n por
firmas.
4Por sus siglas en ingle´s, Susceptible Infectious Susceptible.
5Por sus siglas en ingle´s, Susceptible Infectious Removed.
6Por sus siglas en ingle´s, Hidden Markov Models.
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El segundo tipo de algoritmo explora las te´cnicas de redes neuronales, Tesauro et al. [99] imple-
mentan un sistema de deteccio´n heur´ıstico basado en redes neuronales para virus en el sector de
arranque (Boot Sector); las caracter´ısticas usadas fueron pequen˜as cadenas de bits, llamadas tri-
gramas (trigrams), los cuales aparecen frecuentemente en un sector de arranque infectado. Ellos
extrajeron alrededor de 50 caracter´ısticas sobre datos de entrenamiento, los cuales consideraban sec-
tores infectados y limpios; cada muestra en la base de datos fue representada por un vector binario
indicando la presencia o ausencia de estas caracter´ısticas. Un problema comu´n con las redes neuro-
nales es la sobreestimacio´n, la cual ocurre cuando una red neuronal es entrenada para identificar los
casos conocidos (datos de entrenamiento), pero falla al generalizar sobre datos o casos no conocidos.
Pedersen et al. [80] por medio de un enfoque interdisciplinario aplica los me´todos de ana´lisis de se-
cuencia biolo´gica y herramientas bioinforma´ticas, logrando clasificar un ente digital (posiblemente
Malware) en funcio´n de su similitud con otros entes digitales. Vert et al. [104] argumenta que por
el alto volumen y gama de Malware, las tareas de deteccio´n son una perspectiva dif´ıcil cuando se
mira desde el punto de vista de las vulnerabilidades de los programas, es decir, una batalla perdida
como lo sostienen Harley et al. [47]. Sin embargo, su propuesta se enfoca so´lo en las respuestas del
hardware basado en las variables del sistema, posibilitando la deteccio´n de una amplia variedad
de Malware desconocido (Sin firma reportada). Este me´todo se sustenta en matrices de similitud
difusas que conducen a la clasificacio´n dina´mica del Malware mediante la auto-organizacio´n de
taxonomı´as.
Expuestos los conceptos de Malware como amenaza tecnolo´gica, las te´cnicas Antivirus y las po-
sibilidades que brinda el ana´lisis estad´ıstico con un enfoque epidemiolo´gico principalmente en la
caracterizacio´n de la propagacio´n; se plantea el nu´cleo de la presente investigacio´n como un tra-
tamiento desde la epidemiolog´ıa y ana´lisis de supervivencia a la problema´tica del Malware en un
Sistema de Informacio´n y proyectar un modelo de dosificacio´n (aplicacio´n de medicamento) de es-
caneos de Antivirus que ayude a disminuir o minimizar el riesgo.
3. Comparativo: biolo´gico y
computacional
En el presente cap´ıtulo se explicara´ y justificara´ los acercamientos y analog´ıas desde la Biolog´ıa,
Epidemiolog´ıa y Ana´lisis de Supervivencia sobre una red o sistema de computadores.
Barrio et al. [10] mencionan que todos los seres vivos realizan actividades que les permiten vivir y
adaptarse al medio en el que viven; estas actividades se llaman funciones vitales y son: la nutricio´n,
la relacio´n y la reproduccio´n. Desde los organismos ma´s sencillos, formados por una ce´lula, hasta
los ma´s complejos, como el ser humano llevan a cabo la funcio´n de nutricio´n y sus objetivos son
renovar y conservar las estructuras del organismo. Obtener la energ´ıa requerida para realizar las
funciones vitales, moverse, producir calor de manera que los o´rganos funcionen y que las ce´lulas
puedan fabricar las biomole´culas que necesitan (para lo cual es preciso incorporar materia del me-
dio) son algunas razones de la funcio´n de nutricio´n. La funcio´n de relacio´n permite a los seres
vivos detectar los cambios que se producen en el medio que les rodea y responder a ellos ya sea
mediante un movimiento, un cambio en el funcionamiento o en el comportamiento. La funcio´n de
reproduccio´n permite a los seres vivos originar nuevos individuos de su misma especie. Todos los
seres vivos se reproducen, desde los organismos unicelulares ma´s sencillos (Vgr. las bacterias), hasta
el organismo pluricelular ma´s complejo (Vgr. el ser humano).
Ahora bien, desde el planteamiento del problema de este trabajo se identificaron a la computadora
y al Malware como actores protago´nicos para la investigacio´n. Es claro que estos no son seres vivos,
sin embargo, para el propo´sito del presente estudio se planteara´n algunas analog´ıas que permitan
la aplicacio´n de modelos epidemiolo´gicos en un contexto computacional.
La Tabla 3-1 ilustra las funciones vitales que pueden ser asociadas a una computadora y alMalware.
A continuacio´n se profundiza en cada uno de estos conceptos.
Tabla 3-1.: Funciones vitales en un contexto computacional. Fuente: elaboracio´n propia.
Computadora Malware
Funciones vitales Presencia Concepto Presencia Concepto
Nutricio´n Si Corriente Directa Si Co´digo ejecutable
Relacio´n Si Network Si Parasitismo
Reproduccio´n No - Si SRA
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Nutricio´n. Las computadoras requieren energ´ıa para el correcto funcionamiento de sus com-
ponentes electro´nicos. Es la corriente directa o DC1 quien permite el funcionamiento de estos
componentes (hardware) en la computadora. El Malware se alimenta de otro co´digo ejecu-
table para poder existir, por ejemplo: el co´digo del bloque de arranque (Boot Block) de un
disco duro y el co´digo binario de aplicaciones.
Relacio´n. El medio en el que se mueve el Malware es la computadora y utiliza los recursos
de su hue´sped como el disco duro y los ciclos de CPU para lograr su propo´sito; se podr´ıa
entender entonces como un tipo de relacio´n para´sita. Las computadoras se relacionan por
medio de la red o Network ; muchas de las aplicaciones o programas leg´ıtimos o ileg´ıtimos
(co´digo malicioso) de la computadora esta´n disen˜ados para operar y reaccionar frente al
relacionamiento que se presenta en la red con otros computadores o dispositivos de red.
Reproduccio´n. El crecimiento delMalware se describe por el cambio en el nu´mero de co´digo
malicioso debido a la auto-reproduccio´n automa´tica o´ SRA (este concepto fue abordado en
el aparte del marco teo´rico). Este proceso podr´ıa ser ana´logo a la reproduccio´n asexual para
organismos biolo´gicos. Las computadoras no se reproducen, sin embargo, si pueden crecer en
capacidad de procesamiento, almacenamiento, memoria entre otros.
De forma general, desde el punto de vista de las funciones vitales, el Malware reu´ne mayores carac-
ter´ısticas de un ser vivo que la misma computadora. Sin embargo, estos entes tecnolo´gicos carecen
de vida orga´nica y la aplicacio´n de te´cnicas epidemiolo´gicas conlleva a imprecisiones y supuestos
que sera´n mencionados ma´s adelante en el presente y pro´ximo cap´ıtulo.
Reven et al. [84] profundiza sobre las funciones vitales y habla de las caracter´ısticas que definen la
vida. En general, todos los organismos vivos comparten cinco caracter´ısticas ba´sicas: orden, sen-
sibilidad, crecimiento-desarrollo-reproduccio´n, reglamento y homeostasis. Todos los organismos se
componen de una o ma´s ce´lulas con estructuras altamente ordenadas, los a´tomos forman mole´cu-
las, que construyen orga´nulos celulares, que esta´n contenidos dentro de las ce´lulas; esta organizacio´n
jera´rquica continu´a en niveles ma´s altos en los organismos multicelulares. Los organismos son sen-
sibles y responden a los est´ımulos, por ejemplo, las plantas crecen hacia una fuente de luz y las
pupilas de los humanos se dilatan cuando entra en una habitacio´n oscura. Los organismos vivos son
capaces de crecer, desarrollarse y reproducirse porque poseen mole´culas hereditarias que tras-
miten a su descendencia. Todos los organismos tienen mecanismos de regulacio´n que coordinan las
funciones internas, estas funciones incluyen el suministro de nutrientes a las ce´lulas, el transporte de
sustancias a trave´s del organismo, entre otros. Finalmente, la caracteristica de homeostasis hace
referencia a que los organismos vivos mantienen relativamente constante sus condiciones internas a
diferencia de su entorno. En general, el Malware de alguna forma presenta todas las caracter´ısticas
vitales; salvo la homeostasis. En el cap´ıtulo anterior se describieron las tres subrutinas funda-
mentales del Malware: bu´squeda, auto-copiado y anti-deteccio´n. En ese sentido, en la Tabla 3-2 se
determinara´ las subrutinas que esta´n asociadas a las caracter´ısticas vitales en el co´digo delMalware.
1Por sus siglas en ingle´s, Direct Current.
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Tabla 3-2.: Caracter´ısticas de vida para el Malware. Fuente: elaboracio´n propia.
Malware
Caracterı´sticas vitales Presencia Concepto
Orden Si Co´digo del Malware
Sensibilidad Si Subrutinas de auto-copiado y anti-deteccio´n
Crecimiento, desarrollo y reproduccio´n Si Subrutina de auto-copiado
Reglamento Si Subrutinas
Homeostasis No -
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Como se ha mencionado, el Malware se propaga con versatilidad por medio de las redes de compu-
tadoras (un ejemplo cla´sico son los worms) contagiando a su paso a nuevas computadoras. Esta
situacio´n es similar a la transmisio´n de enfermedades infecciosas en biolog´ıa, donde una entidad
extranjera es propagada en un grupo definido de individuos, infectando masivamente a quien entre
en contacto. Las te´cnicas matema´ticas se han focalizado en principios epidemiolo´gicos orientados
a la transmisio´n de enfermedades en una poblacio´n viva; por otra parte, Hall [45] expone en su
investigacio´n sobre propagacio´n de worms en una red de computadoras, algunas aproximaciones de
intere´s. La Tabla 3-3 esboza de forma inicial un contraste de terminolog´ıa biolo´gica con conceptos
computacionales.
En un contexto biolo´gico, la epidemiolog´ıa se preocupa de la salud de individuos, particularmente
de organismos vivos; por otra parte, en un escenario computacional, la epidemiolog´ıa trabajar´ıa
para garantizar la normal operacio´n, disponibilidad, confidencialidad e integridad de los recursos
y dispositivos computacionales. Complementando la anterior Tabla 3-3, se puede hablar que un
grupo de computadoras forman una Red (Network); mientras desde la biolog´ıa, un conjunto de
organismos forman una poblacio´n. Una enfermedad biolo´gica afecta negativamente a la salud de
los organismos al igual que el Malware altera el funcionamiento normal de las computadoras. El
feno´meno de recurrencia se presenta en ambos escenarios. Es decir, un individuo biolo´gico o compu-
tacional puede presentar durante un tiempo determinado mu´ltiples eventos de enfermedad; siempre
y cuando no se trate de una enfermedad irreversible. Adicional a la propuesta de Hall [45], en la
presente investigacio´n se construye un comparativo de algunas analog´ıas entre el ser humano y la
computadora para establecer una l´ınea base en el entendimiento de los modelos epidemiolo´gicos y
de supervivencia aplicados a los datos de intere´s. Por otra parte, esta propuesta es u´til para futuros
trabajos en la misma direccio´n. Este comparativo se esboza en la Tabla 3-4.
La Figura 3-1 ilustra uno de los objetivos de la presente investigacio´n, al revisar los acercamien-
tos de los modelos biolo´gicos sobre sistemas computacionales; refirie´ndose puntualmente al estudio
de las amenazas para generar nuevos planteamientos a la discusio´n. Desde el estudio de los virus
biolo´gicos, la epidemiolog´ıa y los modelos estad´ısticos ha surgido el entendimiento de la propagacio´n
de enfermedades en poblaciones humanas; por consiguiente, se planteara´ co´mo estos modelos de
propagacio´n pueden ser abordados en el contexto delMalware y confirmar la validez de las analog´ıas.
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Figura 3-1.: Equivalencia entre virus biolo´gico y Malware. Fuente: elaboracio´n propia. Ima-
gen comprada en shutterstock.com
Tabla 3-3.: Comparativo de te´rminos Biolo´gicos y Computacionales [45].
Escenario Biolo´gico Escenario Computacional Explicacio´n
Poblacio´n Network Conjunto de individuos bajo estudio
Organismo Computadora Individuo dentro del conjunto de estudio
Enfermedad Malware Respuesta del individuo a la invasio´n o la influencia
de un ente extran˜o que afecta a estado normal o el
comportamiento
MTa: aire, superficies, orga-
nismos, etc.
MTa: redes, perife´ricos Me´todos o mecanismos de propagacio´n de una en-
fermedad
Ambiente: temperatura, hu-
medad, etc.
Ambiente: prevalencia de
la vulnerabilidad, defensa
reactiva, etc.
Geogra´ficas, fı´sicas, social, etc. Entorno donde la
enfermedad y el individuo conviven
Salud Normal operacio´n Condicio´n de normal estado y comportamiento para
un individuo
Dolencia Funcionamiento anormal Desviacio´n adversa del estado de salud o el com-
portamiento como resultado de la enfermedad
Sı´ntoma Anomalı´a Sen˜al o indicacio´n de una enfermedad que esta
muestra una desviacio´n adversa del estado normal
Diagno´stico Deteccio´n y caracteriza-
cio´n
Identificar o determinar las causas y naturaleza de
la enfermedad por medio de la evaluacio´n de las ca-
racterı´sticas y datos del paciente
Prono´stico Ana´lisis y prediccio´n Prediccio´n del curso futuro y del resultado de una
enfermedad
Tratamiento Respuesta Proporcionar soluciones a un individuo enfermo
con la intencio´n de devolverlo a un estado saludable
a. MT = Medio de Transporte
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Tabla 3-4.: Analog´ıa entre el cuerpo humano y la computadora. Fuente: elaboracio´n propia.
Ser humano Explicacio´n Computadora Explicacio´n
Cuerpo Sistemas, cerebro y o´rganos
vitales
Hardware CPU, Menoria RAM, disco duro, pe-
rife´ricos.
Alimento La energı´a se obtiene de los
alimentos
Fuente de poder Proporciona energı´a ele´ctrica (DC)
para el funcionamiento de los com-
ponentes electro´nicos
Cerebro Centro del sistema nervioso
y principal fuente de procesa-
miento
Microprocesador
(CPU)
Circuito integrado central encargado
de ejecutar los programas
Arterias, venas y
nervios
Transportan sangre y comuni-
cacio´n entre organos y siste-
mas del cuerpo
Cables y circui-
tos electro´nicos
Transportar datos (bits) e interconec-
tar dispositivos
Ce´lulas Elemento de menor taman˜o
que puede considerarse vivo
Bit Unidad mı´nima de informacio´n en
info´rmatica
Columna verte-
bral
Soporta el esqueleto y distri-
buye las conexiones nerviosas
Tarjeta Madre Interconecta los componentes
Piel Proteccio´n del organismo Carcasa Protege los componentes ma´s crı´ti-
cos
los 5 sentidos Mecanismos de la percepcio´n
que envian informacio´n al ce-
rebro
Dispositivos de
entrada
Son externos a la computadora y per-
miten el ingreso de informacio´n
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3.2. Diferencias entre epidemiolog´ıa biolo´gica y
computacional
La pregunta a responder es si las similitudes entre un sistema biolo´gico y computacional son tan
grandes que realmente permitan establecer analog´ıas y aplicar metodolog´ıas ampliamente explo-
radas en el escenario biolo´gico sobre un contexto computacional, ciertamente neo´fito en el campo
epidemiolo´gico.
Williamson [107], menciona que el sistema inmunolo´gico es quiza´s el ma´s obvio “te´rmino de siste-
ma” que podr´ıa ser una analog´ıa para la seguridad. Su rol es defender contra los ataques, adema´s
de curar y limpiar posteriormente al sujeto. En resumen, los ant´ıgenos (prote´ınas extran˜as) son una
sustancia ajena al cuerpo (Vgr. toxinas de las bacterias y los virus) que el sistema inmunolo´gico
reconoce como una amenaza por medio de los anticuerpos (detectores del sistema inmunolo´gico).
Los anticuerpos son altamente espec´ıficos, so´lo enlazan a un pequen˜o conjunto de ant´ıgenos; luego
de enlazarlos, una compleja serie de eventos se desarrollan dando como resultado final el exterminio
de la prote´ına extran˜a. La ma´s grande diferencia es que un sistema biolo´gico trabaja en paralelo
[107]; por ejemplo, el sistema inmunolo´gico humano, con 1010 anticuerpos es reciclado a una tasa
de 107 por d´ıa, este sistema utiliza significativas cantidades de recursos del cuerpo para lograr de-
tectar los ant´ıgenos, generar anticuerpos y neutralizar las entidades extran˜as. Estas actividades son
realizadas de forma paralela. Enfoques inspirados en la biolog´ıa, asumen gran parte de este nivel
de paralelismo en un escenario computacional y si bien se pueden implementar en computadores,
son menos eficaces; es importante mencionar que algunos de estos enfoques sera´n abordados en el
Cap´ıtulo 4. El problema del paralelismo mencionado l´ıneas atra´s se ve agravado por el criterio que
evalu´a el disen˜o exitoso de las computadoras, puesto que a diferencia de un sistema biolo´gico donde
los criterios son sobrevivir y reproducirse, un sistema computacional se evalu´a frente a un conjunto
ma´s limitado de puntos de referencia; por ejemplo, los sistemas computacionales son seriales, opti-
mizados y fra´giles. Los principios en el disen˜o de las computadoras modernas son el alto rendimiento
y el bajo costo; elementos que van en contrav´ıa a los enfoques inspirados en la biolog´ıa. Por otra
parte, el Malware se acerca ma´s a los criterios de sobrevivencia y reproduccio´n que caracterizan los
virus biolo´gicos; algunas tipolog´ıas de Malware como los troyanos, worms, keyloggers, entre otros,
presentan caracter´ısticas de alto rendimiento y bajo costos; situacio´n ana´loga en los virus biolo´gicos.
Retomando el planteamiento de la presente investigacio´n se encuentra el segundo argumento que
soporta el desarrollo de la misma, optimizar los escaneos de Antivirus, que adema´s de tratar de
reducir la incidencia de Malware sobre las computadoras de la red, tambie´n pretende reducir el
impacto que representa la ejecucio´n programada de los escaneos de los Antivirus sobre el rendi-
miento de las computadoras. Para dar soporte a este nuevo argumento es pertinente recurrir a
las pruebas de rendimiento de AV-Comparatives, conocido como un laboratorio independiente de
pruebas Antivirus.
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Figura 3-2.: Impacto en rendimiento del sistema computacional causado por aplicaciones
de Antivirus. Abril 2013 [7].
Este laboratorio pone a prueba y evalu´a trimestralmente las aplicaciones de Antivirus comerciales;
AV-Comparatives [7] en su reporte comparativo de Antivirus, enuncia algunos de los problemas
comunes en computadoras de usuario que interfieren con el adecuado desempen˜o de la aplicacio´n
de Antivirus; la de mayor intere´s es llamada firmas/optimizacio´n (fingerprinting/Optimization).
Muchas aplicaciones Antivirus usan tecnolog´ıas para reducir su impacto sobre el rendimiento del
sistema computacional. Fingerprinting es una de estas tecnolog´ıas, donde archivos ya escaneados no
son escaneados nuevamente por un tiempo o son llevados a una lista blanca; esta accio´n incrementa
la velocidad considerablemente, pero adiciona pequen˜os riesgos potenciales.
Esta metodolog´ıa busca en cierto modo caracterizar el sistema computacional con para´metros de
paralelismo bajo las condiciones limitantes de rendimiento de las computadoras. Sin embargo, se
observa una reduccio´n en el componente de deteccio´n al no revisar aquellos archivos que anterior-
mente fueron escaneados. Un ejemplo hipote´tico en el sistema biolo´gico humano, podr´ıa ser que el
sistema inmunolo´gico al no encontrar riesgos en cierta regio´n del cuerpo (Vgr. sistema respiratorio)
la deja de revisar, lo que puede representar un alto riesgo en caso de aparicio´n de un virus como la
influenza. La Figura 3-2 ilustra una prueba comparativa que midio´ el impacto de 17 aplicaciones
Antivirus sobre sistemas computacionales. Mientras menor sea el valor, el sistema tendra´ un menor
impacto, es decir, sus recursos (energ´ıa) estara´n disponibles para tareas diferentes a la deteccio´n y
desinfeccio´n de Malware.
Schneier [89] menciona que aunque las investigaciones recientes sobre proteccio´n contra el Malware
intentan imitar el enfoque biolo´gico, es importante contemplar dos razones para ser esce´ptico a di-
chos acercamientos; la primera es la escala de tiempo, puesto que los virus biolo´gicos evolucionan de
manera lenta, mutando aleatoriamente hasta convertirse en un serio problema; por consiguiente, las
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defensas biolo´gicas (anticuerpos) esta´n optimizadas para reaccionar a la velocidad del contagio. Por
el contrario, el Malware esta´ disen˜ado para ser mortal, es decir, actuar ra´pidamente. Es importante
recordar que el co´digo malicioso detra´s de un Malware esta´ disen˜ado por la inteligencia humana. La
segunda razo´n es cercana a lo mencionado previamente en el reporte te´cnico de Williamson [107]. El
sistema inmunolo´gico biolo´gico esta´ disen˜ado para proteger a las especies a expensas del individuo,
es decir, demanda del individuo grandes cantidades de energ´ıa para contrarrestar el avance del virus
biolo´gico. Esta estrategia resulta efectiva en el escenario biolo´gico, sin embargo, menos efectiva al
tratar de proteger las computadoras frente al Malware, ya que los recursos (capacidad en hardware)
esta´n orientados a tareas espec´ıficas diferentes a la deteccio´n y desinfeccio´n del Malware.
4. Comparativo: modelos de propagacio´n
y supervivencia para eventos de
Malware
La epidemiolog´ıa usa modelos matema´ticos y estad´ısticos para tratar de entender eventos pasados
que contribuyen a una enfermedad y hacer prono´sticos cuantitativos y cualitativos de esa enfer-
medad en la poblacio´n. Estos modelos, en muchos casos permiten tomar medidas para mitigar la
propagacio´n de la enfermedad. Existen mu´ltiples modelos para describir la propagacio´n de diferen-
tes enfermedades; en ese sentido Rishikesh [85] indica que estos modelos epidemiolo´gicos, suelen
estar categorizados en tres grupos: comportamentales, continuos espaciales y de red (Network).
Los modelos comportamentales dividen la poblacio´n en distintos grupos y considera la propagacio´n
de una enfermedad homoge´nea para cada conjunto; este supuesto y otros tantos, sera´n objeto de
discusio´n en el presente cap´ıtulo. Adicionalmente, este tipo de modelos son de fa´cil aplicacio´n para
poblaciones de humanos y animales. Los modelos continuos espaciales describen el habitat de una
poblacio´n como una superficie y suministra una percepcio´n cualitativa dentro de la propagacio´n
espacial de la enfermedad. Por u´ltimo, los modelos de red forman un hibrido de los dos primeros
modelos y contribuyen a establecer un mejor escenario para el estudio de las enfermedades en hu-
manos y animales; estos u´ltimos modelos, dan una percepcio´n dentro de la propagacio´n espacial
de una enfermedad en epidemias humanas, pero son considerados los ma´s complejos y costosos en
procesamiento computacional [85].
El modelamiento epidemiolo´gico en redes de computadoras surge en los albores de los virus in-
forma´ticos en 1984. Cohen [24] establecio´ los fundamentos para los virus en el escenario compu-
tacional y discutio´ mecanismos elementales del comportamiento de este tipo de amenazas. An˜os
ma´s tarde, Kephart et al. [52] propone la primera aplicacio´n de un modelo matema´tico para la
propagacio´n de Malware en una red de computadoras; este trabajo empleo´ un modelo SIS (deter-
min´ıstico y estoca´stico), simulando ensayos con transiciones susceptible - infectado - susceptible
entre grupos; con lo anterior, se establecieron las condiciones que contribu´ıan para potenciar una
epidemia viral en computadoras. Con base en estos resultados, Kephart et al. [53] aplicaron modelos
SIR para explorar la propagacio´n de Malware donde los usuarios instalaron programas Antivirus
en una computadora infectada, librando a la ma´quina del Malware y confirie´ndole inmunidad. Los
argumentos ba´sicos presentados por este trabajo continu´an soportando la mayor´ıa de modelos epi-
demiolo´gicos en computadoras. Estos modelos epidemiolo´gicos se abstraen de los individuos y los
consideran como una unidad dentro de la poblacio´n.
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Tabla 4-1.: Estados comunes para un modelo epidemiolo´gico [91].
Sigla Descripcio´n
M Inmunidad Pasiva.
S Susceptible.
E Expuesto a infeccio´n.
I Infectado.
R Recuperado.
Cada unidad so´lo puede pertenecer a un limitado nu´mero de estados en un tiempo espec´ıfico (ejem-
plo: susceptible o infectado, la Tabla 4-1 esbozan otros estados). Usualmente, estos estados le dan
el nombre al modelo macrosco´pico, por ejemplo, un modelo donde una poblacio´n Susceptible se
convierte en Infectada y luego se Recupera, es llamado un modelo SIR, mientras un modelo con
poblacio´n Susceptible la cual se convierte en Infectada y luego regresa al estado de Susceptible es
llamado SIS.
Tanto para el modelo de dosificacio´n planteado en este trabajo como para los modelos cla´sicos
de propagacio´n epidemiolo´gica, el principal acercamiento sobre la contencio´n esta´ relacionada con
el nu´mero reproductivo ba´sico (R0), el cual indica el nu´mero esperado de nuevas infecciones, es
decir, la contagiosidad que determina el potencial de la propagacio´n de un agente infeccioso. Berger
et al. [11] define un umbral o valor de borde de R0 que determina si la epidemia generara´ brote
o sucumbe. Segu´n Keeling et al. [50], R0 se define como la capacidad del agente infeccioso para
extenderse entre la poblacio´n y se puede valorar a partir del nu´mero medio de individuos a los que
un infectado transmite la infeccio´n en una poblacio´n totalmente susceptible. Para R0 > 1 se da
una condicio´n necesaria para el brote de una infeccio´n. El umbral de la epidemia se cumple cuando
R0 = 0, ya que por debajo de este valor, no es posible que un infectado propague una infeccio´n
hasta convertirse en una epidemia. No obstante, superar este umbral puede no ser suficiente si
se contempla la posibilidad de que un individuo infectado no de´ lugar a un brote epide´mico por
causas aleatorias. Lo anterior hace referencia a la extincio´n estoca´stica de la epidemia y bajo ciertas
hipo´tesis que se mencionara´n en el siguiente aparte, su probabilidad es proporcional a 1/R0.
4.1. Modelos cla´sicos de propagacio´n
Como se menciono´ en el cap´ıtulo anterior, una de las principales te´cnicas de ana´lisis para el estu-
dio de epidemias en computadoras es la macrosco´pica que propone obtener una vista general del
comportamiento de la epidemia, modelar su distribucio´n y encontrar una adecuada contramedida.
Easley et al. [32] sostienen que las propiedades del Malware y la estructura de red (Network) de la
poblacio´n afectada son importantes aspectos del ana´lisis macrosco´pico. Esta u´ltima se denomina
red de contacto (Contact Network) y es la principal caracter´ıstica de los modelos de ana´lisis ma-
crosco´picos. Cada individuo en la red de contacto tiene una amplia conexio´n con otros individuos,
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esto describe la relacio´n entre un individuo infectado y un individuo susceptible a la infeccio´n. A
continuacio´n se mencionan los aspectos ma´s relevantes de los modelos cla´sicos de propagacio´n en
el escenario del Malware, con base en la revisio´n presentada por [70], [91], [32] y [45].
4.1.1. Proceso de Ramificacio´n (Branching Process)
Es el ma´s simple modelo propuesto para describir una “Contact Network”, esta´ basado en diferentes
e importantes supuestos:
Los individuos en el modelo deben ser unisexuales.
Cualquier individuo puede infectar a otro individuo.
El nu´mero de individuos infectados sigue una distribucio´n de probabilidad.
Estos tres supuestos son necesarios debido a que el modelo esta´ basado en procesos relacionados
con el modelo de Markov. Existen otros supuestos como:
Cada individuo es considerado solo una vez. Esto significa, que luego de tener el contacto,
los individuos son completamente descartados en las iteraciones sucesivas del modelo. Por
ejemplo, un grupo de individuos entran a la poblacio´n, tienen contacto con otros individuos
y luego salen de la poblacio´n.
El nu´mero de individuos es infinito.
Cualquier individuo puede infectar a otro individuo.
La probabilidad de infeccio´n en este modelo permanece constante durante todas las iteracio-
nes del modelo en si.
Basado en estos supuestos, el modelo podr´ıa ser un poco irrealista, pero este es u´til para describir
caracter´ısticas espec´ıficas de las epidemias.
El modelo considera que cada individuo tiene un contacto con k nuevos y diferentes individuos,
con k ≥ 1 . Para cada contacto existe una probabilidad p que un individuo infectado transmita la
enfermedad al nuevo individuo. Basado en esto, se obtiene el nu´mero reproductivo ba´sico como:
R0 = pk (4-1)
El proceso de infeccio´n se divide en diferentes etapas llamadas ondas:
Primera onda: el primer individuo infectado entra a la poblacio´n y tiene contacto con k nuevos
individuos susceptibles, este infectara´ a cada individuo con una probabilidad p. La primera onda
esta definida como n = 1. La Figura 4-1 muestra un escenario con k = 2.
Segunda onda: cada individuo en la primera onda consigue un contacto con otros k nuevos indi-
viduos diferentes. Esta segunda onda es, por consiguiente compuesta de k2 nuevos individuos. La
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Figura 4-1.: Primera onda con k = 2 y probabilidad p. Fuente: elaboracio´n propia.
segunda onda es identificada como n = 2.
Para cada nodo infectado en la primera onda es posible conseguir nuevos nodos infectados en la
siguiente onda basados en:
La probabilidad de transmisio´n de la enfermedad, p.
El nu´mero de contactos, k2.
El nu´mero de individuos infectados en la onda previa (matema´ticamente establecido por el
nu´mero de nodos infectados en la onda n− 1).
La probabilidad de infeccio´n en este modelo permanece constante durante todas las iteracio-
nes del modelo en si.
La Figura 4-2 esboza un escenario con k = 2; cada onda es definida con el nivel n. El origen es
caracterizado por un elemento (el individuo infectado que entra a la poblacio´n) k0 = 1. La primera
onda (n = 1) esta compuesta de 2 nodos (individuos) que logran un contacto con 4 diferentes
individuos (nodos) en la segunda onda (n = 2).
Al mencionar una formula de infeccio´n, lo ma´s importante de la funcio´n es determinar si en el
nivel n la epidemia continu´a en progreso; esto significa, si la epidemia ha sido detenida (muerta)
o no. Sea yn el nu´mero esperado de infecciones de individuos en la onda n-e´sima y sea yn − 1 el
nu´mero esperado de infecciones de individuos en la onda (n − 1)-e´sima. Se afirma que si un nodo
es infectado en la primera onda (n = 1), este tuvo un contacto adecuado con el origen, es decir,
este contacto fue satisfactorio y se logro´ la transmisio´n de la enfermedad. Para que un nodo sea
infectado en la segunda onda, este tiene que ser infectado por medio de un adecuado contacto con
un nodo en la primera onda. Esto significa que:
yn = yn−1 × pk (4-2)
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Figura 4-2.: Primera y segunda onda con k = 2 y probabilidad p. Fuente: elaboracio´n
propia.
Esto significa que el nu´mero esperado de individuos infectados en el nivel n depende de nu´mero
de individuos infectados en el nivel n − 1. Entonces, el nu´mero de nuevos individuos infectados
depende de los siguientes aspectos, los cuales se asemejan a propiedades Marvokianas:
La probabilidad de la infeccio´n es transmitida por cada nodo infectado en la onda previa.
El nu´mero de contactos que tienen cada nodo infectado en la onda previa.
Basados en la Ecuacio´n 4-1, finalmente se obtiene:
yn = yn−1 ×R0 (4-3)
Basados en los supuestos establecidos y en la estructura del proceso de ramificacio´n, es posible
identificar un punto cr´ıtico o umbral llamado knife-edge. Analizando lo que ocurre si el modelo se
ejecuta un nu´mero infinito de veces:
Lim
n→∞
y × pk (4-4)
Es posible obtener:
R0 < 1: en este caso, el nu´mero esperado de nuevos nodos infectados es menor que 1. Sin embargo,
aunque es posible que la transmisio´n de la enfermedad tenga lugar; es probable que no se transmita
satisfactoriamente y en algu´n punto del a´rbol una onda estara´ libre de infeccio´n. Esto significa que
la epidemia sucumbe.
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R0 > 1: en este caso, cada nodo infectado esta´ en capacidad de producir un alto nu´mero esperado
de nuevos casos que es mayor a uno. Esto significa que cada onda en el a´rbol presentara´ una alta
probabilidad de nodos infectados continuamente. Es decir, que la epidemia generara´ brote.
La condicio´n R0 = 1 define el umbral de la epidemia dado que por debajo de este valor, es poco
probable que un infectado propague la enfermedad de forma que e´sta progrese y se convierta en
epidemia.
4.1.2. Modelos SIR (Susceptible Infectious Removed)
Este modelo describe la red de contacto por medio de gra´ficas dirigidas o no dirigidas. Con relacio´n
a los a´rboles presentados en el modelo de proceso de ramificacio´n, la gra´fica es ma´s general, es
decir, es ma´s simple pensar en una topolog´ıa de contactos que identifica las posibilidades de un
individuo de entrar en contacto varias veces con otros individuos. De igual forma, para este modelo
es necesario establecer algunos supuestos:
El nu´mero de individuos es finito y puede ser definido por la variable N .
Pueden entrar varios nodos infectados a la poblacio´n en el tiempo t0.
La duracio´n de la infeccio´n (tI) hace referencia al tiempo que permanece un individuo in-
fectado. Cuando este tiempo ha transcurrido, el individuo se considera recuperado, es decir,
que el nodo no puede infectar a otro individuo.
La probabilidad p permanece constante durante todos los pasos y hace alusio´n a la probabi-
lidad de que un nodo infectado infecte a un nodo susceptible.
Los individuos pueden presentar solamente tres diferentes estados: infectado, susceptible o
recuperado.
Estado Susceptible (S): el individuo no esta´ infectado. Este puede ser infectado por el contacto
con individuos infectados.
Estado de Infeccio´n (I ): el individuo esta´ infectado. La infeccio´n esta activa, es decir, puede ser
transmitida con una probabilidad p a los individuos cercanos.
Estado Recuperado (R): el individuo no tiene ma´s la enfermedad, es decir, no puede ser infectado
o infectar a los dema´s. Esto puede darse en dos escenarios:
Luego de ser curado, el nodo es inmune.
El nodo muere.
Las transiciones permitidas en este modelo son de S a I y de I a R, como lo ilustra la Figura 4-3.
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Figura 4-3.: Diagrama modelo SIR. Fuente: elaboracio´n propia.
Figura 4-4.: Ejemplo gra´fico modelo SIR . Fuente: elaboracio´n propia.
La Figura 4-4 ilustra un ejemplo de gra´fico SIR. Los nodos de color rojo han sido infectados, los
azules son susceptibles a la infeccio´n y los blancos se han recuperado de la enfermedad.
Definidos los conceptos y supuestos, es posible entender los pasos del modelo. Como se comento´ an-
teriormente, en el tiempo t0 uno o ma´s individuos infectados entran a la poblacio´n. En cada paso
los individuos susceptibles entran en contacto y pueden ser infectados con una probabilidad p. To-
dos los individuos infectados permanecera´n en esa condicio´n durante tI pasos y posteriormente se
recuperan. Por ejemplo, considere un tL=3. La Figura 4-5 ilustra cuando un individuo entra a la
poblacio´n (t0) y los dema´s nodos tienen un estado susceptible. En los tiempos t1 y t2 ma´s de un
nodo ha sido infectado. En t3 el nodo que inicio´ la infeccio´n ha sido sanado (recuperado) con un
tI=3 que son el nu´mero de pasos transcurridos. De la anterior forma, el gra´fico llega a un estado
final de la epidemia donde no hay nodos infectados.
Para lograr calcular el nu´mero reproductivo ba´sico y el punto cr´ıtico es necesario identificar la
funcio´n del proceso de infeccio´n. A diferencia del proceso de ramificacio´n, es necesario presentar
dos hechos:
Se deben considerar los tres diferentes tipos de individuos.
El nu´mero de individuos de cada tipo cambian durante las iteraciones del modelo.
Por estas razones se tiene:
1) Individuos Susceptibles. El nu´mero total de individuos susceptibles en cada paso es representado
por la funcio´n S(t). En este modelo esto representa tambie´n la posible infeccio´n de cada nodo,
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Figura 4-5.: Ejemplo del proceso de infeccio´n modelo SIR. Fuente: elaboracio´n propia.
suponiendo que todos los individuos tienen un contacto adecuado con el resto de la poblacio´n.
2) Individuos Infectados. El nu´mero total de individuos infectados en cada paso es representado
por la funcio´n I(t).
3) Individuos Recuperados. Finalmente se puede representar el nu´mero total de individuos recupe-
rados en cada paso por medio de la funcio´n R(t).
Puesto que se tiene un nu´mero finito de nodos,
S(t) + I(t) +R(t) = N (4-5)
Donde N es el nu´mero total de individuos. Considerando el caso donde la poblacio´n no cambia,
intuitivamente es posible identificar que R0 depende de:
Los actuales nodos con estado S(t). Esto esta´ completamente relacionado a la posibilidad de
que cada nodo produzca descendencia.
La probabilidad p (denotada como β) de que un nodo infectado transmita la enfermedad a
un nodo susceptible.
La tasa de recuperacio´n de un nodo infectado (que suele considerarse como el inverso del
tiempo de la infeccio´n) 1/tI = γ. Esta identifica el hecho de que el individuo no estara´ en
capacidad de infectar a otro individuo.
La definicio´n de estas funciones establece la velocidad de trasferencia de los individuos entre los
estados. Como se menciono´ en los supuestos de este modelo, un individuo susceptible tiene una
probabilidad fija de contraer la enfermedad de cualquier otro sujeto infectado. El incremento de in-
dividuos infectados sera´ una tasa proporcional al nu´mero de infectados y susceptibles, es decir, βSI
con β > 0 y constante. Los individuos susceptibles decrecera´n con la misma tasa. Este supuesto se
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basa en la Ley de Accio´n de Masas que indica que la tasa de una reaccio´n qu´ımica es proporcional
al producto de sus masas. La tasa de recuperacio´n de los individuos infectados sera´ proporcional
al nu´mero de infectados, es decir, γI con γ > 0 y constante.
Tambie´n es importante considerar el supuesto de que todos los tipos de individuos (con los posibles
estados) esta´n mezclados homoge´neamente, esto significa, que cualquier par de individuos tiene la
misma probabilidad de entrar en contacto uno con otro. Este modelo fue inicialmente propuesto por
Kermack et al. [54],[55]. El siguiente sistema de ecuaciones diferenciales proporcionan las dina´micas
en el comportamiento entre los posibles estados de los individuos en este modelo deterministico.
dS
dt
= −βSI (4-6)
dI
dt
= βSI − γI (4-7)
dR
dt
= γR (4-8)
El umbral del brote de la epidemia, dependera´ de dI
dt
, donde dI
dt
> 0, el nu´mero de infectados au-
mentara´ y si dI
dt
< 0 disminuira´. Analizando el inicio de la enfermedas se tendr´ıa:
[
dI
dt
]
t=0
= I0(βS0 − γ) es mayor o igual a cero, si S0 >
γ
β
o´ S0 <
γ
β
, respectivamente. Es decir,
dependera´ de la probabilidad de infeccio´n y de la tasa de recuperacio´n de los individuos infectados.
Entonces, dS
dt
≤ 0, S ≤ S0 luego si S0 <
γ
β
, dI
dt
≤ 0 ∀t ≥ 0 en cuyo caso la enfermedad termina
(muere) conforme t→∞. Por otra parte, si S0 >
γ
β
, entonces I(t) incrementa inicialmente. Segu´n
Murray [73], una enfermedad tendra´ un comportamiento epide´mico si I(t) > I(0) para algu´n t > 0.
Encontrada la funcion del proceso de infeccio´n, la Ecuacio´n 4-9 determina el nu´mero reproductivo
ba´sico, y de forma general en la Ecuacio´n 4-10.
R0 =
βs0
γ
(4-9)
R0 = p× S(t)× tI (4-10)
En el cap´ıtulo 7 se emplea el modelo SIR para ondas epide´micas sobre los datos de computadoras
infectadas en un Sistema de Informacio´n Bancario.
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4.1.3. Modelos SIS (Susceptible Infectious Susceptible)
Al igual que el modelo SIR, este modelo describe la red de contacto por medio de gra´ficas dirigidas
o no dirigidas. La diferencia principal radica en el hecho de que cada nodo puede ser infectado en
mu´ltiples ocasiones. Los siguientes son los supuestos que comparte con el modelo SIR:
El nu´mero de individuos es finito y puede ser definido por la variable N .
Pueden entrar varios nodos infectados a la poblacio´n en el tiempo t0.
La probabilidad p (denotada como β) permanece constante durante todos los pasos y hace
referencia a la probabilidad de que un nodo infectado infecte a un nodo susceptible.
De forma diferente al modelo SIR:
La duracio´n de la infeccio´n, tL es el tiempo que permanece un individuo infectado. Cuando
este tiempo ha transcurrido, el individuo se encuentra en estado susceptible. Tambie´n se
puede hablar de una tasa de recuperacio´n 1/tL = γ.
Los individuos pueden estar bajo dos posibles estados: infectado o susceptible.
Los estados puedes ser descritos como:
Estado Susceptible (S): el individuo no esta´ infectado. Este puede ser infectado por el contacto
con individuos infectados.
Estado de Infeccio´n (I ): el individuo esta´ infectado. La infeccio´n esta activa, es decir, puede ser
transmitida con una probabilidad p a los individuos cercanos.
En este modelo, el individuo puede recuperarse de este estado y regresar nuevamente al estado de
susceptible. Las transiciones permitidas en este modelo son de S a I y de I a S, como lo ilustra la
Figura 4-6.
Figura 4-6.: Diagrama modelo SIS. Fuente: elaboracio´n propia.
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Figura 4-7.: Ejemplo del prorceso de infeccio´n modelo SIS. Fuente: elaboracio´n propia.
Definidos los conceptos y supuestos, es posible entender los pasos del modelo. Como se comento´ an-
teriormente, en el tiempo t0 uno o ma´s individuos infectados entran a la poblacio´n. En cada paso
los individuos susceptibles entran en contacto y pueden ser infectados con una probabilidad p.
Todos los individuos infectados permanecera´n en esa condicio´n durante tI pasos y posteriormente
se recuperan para pasar nuevamente a un estado de susceptibilidad de infeccio´n. Por ejemplo, la
Figura 4-7 ilustra el despliegue de una red de contacto con tres nodos (individuos). Un individuo
infectado entra a la poblacio´n en t0. Note que en tI = 3, el nodo inicial infectado se ha recuperado
luego de infectar a otros nodos en t1 y t2. Por consiguiente, a partir de t4 este nodo puede presentar
infeccio´n nuevamente. Finalmente la infeccio´n muere en t5.
Para lograr calcular el nu´mero reproductivo ba´sico y el punto cr´ıtico es necesario identificar la
funcio´n del proceso de infeccio´n. Es necesario presentar dos hechos:
Se deben considerar los dos diferentes tipos de individuos.
El nu´mero de individuos de cada tipo cambian durante las iteraciones del modelo.
Por estas razones se tiene:
1) Individuos Susceptibles. El nu´mero total de individuos susceptibles en cada paso es representado
por la funcio´n S(t).
2) Individuos Infectados. El nu´mero total de individuos infectados en cada paso es representado
por la funcio´n I(t).
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En virtud a que se tiene un nu´mero finito de nodos, se plantea la versio´n ma´s sencilla del modelo
SIS, Donde N es el nu´mero total de individuos.
S(t) + I(t) = N (4-11)
El siguiente sistema de ecuaciones diferenciales proporcionan la evolucio´n temporal del nu´mero de
individuos susceptibles infectados en una poblacio´n.
dS
dt
= −kβSI + γI (4-12)
dI
dt
= kβSI − γI (4-13)
Siendo k el nu´mero medio de contactos por individuo y por unidad de tiempo (tasa de contacto), es
decir, el promedio del nu´mero de contactos para cada individuo. β la probabilidad de que se transmi-
ta la infeccio´n en un contacto entre un individuo infectado y otro susceptible. Nuevamente γ = 1/tI
es la tasa de recuperacio´n de la enfermedad, que suele considerarse como el inverso del tiempo de la
infeccio´n. Esta identifica el hecho de que el individuo no estara´ en capacidad de infectar a otro nodo.
Mediante un ana´lisis similar al expuesto en el modelo SIR para establecer el brote de epidemia, es
posible identificar el nu´mero ba´sico reproductivo basado en la tasa de infeccio´n p = β o probabilidad
de que se transmita la infeccio´n y la tasa de recuperacio´n γ = 1/tI .
R0 = p× tI × k (4-14)
Adema´s, el umbral se define cuando R0 < 1, es decir,
R0 × k =
1
tI
(4-15)
En este punto, se puede conseguir que la epidemia no genere brote si la tasa de recuperacio´n es
mayor que la probabilidad de infeccio´n por la tasa de contacto.
4.1.4. Consideraciones de los modelos de propagacio´n bajo el caso de
estudio
Luego de establecer las bases teo´ricas y supuestos de los modelos cla´sicos de propagacio´n, se iden-
tifican algunos elementos que distan de la realidad de los datos estudiados en el presente trabajo.
Aunque el detalle del tipo y la naturaleza de las variables, la manera de adquisicio´n de la informa-
cio´n y la deficinio´n del tiempo de observacio´n sobre las computadoras se abordara´n en el Cap´ıtulo
5, a continuacio´n se listan las caracter´ısticas y situaciones donde se presentan algunas controversias
con los modelos de propagacio´n cla´sicos.
Para los modelos de propagacio´n mencionados, la probabilidad de infeccio´n permanece constante
durante todas las iteraciones del modelo. Uno de los objetivos del modelo de dosificacio´n de esca-
neos que se propone en el Cap´ıtulo 7 es precisamente estimar la probabilidad de infeccio´n con base
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en las variables explicativas que acompan˜an a las computadoras, es decir, se parte del hecho de que
la probabilidad de infeccio´n no es constante y no so´lo se da por el contacto con otros individuos de
la misma especie sino tambie´n por el cruce entre “especies”. Un ejemplo de lo anterior, es cuando
una computadora es infectada por la insercio´n de un dispositivo USB1 que esta´ infectado; es claro
que este dispositivo puede considerarse como una “especie” diferente a la computadora.
Modelo de proceso de ramificacio´n:
El nu´mero de individuos en la poblacio´n es infinito. Aunque este supuesto es dif´ıcilmente
alcanzable; no obstante, el nu´mero de individuos estudiados en el presente trabajo se pue-
de considerar grande. Durante un per´ıodo de once semanas se estudio´ un nu´mero de 8476
individuos que en este caso son computadoras.
Cada individuo es considerado so´lo una vez. Esto significa, que luego de tener el contacto, los
individuos son completamente descartados en las iteraciones sucesivas del modelo. En el caso
investigado este supuesto no se cumple debido a que cada computadora presenta mu´ltiples
contactos con otros computadoras en la misma red, es decir, durante estos contactos cada
individuo puede experimentar de forma reiterada los estados de susceptibilidad e infeccio´n
frente al Malware.
Un solo individuo infectado entra a la poblacio´n. Por tratarse de una poblacio´n de grandes
dimensiones, se presenta un alto nu´mero de individuos infectados en t0. Esta situacio´n se
presenta por la naturaleza del Malware estudiado en el Cap´ıtulo 1.
Modelo SIR y SIS:
El nu´mero de individuos es constante. Este supuesto exige que no entre un nuevo individuo
o que la tasa de nuevos individuos sea exactamente igual a la tasa de individuos que mueren.
Durante las once semanas estudiadas el nu´mero de computadoras cambia debido a nuevos
individuos que entran a la poblacio´n o individuos que desaparecen de e´sta. Sin embargo, en
ningu´n tiempo t dichas tasas son iguales.
Cualquier par de individuos tiene la misma probabilidad de entrar en contacto uno con otro
(mezcla homoge´nea). En el escenario estudiado, este supuesto no se cumple completamente
debido a que existen tres categor´ıas de individuos que condicionan el contacto a causa de su
naturaleza: Desktop (llamados CPU), Laptop (llamados Porta´tiles) y servidores distribuidos
(servidores); por ejemplo, la red de los servidores es diferente a la red de un grupo particular
de Porta´tiles.
Para el Modelo SIR, cuando un individuo pasa al estado recuperado sale de la poblacio´n
porque ya es inmune a la enfermedad o por causa de muerte. En el contexto estudiado, es
importante retomar una de las principales caracter´ısticas del Malware que se asemeja al com-
portamiento de algunos virus biolo´gicos que logran mutar (cambiar su estructura y genoma)
para sobrevivir; en el escenario tecnolo´gico investigado, el Malware muta (redefine su co´digo)
1Por sus siglas en ingle´s, Universal Serial Bus.
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y cambia su Fingerprint en cada nuevo contacto con las computadoras susceptibles a la infec-
cio´n, es decir, no se esta´ refiriendo a un u´nico ente infeccioso sino de miles; de esta forma una
computadora en estado recuperado, podr´ıa infectarse nuevamente con una nueva infeccio´n
o el mismo Malware bajo un Fingerprint diferente. Por otra parte, un evento de censura
(que se planteara´ en los modelos de regresio´n de Cox y recurrentes) podr´ıa considerarse ma´s
adecuado que referirse a la muerte, ya que los eventos de intere´s son de tipo no absorbente.
4.2. Modelos de Supervivencia
Los modelos de supervivencia han sido ampliamente estudiados, siendo los to´picos relacionados a
la salud uno de los focos principales de aplicacio´n, especialmente en a´reas relativas a enfermedades
cro´nicas, de alta letalidad y propagacio´n.
Establecidos los limitantes teo´ricos de los modelos cla´sicos de propagacio´n para el caso de estudio,
se presentan algunos modelos de supervivencia que pueden establecer criterios de dosificacio´n de
escaneos de Antivirus. La principal diferencia con los modelos de propagacio´n es la inclusio´n de
covariables (variables explicativas) asociadas a las realidades de los individuos (computadoras) para
estimar una probabilidad p de infeccio´n. Adema´s, se enfoca en el estudio del individuo (computado-
ra) en lugar de la infeccio´n (Malware). Lo anterior, indica que dicha probabilidad no permanece
constante ni es necesariamente la misma para cada computadora y es posible plantear un modelo
de dosificacio´n de escaneos de Antivirus segu´n la definicio´n de grupos, variables explicactivas y las
estimaciones de un modelo estad´ıstico.
4.2.1. Riesgos Proporcionales de Cox
Este modelo fue propuesto inicialmente por Cox en 1972 [30] y ha sido principalmente utilizado en
aplicaciones asociadas al campo de la Bioestad´ıstica y en estudios de confiabilidad y supervivencia.
En el contexto de confiabilidad, el tiempo de supervivencia se interpreta como el tiempo transcurri-
do hasta el fallo en un determinado dispositivo; para el caso de estudio, el fallo estar´ıa relacionado
a la infeccio´n por Malware, es decir, el tiempo transcurrido hasta la infeccio´n en una determinada
computadora. El objetivo es evaluar este tiempo en te´rminos de las caracter´ısticas particulares de
cada computadora, o en otras palabras, en te´rminos de las variables explicativas.
La funcio´n tasa de riesgo del tiempo de fallo de un sistema con vector de covariables X =
(X1, ..., XP )
T esta´ expresado por la Ecuacio´n 4-16.
λ(t;X) = λ0(t)ψ(β
TX) (4-16)
Donde:
T = la variable aleatoria que representa el tiempo hasta el fallo (infeccio´n).
X = (X1, ..., XP )
T un vector p-dimensional de variables explicativas que describe un sistema en
te´rminos de factores exo´genos y caracter´ısticas endo´genas.
λ0(t) = es una funcio´n positiva de riesgo no especificado. Es la funcio´n de riesgo base o tambie´n
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llamada hazard baseline) y se refiere al riesgo cuando no se tiene ninguna variable explicativa.
βT = (β1, ..., βp) es un vector de para´metros p-dimensional.
ψ(.) = es una funcio´n conocida, que generalmente es la exponencial.
En detalle, λ0(t) representa el riesgo de un sistema con vector de covariables igual a cero (0), con
la condicio´n de que ψ(.) = 1; este modelo no posee supuestos sobre la distribucio´n del tiempo de
fallo o evento de intere´s de la poblacio´n base. Debido a que se trata de un modelo semi-parame´trico
ya que asume una forma parame´trica para el efecto de las variables explicativas sobre el riesgo, un
modelo comu´n para ψ(βTX) es el indicado en la Ecuacio´n 4-17.
ψ(βTX) = e(β
TX) = e
p∑
j=1
βjXj
(4-17)
Bajo este escenario, la Ecuacio´n 4-18 se conoce como modelo de Riesgos Proporcionales de Cox
[30].
λ(t;X) = λ0(t)e
p∑
j=1
βjXj
(4-18)
Con base en los estados comunes para un modelo epidemiolo´gico descrito en la Tabla 4-1, la Figura
4-8 ilustra el modelo macrosco´pico con la o´ptica del modelo de Riesgos Proporcionales de Cox;
donde una poblacio´n Susceptible se convierte en Infectada en un tiempo ti. Este modelo podr´ıa
ser llamado SI que para el caso de estudio hace referencia a una poblacio´n de computadoras cuyo
evento de intere´s ser´ıa completamente absorbente y determinado por la infeccio´n del Malware.
En el modelo de Riesgos Proporcionales de Cox a diferencia de los modelos SIR y SIS, el evento
de intere´s es de naturaleza absorbente; es decir, no es posible un estado posterior al de la infeccio´n
para los individuos de la poblacio´n bajo estudio. En este caso, el individuo o computadora no se
recuperar´ıa y por consiguiente no regresar´ıa a un estado susceptible ante una nueva infeccio´n; estos
supuestos, no se cumplen en un escenario real como fue mencionado en el planteamiento de la
investigacio´n del Cap´ıtulo 2. Una computadora luego de pasar por un proceso de desinfeccio´n por
parte del Antivirus, podr´ıa ser inmunes al Malware que la ataco´ inicialmente y sera´ susceptible a
nuevas amenazas informa´ticas.
Figura 4-8.: Estados del modelo epidemiolo´gico para el modelo de Riesgos Proporcionales
de Cox. Fuente: elaboracio´n propia.
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Figura 4-9.: Ejemplo de estados del modelo de Riesgos Proporcionales de Cox. Fuente:
elaboracio´n propia.
La Figura 4-9 muestra para cuatro computadoras la transicio´n de un estado de Susceptibilidad a
Infeccio´n en un tiempo de estudio t4. En t0, todas las computadoras esta´n en un estado inicial
de susceptibilidad y W representa en semanas el tiempo de la primera infeccio´n por Malware. La
computadora A presenta el evento de intere´s en t1 y la computadora B en t3. Por otra parte, la
computadora C no presenta el evento de infeccio´n por Malware durante el per´ıodo de observacio´n,
este tipo de individuos son conocidos como censurados [33]. Finalmente, la computadora D presenta
Malware en t2. No´tese que despue´s de presentado el evento de intere´s, no se registra informacio´n
adicional sobre las computadoras; es decir, para el modelo de Riesgos Proporcionales de Cox la
infeccio´n por Malware se considera un evento absorbente.
4.2.2. Eventos recurrentes
Como se menciono´ en el modelo de Riesgos Proporcionales de Cox, una limitante para el caso de
estudio, es que este modelo no incluye los casos donde el individuo presenta ma´s de un evento;
es decir, eventos recurrentes. A pesar de que el principal foco de los modelos de supervivencia ha
sido los eventos completamente absorbentes (muerte), interesantes modelos para el manejo de da-
tos recurrentes han sido propuestos e implementados en paquetes estad´ısticos en los u´ltimos an˜os.
Existen varias estrategias de modelamiento de eventos recurrentes, algunas basadas en procesos
puntuales (point processes), procesos de intensidad (intensity processes), modelos semimarkovianos
de cambio de estado, modelos de vulnerabilidad compartidos, modelos no parame´tricos y finalmente
para el caso donde los individuos poseen caracter´ısticas de unidades reparables.
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Figura 4-10.: Estados en una situacio´n de recurrencia. Fuente: elaboracio´n propia.
Figura 4-11.: Evento recurrente de Malware en computadoras. Fuente: elaboracio´n propia.
La Figura 4-10 ilustra como un individuo puede presentar el evento de intere´s de forma recurren-
te, para el caso de estudio este evento se define como la infeccio´n por Malware que presenta una
computadora durante cada semana de observacio´n. Similar al modelo de propagacio´n SIS, el indivi-
duo puede pasar de un estado a otro o permanecer en un mismo estado. La Figura 4-11 muestra la
variacio´n entre los estados de Susceptibilidad e Infeccio´n para tres computadoras hasta un tiempo
de estudio t4. En t0 todas las computadoras esta´n en un estado inicial de susceptibilidad y W re-
presenta el nu´mero de semanas que la computadora estuvo en estado de infeccio´n. La computadora
A presenta Malware en t1 y t3, la computadora B presenta Malware durante todo el tiempo de
estudio y finalmente la computadora C presenta Malware so´lo en t2.
1) Modelos basados en Procesos Puntuales.
Nelson [76] y Meeker et al. [69] desarrollan ampliamente modelos basados en procesos puntuales,
estos modelos esta´n basados en la funcio´n acumulada media o MCF2; donde el tiempo de recurren-
cia puede no ser estad´ısticamente independiente, la MCF en simples palabras es igual al promedio
de eventos hasta el tiempo t. En la pra´ctica, estos procesos se han aplicado con e´xito en al menos
dos escenarios: el primero asociado a la industria, donde el evento de intere´s se produce cuando
una unidad (componente f´ısico) se rompe, se repara y posteriormente retorna a servicio; el segundo
2Por sus siglas en ingle´s, Mean Cumulative Function.
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asociado a tratamientos de enfermedades a largo plazo, tales como la ocurrencia de tumores en
pacientes que reciben tratamiento para el ca´ncer de vejiga [87]. Este u´ltimo caso, se aproxima con
mayor exactitud a los eventos de infeccio´n por Malware en una computadora, teniendo presente
las consideraciones expuestas en el Cap´ıtulo 3. Algunos ejemplos de modelos basados en procesos
puntuales son: Proceso de Poisson, Proceso de Poisson No-Homoge´neo, Procesos de Renovacio´n,
entre otros.
La MCF normalmente es utilizada para:
Evaluar si la tasa de eventos de intere´s aumenta o disminuye en el tiempo. Un ejemplo de
esto, ser´ıa evaluar si las reparaciones sobre cierta unidad aumentan o disminuyen de acuerdo
al tiempo de operacio´n de la misma. Para el caso de estudio, se podr´ıa determinar si la
variable Edad Computadora (esta variable se define en el Ca´pitulo 5) incide sobre el riesgo
de infeccio´n (ver Figura 7-6).
Estimar el promedio de eventos por individuo, esto se puede contrastar con la garant´ıa de
vida de una unidad industrial.
Comparar dos o ma´s grupos de individuos agrupados por diferentes variables.
Predecir futuros eventos y el posible costo de remediacio´n. Para el caso de estudio, el poder
predecir eventos futuros de Malware podr´ıa interpretarse como la planeacio´n en el abasteci-
miento de recursos te´cnicos y humanos en a´reas especializadas de tecnolog´ıa encargadas de
velar por el correcto funcionamiento y la remediacio´n de este tipo de eventos de seguridad
sobre la red de computadoras.
Modelo no parame´trico gra´fico para la MCF
Un modelo no parame´trico para datos recurrentes podr´ıa ser expresado para un u´nico sistema por
N(s, t), el nu´mero de recurrencias acumuladas en el intervalo de estudio (operacio´n del sistema)
(s, t]. N(t) es usado para representar el caso de N(0, t). El modelo correspondiente para describir
una poblacio´n de sistemas esta´ basado en la MCF para el tiempo t. La Ecuacio´n 4-19 define esta
poblacio´n MCF como µ(t), donde la esperanza matema´tica recae sobre la variabilidad de cada
sistema y la variabilidad de unidad a unidad en la poblacio´n; en otras palabras, en un tiempo t,
la distribucio´n correspondiente al nu´mero de eventos tiene una media µ(t); asumiendo que µ(t) es
diferenciable, se define υ(t) en la Ecuacio´n 4-20 como la tasa de recurrencia o funcio´n de intensidad
[75], [76] y [69]. ν(t) es expresada por el nu´mero de eventos en unidad de tiempo (an˜o, mes, semanas,
d´ıas, entre otros) y por unidad de poblacio´n, por ejemplo: el nu´mero de computadoras desinfectadas
(reparadas por el Antivirus) cada semana.
µ(t) = E[N(t)] (4-19)
ν(t) =
dE[N(t)]
dt
=
dµ(t)
dt
(4-20)
En ambas propuestas [76] y [69], se muestran los ca´lculos de la MCF sobre datos relacionados a la
industria y algunas aplicaciones en enfermedades de largo tratamiento; espec´ıficamente se abordan
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casos de operacio´n de sistemas que presentan fallas y requieren mantenimiento. En el desarrollo
de la formulacio´n del modelo, los autores definen sistema como “individuo” bajo observacio´n y
la poblacio´n de sistemas como el conjunto de individuos observados. Por ejemplo, n motores de
cierta a´rea de produccio´n componen la poblacio´n de sistemas; para el caso objeto de estudio, el
concepto de sistema ser´ıa equivalente al de “computadora”, la poblacio´n de sistemas ser´ıa la red
de computadoras o Computer Network y la falla estar´ıa asociada a la infeccio´n por Malware.
Este me´todo no parame´trico produce una gra´fica y estima la tasa de la MCF con sus respectivos
intervalos de confianza: los principales supuestos de este me´todo son:
Existe una poblacio´n de funciones acumuladas (una para cada sistema en la poblacio´n), de
la cual una muestra ha sido observada.
Se realiza un proceso de muestreo aleatorio sobre las funciones acumuladasde la poblacio´n.
El me´todo sugiere que el tiempo de observacio´n de un sistema llega a su fin sin depender de
la historia del mismo sistema.
A continuacio´n se describe el me´todo no parame´trico para estimar la MCF [75] [69]:
Ni(t) = es el nu´mero acumulado de recurrencias para el sistema i antes del tiempo t.
tij , j = 1, ...,mi, son los tiempos de recurrencia para el sistema i.
Una simple forma de estimar la MCF de la poblacio´n en el tiempo t, ser´ıa la media sobre la
muestra de los valores de Ni(t) para todos los sistemas que continu´an operando en el tiempo t.
Este estimador aunque simple, es apropiado so´lo si todos los sistemas continu´an operando en el
tiempo t. Para el objeto de estudio, aunque el Sistema de Informacio´n Bancario posee elevados
esta´ndares de calidad y a´reas especializadas en el mantenimiento de las computadoras, no es posi-
ble garantizar que durante las once semanas de observacio´n alguna computadora no este´ censurada.
Nelson [75] proporciona un apropiado estimador insesgado para la funcio´n acumulada, lo que per-
mite diferentes longitudes de tiempos de observacio´n entre los sistemas. Este estimador se calcula
por medio del siguiente algoritmo:
Paso 1. Se debe ordenar los tiempos u´nicos de recurrencia tij para todos los sistemas n. m denota
el nu´mero de tiempos unicos, estos tiempos estan definidos como t1 < ... < tm.
Paso 2. Calcule di(tk), el nu´mero total de recurrencias para el sistema i en tk.
Paso 3. δi(tk) = 1 si el sistema i bajo observacio´n al tiempo tk y δi(tk) = 0 en cualquier otro caso.
Paso 4. Calcular µ(tj) por medio de la Ecuacio´n 4-21.
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µˆ(tj) =
j∑
k=1
[∑n
i=1 δi(tk)di(tk)∑n
i=1 δi(tk)
]
=
j∑
k=1
d.(tk)
δ.(tk)
=
j∑
k=1
d¯(tk) (4-21)
Para j = 1, ...,mi, do´nde d.(tk) =
∑n
i=1 δi(tk)di(tk), δ.(tk) =
∑n
i=1 δi(tk) y d¯(tk) = d.(tk)/δ.(tk).
Donde:
d.(tk) es el nu´mero total de recurrencias del sistema en el tiempo tk.
δ.(tk) es el taman˜o del riesgo establecido en tk.
d¯(tk) es el promedio del nu´mero de recurrencias por sistema en tk (o proporcio´n de sistemas con
recurrencia si uno o ma´s sistemas no han tenido recurrencia en un punto del tiempo observado).
De esta forma, el estimador de la MCF es obtenido mediante la acumulacio´n de la media (entre
sistemas) de recurrencias por sistema en cada intervalo de tiempo. Este modelo no parame´trico
gra´fico sera´ aplicado a los datos del caso de estudio en el Cap´ıtulo 7, el cual describe los resultados
de los modelos de dosificacio´n. Los modelos parame´tricos tambie´n han demostrado ser u´tiles para
describir el comportamiento de eventos recurrentes, algunos de los modelos ma´s utilizados son los
modelos basados en Procesos de Poisson (homoge´neos y no homoge´neos), Procesos de Renovacio´n
y combinaciones de e´stos. A continuacio´n, se describira´n algunos modelos basados en Procesos de
Poisson que se aplicara´n al objeto de estudio.
Proceso de Poisson
Un proceso puntual de valor entero en [0, x) se dice que es un Proceso de Poisson siempre que
cumpla las siguientes condiciones [69]:
N(0) = 0.
El nu´mero de las recurrencias en intervalos de tiempo disjuntos son estad´ısticamente inde-
pendientes. Un proceso con esta propiedad se dice que tiene incrementos independientes.
La tasa de recurrencia o funcio´n de intensidad ν(t) es positiva y basados en la Ecuacio´n
4-19, µ(a, b) = E[N(a, b)] o que es igual a la integral expresada en la Ecuacio´n 4-22, cuando
0 ≤ a < b < x.
µ(a, b) = 0 ≤
b∫
a
ν(u)du < x (4-22)
De lo anterior, se deduce para un Proceso de Poisson que: N(a, b) tiene una distribucio´n Poisson
con pdf3 (funcio´n de densidad de probabilidad) dada por la Ecuacio´n 4-23.
Pr [N(a, b) = d] =
[µ(a, b)]d
d!
e−µ(a,b), d = 0, 1, 2... (4-23)
3Por sus siglas en ingle´s, Probability Density Function.
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Proceso de Poisson Homoge´neo
Un Proceso de Poisson homoge´neo o HPP4 es un Proceso de Poisson con una tasa de recurrencia
ν(t) constante, por ejemplo ν(t) = 1
θ
. Para este caso, se tiene que:
N(a, b) tiene una distribucio´n Poisson con para´metros µ(a, b) = (b− a)/θ.
El nu´mero esperado de recurrencias en (a, b] esta´ incluido en µ(a, b). De forma equivalente,
el nu´mero esperado de recurrencias por unidad de tiempo sobre (a, b] es constante e igual a
1/θ. Esta propiedad es llamada incrementos estacionarios.
Los tiempos de interrecurrencia (tiempos entre recurrencias), τj = Tj−Tj−1, son independien-
tes e igualmente distribuidos, cada uno con una distribucio´n eθ; esto se deduce directamente
de la relacio´n definida en la Ecuacio´n 4-24. De esta forma, el tiempo medio de estado esta-
cionario entre las recurrencias para un HPP es igual a θ; para un proceso de fracasos, se dir´ıa
que el tiempo medio de fallos es MTBF5 = θ.
El tiempo Tk = τ1+...+τk a la k-e´sima recurrencia posee una distribucio´n gamma,GAM(θ, k).
As´ı,
Pr(τj > t) = Pr [N(Tj−1, Tj−1 + t) = 0] = e
−t/θ (4-24)
Finalmente, un Proceso es un HPP con funcio´n de intensidad ν, s´ı y so´lo s´ı los tiempos entre fallas
son variables aleatorias independiente e identicamente distribuidas exponencialmente, con media
θ = 1/ν. la Ecuacio´n 4-25 y 4-26 ilustran las funciones de intensidad y acumulada respectivamente
sobre (0, t] bajo un HPP.
ν(t) = eθ (4-25)
µ(t) = teθ (4-26)
De forma preliminar al ana´lisis exploratorio y a las pruebas estad´ısticas de cap´ıtulos posteriores,
los expertos de Seguridad sostienen que los eventos de infeccio´n por Malware no poseen una tasa de
recurrencia constante; es decir, la cantidad de infecciones depende del tiempo (d´ıa, semana, mes o
trimestre) y otras variables. Un argumento que soporta esta afirmacio´n, es el resultado del informe
sobre amenazas del segundo trimestre de 2012 elaborado por McAfee [68] expuesto en las Figuras
2-5, 2-6 y 2-7 del marco teo´rico en el Cap´ıtulo 2; por esta razo´n, el modelo HPP no es un fuerte
candidato para representar los eventos de infeccio´n por Malware del caso de estudio. Sin embargo,
en el aparte de resultados se implementara´ este modelo para su respectivo ana´lisis y comparacio´n;
ya que en todo caso, es un modelo interesante que describe de manera aproximada la intensidad.
4Por sus siglas en ingle´s, Homogeneous Poisson Process.
5Por sus siglas en ingle´s, Mean time between failures in a repairable system.
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Procesos de Poisson No-homoge´neos
Un Proceso de Poisson No-Homoge´neo o NHPP6 es un Proceso de Poisson con una tasa de recu-
rrencia ν(t) no constante, para este caso, los tiempos de interrecurrencia no son independientes ni
se distribuyen ide´nticamente; el nu´mero de recurrencias por unidad de tiempo sobre el intervalo
(a, b] esta´ dado por la Ecuacio´n 4-27. Posiblemente este tipo de modelos recurrentes se aproximan
con mayor exactitud al comportamiento de los eventos de infeccio´n por Malware en el Sistema de
Informacio´n Bancario estudiado.
µ(a, b)
b− a
=
1
b− a
b∫
a
ν(t)dt (4-27)
Un modelo NHPP suele estar especificado en te´rminos de la funcio´n de intensidad. Para especificar
este modelo, se toma ν(t) = ν(t; θ), una funcio´n con un vector de para´metros θ desconocido que
pueden ser estimados desde los datos; por ejemplo, la funcio´n de Intensidad Potencia esta´ descrita
en la Ecuacio´n 4-28:
ν(t; θ) = ν(t;β, η) =
β
η
(
t
η
)β−1
, β > 0, η > 0 (4-28)
Donde η es la escala y β es la forma o para´metro de crecimiento (ver Tabla 4-2). Como se puede
apreciar en la Ecuacio´n 4-28 el tiempo hasta el primer evento (fallo) de un proceso Potencia NHPP
tiene una distribucio´n Weibull; por tal razo´n, es tambie´n llamada funcio´n de intensidad Weibull y
el proceso en si es tambie´n llamado “Power Law Process” [69]. La Ecuacio´n 4-29 corresponde a la
media acumulada del nu´mero de recurrencias (Funcio´n acumulada) sobre (0, t]. Cuando β = 1, este
modelo se reduce a un HPP.
µ(t;β, η) =
(
t
η
)β
(4-29)
Para el caso de un modelo Loglineal NHPP, la tasa de recurrencia esta´ dada por la Ecuacio´n 4-30
y la respectiva funcio´n acumulada sobre (0, t] se describe por la Ecuacio´n 4-31.
ν(t; γ0, γ1) = e
(γ0+γ1t) (4-30)
µ(t; γ0, γ1) =
e(γ0+γ1t) − eγ0
γ1
(4-31)
Cuando γ1 = 0, ν(t; γ0, 0) = e
γ0 , el cual corresponde a un modelo HPP.
La Tabla 4-2 muestra un resumen de los para´metros de los modelos basados en Procesos de Poisson
mencionados hasta el momento, estos se definen en forma general como para´metros de escala y
forma.
6Por sus siglas en ingle´s, Nonhomogeneous Poisson Process.
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Tabla 4-2.: Para´metros de Escala y Forma Procesos de Poisson [87].
Modelo Escala Forma
HPP β No aplica
Potencia NHPP η β
Loglineal NHPP γ0 γ1
2) Modelos basados en procesos de intensidad.
Son modelos derivados de los procesos de intensidad, definidos en el enfoque de ana´lisis de super-
vivencia basados en los procesos de conteo de Andersen et al. [4] y Fleming et al. [37]. Segu´n Cai
et al. [17], estos modelos presentan cuatro grandes enfoques semiparametricos:
Modelos de riesgos marginales.
Modelos de regresio´n condicional.
Modelos intermedios entre intensidad condicional y riesgos marginales.
Modelos marginales de medias y/o tasas.
Andersen et al. [5] enumeran los modelos basados en procesoso de intensidad ma´s utilizados. A con-
tinuacio´n se describe brevemente el enfoque de regresio´n condicional; particularmente la propuesta
de Andersen et al. [5].
Regresio´n Condicional
Borges et al. [13] proponen quiza´s el modelo de regresio´n condicional ma´s popular en la actualidad,
en este modelo la funcio´n de riesgo para el i-e´simo individuo en el tiempo t es la expresada en la
Ecuacio´n 4-32.
λi (t) = λ0 (t) e
βT
0
Zi(t) (4-32)
Donde λ0 (t) es la funcio´n de riesgo base, β0 es un vector de para´metros desconocidos y Zi (t) es una
matriz de covariables. Realmente este modelo es una extensio´n del modelo de Riesgos Proporcionales
de Cox expuesto anteriormente y posee dos caracter´ısticas esenciales:
El efecto de los eventos previos sobre las posibles recurrencias futuras son directa consecuencia
de las variables explicativas dependientes del tiempo.
Las variables explicativas tienen un efecto multiplicativo en la tasa instanta´nea del proceso
de conteo.
Hasta el momento, se ha formulado el planteamiento de la investigacio´n, un comparativo entre los
escenarios biolo´gico y computacional y un recuento de los posibles modelos de propagacio´n y ana´li-
sis de supervivencia para eventos de Malware. Construido el componente conceptual del presente
trabajo, a continuacio´n se plantean las diferentes metodolog´ıas para la adquisicio´n de informacio´n;
etapa fundamental en la adecuada seleccio´n de las variables que intervienen en el desarrollo del
modelo de dosificacio´n de Antivirus.
5. Adquisicio´n de informacio´n
Planteados los objetivos, marco teo´rico, referencias de investigaciones, equivalencias o analog´ıas del
mundo biolo´gico con el computacional y los posibles modelos para implementar el caso de estudio,
en el presente cap´ıtulo se hablara´ de la etapa de adquisicio´n de informacio´n, aunque el foco del
presente proyecto no es dar respuesta a cuestiones relacionadas con la calidad o gobernabilidad
de datos; estos elementos hacen parte fundamental en cualquier intencio´n de ana´lisis de informa-
cio´n. Sin embargo, resulta valioso exponer con brevedad la ruta recorrida en este componente para
garantizar la continuidad de los resultados; adema´s de mencionar los componentes tecnolo´gicos y
de seguridad que proporciona para el ana´lisis y la construccio´n de los modelos, se expondra´n las
metodolog´ıas empleadas para la adquisicio´n de datos y su transformacio´n.
Mazza [66] al realizar un acercamiento a las representaciones visuales, aborda la propuesta de Nat-
han Shedroff [49] que analiza co´mo se produce el proceso de la comprensio´n de los datos y lo llama
“continuo entendimiento”.
Figura 5-1.: Proceso del continuo entendimiento [66]
La Figura 5-1 ilustra esta propuesta, describie´ndolo como un proceso continuo que genera infor-
macio´n a partir de los datos. Adema´s la informacio´n puede ser transformada en conocimiento y
finalmente, en sabidur´ıa. Los datos son entidades que por s´ı mismas carecen de sentido; ellos cons-
tituyen los “ladrillos” con los que se construye la informacio´n y los procesos comunicativos. Para
dar sentido a estos datos, primero deben ser procesados, organizados y presentados en un formato
adecuado. Esta transformacio´n y manipulacio´n de los datos produce la informacio´n. Cuando la
informacio´n se integra con la experiencia, se crea el conocimiento; estas experiencias, brindan la ca-
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pacidad de entender las “cosas” y el saber es el ma´s alto nivel de comprensio´n, este u´ltimo se puede
definir como la etapa en la que una persona ha adquirido un nivel tan avanzado de conocimiento
de los procesos y las relaciones que es posible, entonces, expresar juicios calificados sobre los datos.
El saber es auto-inducido y a diferencia del conocimiento, no es posible transmitir directamente o
ensen˜ar.
Con base en la propuesta de Shedroff, se plantea un modelo ma´s cercano al Malware presente en un
Sistema de Informacio´n Bancario. La Figura 5-2 ilustra las fuentes de datos relacionadas a los esce-
narios tecnolo´gicos como las bases de datos, Data Warehouse y Data Mart de la compan˜´ıa, donde
reposan los datos del Sistema de Informacio´n Bancario. Identificadas las fuentes de informacio´n y
ordenados los datos, es posible realizar un primer acercamiento anal´ıtico desde la exploracio´n; la
visualizacio´n de informacio´n apoya este proceso por medio de los gra´ficos estad´ısticos e interactivos.
A la comprensio´n se llega a trave´s de la aplicacio´n de modelos matema´ticos y estad´ısticos por medio
de paquetes estad´ısticos o de miner´ıa de datos, en e´sta se fundamenta la construccio´n del modelo de
dosificacio´n de escaneos de Antivirus en un Sistema de Informacio´n Bancario. Las siguientes etapas
son de corte estrate´gico, destinadas a los l´ıderes o gerentes del a´rea de seguridad. Los resultados de
los modelos son plasmados en aplicaciones de visualizacio´n de informacio´n (Dashboard o reporter´ıa)
por medio de indicadores o KPIs1; para la comprensio´n de los l´ıderes y poder tomar decisiones. Es
pertinente aclarar que estas dos u´ltimas etapas no hacen parte del alcance del presente trabajo.
Sin embargo, al entregar conclusiones y recomendaciones sobre los resultados de esta investigacio´n,
se dara´ una orientacio´n para que el l´ıder del a´rea de seguridad pueda plantear algunas estrategias
para el negocio.
5.1. Componentes de la inteligencia de negocios
Mediante el continuo entendimiento se establecen las etapas de la generacio´n de saber a partir del
dato y co´mo estas etapas se asocian a las realidades del presente trabajo. Sin embargo, se pregunta
¿Co´mo realizar una adecuada adquisicio´n de informacio´n sobre los mu´ltiples sistemas de informa-
cio´n de una compan˜´ıa? para la presente investigacio´n las metodolog´ıas propuestas por la inteligencia
de negocios o BI2 integradas a las habilidades en miner´ıa de datos respondieron la pregunta.
Segu´n Vercellis [103], BI puede ser definido como un conjunto de modelos matema´ticos y meto-
dolog´ıas de ana´lisis que sistema´ticamente explotan los datos disponibles, obtiene informacio´n y el
conocimiento u´til que soporta la toma de decisiones complejas.
Una definicio´n ma´s adecuada para el caso de estudio que atan˜e a esta investigacio´n ser´ıa: BI es la
integracio´n de modelos estad´ısticos y metodolog´ıas de ana´lisis que sistema´ticamente explotan los
datos disponibles en la infraestructura de IT para obtener informacio´n, conocimiento del negocio
y oportunidades en la toma estrate´gica de decisiones.
1Por sus siglas en ingle´s, Key Performance Indicators.
2Por sus siglas en ingle´s, Business Intelligence.
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Figura 5-2.: Proceso del continuo entendimiento aplicado al caso de estudio. Fuente: elabo-
racio´n propia.
En la Figura 5-1 ilustra los principales componentes de BI con el propo´sito de detallar cuales meto-
dolog´ıas y consideraciones se presentaron en la adquisicio´n de la informacio´n para la construccio´n
del modelo estad´ıstico de dosificacio´n de escaneos de Antivirus.
De forma breve se mencionan, los componentes del proceso de BI segu´n Vercellis [103]:
Fuente de datos: en esta primera etapa, es necesario reunir e integrar los datos almacenados en
diferentes fuentes de informacio´n tanto primarias como secundarias. Las fuentes esta´n compuestas
en gran parte de los datos que pertenecen a los sistemas operativos donde se ejecutan las aplicacio-
nes del negocio. Sin embargo, es posible incluir documentos no estructurados, tales como mensajes
de correo electro´nico, conversaciones de chat, entre otros. En te´rminos generales, se requiere un
gran esfuerzo para unificar e integrar las diferentes fuentes de datos segu´n los requerimientos del
usuario (a´rea interna de la compan˜´ıa).
Data Warehouse y Data Mart : utilizando herramientas de extraccio´n, transformacio´n y carga
conocidas como ETL3, los datos originados en las diferentes fuentes son almacenados en bases de
datos con el propo´sito de dar soporte a los ana´lisis de BI.
Metodolog´ıas de BI: los datos almacenados en los Data Warehouse y Data Mart se utilizan para
alimentar los modelos matema´ticos y metodolog´ıas de ana´lisis destinados a apoyar a quienes toman
3Por sus siglas en ingle´s, Extract, Transform, and Load.
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Figura 5-3.: Componentes principales del proceso de BI [103].
las decisiones. En un sistema de BI son mu´ltiples las aplicaciones o componentes que pueden ser
implementadas, por ejemplo:
Ana´lisis multidimensional
Ana´lisis exploratorio
Miner´ıa de datos
Optimizacio´n de modelos
Sistemas de soporte a decisiones o DDS4
Ana´lisis exploratorio: es el tercer nivel de la pira´mide donde se encuentran las herramientas
para llevar a cabo un ana´lisis de BI pasivo, que consiste en sistemas de consulta, presentacio´n de
informes y me´todos estad´ısticos ba´sicos. Son pasivas porque surgen de dar respuesta o confirmar
hipo´tesis realizadas por quienes toman las decisiones en la etapa de ETLs. Sin embargo, por medio
del nivel exploratorio tambie´n es posible obtener conocimiento; por tal razo´n desde el punto de
vista estad´ıstico esta´ etapa no ser´ıa complemente pasiva.
Miner´ıa de datos: esta metodolog´ıa es considerada activa, cuyo propo´sito es la extraccio´n de
informacio´n y conocimiento de los datos. Este incluye modelos matema´ticos y modelos para reco-
nocimiento de patrones, aprendizaje de ma´quina o ML5 y te´cnicas de miner´ıa de datos basadas en
modelos esta´disticos.
4Por sus siglas en ingle´s, Decision Support System.
5Por sus siglas en ingle´s, Machine Learning.
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Optimizacio´n de modelos: permite determinar una solucio´n razonable con base en acciones al-
ternativas.
Decisiones: finalmente, el top de la pira´mide corresponde a la eleccio´n y la adopcio´n de una deci-
sio´n espec´ıfica, por parte de quienes toman las decisiones y pueden incluir informacio´n informal y
no estructurada para complementar las recomendaciones y conclusiones alcanzadas con los modelos
matema´ticos.
5.2. Fuentes de datos y Data Warehouse
Las metodolog´ıas de BI en cierta forma esta´n definidas para compan˜´ıas de gran taman˜o y con un
fuerte soporte tecnolo´gico. Sin embargo, los Data Warehouse implementados generalmente, con-
tienen los datos asociados a la razo´n del negocio y son repositorios utilizados por a´reas espec´ıficas
como el CRM6 o gerencias comerciales. Por otra parte, a´reas de soporte como contabilidad, nomi-
na, activos fijos, seguridad, entre otras, carecen de estas bodegas para un adecuado desarrollo de
proyectos de BI.
Las principales razones del negocio de una entidad financiera son la colocacio´n de sus productos,
adquisicio´n de nuevos clientes y poseer una cartera saludable. Por lo anterior, los Data Warehouse
implementados en la compan˜´ıa objeto de estudio esta´n orientados a dichas razones, es decir, al
momento de inicio de la presente investigacio´n no se encontro´ un Data Warehouse para el a´rea de
seguridad; por lo anterior, se plantea la construccio´n de un Data Mart, no so´lo para la centraliza-
cio´n de la informacio´n necesaria para este proyecto de investigacio´n, sino tambie´n para un adecuado
desarrollo de los componentes de optimizacio´n y toma de decisiones dentro de los proyectos de BI,
es decir, garantizar que los modelos aqu´ı propuestos puedan ser automatizados, de fa´cil intervencio´n
y disponibles para la toma de decisiones estrate´gicas.
Definido con claridad el planteamiento de la investigacio´n, se proceden a definir las fuentes de datos
para la construccio´n del Data Mart. Estas fuentes esta´n constituidas principalmente por sistemas
operativos, aplicaciones de seguridad y otras fuentes de informacio´n secundarias. Se identifican sie-
te fuentes que contienen datos importantes para el estudio: Antivirus, CMDB7, directorio activo
o AD8, filtro de navegacio´n, HCM9, NAC10 y Control de descargas (Downloads). La Figura 5-4
ilustra las fuentes que se consideran importantes para la adquisicio´n de datos de la presente investi-
gacio´n. A continuacio´n se definira´n de forma general los datos alojados en cada una de estas fuentes:
A) Antivirus: base de datos de la aplicacio´n Antivirus, con el registro del Malware presentado por
6Por sus siglas en ingle´s, Customer Relationship Management.
7Por sus siglas en ingle´s, Configuration Management Batabase.
8Por sus siglas en ingle´s, Active Directory.
9Por sus siglas en ingle´s, Human Capital Management.
10Por sus siglas en ingle´s, Network Access Control.
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Figura 5-4.: Posibles fuentes de datos. Fuente: elaboracio´n propia.
las computadoras de la compan˜´ıa.
B) CMDB: base de datos donde se registra las caracter´ısticas te´cnicas de las computadoras de la
compan˜´ıa.
C) Directorio activo o AD (Windows): datos de cuentas de usuarios de la red de computadoras.
D) Filtro de navegacio´n: base de datos de la aplicacion de filtro de navegacio´n, con el registro de
navegacio´n web de las cuentas de usuario.
E) HCM: datos de la informacio´n del empleado custodio de la cuenta de usuario.
F) NAC: datos con el registro de las computadoras que contienen software fuera del esta´ndar defi-
nido por la compan˜´ıa.
G) Descargas (downloads): datos de la aplicacio´n de control de descargas. Se identifican las descar-
gas riesgosas (Malware) sobre cada computadora.
Las fuentes F y G no fueron contempladas por no estar completamente implementadas en la com-
pan˜´ıa. Cada una de estas fuentes de informacio´n cuenta con diferentes esquemas de almacenamiento
y metodolog´ıas de respaldo, particularmente este u´ltimo aspecto definio´ el tiempo de observacio´n
de las computadoras; dado que la base de datos del Antivirus so´lo almacena un histo´rico de los
u´ltimos cuatro meses (12 semanas) y buscando sincronizar los eventos de infeccio´n de por Malware
con las dema´s fuentes de informacio´n, so´lo fue posible integrar las diferentes fuentes de informacio´n
para un per´ıodo ma´ximo de once semanas.
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Figura 5-5.: Arquitectura de Almacenamiento de Informacio´n. Fuente: elaboracio´n propia.
5.2.1. Arquitectura de Almacenamiento de Informacio´n
Para la construccio´n del Data Mart es necesario definir ETLs semi-automatizados y disponer de
un escenario tecnolo´gico claramente definido. La Figura 5-5 esboza la arquitectura disen˜ada para
la construccio´n de la Bodega de Datos del a´rea de Seguridad y un escenario o´ptimo para la cons-
truccio´n y ejecucio´n de modelos estad´ısticos y/o de miner´ıa de datos.
Se distinguen tres elementos principales en la arquitectura de la Figura 5-5:
1) Cliente 1 de miner´ıa de datos: su propo´sito es el disen˜o y ejecucio´n los ETLs que enlazan las
fuentes de datos y almacenan la informacio´n en las tablas del Data Mart.
2) Tipos de fuentes de datos: describe la naturaleza en la que se encuentran los datos definidos
anteriormente (ver Figura 5-4). Ba´sicamente, son tres tipos de fuentes, Base de datos Microsoft
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SQL Server, hojas de ca´lculo de Microsoft Excel y archivos de texto tipo TXT o CSV.
3) Servidor de Seguridad: Es una ma´quina de alta capacidad con mu´ltiples procesadores. Se en-
cuentra dividido en dos partes:
Data Mart : contiene un motor de base de datos Microsoft SQL Server donde se almacena y
consulta la informacio´n proveniente de las fuentes.
Ma´quina virtual: El sistema operativo es de tipo usuario final. En este escenario se encuentra
instalada el cliente 2 miner´ıa de datos y paquetes estad´ısticos para el disen˜o y ejecucio´n de
los modelos anal´ıticos.
El hecho de tener ambos elementos, base de datos y herramienta de miner´ıa en una misma ma´quina
(servidor) optimiza los recursos tecnolo´gicos, agiliza el tiempo de ejecucio´n de los modelos anal´ıticos
y evita impactar los sistemas de produccio´n de la compan˜´ıa.
La Tabla 5-1, lista las fuentes de datos, su naturaleza y el nu´mero de tablas que la compone. Las
adecuadas autorizaciones de lectura sobre estas fuentes permiten la construccio´n de ETLs y pos-
terior disen˜o del Data Mart. Sobre la fuente Filtro de Navegacio´n, es importante mencionar que
la entidad bancaria posee tres servidores proxy web, es decir, tres caminos disponibles para llegar
a Internet. Cada uno de estos caminos posee su propia base de datos con mu´ltiples instancias,
donde se registra el comportamiento de navegacio´n de las cuentas de usuario. Es posible que un
mismo usuario presente registros de navegacio´n en diferentes servidores proxy web; exigiendo una
integracio´n (bu´squeda) de la navegacio´n de cada usuario en las mu´ltiples instancias de los tres
servidores proxy web. El proceso de extraccio´n con mayor complejidad fue el realizado en la fuente
Filtro de navegacio´n, no solo por los tres servidores proxy web, sino tambie´n porque cada base
de datos contaba con hasta ocho instancias que registran el comportamiento de navegacio´n de las
cuentas de usuario. La razo´n de este nu´mero de instancias, es la configuracio´n de almacenamiento;
cuando una instancia cumple con un almacenamiento en gigabytes determinados, la base de datos
automa´ticamente crea una nueva instancia para continuar con el proceso de almacenamiento.
Otro factor de suma importancia en la consecucio´n de los datos, es la adecuada documentacio´n de
las fuentes. Por ejemplo, documentacio´n sobre el esquema de entidad-relacio´n, en las bases de datos
y diccionarios de datos (tablas, campos, co´digos, etc.) para fuentes como archivos TXT, Excel y
bases de datos. En la presente investigacio´n el nivel de documentacio´n de las fuentes fue insuficiente,
lo que se convierte en una gran oportunidad de mejora a los procesos de tecnolog´ıa implementando
o mejorando esta´ndares como ITIL, ISO/IEC 27001 y COBIT. Por lo anterior, fue necesaria una
exploracio´n detallada y de larga duracio´n sobre las fuentes; identificando las estructuras de las
tablas, los modelos conceptuales y de disen˜o de las bases de datos y el significado de los co´digos
por medio de pruebas de escritorio.
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Tabla 5-1.: Detalle de las fuentes de datos. Fuente: elaboracio´n propia.
Fuentes Naturaleza Producto Nu´mero de tablas
Antivirus Base de datos Microsoft SQL server 4
CMDB Archivo Excel Microsoft Office 1
Directorio activo Archivo CSV Script LDAP 1
Filtro de navegacio´n Base de datos Microsoft SQL Server 4
HCM Archivo TXT Script Sobre SAP ERP 1
5.2.2. Data Mart del proyecto de investigacio´n
Segu´n Vercellis [103], los Data Marts son sistemas que reu´nen todos los datos requeridos por un
departamento espec´ıfico, con el propo´sito de lograr el ana´lisis de BI y ejecutar la toma de decisio-
nes. Un Data Mart puede considerarse como una parte funcional de un Data Warehouse de menor
taman˜o y mucho ma´s espec´ıfico en relacio´n al tema que aborda. El propo´sito de la recoleccio´n de
datos de diferentes fuentes, es identificar cua´les variables influyen en el nivel de Malware. La Figura
5-6 esboza, un ejemplo de extraccio´n de datos de la fuente Antivirus. Por medio de una conexio´n
ODBC11 y con las respectivas autorizaciones sobre la base se disen˜a la consulta en SQL12, el cual
extrae los datos de mu´ltiples tablas. En este ejemplo, la consulta cruza los datos de dos tablas
de la misma base de datos (dbo.V ALERTS y dbo.ALERTMSG) para identificar el Malware por
computadora y finaliza con un condicional tipo Where que define los casos de intere´s, es decir, el
Malware que se presento´ en los meses 11 y 12 del an˜o 2011.
Figura 5-6.: Ejemplo consulta SQl a la fuente “Antivirus”. Fuente: elaboracio´n propia.
11Por sus siglas en ingle´s, Open DataBase Connectivity.
12Por sus siglas en ingle´s, Structured Query Language.
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Tabla 5-2.: Amenazas regsitradas para una computadora 0005. Fuente: elaboracio´n propia.
Amenaza Fecha Hora
Spam 2011/11/07 10:45:00
Worm 2011/11/09 09:23:00
Worm 2011/11/10 15:02:00
Spam 2011/11/15 09:41:00
Trojan horse 2011/11/23 16:18:00
Worm 2011/11/24 13:58:00
Tabla 5-3.: Resumen de las amenazas registradas para la computadora 0005. Fuente: ela-
boracio´n propia.
Worn Spam Trojan horse Total Malware Semana
2 1 0 3 1
0 1 0 1 2
1 0 1 2 3
Para cada una de las fuentes de datos con naturaleza de base de datos se realizaron consultas SQl
para la integracio´n de los datos en el Data Mart. Adema´s de integrar datos de un a´rea espec´ıfica, el
Data Mart se caracteriza por implementar procesos de resumen de grandes cantidades de datos. Por
ejemplo, realizar procesos de conteos sobre variables catego´ricas, ca´lculos de estad´ısticos ba´sicos
entre otro tipo de operaciones simples. La Tabla 5-2 ilustra el resultado de la consulta de la Figura
5-6 y ejemplifica como se encuentran los datos de forma natural (sin transformaciones) en la base
de datos del Antivirus. Para la computadora 0005 se registra el tipo de Amenaza y el momento en
el tiempo en el que el sistema de Antivirus la detecto´.
La trasformacio´n de la Tabla 5-2 en la Tabla 5-3, ilustra un ejemplo de la conversio´n de datos hacia
la informacio´n, como se explico´ l´ıneas atra´s en el proceso del continuo entendimiento. La Tabla
5-3 muestra la misma computadora bajo procesos de “sumarizacio´n”, en este caso se tienen tres
registros para la computadora 0005 y un mayor nu´mero de campos donde se incluyen conteos y un
resumen de la fecha por semanas. La recoleccio´n de los datos y disen˜o de ETLs son progresivos,
enlazando las diferentes fuentes por medio de claves (llaves). La Figura 5-7 ilustra el orden en el
que se abordaron las fuentes de datos y ma´s adelante se definira´n.
A) Antivirus: el primer paso consiste en identificar la cantidad y tipo deMalware por computadora,
durante un per´ıodo de once semanas y sobre un total de 8476 computadoras. El Antivirus reporta
la cuenta de usuario activa cuando el Malware fue detectado y algunas caracter´ısticas te´cnicas de la
computadora. Por medio de la primera clave nombre de la computadora, se enlaza la informa-
cio´n relacionada con las caracter´ısticas te´cnicas de la computadora; esta clave es un co´digo u´nico
por computadora definido desde el sistema operativo. La Tabla 5-4 describe los campos utilizados
de esta fuente, en negrita y con asterisco (*) se distinguen las claves de enlace.
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Figura 5-7.: Recoleccio´n e integracio´n de datos. Fuente: elaboracio´n propia.
Tabla 5-4.: Variables incluidas del Antivirus. Fuente: elaboracio´n propia.
Variable Significado/valor Tipo Unidad
Nombre computadora* Identificacio´n en la red ID NA
Semana Semana en la que se presenta el
Malware
Entero Conteo
Total Malware Nu´mero de Malware por semana Entero Conteo
Nivel Malware Criticidad de la infeccio´n en la se-
mana
Nominal NA
B) CMDB: en este lugar, la informacio´n te´cnica de las computadoras es definida como tambie´n su
relacio´n con las cuentas de usuario. Por medio de la segunda clave cuenta de usuario, se enlaza la
informacio´n relacionada a los permisos de dichas cuentas en la red (fuente C) y el comportamiento
de la navegacio´n en Internet de las cuentas de usuario (fuente D). La Tabla 5-5 describe los campos
utilizados de la fuente CMDB, en negrita y asterisco (*) se identifican las claves de enlace o llaves
fora´neas.
C) Directorio Activo (Windows): en este punto, los privilegios de las cuentas de usuario son identi-
ficados; por ejemplo, cuentas de usuario que pertenecen al grupo de administrador local (adminis-
trador de la computadora), cuentas de usuario autorizadas a utilizar dispositivos USB y datos de
cuentas de usuarios de la red de computadoras. Por medio de la tercera clave cuenta de usuario,
se enlaza la informacio´n relacionada a los permisos de dichas cuentas en la red (fuente C) y el
comportamiento de la navegacio´n en Internet de las cuentas de usuario (fuente D). El Directorio
Activo proporciona de igual forma la cuarta clave documento (nu´mero de ce´dula o pasaporte)
que identifica a los empleados de la compan˜´ıa y enlaza fuente HCM. La Tabla 5-6 describe los
principales campos de la fuente Directorio Activo, en negrita y asterisco (*) se identifica las clave
de enlace.
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Tabla 5-5.: Variables de la CMDB. Fuente: elaboracio´n propia.
Variable Significado/valor Tipo Unidad
Nombre computadora* Identificacio´n en la red ID NA
Usuario* Cuenta de usuario que utiliza la
computadora
ID NA
Clase Porta´til, Desktop (CPU) o Ser-
vidor
Nominal NA
Marca Fabricante de la computadora Nominal NA
Edad Computadora Tiempo de operacio´n Entero Semana
Fecha de operacio´n Fecha inicio operacio´n Fecha NA
Tipo procesador Tecnologı´a del procesador Nominal NA
Frecuencia procesador Velocidad del procesador Continua GHz
Procesadores Nu´mero de procesadores Entero Conteo
Memoria (RAM) Taman˜o de la memoria Continia NA
Sistema operativo Tipo de SO Nominal NA
Service pack Actualizacio´n del SO Nominal NA
Disco duro Taman˜o del disco duro Continua GB
Tabla 5-6.: Variables del Directorio Activo. Fuente: elaboracio´n propia.
Variable Significado/valor Tipo Unidad
Usuario* Cuenta de usuario que utiliza la
computadora
ID NA
Documento* Identificacio´n de la persona
duen˜a de la cuenta de usuario
ID NA
Adm Local Si el Usuario es administrador
local
Dico´toma (1/0)
USB Si el Usuario puede utilizar dis-
positivos USB
Dico´toma (1/0)
Ges Est Si el Usuario es administrador
de todas las computadoras
Dico´toma (1/0)
D) Filtro de Navegacio´n: en esta etapa, la navegacio´n de Internet es relacionada a cada cuenta
de usuario; por ejemplo, el nu´mero y tipo de sitios web bloqueados, tiempo de navegacio´n, entre
otros. La Tabla 5-7 describe los principales campos de la fuente Filtro de Navegacio´n, en negrita y
asterisco (*) se identifica las clave de enlace.
E) HCM: finalmente, la informacio´n de los empleados que utilizan las computadoras es identifica-
da. La Tabla 5-8 describe los principales campos de la fuente HCM, en negrita y asterisco (*) se
identifica las clave de enlace.
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Tabla 5-7.: Variables del Filtro de Navegacio´n. Fuente: elaboracio´n propia.
Variable Significado/valor Tipo Unidad
Usuario* Cuenta de usuario que utiliza la
computadora
ID NA
Semana Semana en la que se presenta el
evento
Entero Conteo
Adulto Nu´mero de visitas a sitios web
para adultos por semana
Entero Conteo
Seguridad Nu´mero de visitas a sitios web
visitados de seguridad por se-
mana
Entero Conteo
Entretenimiento Nu´mero de visitas a sitios web
visitados de entretenimiento por
semana
Entero Conteo
Juegos Nu´mero de visitas a sitios web
visitados de juegos por semana
Entero Conteo
Sitios web Nu´mero de sitios web (permiti-
dos) visitados por semana
Entero Conteo
Bloqueos Nu´mero de sitios web bloquea-
dos por semana
Entero Conteo
Navegacio´n Tiempo de navegacio´n por se-
mana
Continuo Minutos
El disen˜o de un Data Mart se basa en un paradigma multidimensional para la representacio´n de
datos que proporciona al menos dos ventajas principales: en la parte funcional, se puede garantizar
tiempos de respuesta ra´pidos incluso para consultas complejas; mientras que en el lado lo´gico, las
dimensiones coinciden naturalmente con los criterios perseguidos de incrementar las posibilidades
de ana´lisis [103].
La representacio´n multidimensional se basa en un esquema en estrella, que contiene dos tipos de ta-
blas de datos: tablas de dimensiones y tablas de hechos. La tabla de hechos contienen los datos para
el ana´lisis (tabla central) rodeada de tablas de dimensiones que generalmente contienen un mayor
detalle que no es de intere´s para los analistas; aunque se encuentra disponible para su consulta, este
esquema se asemeja a una estrella. Las tablas de dimensiones tendra´n siempre una clave primaria
simple (llave), mientras que en la tabla de hechos, la clave principal estara´ compuesta por las cla-
ves principales de las tablas dimensionales (mu´ltiples claves). La Figura 5-8 esboza el esquema de
estrella construido para el despliegue de las etapas de exploracio´n de datos y modelamiento, cada
fuente de informacio´n corresponde a una tabla dimensional y la tabla de hechos contiene aquellos
campos (variables) que sera´n objeto de ana´lisis en el presente trabajo; algunas de estos campos se
presenten como la frecuencia de un evento y su correspondiente catego´rico, por ejemplo el campo
Total Malware indica el nu´mero de eventos de Malware que presenta una computadora durante
cada semana de observacio´n y el campo Nivel Malware categoriza Total Malware en tres niveles
de criticidad (bajo, medio y alto). En el Cap´ıtulo 6 se describira´ con mayor detalle este proceso de
categorizacio´n.
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Tabla 5-8.: Variables de HCM. Fuente: elaboracio´n propia.
Variable Significado/valor Tipo Unidad
Documento* Identificacio´n de la persona
duen˜a de la cuenta de usuario
ID NA
Cargo Posicio´n en la compan˜ia Nominal NA
Nivel cargo Importancia de la Posocio´n Ordinal (1 a 9)
´Area
Equipo de trabajo al que perte-
nece
Nominal NA
Vicepresidencia Vicepresidencia a la que perte-
nece
Nominal NA
Entidad Lı´nea de negocio a la que perte-
nece
Nominal NA
Se definieron dos consultas SQL sobre la tabla de hechos para iniciar la etapa de ana´lisis, la primera
consulta es llamada “Consulta Mu´ltiples Usuarios” y abarca toda la poblacio´n de computadoras,
las cuales pueden tener asignadas una o varias cuentas de usuarios; en otras palabras, estas compu-
tadoras puede ser utilizada por diferentes cuentas de usuario y una cuenta de usuario puede utilizar
varias computadoras. Por lo anterior, esta consulta no integra las fuentes del Filtro de Navegacio´n,
Directorio Activo y HCM. Sin embargo, una nueva variable es incorporada a la consulta indicando
el nu´mero de cuentas de usuarios que opera cada computadora. La segunda consulta es llamada
“Consulta Usuarios U´nicos” y asegura una relacio´n uno a uno entre usuarios y computadoras; es
decir, cada computadora es operada por una u´nica cuenta de usuario, permitiendo asignar el com-
portamiento en los sistemas de cada cuenta a una misma computadora. Esta causalidad permite
incluir en la Consulta Usuarios U´nicos” las variables del Filtro de Navegacio´n, Directorio Activo y
HCM.
Construidas las consultas, es posible iniciar las siguientes etapas del proceso de BI que hacen refe-
rencia al ana´lisis exploratorio y el modelamiento estad´ıstico. El principal propo´sito de iniciar estas
etapas, es identificar si el comportamiento de las variables incide en el nivel de Malware de las
computadoras de la entidad bancaria. El segundo propo´sito es revisar el resultado de los modelos
cla´sicos de propagacio´n de enfermedades para el caso de estudio y finalmente, abordar el caso de
los modelos recurrentes contemplando covariables (variables explicativas que inciden en el nivel del
Malware).
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Figura 5-8.: Esquema de estrella construido. Fuente: elaboracio´n propia.
5.3. Modelo de imputacio´n de datos
La necesidad de verificar y conservar la calidad de los datos es una constante preocupacio´n al
momento de emprender un ana´lisis y modelamiento estad´ıstico. Esta preocupacio´n, tambie´n es
compartida por los responsables en la elaboracio´n del Data Warehouse y Data Mart. La Tabla 5-9
esboza los principales problemas que pueden poner en peligro la validez e integridad de los datos.
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Tabla 5-9.: Integridad de datos: problemas, causas y soluciones [103].
Causa Solucio´n
Datos incorrectos
Datos colectados sin el debido cuidado Comprobacio´n sistema´tica de los datos de entrada
Datos ingresados incorrectamente automatizacio´n de la entrada de datos
Modificacio´n incontrolada de los datos Implementacio´n de control de acceso y autoriza-
cione
Datos no actualizados
Los datos no coinciden con las necesidades del
usuario
Ra´pida actualizacio´n y recopilacio´n de datos
Datos perdidos (faltantes)
Falla en la adquisicio´n de datos Identificacio´n de los datos necesarios por medio
de ana´lisis preliminar y estimacio´n de datos fal-
tantes
De forma ma´s general, es posible mencionar algunos de los factores que pueden afectar la calidad
de los datos [103]:
Precisio´n: para ser u´til en los ana´lisis posteriores, los datos deben ser muy precisos; por
ejemplo, es necesario verificar que los nombres y codificaciones sean correctas y que los
valores este´n dentro de los rangos admisibles para cada variable.
Integridad: para evitar comprometer la precisio´n de los ana´lisis, los datos no deber´ıan incluir
un gran nu´mero de valores perdidos (missing values). Es importante mencionar que algunas
te´cnicas de miner´ıa de datos son muy eficientes en reducir al mı´nimo y de forma robusta los
efectos de datos perdidos; Dasu et al. [31] en su propuesta sugiere la aplicacio´n de diferentes
te´cnicas de miner´ıa de datos con el propo´sito de construir un Data Warehouse que responda
adecuadamente a los requerimientos de las etapas anal´ıticas y estad´ısticas en el proceso de
BI.
Consistencia: la forma y contenido de los datos deben ser consistente a trave´s de las dife-
rentes fuentes de datos despue´s de los procedimientos de ETL e integracio´n, con respecto a
las unidades de medicio´n.
Segu´n Kimbal et al. [56], una correcta definicio´n de calidad de datos parte del significado de la
precisio´n de los mismos; que en resumen abarca los siguientes conceptos:
Datos correctos: los valores y descripciones de los datos describen sus objetos asociados
con veracidad y fidelidad.
Datos sin ambigu¨edades: los valores y descripciones definidas en los datos solo tienen un
u´nico significado.
Datos consistentes: Los valores y descripciones de datos utilizan una convencio´n de nota-
cio´n constante para transmitir su significado.
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Datos completos: ba´sicamente se divide en dos aspectos, el primero es garantizar que los
registros este´n adecuadamente definidos, es decir, que no se presente valores nulos. El segundo
aspecto se asegura que no se perdio´ de alguna manera los registros por completo en alguna
parte del fulo de informacio´n.
Es importante aclarar que el tratamiento de datos faltantes no es el u´nico proceso que garantiza
la calidad de los datos, el modelo de miner´ıa de datos que se presenta a continuacio´n pretende
reducir el impacto de los valores perdidos (nulos) y corresponde a uno de los cuatro conceptos
fundamentales para una correcta definicio´n de calidad de datos; los dema´s aspectos aunque no
son el foco del presente trabajo de investigacio´n, fueron cubiertos en el disen˜o e implementacio´n
de las bases de datos asociadas a las fuentes de informacio´n y a la construccio´n del Data Warehouse.
Las herramientas de miner´ıa de datos, incorporan mo´dulos de transformacio´n de datos que inclu-
yen me´todos de imputacio´n para garantizar el primer aspecto relacionado al concepto de “Datos
completos”; adema´s de estos me´todos, empresas como IMB SPSS y SAS sugieren procesos para
la construccio´n de modelos de miner´ıa de datos donde el componente de la calidad de datos es
abordado con detalle. SAS [39] por ejemplo, en su proceso llamado SEMMA13 define la etapa
modificar como “la creacio´n, seleccio´n y transformacio´n de una o ma´s variables para centrar el
proceso de seleccio´n de modelos en la direccio´n particular o para enriquecer los metadatos, obte-
niendo claridad o coherencia”; particularmente, en la aplicacio´n Enterprise Miner de SAS el mo´dulo
de modificar cuenta con herramientas de imputacio´n de valores perdidos por medio de la media
aritme´tica, mediana, rango medio, distribuciones basadas en reemplazo, estimadores-M (Tukey’s
biweight, Huber’s, o Andrew’s Wave), a´rboles de decisio´n, entre otros.
De forma similar, SPSS [20] sugiere el proceso llamado CRISP-DM14 para el desarrollo de proyec-
tos de miner´ıa de datos; en la etapa llamada Comprensio´n de los datos, CRISP-DM propone la
evaluacio´n del porcentaje de datos perdidos y explorar las posibles te´cnicas de imputacio´n. Par-
ticularmente, la aplicacio´n IBM SPSS Modeler [95] por medio de herramientas como el nodo de
“Auditar Datos” identifica la gravedad de los datos perdidos y dispone de mu´ltiples alternativas de
imputacio´n como la media, mediana, moda y algoritmos; esta u´ltima alternativa fue la empleada
en la presente investigacio´n, construyendo un a´rbol de regresio´n y clasificacio´n para el manejo de
datos perdidos sobre las fuentes de informacio´n.
El desarrollo y resultados de este modelo de imputacio´n fue expuesto mediante presentacio´n oral
y publicacio´n en Proceedings [101] en la conferencia anual de miner´ıa de datos dentro del congreso
llamado “Worldcomp’12: The 2012 World Congress in Computer Science, Computer Engineering,
and Applied Computing.”
13Por sus siglas en ingle´s, Sample, Explore, Modify, Model ans Asseee.
14Por sus siglas en ingle´s, Cross Industry Standard Process for Data Mining.
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Tabla 5-10.: Nivel de datos completos de la fuente CMDB. Fuente: elaboracio´n propia.
Variable Porcentaje
Completo
Registros
completos
Registros
faltantes
Clase 83.483 7076 1400
Marca 83.483 7076 1400
Edad Computadora 81.784 6932 1544
Tipo procesador 99.493 8433 43
Frecuencia procesador 99.493 8433 43
Procesadores 99.493 8433 43
Memoria (RAM) 99.493 8433 43
Sistema operativo 99.493 8433 43
Service pack 99.457 8430 46
Disco duro 99.493 8433 43
Finalizada la construccio´n del esquema de estrella del proyecto, se identifica que la fuente de in-
formacio´n CMDB posee problemas de datos completos, presentando registros nulos en diferentes
variables; alrededor del 18.22%, presentan registros perdidos para el caso de las computadoras in-
fectadas. La Tabla 5-10 muestra las variables de la CMDB, porcentaje de registros y el nu´mero de
registros faltantes.
El Algoritmo de A´rbol de Regresio´n y Clasificacio´n (CART15) ha mostrado ser un alternativa con
resultados satisfactorios en lo relacionado al manejo de datos faltantes [59, 95]; con base en lo se
propone utilizar el algoritmo CART para realizar el proceso de imputacio´n. El me´todo CART fue
sugerido por Breiman [61]; el a´rbol de decisio´n producido es estrictamente binario, generando exac-
tamente dos ramificaciones por cada nodo de decisio´n. CART recursivamente realiza una particio´n
de los registros con valores similares para cada atributo objetivo. El algoritmo crece mediante el
ca´lculo de cada nodo de decisio´n, una exhaustiva bu´squeda de las variables disponibles y todos
los posibles valores de divisio´n. Seleccionando el o´ptimo punto de ruptura (divisio´n) de acuerdo al
siguiente criterio [15]:
Sea ϕ(s|t) una medida de la “bondad” de un candidato de particio´n s en un nodo t, donde:
ϕ(s|t) = 2PLPR
#clases∑
j=1
|P (j|tL)−P (j|tR)| (5-1)
Los para´metros de particio´n esta´n definidos en la Tabla 5-11.
Segu´n Kumar [59], uno de las mayores contribuciones de CART fue incluir un mecanismo com-
pletamente automatizado y efectivo para el manejo de valores faltantes, estos a´rboles de decisio´n
requieren un mecanismo de imputacio´n en tres niveles:
15Por sus siglas en ingle´s, Classification and Regression Trees.
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Tabla 5-11.: Para´metros de particio´n [15].
Para´metro Significado
tL Nodo hijo izquierdo del nodo t
tR Nodo hijo derecho del nodo t
PL
Nu´mero de registros en tL
Nu´mero de registros de entrenamiento
PR
Nu´mero de registros en tR
Nu´mero de registros de entrenamiento
P (j|tL)
Nu´mero de registros de la clase j en tL
Nu´mero de registros en t
P (j|tR)
Nu´mero de registros de la clase j en tR
Nu´mero de registros en t
1) Durante la evaluacio´n de la particio´n.
2) Al mover los datos de entrenamiento a trave´s de un nodo.
3) Al mover los datos de prueba a trave´s de un nodo para la asignacio´n final de clase.
Conforme a [82], para 1), las u´ltimas versiones de CART (la que se implemento´) ofrecen una gama
de penalizaciones que reducen la medida de mejora que reflejan el grado de datos faltantes. Por
ejemplo, si una variable tiene registros perdidos en un 20% en un nodo, entonces su puntuacio´n de
mejora para el nodo puede verse reducida en un 20%. Para 2) y 3), el mecanismo de CART descubre
“sustitutos” o particiones sustitutas para cada nodo en el a´rbol, en caso tal de que se presenten
o no valores perdidos en los datos de entrenamiento. Con estos valores sustitutos disponibles, el
modelo cuenta con datos completos para la etapa de entrenamiento para posteriormente introducir
los datos de prueba obviamente con registros perdidos. Con base en la Tabla 5-10, son diez las
variables a ser imputadas; por consiguiente, se utilizaron diez CART concatenados, formando un
bosque de regresio´n y clasificacio´n. La imputacio´n se realizo´ con el paquete de miner´ıa de datos de
IBM llamado SPSS Modeler. El modelo fue construido con la informacio´n con la totalidad de las
computadoras dado que el algoritmo CART soporta valores nulos en las variables de entrada. A
continuacio´n se mencionan las proporciones y taman˜os muestrales utilizados en el modelo:
Nu´mero de CART implementados: 10. Se imputaron diez variables.
Nu´mero total de computadoras: 8476.
Nu´mero de computadoras sin registros nulos: 6932 (81.78%).
Nu´mero de computadoras con registros nulos en alguna(s) de las diez variables a imputar:
1544 (18.22%)
Nu´mero de computadoras para el disen˜o de los 10 CART: 5933 (70%). Incluyen computadoras
con registros completos e incompletos.
Nu´mero de computadoras para comprobacio´n del modelo: 2543 (30%). De estas computado-
ras 2034 (80%) tienen los registros completos.
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Figura 5-9.: Predictores para imputacio´n de variable Clase. Fuente: elaboracio´n propia.
Por ejemplo, para la variable Clase, de las 2034 computadoras con datos completos que hacen parte
de los datos de comprobacio´n del modelo; se clasificaron correctamente 2011 y erro´neamente 23
computadoras, es decir, el 98,8% de las computadoras fueron clasificadas correctamente. Aunque
la herramienta de miner´ıa de datos indico´ que la confiabilidad de los CART supero el 90%, se
propone realizar pruebas estad´ısticas con mayor rigurosidad para comprobar la calidad del proceso
de imputacio´n.
La Figura 5-9 ilustra los principales predictores de imputacio´n (de acuerdo a su importancia) para
el CART con variable objetivo Clase. La variable Frecuencia procesador (PROCESSOR CLOCK)
tiene una importancia de 0.92, seguida de la variable Memoria (MEMORY) con un 0.05. Desde el
punto de vista te´cnico, es una realidad que los Porta´tiles por sus caracter´ısticas de portabilidad y
eficiencia en el consumo de energ´ıa, posean procesadores con frecuencias ma´s bajas que los Desktops
y servidores. De igual forma, grandes taman˜os de memoria RAM son comunes para computadoras
de tipo servidor, donde se requiere un alto nivel de procesamiento.
La Figura 5-10 ilustra los principales predictores de imputacio´n de acuerdo a su importancia para
el CART con variable objetivo Disco duro (DISK TOTAL). La variable Tipo procesador (PRO-
CESSOR TYPE) tiene una importancia de 0.65, seguida de la variable Marca con un 0.19. Desde el
punto de vista comercial, los fabricantes de computadoras estandarizan los modelos, produciendo
series de computadoras con las mismas caracter´ısticas; por ejemplo, una misma serie de Porta´tiles
de la entidad financiera posee el mismo tipo de procesador y la misma capacidad de disco duro, ya
que la compra de altas cantidades de computadoras se fijan bajo especificaciones esta´ndar.
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Figura 5-10.: Predictores para imputacio´n de variable Disco duro. Fuente: elaboracio´n
propia.
Tabla 5-12.: Tabla de contingencia de Clase vs Clase Estimada. Fuente: elaboracio´n propia.
Clase Clase Estimada
Desktop Porta´til Total
Desktop 5013 20 5033
Porta´til 14 2002 2016
Total 5027 2022 7049
Tabla 5-13.: Pruebas Chi-cuadrado. Fuente: elaboracio´n propia.
Valor Sig. Exacta
(bilateral)
Sig. Exacta
(unilateral)
Probabilidad
en el punto
Prueba de McNemar 0392a 0,196a 0,081a
N de casos va´lidos 7049
a. Utiliza la distribucion binomial
La Tabla 5-12 y Tabla 5-13 muestran los resultados de la prueba de Mcnemar [27] sobre 7049
computadoras con la variable Clase conocida (Desktop o Porta´til), esta prueba evalu´a la calidad
de prediccio´n del modelo CART para la variable Clase, usando los datos completos para variables
de tipo nominal. En este caso, EClase es el valor imputado y la variable Clase es el valor real;
segu´n esta prueba, 5013 (99.6%) de las computadoras con Clase igual a Desktop (CPU) fueron
clasificadas correctamente por el CART y 2002 (99.6%) de las computadoras con Clase igual a
Porta´til fueron clasificadas correctamente por el mismo modelo. Las hipo´tesis formuladas para la
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prueba McNemar (2-sided) fueron:
Hipo´tesis nula, H0: El valor de la variable Clase no cambio luego de la imputacio´n.
Hipo´tesis alternativa, H1: El valor de la variable Clase fue cambiado luego de la imputacio´n.
Por consiguiente, no es posible rechazar la hipo´tesis nula, es decir, CART no cambia los valores
luego de la imputacio´n (valor− p = 0,390). La Figura 5-12 esboza el CART para la variable Clase
que fue construido usando la aplicacio´n de miner´ıa de datos de IBM llamada SPSS Modeler.
El coeficiente de correlacio´n de Spearman fue usado para explorar la correlacio´n mono´tona (no
necesariamente lineal) entre los valores reales y los estimados por el CART para variables conti-
nuas. En este caso, se compara la variable Edad computadora con E Edad computadora (valores
imputados). La Figura 5-11 ilustra un diagrama de dispersio´n para estas variables, se puede ob-
servar un tendencia lineal entre los valores reales y los imputados (R2 = 0.9085); de esta forma,
es posible ajustar un modelo de regresio´n lineal. Sin embargo, la validacio´n de los supuestos del
modelo lineal no es el principal objetivo de la presente investigacio´n, ya que no se planea hacer
inferencias a este nivel. La prueba de Spearman fue utilizada como prueba de independencia. Las
hipo´tesis formuladas fueron:
Hipo´tesis nula, H0: Xi y Yi son mutuamente independientes.
Hipo´tesis alternativa, H1: Xi y Yi no son mutuamente independiente.
De acuerdo a los resultados de esta prueba, Xi y Yi no son mutuamente independientes (valor−p <
0,0001). En particular, Xi son los datos de la variable Edad computadora y Yi son los datos de la
variable E Edad computadora; finalmente, el modelo CART para la imputacio´n de la variable Edad
Computadora es admisible.
En particular, la Tabla 5-14 ilustra las variables para la computadora nu´mero #0022, tres de sus
d´ıez variables presentan registros perdidos. Por otra parte, la Figura 5-12 muestra en detalle el a´rbol
del modelo CART para la variable Clase, una de las variables con registro perdido de la compu-
tadora #0022; utilizando e´ste a´rbol de decisio´n, es posible imputar la variable Clase. Se distingue en
el Nodo 0 que la categor´ıa Desktop (CPU) tiene la ma´s alta probabilidad (0.7) de ser seleccionada
si un proceso de imputacio´n aleatoria es realizado; por otra parte, la categor´ıa Porta´til tiene una
probabilidad ma´s pequen˜a (0.20) y en u´ltimo lugar la categor´ıa servidor tiene una probabilidad
nula (0.0). Como se puede apreciar, es posible deslizarse a trave´s de las ramificaciones del a´rbol de
acuerdo a los valores presentados en la Tabla 5-14, evidenciando como las probabilidades de cada
una de las categor´ıas cambian a medida que se avanza por las ramificaciones del a´rbol. Finalmente
en el Nodo 3, la categor´ıa Porta´til tiene la ma´s alta probabilidad (0.9894), la categor´ıa Desktop
(CPU) tiene una probabilidad muy pequen˜a (0.0106) y en u´ltimo lugar la categor´ıa servidor tiene
una probabilidad nula (0.0). Como conclusio´n, el registro perdido de la variable Clase perteneciente
a la computadora #0022 es imputado con el valor “Porta´til”.
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Figura 5-11.: Diagrama de dispersio´n entre Edad computadora Real vs Edad computadora
Estimada. Fuente: elaboracio´n propia.
E´ste mismo procedimiento de imputacio´n es llevado a cabo para cada una de las computadoras que
presentan registros perdidos, no so´lo en la variable Clase, sino tambie´n en las diez variables con
registros perdidos (Tabla 5-10); es decir, en este caso es necesario utilizar los diez CART para un
completo proceso de imputacio´n sobre las variables de la fuente CMDB.
Tabla 5-14.: Registros de la computadora #0022. Fuente: elaboracio´n propia.
Variable Valor Unidades
Clase Valor faltante NA
Marca Valor faltante NA
Edad Computadora Valor faltante Semana
Tipo procesador P27 NA
Frecuencia procesador 2.19 GHz
Procesadores 2 Conteo
Memoria (RAM) 2.14 GB
Sistema operativo SO 7 NA
Service pack SP 3 NA
Disco duro 80.02 GB
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Figura 5-12.: CART para imputacio´n de la variable Clase. Fuente: elaboracio´n propia.
6. Ana´lisis Exploratorio
Culminados los procedimientos de adquisicio´n de informacio´n, es momento de abordar las consultas
SQL definidas en el Data mart por medio de te´cnicas exploratorias para un adecuado entendimien-
to, no so´lo de la naturaleza de las variables; sino tambie´n, del feno´meno estudiado “Malware en un
Sistema de Informacio´n Bancario”.
Segu´n Vercellis [103] el tercer nivel de la pira´mide de los componentes principales de BI es la explo-
racio´n de datos; en este nivel, se encuentran herramientas para llevar a cabo un ana´lisis pasivo, que
consiste en sistemas de consulta, presentacio´n de informes y me´todos estad´ısticos. Son pasivas por-
que surgen de dar respuesta o confirmar hipo´tesis realizadas en la etapa de ETLs. De igual forma,
los procesos SEMMA y CRISP-DM sugieren las etapas de Explorar y Comprensio´n de datos
respectivamente; estas etapas hablan de buscar por anticipado relaciones, tendencias y anomal´ıas
para ganar en compresio´n e ideas. Muchas de las actividades sugeridas en estas etapas ya han sido
cubiertas en los anteriores cap´ıtulos; sin embargo, un planteamiento desde la estad´ıstica descriptiva
y visualizacio´n de informacio´n, brindara´ un mayor entendimiento a la situacio´n de intere´s de la
presente investigacio´n.
6.1. Visualizacio´n de informacio´n
Como se menciono´ en el cap´ıtulo anterior, algunas computadoras son utilizadas por mu´ltiples usua-
rio; en estos casos, no es posible asignar con exactitud un comportamiento de navegacio´n en Internet
o caracter´ısticas del empleado a estas computadoras. No obstante, el hecho de contar con una varia-
ble que indique el nu´mero de cuentas de usuarios que utiliza cada computadora, podr´ıa representar
una oportunidad para definir si e´sta situacio´n incide en el nivel de Malware.
Expertos en el comportamiento del Malware de la entidad Bancaria, coinciden en afirmar que una
misma computadora con veinte o ma´s eventos de Malware en una misma semana, es un compor-
tamiento poco comu´n y atribuibles a casos aislados de Malware con co´digo de alta mutabilidad; la
Figura 6-1 ilustra dos diagramas de sectores, ambos hablan del porcentaje de Malware registrado
semanalmente para 8476 computadoras segu´n el nu´mero de eventos. Tanto para computadoras con
una u´nica cuenta de usuario (izquierda) o mu´ltiples cuentas de usuario (derecha), el porcentaje de
casos de computadoras con ma´s de 19 eventos de Malware semanal es considerado mı´nimo; es as´ı,
que de acuerdo con lo argumentado por los expertos, se define el grupo de estudio como aquellas
computadoras que registran un nu´mero de eventos de Malware a la semana inferior a 20; es decir,
a partir de este punto, se estudiara´n 8476 computadoras que registra´n menos de 20 eventos de
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Figura 6-1.: Porcentaje de Malware semanal segu´n la cantidad de cuentas de usuarios.
Fuente: elaboracio´n propia.
Malware semanalmente. Por facilidad, las computadoras con una u´nica cuenta de usuario sera´n
referenciadas como Grupo A y las computadoras con mu´ltiples cuentas de usuario (ma´s de una
cuenta de usuario) sera´n referenciadas como Grupo B.
La Tabla 6-1 detalla la cantidad de infecciones por Malware segu´n el nu´mero de cuentas de usuario
por computadora; aquellas computadoras utilizadas por dos cuentas de usuario representan el gru-
po con mayor cantidad de Malware durante el per´ıodo de estudio, seguidas por las computadoras
con una y tres cuentas de usuario. E´stas tres primeras categor´ıas de cuentas de usuario, conforman
el 97.42% de los eventos de Malware en el per´ıodo de estudio.
Tabla 6-1.: Cantidad de infecciones segu´n el nu´mero de cuentas de usuario. Fuente: elabo-
racio´n propia.
Usuarios por
computadora
Malware Porcentaje Usuarios por
computadora
Malware Porcentaje
1 9956 39.02 10 4 0.02
2 10984 43.05 11 1 0.00
3 3913 15.34 12 4 0.02
4 434 1.70 14 4 0.02
5 124 0.49 16 2 0.01
6 46 0.18 17 1 0.00
7 17 0.07 20 1 0.00
8 9 0.04 23 3 0.01
9 9 0.04
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Tabla 6-2.: Relacio´n de computadoras, usuario y eventos de infeccio´n por Malware. Fuente:
elaboracio´n propia.
Computadoras Malware
Usuarios por
computadora
Cantidad % Acum Cantidad % Acum
1 2175 25.69 9956 39.02
2 3995 72.87 10984 82.08
3 2173 98.54 3913 97.42
4 63 99.28 434 99.12
5 19 99.50 124 99.60
6 13 99.66 46 99.78
7 11 99.79 17 99.85
8 3 99.82 9 99.89
9 3 99.86 9 99.92
10 2 99.88 4 99.94
11 1 99.89 1 99.94
12 3 99.93 4 99.96
14 1 99.94 4 99.97
16 1 99.95 2 99.98
17 1 99.96 1 99.98
20 1 99.98 1 99.99
23 2 100 3 100
Total 8467 25512
Tabla 6-3.: Ejemplo de la estructura analizada. Fuente: elaboracio´n propia.
Semana Computadoras Usuarios Malware
1 #4217 1 1
2 #6662 2 2
4 #6662 2 1
5 #6662 2 9
La Tabla 6-2 esboza la relacio´n de computadoras, cuentas de usuario, eventos de Malware y porcen-
taje acumulado; por ejemplo, existen 2173 (25.66% calculado a partir de la diferencia de porcentajes
acumulados) computadoras que son utilizadas por tres diferentes cuentas de usuario; estas compu-
tadoras registraron 3913 (15.33% calculado a partir de la diferencia de porcentajes acumulados)
eventos de Malware durante las once semanas de observacio´n; finalmente, se estudiara´ en detalle
8467 computadoras que registraron un total de 25512 eventos deMalware. En la Tabla 6-3 se ilustra
un pequen˜o ejemplo de co´mo esta´ dispuesta la informacio´n y brinda un mayor entendimiento a la
Figura 6-2; la cual ilustra dos Boxplot que hacen referencia al Malware presentado por los dos
Grupos A y B. La computadora #4217 es utilizada por una sola cuenta de usuario y su total de
Malware en la semana 1 es de 1; por otra parte, la computadora #6662 tiene dos cuentas de usuario
y presenta registros en las semanas 2, 4 y 5, con un total de eventos de 2, 1 y 9 respectivamente.
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Figura 6-2.: Boxplot del total de Malware semanal por computadora segu´n el nu´umero de
usuarios. Fuente: elaboracio´n propia.
Expuesta la disposicio´n de la informacio´n a continuacio´n se resumen algunas interpretaciones de la
Figura 6-2:
Del total de infecciones por Malware obervado en las once semanas, el 50% presenta una
frecuencia de un evento semanal para ambos grupos.
Adema´s del mismo valor de mediana para ambos grupos, sus principales percentiles son
iguales hasta el percentil 50.
Para el Grupo A el total de eventos de Malware semanal por computadora esta´ ma´s disperso
que para el Grupo B.
El Grupo A considera valores at´ıpicos y extremos aquellos totales de eventos de Malware
semanal por computadora que sean superiores a 6, mientras que el Grupo B los considera
cuando son mayores a 3 eventos. Estos casos at´ıpicos y extremos coinciden con la valoracio´n
realizada por los expertos en Seguridad de la Tabla 6-6, donde se concluye por medio de un
ı´ndice de concordacio´n que seis o ma´s eventos de Malware son considerados casos anormales
o at´ıpicos.
Para ambos grupos, se evidencia una simetr´ıa entre el segmento de la caja (Mediana - Q3) y
el bigote superior (Q3 - ma´ximo).
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Para el Grupo A, esta simetr´ıa indica que la cantidad total de eventos de Malware semanal
por computadora con valores entre uno a tres, es aproximadamente igual a entre tres y seis
eventos.
Para el Grupo B, esta simetr´ıa indica que la cantidad total de eventos de Malware semanal
por computadora con valores entre uno a dos, es aproximadamente igual a entre dos y tres
eventos.
La Tabla 6-4 ilustra algunos estad´ısticos descriptivos para ambos grupos, brindando un comple-
mento en el entendimiento a la Figura 6-2.
Adema´s de la variable cantidad de cuentas de usuario por computadora, fuentes de informacio´n co-
mo la CMDB proporcionan variables que podr´ıan incidir sobre la cantidad de infecciones porMalwa-
re; por ejemplo, la variable Clase expone tres tipos de computadoras: Desktop (CPU), porta´til y
servidores. A continuacio´n se muestran algunas caracter´ısticas de esta variable con relacio´n al total
de infecciones presentado durante el per´ıodo de estudio (Tabla 6-5).
Tabla 6-4.: Estad´ısticos descriptivos para el total de infecciones porMalware semanal. Fuen-
te: elaboracio´n propia.
Total Malware semanal
Descriptivos Grupo A Grupo B
Media 2.43 1.81
Mediana 1 1
Desv. tı´p. 2.420 1.954
Rango intercuatil 2 1
Mı´nimo 1 1
Ma´ximo 19 19
P5 1 1
P10 1 1
P25 1 1
P75 3 2
P90 5 4
P95 7 6
Tabla 6-5.: Relacio´n entre Clase y el total de infecciones por Malware. Fuente: elaboracio´n
propia.
Clase
Desktop Porta´til Servidor
Computadoras 5934 (70 %) 2500 (29.52 %) 33 (0.38 %)
Infecciones por Malware 15587 (63.05 %) 9798 (39.63 %) 127 (0.51 %)
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Figura 6-3.: Nu´mero de infecciones semanal segu´n la Clase de computadora (poblacio´n
completa). Fuente: elaboracio´n propia.
Se podr´ıa pensar que las proporciones de la Tabla 6-5 son coherentes, es decir, debido a que la
Clase Desktop es la de mayor poblacio´n de computadoras, es admisible puesto que esta categor´ıa
posee la mayor cantidad de Malware; sin embargo, la Clase porta´til presenta un porcentaje de in-
fecciones elevado desde el punto de vista de su participacio´n dentro de las clases de computadoras
observadas. La Figura 6-3 esboza un diagrama de l´ıneas para las categor´ıas Desktop y porta´til;
aunque en las primeras semanas se presentan un mayor nu´mero de eventos por parte de la Clase
Desktop, entre la semana 5 y 6 se genera un punto de cruce donde la Clase porta´til pasa a asumir el
liderato en eventos. Por otra parte, para ambas Clases se ve una drama´tica disminucio´n de eventos
entre las semanas 6 y 7, la cual es atribuida al per´ıodo de vacaciones de fin de an˜o donde una alta
proporcio´n de empleados de la entidad Bancaria inician su disfrute. El liderato de los porta´tiles
durante el per´ıodo de vacaciones, se debe a que los empleados con computadoras de esta Clase,
suelen lleva´rselas consigo; mientras los Desktop permanecen en su mayor´ıa apagados y en las insta-
laciones de la empresa. Se realiza muestreo aleatorio, donde ambas Clases posean el mismo nu´mero
de individuos (1500) para un total de 3000 computadoras; lo anterior con el propo´sito de verificar
si el comportamiento descrito en la Tabla 6-5 y Figura 6-3 se conserva.
La Figura 6-4 evidencia un comportamiento de infeccio´n semanal similar (tendencias) al de la Fi-
gura 6-3; sin embargo, no se presentan cruces entre ambas categor´ıas y la Clase porta´til es la que
registra un mayor nu´mero de eventos de Malware cada semana. El muestreo aleatorio evidencia con
mayor claridad que a pesar de existir un mayor nu´mero de computadoras de Clase Desktop, es la
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Clase porta´til la que reporta un mayor riesgo de infeccio´n; ma´s delante, se validara´ estad´ısticamente
si la variable Clase incide determinantemente en el nivel de Malware de las computadoras de la
entidad objeto de estudio.
Es importante mencionar que las Figuras 6-3 y 6-4 no presentan la primera semana de infeccio´n
por Malware, debido a que en dicha semana se presento´ un brote at´ıpico sobre la red de compu-
tadoras; aunque estos valores extremos en la primera semana de observacio´n son descartados en
ambas Figuras con propo´sito descriptivos, no sera´n ajenos al ajuste del modelo que permita de-
finir una metodolog´ıa de escaneos de antivirus que se abordara´ en el Cap´ıtulo 7. Por otra parte,
los resultados expuestos por las Figuras 6-3 y 6-4 complementado con su interpretacio´n podr´ıan
sugerir que los eventos recurrentes de infeccio´n por Malware para el caso de estudio no presentan
una tasa constante de recurrencia; es decir, un modelo HPP (descrito en el Cap´ıtulo 4) no ser´ıa el
ma´s adecuado para definir una metodolog´ıa de dosificacio´n de escaneos de antivirus en el Sistema
de Informacio´n. No obstante en el Cap´ıtulo 7 se aclara por medio de pruebas no parame´tricas dicha
hipo´tesis.
Figura 6-4.: Nu´mero de infecciones semanal segu´n la Clase de computadora (muestra alea-
toria). Fuente: elaboracio´n propia.
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Retomando el alcance definido en el ana´lisis de la Figura 6-1, se plantea la posibilidad de crear tres
categor´ıas que hacen referencia a la criticidad del total de Malware que presenta una computadora
semanalmente; para esto, se consulta a los expertos de Seguridad de la entidad Bancaria, empleando
un ana´lisis de concordancia por medio del ı´ndice de Kappa de Cohen [25] que relaciona el acuerdo
que exhiben los expertos, ma´s alla´ del debido azar, con el acuerdo potencial tambie´n ma´s alla´ del
azar.
Inicialmente, se toma una muestra de 50 computadoras con diferente nu´mero de infecciones por
Malware para una semana cualquiera, cada computadora es catalogada por los cinco expertos segu´n
la criticidad (nu´mero de infecciones); la Tabla 6-6 ilustra un pequen˜o fragmento de dicha evaluacio´n.
Por ejemplo, la computadora #4749 con un total de Malware semanal de un evento, fue catalogado
una´nimemente por los cinco expertos como un nivel de criticidad bajo; por otra parte, la compu-
tadora #3224 con un total de Malware semanal de seis eventos, fue catalogada por cuatro de los
cinco expertos con un nivel de criticidad medio y por un so´lo experto con un nivel de criticidad bajo.
La Tabla 6-7 muestra los para´metros del ca´lculo del ı´ndice Kappa y la Tabla 6-8 exponen el re-
sultado de dicho ı´ndice para cada categor´ıa (nivel de criticidad) y global. En resumen, al valorar
el ı´ndice Kappa, la fuerza de concordancia (nivel de acuerdo) entre los expertos para cada una de
las categor´ıas es muy buena, con un valor-p inferior a 0.05 para cada categor´ıa; de igual forma, el
Kappa global muy satisfactorio; el alto nivel de acuerdo entre los cinco expertos de seguridad, argu-
menta la inclusio´n la nueva variable de criticidad llamada Nivel Malware en los ana´lisis posteriores;
la Tabla 6-9 plantea los rangos de las tres categor´ıas (niveles) y el porcentaje de participacio´n para
los 25512 eventos de Malware de las 8467 computadoras bajo estudio.
Tabla 6-6.: Ejemplo de calificacio´n del nivel de criticidad segu´n cinco expertos en Seguridad.
Fuente: elaboracio´n propia.
Computadora Nivel
Co´digo Infecciones Bajo Medio Alto
#4749 1 5 0 0
#0109 5 4 1 0
#3234 6 1 4 0
#0474 10 0 5 0
#3548 18 0 0 5
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Tabla 6-7.: Para´metros para el ca´lculo del indice Kappa. Fuente: elaboracio´n propia.
Para´metro valor
Nu´mero de computadoras 50
Nu´mero de categorı´as 3
Nu´mero de expertos 5
Nivel de confianza 95 %
Tabla 6-8.: Resultados indice Kappa para el nivel de Malware. Fuente: elaboracio´n propia.
Categorı´a Kappa ICa (95 %) Estadı´stico Z Valor p
Bajo 0.8849 0.7820 0.9877 19.7879 0.0000
Medio 0.8230 0.7124 0.9333 18.4019 0.0000
Alto 0.9360 0.8736 0.9983 20.9292 0.0000
Kappa Global 0.8852 0.8155 0.9548 27.3836 0.0000
a. Intervalo de confianza Jackknife
Tabla 6-9.: Niveles de criticidad segu´n el nu´mero de infecciones por Malware. Fuente: ela-
boracio´n propia.
Nivel Rango Infecciones Porcentaje
Bajo 1 a 5 18534 72.64
Medio 6 a 10 4551 17.83
Alto 11 a 19 2427 9.51
El gra´fico de malla es usado para ilustrar la fuerza de la relacio´n entre las categor´ıas de dos o ma´s
variables nominales; las conexiones entre las categor´ıas se realizan por medio de l´ıneas, que indican
la fuerza de la relacio´n [95]. Una fuerte conexio´n es representada por una l´ınea gruesa, conexiones
medias con l´ıneas de peso normal y finalmente las conexiones de´biles se representan por l´ıneas
delgadas. Adema´s, este gra´fico puede dar una idea inicial de la independencia entre dos variables
nominales.
A continuacio´n se presentan dos gra´ficas de malla basada en la muestra aleatoria de 3000 compu-
tadoras utilizada en la Figura 6-4. La Figura 6-5 ilustra un gra´fico de malla entre las variables
nominales Clase y Nivel Malware (recientemente creada por medio del ı´ndice de Kappa de Cohen);
por otra parte, la Tabla 6-10 define el nu´mero y tipo de conexio´n entre cada una de las categor´ıas.
Es evidente, que las conexiones de mayor fuerza ocurren entre ambas clases de computadoras y
el nivel de Malware “Bajo” (el de mayor porcentaje segu´n la Tabla 6-9); es decir, es comu´n que
las computadoras de la entidad Bancaria registren semanalmente entre 1 y 5 eventos de infeccio´n.
Por otra parte, estas mismas conexiones hacen referencia a una posible dependencia entre ambas
variables nominales; ya que a diferencia del resto de conexiones, se identifica una mayor fuerza entre
“Bajo” y Porta´til” que entre “Bajo” y “Desktop”.
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Figura 6-5.: Gra´fico de malla entre Clase y
Nivel Malware. Fuente: elabora-
cio´n propia. Conexiones Clase Nivel Malware
Conexio´n fuerte
2588 Porta´til Bajo
1874 Desktop Bajo
Conexio´n Media
120 Porta´til Medio
92 Desktop Medio
Conexio´n de´bil
36 Porta´til Alto
24 Porta´til Alto
Tabla 6-10.: Conexiones entre Clase y Ni-
vel Malware. Fuente: elabora-
cio´n propia.
La Figura 6-6 ilustra un gra´fico de malla entre las variables nominales Usuarios y Nivel Malware;
por otra parte, la Tabla 6-11 define el nu´mero y tipo de conexio´n entre cada una de las categor´ıas.
Es evidente, que las conexiones de mayor fuerza ocurren entre computadoras que tienen una o dos
cuentas de usuario y el nivel de Malware “Bajo”; en otras palabras, es posible pensar que las varia-
bles Nivel Malware y Usuarios sean independientes para el caso de uno y dos cuentas de usuario.
Lo anterior es plausible, ya que computadoras con menos de tres cuentas de usuario representan el
72.87% con el 82.08% de los eventos de Malware en el per´ıodo de estudio (ver Tabla 6-2).
Para el mismo per´ıodo de estudio, pero en esta ocasio´n sobre la “Consulta Usuarios U´nicos” (ver
Figura 5-8), se explora la participacio´n de la variable Cargo; esta variable fue agrupada y llevada
a una variable ordinal (Nivel Cargo) por medio del ı´ndice de Kappa de Cohen (similar al caso
de la variable Nivel Malware), exponiendo la posicio´n o jerarqu´ıa laboral en la empresa; es decir,
entendiendo que valores bajos corresponden a cargos operativos, medios a cargos profesionales y
finalmente valores altos a cargos directivos. La Figura 6-7 ilustra un diagrama “Treemap” sobre
la variable Nivel Cargo, es evidente que el nivel C5 es el que tiene un mayor recuento de eventos
infecciosos y el nivel C2 el que tiene una menor participacio´n; sin embargo, la Tablas 6-12 muestran
el porcentaje de cada categor´ıa segu´n la cantidad de personas y el total de Malware por categor´ıa.
Adicionalmente, se propone calcular un ı´ndice de Malware para identificar cuales niveles de cargo
esta´n aportando una cantidad desproporcionada de infecciones segu´n su participacio´n en la po-
blacio´n; lo anterior, se realiza comparando el ı´ndice con el limite de equilibrio entre cantidad de
personas y eventos de Malware por cargo.
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Figura 6-6.: Gra´fico de malla entre Nivel
Malware y Usuarios. Fuente:
elaboracio´n propia.
Conexiones Clase Nivel Malware
Conexio´n fuerte
1927 Bajo 2 Usuarios
1818 Bajo 1 Usuario
661 Bajo 3 Usuarios
Conexio´n Media
105 Medio 1 Usuario
91 Medio 2 Usuarios
Conexio´n de´bil
26 Alto 1 Usuario
23 Alto 2 Usuarios
12 Medio 3 Usuarios
8 Alto 3 Usuarios
Tabla 6-11.: Conexiones entre Nivel Malware
y Usuarios. Fuente: elaboracio´n
propia.
Figura 6-7.: Participacio´n del nivel de cargo en eventos de Malware. Fuente: elaboracio´n
propia..
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Tabla 6-12.: Participacio´n del nivel de cargo en eventos de Malware. Fuente: elaboracio´n
propia.
Empleados Malware
Nivel Cargo Cantidad % Cantidad % indicador
C1 73 0.36 215 2.16 5.97
C2 28 0.14 17 0.17 1.23
C3 2262 11.20 1782 17.90 1.60
C4 1152 5.70 559 5.61 0.98
C5 10080 49.91 5538 55.62 1.11
C6 1002 4.96 324 3.25 0.66
C7 4718 23.36 1328 13.34 0.57
C8 576 2.85 106 1.06 0.37
C9 306 1.52 87 0.87 0.58
Total 20197 9956
Figura 6-8.: I´ndice de Malware para cada nivel de cargo. Fuente: elaboracio´n propia.
La Figura 6-8 esboza el ı´ndice de Malware para cada categor´ıa de cargos y la Tabla 6-13 define la
cantidad de cargos por categor´ıa, el riesgo segu´n la desviacio´n del ı´ndice con respecto a la banda
de equilibrio y algunos ejemplos de nombres comunes de los cargos.
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Tabla 6-13.: Descripcio´n de cargos que superan el ı´ndice de Malware. Fuente: elaboracio´n
propia.
Nivel
Cargo
Riesgo Nu´mero Cargos Descripcio´n
C1 Alto 7 Aprendiz y Temporal
C2 Bajo 7 Secretaria y Recepcionista
C3 Medio 36 Asesor y Auxiliar
C5 Bajo 8 Analista, Coordinador, Trader y Abogado
Figura 6-9.: Gra´fico estad´ıstico de Playfair [35].
Continuando con la “Consulta Usuarios U´nicos”, se propone incluir las variables Total Malware y
Navegacio´n en un gra´fico originalmente propuesto por William Playfair [1728-1777], quien es con-
siderado el creador de la mayor´ıa de gra´ficas estad´ısticas usadas actualmente [21]; este gra´fico data
de 1821 y es uno de los ma´s prestigiosos del autor, utilizando tres series de datos que ilustran el
precio del trigo, salarios semanales y actual gobernador en el lapso de 250 an˜os desde 1565 a 1820.
Playfair usa esta gra´fica para argumentar que la situacio´n de los trabajadores hab´ıa mejorado en
los an˜os recientes, la Figura 6-9 ilustra la propuesta original del autor, donde las barras exponen
el precio del trigo y el diagrama de l´ıneas presenta el salario.
Como una cortes´ıa a William Playfair, se presenta a continuacio´n el mismo tipo de gra´fica disen˜ado
en la aplicacio´n estad´ıstica R utilizando el paquete webvis; el co´digo original fue extra´ıdo de la
propuesta de Statalgo et. al. (Computational Statistics, Machine Learning) [96] y posteriormente
modificado para una adecuada visualizacio´n del caso de estudio.
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Figura 6-10.: Malware semanal segu´n la Clase de computadora. Fuente: elaboracio´n propia.
La Figura 6-10 contrasta las variables Total Malware (diagrama de l´ınea), Navegacio´n (diagrama
de barras) y los meses que abarca las once semanas de estudio; al igual que en las Figuras 6-3 y
6-4, se evidencia una disminucio´n en los eventos de Malware finalizando el mes de noviembre y
durante el mes de diciembre; per´ıodo vacacional de los empleados de la entidad Bancaria; de forma
similar, se observa una reduccio´n de las horas de navegacio´n a Internet durante el mismo per´ıodo
y un aumento en la navegacio´n finalizando el mes de enero, e´poca de regreso masivo del per´ıodo
vacacional; la disminucion en horas de navegacio´n es claramente atribuida a la disminucio´n de per-
sonal en la empresa, sin embargo, en el siguiente aparte se tratara´ de establecer estad´ısticamente
si el nivel de Malware es independiente a los niveles de navegacio´n en Internet.
6.2. Seleccio´n de variables
En el anterior aparte, fue posible procesar, comprender y retener la informacio´n relacionada por
medio de la visualizacio´n; permitiendo la exploracio´n y comprensio´n del feno´meno de Malware en
un Sistema de Informacio´n Bancario; como se menciono´ en el Cap´ıtulo 4, las principales diferencias
del modelo de dosificacio´n de escaneos propuesto con relacio´n a los modelos de propagacio´n cla´sicos
son:
Para ambos grupos, el 50% de los casos de infeccio´n semanal, presento un valor igual a 1.
La inclusio´n de variables explicativas asociadas a las realidades de las computadoras para
establecer una probabilidad de infeccio´n.
La probabilidad de infeccio´n no es la misma para cada computadora.
Enfocar el estudio en el individuo (computadora) en lugar de la infeccio´n (Malware).
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Figura 6-11.: Histogramas del Total deMalware Grupos A y B. Fuente: elaboracio´n propia.
El siguiente paso, es definir con criterio las variables de la tabla de hechos que hara´n parte de
los modelos propuestos; estos criterios, surgen del ana´lisis gra´fico (anterior seccio´n), experticia en
to´picos de seguridad de la informacio´n y el ana´lisis estad´ıstico. Dado que los informes y reportes
oficiales de amenazas informa´ticas manejan per´ıodos de ana´lisis mensual, trimestral y anual [68]; a
continuacio´n se plantean varias pruebas estad´ısticas sobre las dos consultas SQL objeto de analisis
para un per´ıodo de cuatro semanas; es decir, un mes que incluye las semanas 8, 9, 10 y 11, para
un total de 591 computadoras con una cuenta de usuario que registran 2947 eventos de Malware y
679 computadoras con mu´ltiples cuentas de usuario que registran 3285 eventos de Malware.
Parte de los resultados expuestos a continuacio´n fueron expuestos mediante presentacio´n oral y
publicacio´n en Proceedings [102] en la conferencia anual de Seguridad dentro del congreso llamado
“Worldcomp’12: The 2012 World Congress in Computer Science, Computer Engineering, and Ap-
plied Computing.”
El primer asunto a examinar, es si la variable Nu´mero usuarios es determinante en el nivel de
Malware; es decir, evaluar la idea que entre mayor sea el nu´mero de cuentas de usuarios que utili-
cen la computadora, mayor sera´ el nu´mero de eventos infecciosos. Se propone implementar la prueba
t-Student para dos muestras independientes [72] y constatar hipo´tesis sobre medias en poblaciones
de distribucio´n normal, la Figura 6-11 ilustra dos histogramas que exponen la distribucio´n de los
eventos de Malware para dos grupos o poblaciones:
Grupo A = 591 computadoras con una u´nica cuenta de usuario.
Grupo B = 679 computadoras con mu´ltiples cuentas de usuario.
Claramente se observa que ambos grupos no poseen una distribucio´n normal y la prueba no pa-
rame´trica de normalidad de Shapiro-Wilk [27] de la Tabla 6-14 lo confirma, rechazando la hipo´tesis
nula (valor − p = 0,000) con un nivel de confianza del 95% para ambos grupos.
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Tabla 6-14.: Pruebas de normalidad para Total Malware. Fuente: elaboracio´n propia.
Shapiro-Wilk
Grupo Estadı´stico gl Sig.
A 0.824 591 0.000
B 0.810 679 0.000
Hipo´tesis nula, H0: F (x) (Malware) es una funcio´n de distribucio´n normal, con media y varianzas
no especificadas.
Hipo´tesis alternativa, H1: F (x) (Malware) no es normal.
Sin embargo, la prueba t-Student proporciona resultados aproximados para los contrastes de me-
dias en muestras suficientemente grandes cuando estas no se distribuyen normalmente; lo anterior
debido al teorema del l´ımite central. Adicionalmente, se observa como las distribuciones de ambos
grupos son similares; lo que permitara´, realizar pruebas no parame´tricas como Kruskal-Wallis. Adi-
cional al supuesto de normalidad, es necesario revisar las varianzas de los grupos, las cuales pueden
ser desconocidas, supuestamente iguales o sin supuesto de igualdad; las siguientes son las hipo´tesis
de la prueba F de comparacio´n de varianzas o para el caso particular la prueba de Levene.
Hipo´tesis nula, H0: no existen diferencias entre las varianzas del total de Malware para los Grupos
A y B.
Hipo´tesis alternativa, H1: existen diferencias significativas entre las varianzas del total de Malware
para los Grupos A y B.
La Tabla 6-15 ilustra los resultados de las pruebas para muestras independientes (Grupo A y B)
calculado por medio del programa estad´ıstico IBM SPSS Statistics, esta tabla muestra las dos po-
sibles condiciones que se pueden dar en relacio´n a la varianza, que sean iguales o no; en el caso
estudiado el estad´ıstico de Levene toma el valor 0,225 y su valor-p (tambie´n conocido como signifi-
cacio´n estad´ıstica) es igual a 0,635, esto indica que no se puede rechazar H0 asumiendo el supuesto
de igualdad de las varianzas de las dos muestras. Por otra parte, las hipo´tesis de la prueba t-student
son:
Hipo´tesis nula, H0: las medias del total de Malware para los Grupos A y B son iguales.
Hipo´tesis alternativa, H1:= las medias del total de Malware para los Grupos A y B no son iguales.
El estad´ıstico t toma el valor 0.593 y el valor-p es igual a 0,553; adicional a lo anterior, el valor
de las diferencias de medias 0.148 esta´ comprendido en el intervalo de confianza (-0.343 , 0.640),
lo que permite no rechazar la hipo´tesis nula; es decir, aceptar que las medias de ambas muestras
(Grupos A y B) son estad´ısticamente iguales, o lo que es lo mismo, no se han encontrado diferencias
estad´ısticamente significativas entre las dos muestras en lo referente a la diferencia de sus medias
poblacionales.
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Tabla 6-15.: Prueba de muestras independientes. Fuente: elaboracio´n propia.
Prueba Fa Prueba T para la igualdad de Medias
F Sig. t df Sig. (bilateral) Dif. Medias Error tı´p. dif.
Malware Varianzas iguales 0.225 0.635 0.593 1268 0.553 0.148 0.250
Varianzas diferentes. 0.592 1240.13 0.554 0.148 0.251
a. Prueba de Levene para la igualdad de varianzas
Tabla 6-16.: Tabla de contingencia Navegacio´n vs Nivel Malware. Fuente: elaboracio´n
propia.
Navegacio´n Nivel Malware
Bajo Medio Alto Total
Bajo 379 17 3 399
Medio 76 29 2 107
Alto 40 40 5 85
Total 495 86 10 591
Para concluir y dar respuesta a la pregunta sobre s´ı el nu´mero de usuarios es determinante en el
nivel de Malware, los resultados han mostrado que no hay diferencias estad´ısticamente significa-
tivas en cuanto al total de Malware (conclusio´n similar a la de la Figura 6-6 y Tabla 6-11) y las
diferencias que se aprecian parecen explicarse por efecto del azar.
Continuando con las pruebas estad´ısticas, se plantean tablas de contingencia para un ana´lisis de
independencia entre las variables que definen a cada computadora (informacio´n de la CMDB, DA,
Filtro de navegacio´n y HCM) en contraste respecto el nivel de Malware; por ejemplo, la Tabla
6-16 indica la relacio´n entre la variable Navegacio´n y Nivel Malware para el caso de la “Consulta
Usuarios U´nicos” durante las cuatro semanas definidas anteriormente; de esta misma forma, se
construyen las posibles tablas de contingencia de a dos variables y son analizadas calculando es-
tad´ısticos tipo X2 para evaluar independencia [27]. La Tabla 6-17 ilustra los resultados de dicha
prueba para algunas tablas de contingencia bajo las siguientes hipo´tesis:
Hipo´tesis nula, H0: Las variables X e Y son independientes, (X e Y no esta´n relacionadas).
Hipo´tesis alternativa, H1: Las variables X e Y no son independientes, (X e Y esta´n relacionadas).
Se resaltan en negrita y asterisco (*) los valores-p que rechazan H0 ; es decir, existe relacio´n entre
las variables X e Y.
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Tabla 6-17.: Resultados de prueba X2 para independencia. Fuente: elaboracio´n propia.
Tabla de contingencia Prueba X2
Consulta SQL X Y Dimensio´n Pearson gl Sig.
Usuarios ´Unicos Nivel Malware Navegacio´n 3x3 135.018 4 0.00000*
Clase 3x3 1.659 4 0.79815
Marca 3x3 7.932 4 0.09410
Edad Computadora 3x3 7.053 4 0.13311
Procesadores 3x3 11.21 4 0.02430*
Adm Local 3x2 2.539 2 0.28097
USB 3x2 0.56 2 0.75578
Ges Est 3x2 0.989 2 0.60987
Sistema Operativo 4x3 7.478 6 0.27889
Service Pack 4x3 7.914 6 0.24447
Nivel Cargo 3x3 5.537 4 0.23659
Mu´ltiples Usuarios Nivel Malware Nu´mero usuarios 3x3 2.386 4 0.66515
Clase 3x3 1.743 4 0.78289
Marca 5x3 8.792 8 0.36014
Edad Computadora 3x3 9.807 4 0.04380*
Procesadores 4x3 18.87 6 0.00438*
Adm Local 3x2 2.676 2 0.26236
USB 3x2 0.191 2 0.90891
Ges Est 3x2 0.989 2 0.60987
Service Pack 4x3 9.81 6 0.13288
Otro camino para establecer la independencia del total de Malware con relacio´n a las variables
que definen cada computadora, es la prueba de Kruskal-Wallis, me´todo no parame´trico que utiliza
rangos de datos muestrales y permite comparar, en una sola prueba, las medianas de un conjunto de
k muestras independientes [27]; esta prueba no requiere supuestos de normalidad ni homogeneidad
de varianzas. De manera formal, las hipo´tesis ser´ıan:
Hipo´tesis nula, H0: todas las k funciones son ide´nticas.
Hipo´tesis alternativa, H1: al menos una de las k funciones tiende a dar valores observados ma´s
grandes, que al menos otra de las poblaciones.
La Tabla 6-18 describe la informacio´n de la prueba de Kruskall-Wallis para las variables Total
Malware y Nivel Cargo; esta u´ltima posee nueve categor´ıas a las cuales se les registra el total de
eventos deMalware durante las cuatro semanas anteriormente definidas para la “Consulta Usuarios
U´nicos”; adicionalmente se muestra el resultado de la prueba no parame´trica, con un estad´ıstico
de 5331 y un valor-p de 0.722; es decir, que no se puede rechazar H0; en otras palabras, las nueve
categor´ıas valoran de igual forma el total de Malware.
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Tabla 6-18.: Prueba de Kruskal-Wallis con variable de agrupacio´n Nivel Cargo. Fuente:
elaboracio´n propia.
Nivel Cargo N Rango promedio
Total Malware 1 9 323.00
2 2 195.50
3 87 268.36
4 39 306.55
5 319 305.74
6 32 283.41
7 88 293.42
8 10 261.42
9 5 260.30
Total 591
Total Malware
X2 5.331
gl 8
Sig. asinto´t 0.7216
La Tabla 6-19 describe la informacio´n de la prueba de Kruskall-Wallis para las variables Total
Malware y Edad Computadora; esta u´ltima posee siete categor´ıas a las cuales se les registra el
total de eventos de Malware durante las cuatro semanas anteriormente definidas para la “Consulta
Mu´ltiples Usuarios”; adicionalmente se muestra el resultado de la prueba no parame´trica, con un
X2 de 37.299 y un valor-p de 0.000; es decir, se puede rechazar H0, en otras palabras, al menos una
de las nueva categor´ıas valora de forma diferente el total de Malware. Al realizar las comparaciones
mu´ltiples se identifica que el grupo 1 es el que presenta diferencias con el resto de los grupos; es
decir, las computadoras con edad entre el intervalo [1, 42.99] semanas de operacio´n. Lo que plantea
la hipo´tesis de que las computadoras con menos semanas de operacio´n (nuevas) presentan mayor
infeccio´n por Malware, posiblemente por su mayor capacidad de procesamiento que permite desple-
gar con mayor profundidad los escaneos del Antivirus sin impactar al usuario final. Esta hipo´tesis
se revisara´ en el Cap´ıtulo 7.
Tabla 6-19.: Prueba de Kruskal-Wallis con variable de agrupacio´n Edad Computadora.
Fuente: elaboracio´n propia.
Edad Computadora N Rango promedio
Total Malware 1 265 73.36
2 224 559.90
3 134 576.66
4 203 617.10
5 313 634.68
6 31 650.73
7 100 633.06
Total 1270
Total Malware
X2 37.299
gl 6
Sig. asinto´t 0.000
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Tabla 6-20.: Resultados de prueba Kruskal-Wallis para independencia. Fuente: elaboracio´n
propia.
Tabla de contingencia Prueba X2
Consulta SQL X Y Pearson gl Sig.
Usuarios ´Unicos Total Malware Navegacio´n 185.884 10 0.00000
Edad Computadora 21,142 7 0.00356
Nivel Cargo 5.331 8 0.72168
Mu´ltiples Usuarios Total Malware Nu´mero usuarios 10.547 8 0.22871
Edad Computadora 37.299 6 0.00000
Por otra parte, la Tabla 6-20 ilustra los resultados de la prueba de Kruskall-Wallis para otras varia-
bles de agrupacio´n y Total Malware, se resaltan los valores-p que rechazan H0 ; es decir, al menos
una de las categor´ıas de la variable de agrupacio´n tiende a dar valores observados ma´s grandes, que
al menos otra de las categor´ıas.
Hasta el momento con el ana´lisis realizado las variables Navegacio´n, Procesadores y Edad Compu-
tadora han mostrado estar estad´ısticamente ligadas al comportamiento del Malware, tanto en su
forma nominal (Nivel Malware) como continua (Total Malware); no obstante, al pretender incluir
ma´s de dos variables en este tipo de ana´lsis se debe recurrir a otras alternativas.
Hasta los an˜os 60 las tablas de contingencia de 2x2 eran analizadas calculando el estad´ıstico tipo X2
para tareas de independencia; sin embargo, cuando se presentan ma´s de dos variables involucradas,
una posibilidad es repetir el ana´lisis para las distintas subtablas y determinar las interacciones o
asociaciones entre las variables; pero otra alternativa es aplicar modelos Log-lineales que son un
caso particular de los GLM1 para datos con una distribucio´n multinomial o Poisson. Segu´n Correa
[29], finalizando los an˜os 60 los trabajos como el de Goodman, quien uso´ estad´ısticos de la razo´n
de verosimilitud y procedimientos stepwise en la construccio´n jera´rquica de modelos log-lineales y
el procedimiento similar a modelos lineales propuesto por Grizzle et al. [43], en los cuales se puede
llegar a solucio´n del modelo sin pasar por la estimacio´n de cada celda.
Los modelos Log-lineales se usan para analizar la relacio´n entre dos, tres o ma´s variables catego´ricas
en una tabla de contingencia; en otras palabras, los modelos Log-lineales se presentan como la te´cni-
ca estad´ıstica ma´s apropiada en aquellos casos en los que se esta´ interesado en valorar la relacio´n que
se produce entre las variables de una tabla de contingencia de mu´ltiples entradas; todas las variables
analizadas se consideran como variables respuesta, es decir, no se hace distincio´n entre variables
independientes y dependientes. Es por ellos, que en estos modelos so´lo se estudia la asociacio´n entre
las variables; que es precisamente el objetivo del actual aparte, es decir, identificar que´ variables
esta´n asociadas a los niveles de Malware en las computadoras del Sistema de Informacio´n Bancario.
1Por sus siglas en ingle´s, Generalized Linear Models.
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Segu´n Arce et al. [6], el ana´lisis log-lineal persigue como objetivo fundamental la comprensio´n de
las relaciones entre variables catego´ricas junto con la identificacio´n y evaluacio´n de un modelo par-
simonioso que explique adecuadamente las frecuencias observadas. Tabachnick et al. [98] destacan
tres fases bien diferenciadas en la realizacio´n pra´ctica del ana´lisis Log-lineal:
1) Durante la fase de exploracio´n se parte de un modelo saturado para determinar la existencia
de efectos de algu´n orden susceptible de ser posteriormente investigados. En ocasiones, esta fase
es suficiente para detectar el modelo o´ptimo que puede ajustarse a los datos, pero en general es-
ta fase concluye con la sugerencia de la existencia de dos o ma´s modelos candidatos para su ana´lisis.
2) En la fase de modelado, se someten a prueba aquellos modelos que arrojo´ como candidatos
la fase de exploracio´n seleccionando el ma´s conveniente, para lo cual debe reunir los requisitos de
parsimonia (el modelo ma´s simple) y bondad de ajuste (que mejor se ajuste a los datos observados).
El procedimiento de ajuste suele realizarse calculando el estad´ıstico D (likelihood-ratio Chi-Square)
o X2 (Pearson Chi-Square) para un modelo no saturado particular y evaluando su significacio´n
estad´ıstica, pudiendo adoptar una de dos alternativas posibles:
Desde la perspectiva de los modelos jera´rquicos, un modelo que incluye un efecto de cualquier
orden debe tambie´n incorporar todos los efectos principales e interactivos de orden inferiores
y para su seleccio´n se utilizan criterios estad´ısticos.
Desde la perspectiva de los modelos no jera´rquicos, la seleccio´n de un modelo puede incluir
cualquier combinacio´n de sus componentes y su decisio´n descansa fundamentalmente sobre
criterios subjetivos.
3) Una vez seleccionado el modelo final, se aborda una fase de diagno´stico y evaluacio´n a fin de
estudiar sus propiedades.
El objetivo es tratar de interpretar los efectos que sobre las frecuencias observadas entre las cate-
gor´ıas de varias variables nominales (catego´ricas) tienen cada una de ellas as´ı como sus interrela-
ciones; para ello, se trabaja con el logaritmo natural (neperiano) de las frecuencias obtenidas en el
cruce de varias variables. Un ejemplo sencillo, podr´ıa ser la tabla de contingencia para las variables
Clase (Desktop y Porta´til) y Nivel Malware (Bajo, Medio y Alto) con sus respectivas frecuencias
que se ilustra en la Tabla 6-21; esta tabla convertida en sus logaritmos neperianos se ilustra en la
Tabla 6-22.
Tabla 6-21.: Tabla de contingencia Clase vs Nivel Malware. Fuente: elaboracio´n propia.
Clase Nivel Malware
Bajo Medio Alto Total
Desktop 403 101 80 584
Porta´til 463 116 97 676
Total 866 217 177 1260
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Tabla 6-22.: Tabla de contingencia Clase vs Nivel Malware convertida en sus logaritmos
neperianos. Fuente: elaboracio´n propia.
Clase Nivel Malware
Bajo Medio Alto Media
Desktop 5.998 4.615 4.382 4.998
Porta´til 6.137 4.753 4.574 5.155
Media 6.068 4.684 4.478 5.077
En el modelo log-lineal se cumple que para cualquier ij el logaritmo natural de su frecuencia es:
ln(nij) = µ+ λ
C
i + λ
M
j + λ
CM
ij (6-1)
Donde:
µ = Es la media de los logaritmos de todas las celdas de la tabla.
λCi = Efecto de la categor´ıa i de la variable Clase (filas).
λMj = Efecto de la categor´ıa j de la variable Nivel Malware (columnas).
λCMij = Efecto de la interaccio´n i y j de las dos variables.
De esta manera, el logaritmo natural de la primera celda es ln(nij) = 5.998 y los para´metros toman
los valores:
µ = 5.077.
λC1 = 4.998 - 5.077 = -0.079
λM1 = 6.068 - 5.077 = 0.991
λCM11 = 5.998 - (5.077 - 0.079 + 0.991) = 0.009
De la misma forma se estima el resto de para´metros λij que se indican en la Tabla 6-23.
La suma de los para´metros λ en cada factor (marginales) es igual a cero. Los valores positivos o
negativos corresponden a frecuencias por encima o debajo de las medias; de esta manera, un λ
negativo para el factor de Desktop de -0.079 significa que hay menos Desktops que Porta´tiles. Por
otra parte, el para´metro λcf13 con valor -0.079, corresponde a la categor´ıa Clase = Desktop y Nivel
Malware = Alto; que indica, que los Desktop tienen menor tendencia que los Porta´tiles de registrar
niveles Malware alto.
Tabla 6-23.: Estimacio´n de los para´metros λij. Fuente: elaboracio´n propia.
Clase Nivel Malware
Bajo Medio Alto λCi
Desktop 0.009 0.01 -0.017 -0.079
Porta´til -0.009 -0.01 0.017 0.079
λMj 0.991 -0.393 -0.599 0
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Este modelo que contempla los efectos se denomina saturado y permite explicar la frecuencia de
cualquier celda por medio de la Ecuacio´n 6-1 para el caso de dos variables C (Clase) y M (Nivel
Malware); adicionando una tercera variable como E (Edad Computadora), el modelo ser´ıa:
ln(nijk) = µ+ λ
C
i + λ
M
j + λ
E
k + λ
CM
ij + λ
CE
ik + λ
ME
jk + λ
CME
ijK (6-2)
En general, con t variables ser´ıa:
ln(ni1i2i13...it) = µ+ λ
x1
i1
+ λx2i2 + ...+ λ
x1x2
i1i2
+ ...+ λ
xt−1xt
it−1it
+ ...+ λx1x2xti1i2it + ...+ λ
x1x2...xt
i1i2...it
(6-3)
De forma simplificada y retomando el modelo saturado para el caso de tres variables cuyo ca´lculo
contempla todos los posibles efectos, para las variables A, B y C se tendr´ıa en cuenta:
Nuevamente µ es el efecto global de las distribuciones de la tabla de frecuencias.
A, B y C son los efectos individuales de cada variable.
A*B, A*C, y B*C son los efectos de interacciones de segundo orden entre las variables.
A*B*C son los efectos de interacciones de tercer orden entre las variables.
Como se dijo anteriormente, el objetivo es buscar el modelo o´ptimo que se ajuste a los datos a
partir del modelo saturado; por ejemplo, un caso especial es el modelo donde no se contemplan los
efectos debidos a la interaccio´n de las distintas variables, es decir, so´lo se contemplan los efectos de
las variables. En este caso el modelo recibe el nombre de interdependencia; nuevamente de forma
simplificada para tres variables A, B y C se tendr´ıa:
Modelo = µ+A+B + C (6-4)
De una manera ma´s formal:
ln(nijk) = µ+ λ
A
i + λ
B
j + λ
C
k (6-5)
De forma general, con t variables ser´ıa:
ln(ni1i2i13...it) = µ+ λ
x1
i1
+ λx2i2 + ...+ λ
xt
t (6-6)
La modelizacio´n Log-lineal calcula el modelo saturado teniendo en cuenta todos los efectos, para el
caso de estudio, los para´metros de este modelo se obtienen de modo que representen estimaciones
u´nicas, utilizando el me´todo de Newton-Raphson para obtener estimaciones ma´ximo-verosimilitud
de los para´metros [94]. A partir de este modelo saturado se va eliminando efectos y contrastando si
las frecuencias obtenidas al suprimir cada efecto var´ıan o no significativamente de las observadas;
si las diferencias encontradas al eliminar un efecto no difieren significativamente de las observadas,
quiere decir que dicho efecto puede eliminarse del modelo ya que no contribuye significativamente a
explicar las frecuencias encontradas en el cruce de las variables; de esta forma, el algoritmo continua
en sucesivas interacciones eliminando efectos hasta dar con el modelo ma´s simple que explique las
frecuencias observadas.
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Segu´n Correa [29], existen varias formas de seleccionar un modelo: stepwise (seleccio´n de paso a
paso hacia adelante o hacia atra´s), todos los modelos posibles y mezclas; Christensen [22] en su
texto “Log-linear Models”, recomienda proceder de la siguiente forma para seleccionar un modelo:
Utilizar el proceso de eliminacio´n hacia atra´s.
Comenzar con un modelo saturado, si se puede, o con un modelo de alto orden.
Siempre se elimina primero los te´rminos de alto orden ya que se debe tener presente el
principio de jerarqu´ıa.
Estas tres recomendaciones fueron adoptadas en el proceso de seleccio´n de los modelos Log-lineales
en esta investigacio´n. Es importante ratificar que el conjunto de datos que se pretende estudiar
desde la perspectiva de sus interacciones se ajustan, o no, al modelo log-lineal; es decir, la bondad
de ajuste del modelo. De forma similar al ana´lisis de tablas de contingencia, es posible afirmar que
los datos se ajustan al modelo cuando la diferencia entre las frecuencias observadas y las esperadas
no son estad´ısticamente significativas.
Una primera aproximacio´n para valorar la bondad de ajuste es utilizar los residuales (diferencia
entre los valores observados y los esperados); si el modelo es ajustado, los residuales son bajos,
para el caso de residuales iguales a cero, se esta´ haciendo referencia al modelo log-lineal saturado.
Adicional a la informacio´n entregada por los residuales, se utilizan pruebas estad´ısticas que de igual
forma, valoran la bondad de ajuste del modelo; los estad´ısticos que se utilizara´n son: D (likelihood-
ratio Chi-Square) o X2 (Pearson Chi-Square). Para ambos casos, el modelo se rechaza cuando el
valor-p sea mayor que el nivel de significancia α = 0,05.
La Tabla 6-24 define la letra que simplifica el nombre de las variables que se utilizara´n para la cons-
truccio´n de los modelos log-lineales en el caso de estudio del Malware en un Sistema de Informacio´n
Bancario.
Tabla 6-24.: Representacio´n de la variables en modelos log-lineales. Fuente: elaboracio´n
propia.
Letra Variable
A Nu´mero Usuarios
C Clase
E Edad Computadora
L Adm Local
M Nivel Malware
N Navegacio´n
P Procesadores
U USB
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Tabla 6-25.: Tabla de contingencia para modelo log-lineal ilustrado. Fuente: elaboracio´n
propia.
Edad Computadora
Nivel Malware Navegacio´n Joven Adulta Madura
Bajo Bajo 258 85 36
Medio 10 5 2
Bajo 2 1 0
Medio Bajo 38 26 12
Medio 20 7 2
Bajo 1 0 1
Bajo Bajo 27 9 4
Medio 28 10 2
Bajo 4 1 0
A continuacio´n se detallara´ el procedimiento para el ca´lculo de uno de los nueve modelos log-lineales
propuestos por medio del paquete estad´ıstico IBM SPSS Statistics; para este caso, las variables de
intere´s son Nivel Malware (M), Navegacio´n (N) y Edad Computadora (E) extra´ıdas de la “Consulta
Usuarios U´nicos”, partiendo del modelo saturado (M*N*E) de la Ecuacio´n 6-2. De igual forma, se
ajusta el modelo loglineal calculado con el comando loglm del paquete estad´ıstico R. Inicialmente
se ajusta el modelo saturado, luego el modelo de asociacio´n homoge´nea y as´ı sucesivamente hasta
llegar al modelo de independencia marginal. La Tabla 6-25 detalla el nu´mero de casos para cada
escenario entre las tres variables.
Las Tabla 6-26 proporciona la prueba de K-efectos en su doble versio´n, donde se establecen el
orden de las combinaciones que pueden ser incluidas en el modelo; esta prueba permite comprobar
si los efectos de un determinado orden son iguales a cero. La primera parte de la prueba contrasta
la H0 de que todos los efectos de un orden particular o superior son iguales a cero; la segunda
parte, contrasta la H0 de que los efectos de solamente un determinado orden sean iguales a cero.
Para ambos casos, se rechaza las iteraciones de K orden para las que los valores-p asociados al
estad´ıstico X2 o D sean mayores al nivel de significancia que en este caso es 0.05. La columna
K establece el orden de la combinacio´n; para este caso como son tres variables, la combinacio´n
de orden tres sera´ la combinacio´n de mayor orden y as´ı sucesivamente; se puede apreciar que so´lo
los efectos de las iteraciones de orden dos y los efectos principales son estad´ısticamente significativos.
El hecho de que los efectos de determinadas iteraciones o los principales sean distintos a cero, no
implica que en particular, cada uno de ellos lo sea; la prueba de asociacio´n parcial contrasta la H0
de que un efecto en particular es nulo. Igualmente, un efecto es significativamente distinto a cero
cuando el valor-p asociado al estad´ıstico X2 parcial es menor que 0.05; esta asociacio´n parcial, mide
la contribucio´n de los efectos individuales en la construccio´n del modelo. La Tabla 6-27 expone la
prueba de asociacio´n que matiza la conclusio´n obtenida al aplicar la prueba de k-efectos, pues de
todas las combinaciones de orden dos los efectos de la iteracio´n N*E (Navegacio´n*Edad Compu-
tadora) no son significativos; por otra parte, si resultan significativos los efectos principales.
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Tabla 6-26.: Prueba de muestras independientes. Fuente: elaboracio´n propia.
Razo´n de verosimilitud Pearson
K gl D Sig. X2 Sig. Iteraciones
Efectos de orden K 1 26 1429.149 0.000 3048.701 0.000 0
superioresa 2 20 136.054 0.000 154.435 0.000 2
3 8 7.239 0.511 6.906 0.547 4
Efectos de orden Kb 1 6 1293.094 0.000 2894.265 0.000 0
2 12 128.815 0.000 147.435 0.000 0
3 8 7.239 0.511 6.906 0.547 0
a. Contrasta que los efectos de orden k superiores son cero
b. Contrasta que los efectos de orden k son cero
Tabla 6-27.: Prueba de asociaciones parciales. Fuente: elaboracio´n propia.
Efecto gl X2 parcial Sig. Iteraciones
M*N 4 120.687 0.000 2
M*E 4 7.188 0.126 2
N*E 4 1.507 0.825 2
M 4 289.680 0.000 2
N 4 709.965 0.000 2
E 4 293.449 0.000 2
Tabla 6-28.: Estad´ısticos de eliminacio´n hacia atra´s. Fuente: elaboracio´n propia.
Pasoa Efectos gl X2c Sig. Iteraciones
0 Clase generadorab M*N*E 0 0.000
Efecto eliminado 1 M*N*E 8 7.239 0.511 4
1 Clase generadorab M*N,M*E,N*E 8 7.239 0.511
Efecto eliminado 1 M*N 4 120.687 0.000 2
2 M*E 4 7.188 0.126 2
3 N*E 4 1.507 0.825 2
2 Clase generadorab M*N,M*E 12 8.747 0.724
Efecto eliminado 1 M*N 4 120.403 0.000 2
2 M*E 4 6.905 0.141 2
3 Clase generadorab M*N,E 16 15.651 0.478
Efecto eliminado 1 M*N 4 120.403 0.000 2
2 E 2 293.449 0.000 2
4 Clase generadorab M*N,E 16 15.651 0.478
a. En cada paso se elimina el efecto con mayor nivel de significacio´n para el cambio
en la razo´n de verosimilitudes.
b. Se muestran los estadı´sticos para el mejor modelo en cada paso despue´s del paso 0.
c. Para ’Efecto eliminado’ e´ste es el cambio en la X2 despue´s de eliminar el efecto
del modelo.
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La Tabla 6-28 ilustra la aplicacio´n del me´todo de seleccio´n de paso a paso hacia atra´s, el cual paso a
paso excluye los efectos que no son estad´ısticamente significativos; es decir, aquellos que producen
un cambio mı´nimo en la verosimilitud X2 o en otras palabras, cuyos valores-p sean mayores a
0.05. En el paso cero (0) se elimina el efecto combinado de M*N*E dado que su eliminacio´n no
altera significativamente, entre las frecuencias calculadas, en el paso uno (1) se elimina el efecto
combinado de M*E y N*E por la misma razo´n del paso anterior; de la misma manera se procede
hasta llegar al paso cuatro donde el modelo final es M*N,E (Nivel Malware * Navegacio´n, Edad
Computadora). La Ecuacio´n 6-7 describe de forma general el modelo Log-lineal de independencia
conjunta (modelo final para el caso ilustrado).
ln(nijk) = µ+ λ
M
i + λ
N
j + λ
E
k + λ
MN
ij (6-7)
Para este caso:
µ = 1.6489.
λMAlto = - 0.0317 λ
M
Medio = - 0.2305 λ
M
Bajo = 0.26226
λNAlto = - 1.8937 λ
N
Medio = 0.2689 λ
N
Bajo = 1.6248
λEMadura = - 0.9252 λ
E
Adulta = - 0.0329 λ
E
Joven = 0.9582
λMNAlto,Alto = 0.5074 λ
MN
Alto,Medio = 0.4242 λ
MN
Alto,Bajo = 0.5074
λMNMedio,Alto = - 0.2101 λ
MN
Medio,Medio = 0.3013 λ
MN
Medio,Bajo = - 0.0911
λMNBajo,Alto = - 0.2973 λ
MN
Bajo,Medio = - 0.7255 λ
MN
Bajo,Bajo = 1.0228
Tabla 6-29.: Modelos log-lineales construidos. Fuente: elaboracio´n propia.
Modelo Interpretacio´n Consulta SQL
(M*N,E) E es conjuntamente independiente de M y N Usuarios ´Unicos
(E*P,N*P,M*N) Dado P el factor E es independiente de N y
M. M es independiente de E y P
Usuarios ´Unicos
(U*C,M) M es conjuntamente independiente de U y C Mu´ltiples Usuarios
(E*C,M) M es conjuntamente independiente de E y C Mu´ltiples Usuarios
(M*P,U*P) Dado P, M y U son condicionalmente inde-
pendientes
Mu´ltiples Usuarios
(M*E,L) L es conjuntamente independiente de M y E Mu´ltiples Usuarios
(M*E,U*E) Dado E, M y U son condicionalmente inde-
pendientes
Mu´ltiples Usuarios
(U,M,L) U, M y L son completamente independientes Mu´ltiples Usuarios
(E*C*P,M*P,M*E) Dado E y P, los factores C y M son indepen-
dientes
Mu´ltiples Usuarios
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La Tabla 6-29 describe de forma general los nueve modelos log-lineales construidos a partir de sus
respectivos modelos saturados (como se realizo´ en el anterior ejemplo), indicando una descripcio´n
breve de cada uno.
Entre los resultados de los modelos log-lineales para el caso donde la variable objetivo es el Nivel
Malware (M) se destacan las siguientes relaciones entre las variables de estudio:
Para el caso de la “Consulta Usuarios U´nicos”:
El modelo de independencia conjuntan (M*N,E) describe que la variable Edad Computadora
es independiente de las variables Nivel Malware y Navegacio´n; adicionalmente, la variables
Nivel Malware y Navegacio´n esta´n asociadas. Este u´ltimo resultado concuerda con la prueba
X2.
El modelo (E*P,N*P,M*N) describe que dado la variable Procesadores, la variable Edad
Computadora es independiente de las variables Navegacio´n y Nivel Malware; en los ana´li-
sis exploratorios precios del presente Cap´ıtulo se hab´ıa identificado la asociacio´n entre las
variables Nivel Malware con Procesadores, pero no con dicha condicionalidad. El anterior re-
sultado da elementos suficientes para no incluir la variable Edad Computadora en los modelos
propuestos del siguiente cap´ıtulo, con la condicio´n de incluir la variable Procesadores.
Para el caso de la “Consulta Mu´ltiples Usuarios”:
El modelo de independencia conjunta (U*C,M) detalla una asociacio´n entre las variables USB
y Clase; esto es coherente dado que los servidores distribuidos presentan pol´ıticas de control
de dispositivos USB diferentes a las otras clases de computadoras estudiadas. Finalmente, la
variable Nivel Malware es independientes a las variables USB y Clase, resultado similar al
obtenido con la prueba X2.
En el modelo de independencia conjunta (E*C,M) la variable Nivel Malware es independiente
de las variables Edad Computadora y Clase; conclusio´n obtenida en las pruebas X2 anterior-
mente realizadas, adicionalmente la razo´n de la asociacio´n de estas u´ltimas variables es debido
a que los servidores distribuidos por sus caracter´ısticas de robustez en procesamiento operan
durante varios an˜os, seguidos por los Desktop y finalmente los Porta´tiles que por sus ca-
racter´ısticas de eficiencia y bajo consumo de energ´ıa tiene una alta rotacio´n o actualizacio´n
tecnolo´gica.
El modelo de independencia condicional (M*P,U*P) describe que la variable Nivel Malware
es independiente a USB para cada valor de la variable Procesadores.
El modelo mutuamente independiente (U,M,L) todas las variables son mutuamente indepen-
diente, es decir, no existe asociacio´n entre ellas.
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Posterior a la elaboracio´n de los modelos log-lineales, es posible reafirmar que las variables Na-
vegacio´n, Procesadores y Edad Computadora son fundamentales en la construccio´n del modelo de
dosificacio´n de escaneos de antivirus; no obstante, el ana´lisis de datos catego´ricos evidencia sig-
nificativas asociaciones. Por ejemplo, la variable Procesadores expresa impl´ıcitamente la clase y
la edad de las computadoras bajo estudio; dado el fa´cil entendimiento del concepto asociado a la
clase de una computadora, se optara´ por utilizar la variable Clase en lugar de Procesadores para
el desarrollo de los modelos del Cap´ıtulo 7. Otro caso de intere´s, es la independencia del nivel
de Malware de variables como USB y Adm Local, a pesar de ser consideradas en el pasado como
elementos fundamentales en el control en la propagacio´n del Malware.
7. Resultados modelos de dosificacio´n
Identificadas las relaciones entre las variables del caso de estudio, se procede al desarrollo de te´cnicas
estad´ısticas que contemplan las variables significativas definidas en el cap´ıtulo anterior; no obstan-
te, los expertos en Seguridad sugieren incluir la variables USB y Clase en el desarrollo de algunos
de los modelos planteados en el Cap´ıtulo 4. Inicialmente se planteara´ el ana´lisis del modelo de
propagacio´n SIR y ondas epide´micas, seguido por la interpretacio´n de las curvas de Kaplan-Meier,
luego el modelo de Riesgos Proporcionales de Cox y finalmente un modelo de eventos recurrentes.
7.1. Modelos de propagacio´n para el caso de estudio
Una vez establecidos en el cap´ıtulo 4 los supuestos de los modelos cla´sicos de propagacio´n y las
consideraciones a tener presente sobre el caso de estudio, se plantea a continuacio´n el desarrollo
de un modelo SIR para el caso de las computadoras que poseen un usuario u´nico definido en la
“Consulta Usuarios U´nicos”; destacando tres elementos adicionales a tener presente:
Se cumple el supuesto de que el nu´mero de individuos (computadoras) es constante, dado que
el mismo nu´mero de computadoras fue observada durante el per´ıodo de estudio; el estudio fue
de tipo retrospectivo, seleccionando aquellas computadoras que presentaron infeccio´n. Aun-
que lo anterior no garantiza que todas las computadoras estuvieron expuestas a infecciones
desde la primera semana o que otras dejaran de participar en algu´n momento de las semanas
restantes.
Aunque en el modelo SIR se asume que las computadoras recuperadas por efectos del Anti-
virus no son susceptibles a una nueva infeccio´n, es evidente que la infeccio´n por Malware es
un evento recurrente durante el per´ıodo de estudio.
Como se menciono´ en el marco teo´rico, el Malware abarca diferentes tipos de amenazas
informa´ticas convirtie´ndolo en un padecimiento computacional comu´n en una red de contacto
(red de computadoras); aunque en la presente investigacio´n no se estudia un tipo de Malware
en particular, es posible establecer un comportamiento en la propagacio´n general de este tipo
de infecciones informa´ticas.
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Figura 7-1.: Modelo SIR para computadoras con usuarios u´nicos. Fuente: elaboracio´n
propia.
Aunque muchos de los supuestos del modelo SIR no se cumplen en la realidad (incluso para casos
de enfermedades biolo´gicas), estos definen un modelo simple y de fa´cil interpretacio´n; explicando
por que´ las enfermedades infecciosas se manifiestan en forma de ondas epide´micas. La aparicio´n de
una epidemia exige superar un nivel de umbral de individuos infectados en la poblacio´n; una vez
superado este umbral, la epidemia se propaga hasta agotar a los individuos susceptibles. A medida
que la epidemia avanza, los individuos susceptibles se reducen al igual que la probabilidad de que
un susceptible entre en contacto con un infectado; de esta forma, la epidemia se extingue cuando
la mayor´ıa de los susceptibles han pasado al estado de infectados y luego a inmunes (recuperados).
La incorporacio´n de nuevos individuos susceptibles a la poblacio´n (nacimientos o inmigracio´n) o el
cambio en la enfermedad (mutacio´n) puede generar que se alcance de nuevo el nivel de susceptibles
necesario para que se reinicie el proceso epidemiolo´gico.
La Figura 7-1 ilustra los tres posibles estados de las computadoras durante las once semanas de
estudio bajo la o´ptica del modelo SIR. En el tiempo inicial t0 existen 2179 computadoras suscepti-
bles a ser infectadas, hasta el fin de la primera semana no se conocera´n el nu´mero de infectados en
t1 y finalizando la segunda semana, es decir en t2, se estara´ al tanto de nuevas infecciones, cua´ntas
computadoras continuaron infectadas o se han recuperado; de la misma forma para cada ti con
0 ≥ i ≥ 11.
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Figura 7-2.: Casos de computadoras Infectadas y Recuperadas semanalmente. Fuente: ela-
boracio´n propia.
La curva S (Susceptible) y R ( Recuperado acumulados) muestra un comportamiento inverso, es
lo´gico que para S a medida que pasa el tiempo es menor el nu´mero de computadoras susceptibles
a ser infectadas; por otra parte que la curva R (acumulados) crezca en el tiempo indica que el
Antivirus esta´ realizando su trabajo al tratar de curar a las computadoras infectadas. En la curva
I (Infectado), se observa un pico en t1 asociado a un ataque focalizado; sin embargo, la tasa de
infeccio´n durante las siguientes semanas no presenta mayor variabilidad.
La Figura 7-2 esboza las curvas I y R, evidenciando nuevamente la poca variabilidad en la infec-
cio´n por Malware despue´s de la segunda semana y una eficiente accio´n del Antivirus al garantizar
que la curva R persigue de cerca la curva I durante todo el tiempo de estudio; adicionalmente, la
brecha entre ambas gra´ficas representa las computadoras que continuaron infectadas en la siguiente
semana o nuevas infecciones. Otra forma de interpretar el propo´sito de la presente investigacio´n es
reducir al mı´nimo dicha brecha, modificando las pol´ıticas de escaneo que se tienen definidas en la
entidad financiera.
Finalmente, la Figura 7-3 ilustra el mismo comportamiento de la gra´fica 7-2 para el caso de even-
tos acumulados, proporcionando un mejor entendimiento del feno´meno, es decir, a medida que el
Malware se propaga por la red de contacto, es mayor el nu´mero de computadoras infectadas; este
evento se ve contrarrestado por la accio´n de las te´cnicas de Antivirus (deteccio´n esta´tica y dina´mi-
ca) que tratan de desinfectar las computadoras una vez detectado el Malware.
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Figura 7-3.: Acumulados de computadoras Infectadas y Recuperadas semanalmente. Fuen-
te: elaboracio´n propia.
Una vez el proceso epidemiolo´gico se reinicia debido a la aparicio´n de nuevos susceptibles en la
poblacio´n, se genera un comportamiento llamado onda epide´mica compuesta por una sucesio´n de
curvas sinusoidales o curvas epide´micas; estas curvas se pueden describir por medio de medidas de
tendencia central y de dispersio´n, brindando un entendimiento del comportamiento de la epidemia
y caracterizando el feno´meno de propagacio´n de la infeccio´n en la poblacio´n de estudio [46] y [78].
Por las caracter´ısticas antes descritas del Malware (alta mutabilidad y ejecucio´n de subrutinas) y la
efectiva desinfeccio´n del Antivirus, es fa´cil garantizar que se genere un efecto de ondas epide´micas
al interior de una red de computadoras.
La Tabla 7-1 ilustra el resultado del ca´lculo de los estad´ısticos mencionados para el mismo caso de
las computadoras con usuario u´nico, los para´metros definidos para este caso en un per´ıodo medio
de incubacio´n de un d´ıa (tiempo mı´nimo) debido a la rapidez en la propagacio´n del Malware al
interior de la red de computadoras, el nu´mero de per´ıodos son las once semanas de estudio y el
nivel de confianza es del 95%.
A continuacio´n se realiza una breve descripcio´n de cada uno de los estad´ısticos calculados en la
Tabla 7-1 por medio del paquete estad´ıstico Epidat 3.1 [81]:
El retardo medio ponderado (t¯) es un estimador del tiempo medio de infeccio´n individual, o en
otras palabras, el intervalo temporal que en promedio transcurrira´ desde la aparicio´n del primer
caso de Malware en la red de computadoras hasta que una computadora al azar llegue a infectarse;
se dice que a valores altos de este estimador, la epidemia durara´ ma´s tiempo. El ca´lculo de este
estad´ıstico se realiza por medio de la Ecuacio´n 7-1. La desviacio´n esta´ndar (s) mide la dispersio´n en
la aparicio´n de los casos con respecto al tiempo. As´ı, cuanto mayor sea el espaciamiento temporal
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Tabla 7-1.: Estad´ısticos en la onda epide´mica de Malware. Fuente: elaboracio´n propia.
Estadı´stico Valor
Medidas dimensionales
Tiempo medio de infeccio´n
(semanas)
3.0225
Desviacio´n esta´ndar 3.1233
Medidas adimensionale
Coeficiente de asimetrı´a 1.3586
Coeficiente de curtosis 3.4105
entre la aparicio´n de casos sucesivos, ma´s tiempo tardara´ en propagarse la onda epide´mica. La
Ecuacio´n 7-2 ilustra la forma para el ca´lculo de este estad´ıstico:
t¯ =
N∑
i=1
tini
N∑
i=1
ni
(7-1)
s=
√
1
N
N∑
i=1
(ti−)2 (7-2)
Donde N es el nu´mero total de per´ıodos desde que comienza la onda epide´mica hasta que finaliza,
ti es el per´ıodo temporal i-e´simo y ni es el nu´mero de casos registrados en el tiempo ti.
La asimetr´ıa (A) refleja las diferencias en la forma de aparicio´n de los casos antes y despue´s de
alcanzarse el pico de la epidemia:
Si se produce un gran incremento en el nu´mero de casos de Malware al inicio del brote y e´ste
se extingue lentamente, la asimetr´ıa es positiva.
Si los casos de Malware aparecen diseminados en el tiempo al inicio de la epidemia, al-
canza´ndose lentamente el pico de e´sta, la asimetr´ıa es negativa.
La curtosis (C) representa la concentracio´n temporal en la aparicio´n de casos de Malware, esto es,
el apuntamiento de la curva epide´mica (con respecto a una curva normal):
Si los casos de Malware aparecen agregados en torno a la fecha de aparicio´n del caso medio,
la curtosis tendra´ un valor pro´ximo a 3.
Si por el contrario, los casos de Malware se generan de forma diseminada en el tiempo el
valor de la curtosis sera´ pro´xima a 0.
Los estad´ısticos calculados proporcionan un mayor entendimiento al momento de comparar di-
ferentes poblaciones o incorporar al estudio otros per´ıodos de tiempo que permitan valorar el
comportamiento epidemiolo´gico en una red de computadoras; sin embargo, permanece el asunto
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de la definicio´n del umbral o momento cr´ıtico cuando se inicia una epidemia de Malware. Un po-
sible camino es estimar los estad´ısticos en varios per´ıodos sobre la misma red de computadoras,
permitiendo definir un comportamiento esta´ndar de la propagacio´n de amenazas informa´ticas e
implementar controles por medio de vigilancia epidemiolo´gica.
Una segunda forma de determinar el comportamiento de una curva epide´mica es estimar la velocidad
con la que aparecen los casos [81]. Esta velocidad es calculada a partir de los datos proporcionados
por la vigilancia epidemiolo´gica; definiendo una variable Pt que represente la proporcio´n de casos
acumulados hasta el instante t.
Pt responde a un modelo log´ıstico cuya ecuacio´n es:
Pt =
1
1 + ea−bt
(7-3)
Que expresa una relacio´n lineal entre el tiempo y el logit de Pt:
Ln
(
1
Pt
− 1
)
= a− bt (7-4)
El coeficiente de difusio´n es el para´metro b, conocido como pendiente o tasa de cambio por unidad
de tiempo; con base a la Ecuacio´n 7-4, el coeficiente de difusio´n puede interpretarse como la pro-
porcio´n de casos de Malware (respecto al total que integra la curva epide´mica) que aparecen por
unidad de tiempo. La derivada de Pt corresponde a la funcio´n de densidad de la variable Casos y
describe la velocidad de difusio´n de la onda.
Aquellas ondas epide´micas con una mayor velocidad de expansio´n, les corresponde un coeficiente
de difusio´n mayor; es decir, brotes de per´ıodo epide´mico breve. Al igual que las medidas adimen-
sionales mencionadas anteriormente, este coeficiente es u´til para comparar diferentes poblaciones
o una misma poblacio´n en diferentes espacios de tiempo; no obstante, el valor del coeficiente es
determinado por la cercan´ıa temporal en la ocurrencia de casos, independiente de la cantidad. De
esta manera, las ondas ma´s ra´pidas son aquellas compuestas por pocos casos que ocurren muy
pro´ximos en el tiempo.
En el Cap´ıtulo 3 se desplego´ un detallado comparativo entre los escenarios Biolo´gico y Computacio-
nal; con el pro´posito de aplicar algunas te´cnicas epidemiolo´gicas en una red de computadoras. El
hecho de atribuir al Malware caracter´ısticas de enfermedad infecciosa, plantea el escenario de una
transmisio´n de computadora a computadora; lo cual toma sentido en virtud a la red de contacto
o Networking. Abierta la posibilidad de este tipo de propagacio´n, es posible calcular una tasa de
propagacio´n a partir del nu´mero de casos de Malware reportados por el Antivirus; este estimador
describe la intensidad de transmisio´n de la enfermedad en la red de computadoras, que se calcula
como la razo´n de casos secundarios y casos primarios en un instante de tiempo determinado [81].
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Figura 7-4.: Onda epide´mica para computadoras con usuario u´nico. Fuente: elaboracio´n
propia.
En el mo´dulo de Ondas epide´micas de Epidat, la tasa de propagacio´n para cada per´ıodo t se estima
como el cociente entre dos medias mo´viles (calculadas con 3 casos); la correspondiente al per´ıodo
t + k, siendo k el per´ıodo medio de incubacio´n, entre la correspondiente al per´ıodo t. Se asume
entonces, que los casos reportados por el Antivirus en un instante son secundarios a los notificados
en el instante precedente, si el intervalo de tiempo transcurrido es igual al per´ıodo de incubacio´n.
Por las caracter´ısticas descritas del Malware, se define un per´ıodo de incubacio´n igual a un d´ıa;
basado en los ra´pidos efectos que producen una vez se ha logrado la infeccio´n. No obstante, algunos
tipos de amenazas informa´ticas permanecen pasivas y despliegan sus efectos bajo ciertas condicio-
nes alrededor y al interior del hue´sped (computadora).
La Figura 7-4 ilustra la evolucio´n de la onda epide´mica para el caso de computadoras con usuario
u´nico. Se identifica como la tasa de propagacio´n permanece aproximadamente constante para diez
de las once semanas de estudio; en la segunda semana dicha tasa se reduce por el alto nu´mero
de casos de Malware de la primera semana que ra´pidamente fueron controlado por el Antivirus.
Adicionalmente, el coeficiente de difusio´n toma un valor de 0.2885 con un intervalo de confianza
entre 0.276 - 0.30 y un nivel de confianza del 95%. Por otra parte, la media mo´vil para los tres casos
sigue de cerca los eventos de infeccio´n de Malware semanal que como se identifico´ en las Figuras
7-1 y 7-2 tiene un comportamiento normal a partir de la segunda semana.
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7.2. Modelos de supervivencia para el caso de estudio
Adicional a los resultados obtenidos con el modelo de propagacio´n SIR, un acercamiento al caso
de estudio por medio de te´cnicas de supervivencia brinda un entendimiento diferente al caso de
estudio, definiendo criterios para la dosificacio´n de escaneos de Antivirus.
7.2.1. Curvas de Kaplan-Meier
Un me´todo ampliamente utilizado en ana´lisis de supervivencia es el me´todo de Kaplan-Meier [26],
que proporciona una estimacio´n de la curva de supervivencia S (t) de forma recursiva por medio
de la Ecuacio´n 7-5.
Sˆ (ti) =
ri −mi
ri
Sˆ(ti−1) (7-5)
Donde:
ri = individuos en riesgo en el instante i.
mi = individuos que han presentado el evento de intere´s (enfermedad, reca´ıda, etc.) en el instante
de tiempo i.
Las curvas de Kaplan-Meier son usadas para estimar la funcio´n de supervivencia; para usar esta
estrategia, se define el evento de intere´s como el tiempo transcurrido hasta el primer caso de in-
feccio´n por Malware en una computadora. El objetivo es comparar las funciones de supervivencia
para diferentes grupos. Si la funcio´n de supervivencia para uno de los grupos es siempre mayor
que la funcio´n para el otro grupo, entonces el primer grupo claramente sobrevive mayor tiempo
que el segundo grupo [3]. De forma similar a los modelos cla´sicos de propagacio´n, estas curvas no
contemplan la recurrencia en el evento de intere´s, es decir, so´lo evaluan el primer evento de la in-
feccio´n por Malware para cada computadora; descartando el hecho de que la infeccio´n por Malware
es un evento no obsorbente y recurrente en el tiempo. Sin embargo, estas curvas proporcionan un
entendimiento del comportamiento del Malware discriminado por grupos de intere´s en el tiempo y
particularmente la proporcio´n de computadoras que sobrevive (que no se han infectado deMalware)
cada semana. La prueba estad´ıstica Log-Rank compara la distribucio´n de supervivencia entre dos
grupos; es decir, la hipo´tesis nula ( H0) describe que no existen en general diferencias entre las dos
curvas de supervivencia, o en otras palabras, la velocidad de infeccio´n de ambos grupos es similar.
Formalmente, las hipo´tesis de la prueba Log-Rank son:
Hipo´tesis nula, H0: no existe diferencia entre las cuervas de supervivencia.
Hipo´tesis alternativa, H1: existe diferencia entre las curvas de supervivencia.
A continuacio´n se presentan algunas curvas de Kaplan-Meier y pruebas Log-Rank sobre una mues-
tra aleatoria de los datos correspondientes a la “Consulta Mu´ltiples Usuarios.”
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Figura 7-5.: Curva de Kaplan-Meier para la variable Clase. Fuente: elaboracio´n propia.
La Figura 7-5 ilustra la curva de Kaplan-Meier para la variable Clase, definida por dos grupos:
Grupo 0: Porta´til.
Grupo 1: Desktop.
La prueba Log-Rank para este caso, describe que las computadoras con clase Desktop mostraron
diferencias estad´ısticas al ser comparadas con computadoras de clase Porta´til con un valor-p =
0.000 y un nivel de significancia del 95%; es decir, las computadoras con clase Desktop se infectan
con mayor rapidez.
La Figura 7-6 ilustra la curva de Kaplan-Meier para la variable Edad Computadora, definida por
los siguientes grupos:
Grupo 0: edades entre 1 a 165 semanas.
Grupo 1: edades entre 166 a 248 semanas.
Grupo 2: edades con ma´s de 248 semanas.
La prueba Log-Rank para este caso, evidencia que las computadoras del Grupo 2 muestran dife-
rencias estad´ısticas al ser comparadas con computadoras de los otros dos Grupos con un valor-p
igual a 0.000 para ambas comparaciones y un nivel de significancia del 95%; en otras palabras,
las computadoras con edades mayores a 248 semanas se infectan con ma´sr lentitud. Es importante
mencionar que las computadoras con mayor tiempo de operacio´n son servidores distribuidos.
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Figura 7-6.: Curva de Kaplan-Meier para la variable Edad Computadora. Fuente: elabora-
cio´n propia.
La Figura 7-7 ilustra la curva de Kaplan-Meier para la variable USB, definida por dos grupos:
Grupo 0: tienen restringido el uso de dispositivos USB.
Grupo 1: No tienen restringido el uso de dispositivos USB.
La prueba Log-Rank para este caso, muesta que no existen diferencias estad´ısticas entre ambos
grupos con un valor-p = 0.069 y un nivel de significancia del 95%; en otras palabras, la variable
USB no incide en la velocidad de contagio por Malware. Bajo este resultado, se podr´ıa pensar que
el control de dispositivos USB obecede a la accio´n preventiva de fuga de informacio´n y no a la
disminucio´n de los eventos de Malware al interior de la entidad financiera. Sin embargo, siendo el
valor-p = 0.069 (muy cercano a 0.05), no parece haber una evidencia muy fuerte en los datos para
el no rechazo de H0.
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Figura 7-7.: Curva de Kaplan-Meier para la variable USB. Fuente: elaboracio´n propia.
La Figura 7-8 ilustra la curva de Kaplan-Meier para la variable Procesadores, definida por los si-
guientes grupos:
Grupo 0: computadoras con un procesador.
Grupo 1: computadoras con dos (2) procesadores.
Grupo 2: computadoras con tres (4) procesadores.
Grupo 3: computadoras con ocho (8) procesadores.
La Tabla 7-2 ilustra la prueba Log-Rank para este caso, evidenciado que las computadoras con dos
procesadores (Grupo 1) muestra diferencias estad´ısticas al ser comparadas con computadoras de
uno, cuatro y ocho procesadores con un valor-p = 0.018, 0.000 y 0.05 respectivamente y un nivel
de significancia del 95%; en otras palabras, las computadoras con dos procesadores se infectaron
ma´s ra´pido que aquellas con diferente nu´mero de procesadores.
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Figura 7-8.: Curva de Kaplan-Meier para la variable Procesadores. Fuente: elaboracio´n
propia.
Tabla 7-2.: Comparaciones mu´ltiples v´ıa Prueba Log-Rank para grupos de la variable Pro-
cesadores. Fuente: elaboracio´n propia.
Grupo 0 Grupo 1 Grupo 2 Grupo 3
Procesadores X2 Sig. X2 Sig. X2 Sig. X2 Sig.
Log-Rank Un procesador-Grupo 0 5.580 0.018 0.303 0.582 1.334 0.248
(Mantel-Cox) 2 Procesadores-Grupo 1 5.580 0.018 258.195 0.000 3.847 0.050
4 Procesadores-Grupo 2 0.303 0.582 258.195 0.000 0.730 0.393
8 Procesadores-Grupo 3 1.334 0.248 3.847 0.050 0.730 0.393
7.2.2. Riesgos proporcionales de Cox
La principal debilidad del me´todo de Kaplan-Meier es asumir que los grupos son homoge´neos con
respecto a todas las variables, lo cual no siempre se cumple. A lo largo de la presente investigacio´n
y especialmente en el Cap´ıtulo 6 referido a la seleccio´n de las variables, se evidencia lo heteroge´neo
de las variables que caracterizan las computadoras infectadas durante el per´ıodo de estudio de
once semanas. Existen diferentes alternativas para construir modelos en los que se tenga en cuenta
la relacio´n o efecto de diferentes variables explicativas medidas en cada individuo en ana´lisis de
supervivencia; sin embargo, el me´todo ma´s reconocido es el de riesgos proporcionales de Cox [30].
La Ecuacio´n 7-6 exponen nuevamente la formulacio´n del modelo de riesgos proporcionales de Cox,
en el Cap´ıtulo 4 se describio´ con mayor detalle cada uno de los elementos que generan dicha ecuacio´n.
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λ(t;X) = λ0(t)e
p∑
j=1
βjXj
(7-6)
Donde:
X = (X1, ..., XP ) son las variables explicativas que describe un sistema en te´rminos de factores
exo´genos y caracter´ısticas endo´genas.
λ0(t) = es una funcio´n positiva de riesgo no especificado. Es la funcio´n de riesgo base o tambie´n
llamada hazard baseline y se refiere al riesgo cuando no se tiene ninguna variable explicativa.
β = (β1, ..., βp) son los para´metros a ser estimados.
Otra forma equivalente de expresar la anterior ecuacio´n es:
ln
[
λ(t;X)
λ0(t)
]
=
p∑
j=1
βjXj (7-7)
En otras palabras, el modelo plantea el logaritmo del riesgo relativo como una funcio´n lineal de las
variables predictoras; se supone, por lo tanto, que el riesgo relativo, a diferencia del riesgo propia-
mente dicho, no depende del tiempo; es decir, que el riesgo es constante a lo largo del tiempo (de
ah´ı el nombre de modelo de riesgo proporcional de Cox).
Para construir un modelo de riesgos proporcionales de Cox es necesario seleccionar adecuadamente
las variables, esto se logra por medio de diferentes te´cnicas incluidas en los principales paquetes
estad´ısticos; los cuales de forma automa´tica realizan la seleccio´n secuencial de las variables. Entre
las te´cnicas de seleccio´n ma´s utilizadas se encuentran la rutina de seleccio´n hacia delante, elimina-
cio´n hacia atra´s o paso a paso. Las variables Clase, Procesadores y Edad Computadora sera´n las
que definan el modelo de Cox, buscando revisar que tan bien se ajustan los datos de infeccion por
Malware a dicho modelo.
Se propone construir un modelo relacionado a la “Consulta Mu´ltiples Usuarios” (computadoras con
uno o ma´s usuarios). Para ajustar el modelo se tomo´ una muestra segu´n la clase de computadora.
La Tabla 7-3 ilustra el ana´lisis del estimador de ma´xima verosimilitud para 2979 computadoras en
un per´ıodo de estudio de once semanas. Los ca´lculos se realizaron por medio del paquete estad´ıstico
SAS 9.2 utilizando PROC PHREG [88]. La variable Clase y Procesadores son de tipo nominal con
las siguientes categor´ıas:
Clase = 0 (Porta´til)
Clase = 1 (Desktop)
Procesadores = 0 (2 Procesadores)
Procesadores = 1 (4 Procesadores)
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Tabla 7-3.: Coeficientes del modelo de Cox para el caso de usuarios mu´ltiples. Fuente: ela-
boracio´n propia.
Ana´lisis del estimador de ma´xima verosimilitud
Variable gl Estimador del para´metro Error esta´ndar X2 Sig. Ratio del riesgo
Clase 1 -0.1321 0.0453 8.487 0.0036 0.876
Edad 1 -0.0011 0.0002 28.190 <0.0001 0.999
Procesadores 1 0.2828 0.0465 36.905 <0.0001 1.327
Se identifica en la Tabla 7-3 que las tres variables propuestas para el modelo ajustan bien en re-
lacio´n al modelo de so´lo intercepto; por lo anterior, no es necesario estratificar por alguna de las
variables nominales.
Los estimadores del para´metro son los βj y los valores llamados ratio de riesgo son los e
βj que indica
el riesgo relativo a una funcio´n base; es decir, por cada variacio´n unitaria de la respectiva variable
explicativa cuando las variables son continuas. La Ecuacio´n 7-7 brinda una interpretacio´n de los
coeficientes: βj es el logaritmo del riesgo relativo cuando Xj aumenta una unidad, mantenie´ndose
constantes las dema´s variables explicativas; por tanto, eβj es el riesgo relativo cuando Xj aumenta
una unidad, mantenie´ndose constantes las dema´s variables explicativas.
La Tabla 7-4 presenta la interpretacio´n a los Ratios del riesgos para las variables explicativas pro-
puestas en el modelo de riesgos proporcionales de Cox de la Ecuacio´n 7-8.
La Tabla 7-5 ilustra tres contrastes de hipo´tesis para verificar la validez del modelo, estos criterios
son asinto´ticamente equivalentes; en otras palabras, se desea probar la hipo´tesis nula de que los
coeficientes βj son iguales a cero. Pudiendo concluir que el modelo es aceptable bajo los tres criterios.
La Ecuacio´n 7-8, ilustra la forma que toma el modelo de riesgos proporcionales de Cox analizado
en las Tablas 7-3, 7-4 y 7-5.
ln
[
λˆ(t;X)
λˆ0(t)
]
= (−0,1321)Clase+ (−0,0011)Edad+ (0,2828)Procesadores (7-8)
Como se evidencia en la Ecuacio´n 7-8, el conocimiento a priori de la funcio´n de riesgo base no es
necesario para estimar los para´metros βj , ni para la evaluacio´n del efecto de las variables expli-
cativas. La funcio´n de riesgo base o hazard baseline λ0(t) es el riesgo base ante la ausencia de la
variables explicativas definidas; por otra parte, dichas variables (Clase, Edad Computadora y Pro-
cesadores) representan factores propios y caracter´ısticos de cada computadora, los cuales definen
el comportamiento del riesgo (creciente o decreciente) de presentar infeccio´n de Malware dentro de
la red del Sistema de Informacio´n Bancario.
El objetivo planteado en la presente investigacio´n se ha materializado con la definicio´n de una
metodolog´ıa para la aplicacio´n de escaneos de Antivirus basados en un ana´lisis epidemiolo´gico y de
supervivencia; sin embargo, el propo´sito de las te´cnicas evaluadas hasta el momento se ha focalizado
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Tabla 7-4.: Interpretacio´n de los para´metros βj estimados. Fuente: elaboracio´n propia.
Ca´lculos Interpretacio´n
Variable nominal Clase
λ(Portatil)
λ(Desktop)
=
1
0,876
λ(Portatil) = 1,14λ(Desktop)
El riesgo de infeccio´n por Malware aumenta en un
14 % para aquellas computadoras de clase Porta´til
comparadas con computadoras de clase Desktop.
Variable nominal Procesadores
λ(2Proc)
λ(4Proc)
=
1
1,327
λ(2Proc) = 0,75λ(4Proc)
El riesgo de infeccio´n por Malware aumenta en un
33.33 % para aquellas computadoras con 4 Proce-
sadores comparadas con computadoras de 2 Proce-
sadores.
Variable continua Edad
∣∣eβj − 1∣∣× 100%
|0,999− 1| × 100% = 0,1
Por cada incremento de la Edad en una computado-
ra, el riesgo de infeccio´n por Malware decrece en
un 0.1 %; es decir, las computadoras con mayor
edad o tiempo de operacio´n presentan un menor
riesgo de presentar eventos de Malware. Un incre-
mento en esta variable equivale a una semana.
Proc = Procesadores
Tabla 7-5.: Prueba global del modelo de Cox. Fuente: elaboracio´n propia.
Prueba X2 gl Sig.
Test de razo´n de verosimilitud 106.0069 3 <0.0001
Puntajes (score test) 104.4788 3 <0.0001
Wald 103.7389 3 <0.0001
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en comprender el comportamiento del Malware desde la o´ptica de la propagacio´n de enfermedades
infecciosas y la influencia de covariables (variables explicativas) sobre un riesgo de infeccio´n. Par-
ticularmente sobre este u´ltimo elemento, cuando se desea evaluar la influencia de covariables sobre
la funcio´n de riesgo, un modelo conveniente es el de riesgos proporcionales de Cox; no obstante,
cuando el propo´sito es aplicar este modelo para predecir futuros eventos (infecciones por Malware
para el presente caso de estudio) es conveniente realizar pruebas de hipo´tesis parame´tricas sobre la
forma del hazard baseline.
Segu´n Kumar et al. [57] existen dos caminos para modelar λ0(t): el primero, asumiendo una ade-
cuada distribucio´n parame´trica (v.g. la tasa de fracaso de la distribucio´n Weibull) y el segundo
no asumir una distribucio´n especifica. Esta u´ltima suposicio´n es ma´s comu´n y en algunos casos
es interpretada como sino´nimo del te´rmino modelo de riesgos proporcionales. En ocasiones resul-
ta complejo asumir una forma espec´ıfica del hazard baseline debido a los efectos confusos de las
variables explicativas; sin embargo, para predecir el nu´mero esperado de fallas en un intervalo de
tiempo espec´ıfico, una suposicio´n sobre la forma de λ0(t) puede ser ma´s apropiada.
Algunos paquetes de miner´ıa de datos que incluyen el modelo de riesgos proporcionales de Cox,
esta´n disen˜ados para responder a la necesidad de realizar predicciones de eventos de intere´s futuros
y automatizar el proceso de adquisicio´n de los datos y entrega de las predicciones en un formato de
compatible con visores gra´ficos o Dashboard. El algoritmo implementado en el paquete de miner´ıa
de datos IBM SPSS Modeler [95] produce una funcio´n de supervivencia que pronostica la probabi-
lidad de que el evento de intere´s se haya producido en el momento t para valores determinados de
las variables explicativas del predictor. La forma de la funcio´n de supervivencia y los coeficientes
betas se calculan a partir de los sujetos observados con anterioridad; de esta forma, el modelo puede
aplicarse a nuevos casos que tengan medidas para las variables explicativas que definen el predictor.
De igual forma, el hazard baseline es denotado como h0(t); la Ecuacio´n 7-10 ilustra la estimacio´n
de Breslow [30]para el riesgo base acumulado.
Hˆ0(t) =
∑
ti≤t
hˆ0(t) (7-9)
Con:
hˆ0(t) =
di∑
j∈Ri
eβ.xj
(7-10)
Donde:
t1 < t2 < t3... denota el tiempo de los diferentes eventos.
di = nu´mero de eventos en ti.
Ri = riesgo en conjunto en ti de todos los individuos que au´n son susceptibles al evento en ti.
hˆ0(t) = 0 si t es un tiempo sin eventos.
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Tabla 7-6.: Tabla de supervivencia. Fuente: elaboracio´n propia.
En la media de las covariables
Semana h0(t) Supervivencia Error esta´ndar Riesgo acum
1 1.171 0.326 0.005 1.121
2 1.373 0.269 0.005 1.315
3 1.561 0.224 0.006 1.494
4 1.786 0.181 0.006 1.709
5 1.966 0.152 0.005 1.882
6 2.196 0.122 0.005 2.102
7 2.392 0.101 0.005 2.290
8 2.771 0.070 0.004 2.653
9 3.336 0.041 0.003 3.193
10 4.483 0.014 0.001 4.292
Figura 7-9.: Funcio´n de Supervivencia. Fuente: elaboracio´n propia.
La Tabla 7-6 permite conocer los valores de h0(t) y de la funcio´n de supervivencia relativa a los
valores de las variables explicativas para cada ti (semanas).
La Figura 7-9 ilustra la funcio´n de supervivencia para las 2979 computadores estimada por medio
del me´todo de Kaplan-Meier, identificando que so´lo el 10% de las computadores bajo estudio no
presentan infeccio´n por Malware (sobreviven) despue´s de ocho semanas; adicionalmente, muestra
que despue´s de la primera semana de observacio´n ma´s del 60% de las computadoras presentaron
eventos de infeccio´n.
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De forma general, existen cuatro tipos de residuales para el ana´lisis del modelo de riesgos proporcio-
nales de Cox: los residuos de Martingala utilizados para verificar la forma funcional de un predictor
continuo, los residuos de desv´ıos (Deviance) usados para la deteccio´n de valores at´ıpicos (outliers),
los residuos de Schoenfeld que se usan para la verificacio´n del supuesto de riesgos proporcionales y
finalmente los residuos de puntaje (Score) utilizados para verificar la influencia individual y para
la estimacio´n robusta de la varianza.
En resumen, los residuales presentados a continuacio´n ayudan en:
La forma funcional de las covariables (Martingala).
La validacio´n del modelo (Cox-Snell, Martingale)
El examen de puntos de influencia y outlier (Deviance, Schoenfeld, Score)
La validacio´n de la suposicio´n de los riesgos proporcionales (Schoenfeld, score)
La Figura 7-10 ilustra el gra´fico de Hazard Acumulado (a) y el gra´fico de Log-Hazard Acumulado
(b) basados en los residuales de Cox-Snell, se dice que el modelo ajusta adecuadamente si el gra´fico
(a) representa una l´ınea recta que pasa por el origen con pendiente igual a 1; por otra parte, para el
gra´fico (b) el modelo ajusta adecuadamente cuando se observa una l´ınea aproximadamente recta.
El gra´fico de Hazard Acumulado sugiere hasta el momento que el modelo se ajusta apropiadamente
a los datos.
Figura 7-10.: a) Hazard Acumulado b) Log-Hazard Acumulado basados en residuales de
Cox-Snell. Fuente: elaboracio´n propia.
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Figura 7-11.: Residuales de Schoenfeld vs tiempo (Semana). Fuente: elaboracio´n propia.
Las Figura 7-11 (a, b, y c) muestra los residuales de Schoenfeld en funcio´n del tiempo para las
variables explicativas Clase, Edad y Procesadores respectivamente; dado que las curvas esta´n cerca
de la l´ınea cero (presenta pendientes cercanas a 0), se podr´ıa pensar que la hipo´tesis de riesgos
proporcionales no ha sido violada por estas covariables.
Los residuales Martingala permiten verificar la forma funcional de un predictor continuo; aunque es
posible realizar un ana´lisis sobre predictores catego´ricos, no resultar´ıa muy ilustrativo al momento
de analizar los gra´ficos; el objetivo es validar si se cumple el supuesto de incluir de forma lineal las
variables continu´as en el modelo.
En la Figura 7-12 se ilustran los residuales Martingala para la variable Edad, identificando que no
se cumple el supuesto completamnete (no tienen un comportamiento lineal completo); es decir, el
comportamiento lineal lo presenta por tramos. Lo anterior sugiere realizar transformaciones sobre
la variable para acercarse ma´s a un comportamiento lineal.
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Figura 7-12.: Residuales Martingala para la variable Edad. Fuente: elaboracio´n propia.
Figura 7-13.: Residuales Deviance. Fuente: elaboracio´n propia.
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La Figura 7-13 (a) ilustra los residuales Deviance vs el Scrore del riesgo, el dia´metro de las bur-
bujas es proporcionado por el estad´ıstico LMAX introducido en el PROC PHREG del paquete
estad´ıstico SAS; las observaciones con un dia´metro relativamente grande puede ser considerado
como observaciones influyentes y aquellas que superan las bandas (para este so´lo hay una banda en
-2.5) son consideradas outliers. Segu´n lo anterior, se evidencia que no se presentan datos influyentes
o outliers. La Figura 7-13 (b) esboza los residuales Deviance vs el tiempo (Semana) que presenta
los mismo resultados en materia de observaciones influyentes y outliers de la Figura 7-13 (a).
En el Anexo A se incluiye el co´digo desarrollado en el paquete estad´ıstico SAS para modelo de
riesgos proporcionales de Cox y sus gra´ficos de residuales.
7.2.3. Eventos recurrentes
El estudio del tiempo de seguimiento a uno o varios grupos de individuos hasta observar el evento
de intere´s, es lo que caracteriza al ana´lisis de supervivencia realizado hasta el momento; donde
las curvas de Kaplan-Meier y el modelo de riesgos proporcionales de Cox han brindado un valioso
entendimiento del feno´meno estudiado y claras nociones en la definicio´n de la estrategia de esca-
neos de Antivirus basados en el riesgo de infeccio´n calculado. Sin embargo, al comprender que la
infeccio´n por Malware es un evento recurrente, se plantea la bu´squeda de te´cnicas que aprovechen
la informacio´n asociada a dicha recurrencia y puedan estimar con mayor precisio´n un riesgo de
infeccio´n en el tiempo.
Como se menciono´ en el Cap´ıtulo 4, existen dos estrategias de modelamiento para este tipo de
datos; el primero basado en procesos puntuales y el segundo en procesos de intensidad. A conti-
nuacio´n se exponen los resultados de la implementacio´n basado en procesos puntuales.
Modelos basados en la funcio´n acumulada media.
El paquete estad´ıstico JMP de SAS [87] permite por medio del mo´dulo de Confiabilidad y Supervi-
vencia implementar ana´lisis de eventos recurrentes, utilizando la MCF en el modelo no para´metrico
propuesto por Nelson [76] y ajustar el modelo de eventos recurrentes con base a Procesos de Poisson
[69]. La Tabla 7-7 ilustra la disposicio´n de los datos para utilizar el mo´dulo de ana´lisis recurrente, la
computadora 0001 presenta evento de Malware en la semana uno de observacio´n, el valor de cero
para la semana once indica el tiempo que estuvo la computadora bajo observacio´n. La computadora
0002 presenta eventos de infeccio´n por Malware en las cuatro u´ltimas semanas de estudio, con el
mismo tiempo de observacio´n de once semanas. Como se ha mencionado a lo largo del presente
trabajo, el tiempo de estudio fue el mismo para las 8476 computadoras; sin embargo, los modelos de
procesos puntuales esta´n disen˜ados para estimar la MCF para diferentes per´ıodos de los individuos
bajo observacio´n.
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Cuadro 7-7.: Ejemplo de disposicio´n de los datos para modelo MCF no parame´trico gra´fico.
Fuente: elaboracio´n propia.
Computadora Semana Evento
0001 1 1
0001 11 0
0002 8 1
0002 9 1
0002 10 1
0002 11 1
0002 11 0
De forma ilustrativa, la Figura 7-14 representa una muestra aleatoria de veinte computadoras, cada
una con una l´ınea de tiempo que cubre las once semanas de observacio´n y con marcas que indican
la infeccio´n por Malware; por ejemplo, la computadora 2671 presenta dos eventos de infeccio´n en
la primera y tercera semana de observacio´n. En esta pequen˜a muestra se evidencia que la mayor´ıa
de las computadores presente infeccio´n en la primera semana, lo que es coherente con las curva de
Kaplan-Meier de la Figura 7-5 y la curva de supervivencia de Cox de la Figura 7-9, donde despue´s
de la primera semana aproximadamente el 60% de las computadores para ambas categor´ıas de la
variables Clase presentaron infeccio´n.
Figura 7-14.: Infeccio´n por Malware recurrente para veinte computadoras. Fuente: elabora-
cio´n propia.
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Figura 7-15.: MCF del Malware en el tiempo. Gra´fica en JMP de SAS. Fuente: elaboracio´n
propia.
Modelo no parame´trico gra´fico para la MCF
La Figura 7-15 ilustra el gra´fico MCF para una muestra aleatoria de 2979 computadoras, esta
misma muestra fue anteriormente utilizada en el modelo de Riesgos Proporcionales de Cox. Cada
computadora puede ser descrita por la funcio´n del historial acumulado del nu´mero de recurrencias
de infeccio´n. Para cada momento del tiempo (semana), se muestra el estimador no parame´trico de
la media acumulada del nu´mero de eventos por computadora; para interpretar este tipo de gra´fico
y conocer el tiempo promedio de infeccio´n, es necesario ubicarse en la mitad del valor ma´ximo de la
MCF y proyectarse sobre la curva con el objeto de identificar dicho tiempo. Para este caso, el valor
medio de la MCF es 0.867 y su proyeccio´n cae en la tercera semana; es decir, la tercera semana es
el tiempo promedio de evento de una infeccio´n porMalware para las computadoras bajo observacio´n.
La Tabla 7-8 ilustra los valores estimados para la MCF, el error esta´ndar y el intervalo de confianza
para el tiempo de estudio; el ca´lculo de estos dos u´ltimos elementos se encuentra detallado en la
propuesta de Meeker et al. [69] en el aparte relacionado al ana´lisis de sistemas reparables y otros
datos recurrentes.
El caso estudiado hasta el momento bajo los modelos planteados en el Cap´ıtulo 4, gira alrededor
del evento de infeccio´n (multi-estado); es decir, una variable que indica si el evento de infeccio´n
ocurrio´ o no en un momento ti (i = 1, ..., n, son los posibles tiempos de recurrencia para las compu-
tadoras bajo observacio´n). Un ejemplo de dicha variable, es la columna llamada “Evento” de la
Tabla 7-7 para el ca´lculo de la MCF.
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Cuadro 7-8.: Estimacio´n no parame´trica de la MCF. Calculado por JMP de SAS. Fuente:
elaboracio´n propia.
Semana MCF Std MCF lcl MCF ucl
1 0.667 0.008 0.650 0.684
2 0.778 0.009 0.759 0.797
3 0.867 0.011 0.845 0.889
4 0.956 0.012 0.931 0.981
5 1.052 0.015 1.022 1.081
6 1.152 0.017 1.117 1.186
7 1.244 0.020 1.204 1.283
8 1.357 0.022 1.312 1.402
9 1.486 0.026 1.434 1.537
10 1.617 0.029 1.560 1.675
11 1.734 0.032 1.671 1.798
El paquete estad´ıstico JMP de SAS en el mo´dulo de Confiabilidad y Supervivencia menciona la
posibilidad de incluir en el ca´lculo de la MCF (me´todo gra´fico o Procesos de Poisson) una variable
adicional que indica el “Costo” por la reparacio´n, cambio o reemplazo del sistema y/o dispositi-
vo que presento en evento de intere´s (fallo); este concepto es u´til bajo un escenario de unidades
reparables donde es posible medir dicho costo. No obstante, desde la formulacio´n de las variables
que conformar´ıan el Data Warehouse del presente trabajo; se planteo´ la variable Total Malware
en las dos consultas, como el conteo del nu´mero de infecciones que presenta cada computadora en
cada una de las semanas de observacio´n. Por ejemplo, se identifica que la computadora 0023 en la
semana de observacio´n ocho presento´ infeccio´n por Malware (Evento = 1) en tres oportunidades
(Total Malware = 3).
Aunque la variable Total Malware no describe el costo de reparacio´n de las computadoras infec-
tadas, si lo describe la criticidad de infeccio´n en un momento ti; dado que la documentacio´n del
mo´dulo de Confiabilidad y Supervivencia utilizado no sugiere la inclusio´n de una variable de conteo
del evento, se propone implementar el algoritmo de Nelson [75] (descrito en el Capitulo 4) para el
ca´lculo de la MCF (me´todo gra´fico no parame´trica) bajo el paquete estad´ıstico R. Este algoritmo
permite utilizar una variable que mide el nu´mero de veces que ocurre el evento en un momento ti.
En el Anexo B se encuentra el co´digo en R del programa que estima la MCF y genera su gra´fica
bajo este me´todo.
La Figura 7-16 fue generada por el paquete estad´ıstico R e ilustra la MCF para la misma muestra de
2979 computadores en dos casos, el primero (a) sin utilizar la variable Total Malware y el segundo
(b) utilizando dicha variable. Es posible identificar como la Figura 7-16 (a) coincide exactamente
con la Figura 7-15 generada desde JMP de SAS, adicionalmente la Figura 7-16 (b) indica que el
valor medio de la MCF es 2.44 y su proyeccio´n cae en la sexta semana; es decir, la sexta semana es el
tiempo promedio de evento de una infeccio´n por Malware para las computadoras bajo observacio´n
teniendo presente la recurrencia de los eventos en cada instante de observacio´n.
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Figura 7-16.: MCF del Malware en el tiempo. Gra´fica en R. Fuente: elaboracio´n propia.
La Tabla 7-9 ilustra los valores de la MCF para ambos casos de la Figura 7-16 durante las once
semanas de observacio´n.
La Figura 7-17 esboza la MCF para la misma muestra de datos pero discriminada por las variables
nominales Clase y Procesador, en este caso no se tiene en cuenta la variable Total Malware. Se
evidencia que para las computadoras de los grupos Desktop (a) y 2 Procesadores (b), el tiempo
medio de infeccio´n es de una semana; es decir, estos dos grupos de computadoras presentan una
tasa de infeccio´n (funcio´n de intensidad) alta en las primeras semanas. Es importante mencionar
que el 80.13% de las computadoras de clase Desktop tiene dos procesadores, lo anterior explica
el comportamiento similar de ambos grupos en cuanto a la MCF. Por otra parte, para los grupos
Porta´til (c) y 4 Procesadores (d), el tiempo medio de infeccio´n es de cuatro y cinco semanas res-
pectivamente; es decir, estos dos grupos de computadoras presentan una tasa de infeccio´n (funcio´n
de intensidad) regular en relacio´n al tiempo de observacio´n y a los dos primeros grupos. Es impor-
tante mencionar que el 81.22% de las computadoras de clase Porta´til tiene cuatro procesadores,
lo anterior explica el comportamiento similar de ambos grupos en cuanto a la MCF. Las hipo´tesis
sobre el comportamiento de la funcio´n de intensidad se comprobara´n en el siguiente aparte por
medio de Procesos de Poisson).
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Cuadro 7-9.: Estimacio´n de la MCF. Calculado por R. Fuente: elaboracio´n propia.
Semana MCF Evento MCF ETMa
1 0.667 0.844
2 0.778 1.078
3 0.867 1.340
4 0.956 1.620
5 1.052 1.988
6 1.152 2.393
7 1.244 2.854
8 1.357 3.419
9 1.486 4.032
10 1.617 4.580
11 1.734 4.881
a. Evento + Total Malware b. Procesadores
La Figura 7-18 a diferencia de la Figura 7-17 ilustra la MCF teniendo presente la variable Total
Malware, en general el comportamientos de estas funciones se conservan; cambiando el tiempo me-
dio de infeccio´n del grupo Desktop y 2 Procesadores por cinco semanas. Para los grupos Porta´til y
4 Procesadores el tiempo medio de infeccio´n es de seis semanas. La Tabla 7-10 ilustra los valores
de la MCF para los casos expuestos en las Figuras 7-17 y 7-18.
Cuadro 7-10.: Estimacio´n de la MCF por Categor´ıas. Fuente: elaboracio´n propia.
MCF Evento MCF ETMa
Semana Desktop 2 Procb Porta´til 4 Procb Desktop 2 Procb Porta´til 4 Procb
1 0.777 0.779 0.551 0.553 0.943 0.955 0.740 0.732
2 0.861 0.864 0.691 0.692 1.128 1.132 1.026 1.024
3 0.925 0.929 0.806 0.804 1.346 1.341 1.334 1.339
4 0.989 0.991 0.921 0.921 1.595 1.563 1.647 1.677
5 1.056 1.051 1.047 1.052 1.872 1.820 2.110 2.158
6 1.118 1.104 1.187 1.200 2.209 2.139 2.585 2.648
7 1.171 1.146 1.319 1.342 2.611 2.541 3.110 3.170
8 1.237 1.200 1.483 1.516 3.063 2.997 3.792 3.844
9 1.317 1.260 1.662 1.712 3.518 3.478 4.572 4.590
10 1.390 1.313 1.855 1.924 3.971 3.848 5.218 5.316
11 1.467 1.357 2.015 2.115 4.249 4.078 5.544 5.690
a. Evento + Total Malware b. Procesadores
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Figura 7-17.: MCF del Malware en el tiempo por categor´ıas. Gra´fica en R. Fuente: elabora-
cio´n propia.
Figura 7-18.: MCF del Malware en el tiempo por categor´ıas incluyendo Total de Malware.
Gra´fica en R. Fuente: elaboracio´n propia.
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Figura 7-19.: MCF del Malware en el tiempo. Gra´fica en R. Fuente: elaboracio´n propia.
Intervalos de confianza para la MCF v´ıa Bootstrap
La Figura 7-19 esboza nuevamente el gra´fico MCF para la muestra aleatoria de 2979 computadoras
(Figura Figura 7-15), en esta ocasio´n se incluyen los intervalos de confianza para cada uno de los
valores de la MCF en las once semanas de observacio´n; estos intervalos se calcularon por medio del
me´todo Pointwise descrito por Meeker et al. [69].
El ana´lisis y comparacio´n de los intervalos de confianza (IC1) son cada vez ma´s utilizados en
el ana´lisis de resultados, debido a que estos aportan informacio´n tanto en magnitud como de la
precisio´n de las estimaciones; pudiendo interpretar el intervalo en te´rminos del margen de error de
la estimacio´n puntual. A continuacio´n, se comparan varios intervalos de confianza calculados para
la MCF (metodo no parame´trico) donde no se incluye la variable Total Malware. Los ca´lculos de
estos intervalos se realizo´ por medio del paquete estad´ıstico R y utilizando el me´todo de remuestreo
Bootstrap propuesto por Efron [34]; los siguientes pasos describen la metodolog´ıa utilizada:
Sobre la misma muestra de 2979 computadoras definidas para el ana´lisis de resultados del
presente cap´ıtulo, se extrajeron 20 muestras aleatorias, cada una con 200 computadoras que
registran los eventos de Malware durante las once semanas de observacio´n.
Para cada una de las 20 muestras se realizo´ la estimacio´n de la MCF con el programa
desarrollado en R que implementa el algoritmo de Nelson [75].
1Por sus siglas en ingle´s, Confidence Interval.
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Finalmente se obtuvo una matriz 11× 20, donde las columnas describen la MCF para cada
muestra y las filas el valor de MCF para cada semana; bajo la anterior, se tiene 20 estimaciones
de la MCF para cada ti.
Se procede a tomar con reemplazamiento B muestras de taman˜o n con reemplazo, siendo n
el nu´mero de observaciones de la muestra original y B el nu´mero de re´plicas. Para el caso de
estudio B = 1000 y n = 20.
Se implementan los siguientes intervalos de confianza bajo el me´todo de Bootstrap: Percentil
Bilateral, Percentil-t Bilateral, Percentil Simetrizado, Bootstrap Esta´ndar, Percentil de Efron,
Percentil de Hall y Percentil de Sesgo Corregido [71].
En el Anexo B se encuentra el co´digo en R del programa que estima los diferentes intervalos de
confianza por medio de Bootstrap.
Segu´n Correa et al. [28], existen dos importantes conceptos al evaluar los intervalos de confianza: el
primero la precisio´n, definida por la longitud del intervalo y la probabilidad de cobertura P (LI ≤
MCF (t) ≤ LS). Idealmente se busca que los intervalos de confianza sean cortos y que tengan
probabilidad de cobertura muy cercana al nivel de confianza nominal. Se plantea calcular para
cada uno de los me´todos de intervalos de confianza la tasa de error (TE), longitud promedio del
intervalo de confianza (LPI) y el ı´ndice de comparacio´n (I) por medio de las siguientes ecuaciones
[28], [83].
TE =
K
N
(7-11)
NR = 1− TE (7-12)
LPI =
N∑
i=1
(LSi − LIi)
N
(7-13)
I =
2− LPI
2
×
NR
NN
(7-14)
Donde:
K = El nu´mero de IC que cubren el verdadero valor de MCF (t).
LSi = L´ımite superior del intervalo confianza.
LIi = L´ımite inferior del intervalo de confianza.
NR = Nivel de confianza real.
NN = Nivel de confianza nominal, que para el caso de los intervalos calculados es del 95%.
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Cuadro 7-11.: Comparacio´n de intervalos de confianza. Fuente: elaboracio´n propia.
Me´todo K TE NR LPI I
Intervalo Pointwise 3 0.272 0.727 0.0734 0.737
Percentil Bilateral 9 0.818 0.181 0.048 0.186
Percentil-t Bilateral 7 0.636 0.363 0.052 0.372
Percentil Simetrizado 6 0.545 0.454 0.063 0.463
Bootstrap Estandar 10 0.909 0.090 0.048 0.093
Percentil de Efron 9 0.818 0.181 0.048 0.186
Percentil de Hall 11 1.000 0 0.049 0
Percentil de Sesgo Corregido 8 0.727 0.272 0.048 0.280
La Tabla 7-11 ilustra el resultado del ca´lculo de las Ecuaciones 7-11, 7-12, 7-13 y 7.14 que compa-
ran los diferentes intervalos de confianza construidos. Inicialmente, se estimo´ la MCF (t) para una
muestra de 200 computadoras sobre las 2979; obteniendo once estimaciones, cada una correspon-
diente a una semana de observacio´n. Estas estimaciones de la MCF se utilizaron para calcular el
ı´ndice de comparacio´n. Se evidencia que el intervalo con menor nu´mero de estimaciones no conte-
nidas es el intervalo Pointwise (3 de 11) con un ı´ndice de comparacio´n del 0.73, lo cual resulta es
obvio, ya que fue construido con las 2979 computadoras; por otra parte, los otros intervalos fueron
construidos como se describio´ anteriormente con 20 muestras aleatorias de 200 computadoras por
medio de Bootstrap. El me´todo del Percentil Simetrizado es el siguiente intervalo con mejor desem-
pen˜o con un ı´ndice de comparacio´n igual 0.46, con 6 estimaciones de 11 que no esta´n contenidas
en el intervalo. El me´todo ma´s deficiente es el Percentil de Hall. Bajo los anteriores resultados se
recomienda utilizar el me´todo de Percentil Simetrizado y el Percentil-t Bilateral.
Procesos de Poisson
A continuacio´n se procede con la estimacio´n parame´trica de la MCF por medio de Procesos de
Poisson descritos en el Cap´ıtulo 4. Aunque Nelson [76] y Meeker et al. [69] mencionan brevemente
la prueba de tendencia para la tasa de recurrencia y verificar si los datos se ajustan a un modelo
parame´trico HPP o NHPP, al revisar los eventos por infeccio´n para las 2979 computadoras se evi-
dencia que no se ajustan a una distribucio´n Poisson (aunque no es un supuesto mencionado por los
autores); sin embargo, retomando lo realizado en el Cap´ıtulo 6 Figuras 6-3 y 6-4, se realiza la prueba
para contrastar la bondad de ajuste de la distribucio´n de eventos de infeccio´n de las computadoras
despue´s de la segunda semana de observacio´n (Tabla 7-12) con una distribucio´n Poisson.
La Tabla 7-13 ilustra el resultado de la prueba de Kolmogorov-Smirnov de una muestra [27], acep-
tando la hipo´tesis nula (valor − p = 0,134) con un nivel de confianza del 95%; es decir, parece
ser que los eventos de infeccio´n por Malware a partir de la segunda semana se distribuyen en la
poblacio´n de origen de esta muestra de forma Poisson.
Hipo´tesis nula, H0: F (x) (Eventos de Malware) es una variable aleatoria con distribucio´n Poisson.
Hipo´tesis alternativa, H1: F (x) (Eventos de Malware) es una variable aleatoria que no se ajusta a
una distribucio´n Poisson.
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Cuadro 7-12.: Total de eventos de Malware por semana (muestra original de 2979 compu-
tadoras) Fuente: elaboracio´n propia.
Semana Eventos Malware
2 332
3 264
4 265
5 285
6 298
7 274
8 338
9 383
10 392
11 349
Cuadro 7-13.: Prueba de Kolmogorov-Smirnov para una muestra. Fuente: elaboracio´n
propia.
Kolmogorov-Smirnov
Eventos de Malware
N 10
Para´metro de Poisson. Media 319
Z 1.162
Sig. asinto´t(bilareral) 0.134
El siguiente paso es plantear una hipo´tesis frente a la tasa de recurrencia, es decir, revisar si los
eventos de infeccio´n por Malware bajo la misma muestra tienen una funcio´n de intensidad variable
durante las semanas de observacio´n; en otras palabras, si se ajustan un modelo NHPP. La Tabla
7-14 ilustra el resultado de la prueba de Kruskal-Wallis, me´todo no parame´trico que utiliza rangos
de datos muestrales y permite comparar en una sola prueba las medianas de un conjunto de k
muestras independientes [27]. Se puede concluir que se acepta la hipo´tesis nula (valor− p = 0,437)
con un nivel de confianza del 95%; es decir, parece ser que los eventos de infeccio´n por Malware a
partir de la segunda semana poseen un tasa de recurrencia constante. Lo anterior, es un argumento
suficiente para implementar un modelo HPP.
Hipo´tesis nula, H0: La funcio´n de intensidad es constante en la muestra.
Hipo´tesis alternativa, H1: La funcio´n de intensidad no es constante en la muestra.
A pesar de identificar que la funcio´n de intensidad es cosntante entre la semana dos y once, se ajus-
tara´n los datos muestrales para los modelos HPP y NHPP con el objetivo de realizar las respectivas
comparaciones, incluyendo los eventos de infeccio´n de la primera semana de observacio´n. La Ecua-
cio´n 7-15 y 7-16 ilustran las funciones de intensidad y acumulad para un modelo parame´trico HPP
descrito en el Cap´ıtulo 4. El valor de la funcio´n de probabilidad (-2Loglikelihood) al ajustar este
modelo es igual a 29426.563, el cual se comparara´ ma´s adelante.
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Cuadro 7-14.: Prueba de Kruskal-Wallis con variable de agrupacio´n Semana. Fuente: elabo-
racio´n propia.
Semana N Rango promedio
2 332 1590.5
3 264 1590.5
4 265 1590.5
5 285 1590.5
6 298 1590.5
7 274 1590.5
8 338 1590.5
9 383 1590.5
10 282 1590.5
11 249 1590.5
Total 3180
Total Malware
X2 0.000
gl 9
Sig. asinto´t 1.000
ν(t) = eθ = e−1,846 (7-15)
µ(t) = teθ = te−1,846 (7-16)
A continuacio´n se muestra el ajuste por medio del modelo parame´trico Loglineal NHPP, igualmente
descrito en el Cap´ıtulo 4. La Ecuacio´n 7-17 y 7-18 ilustran los valores que toman los para´metros
para dicho modelo en la funcio´n intensidad y acumulada respectivamente, el valor de la funcio´n de
probabilidad (-2Loglikelihood) al ajustar este modelo es igual a 28965.639, el cual se comparara´ ma´s
adelante.
ν(t; γ0, γ1) = e
(γ0+γ1t) = e(−1,368−0,095t) (7-17)
µ(t; γ0, γ1) =
e(γ0+γ1t) − eγ0
γ1
=
e(−1,368−0,095t) − e−1,368
−0,095
(7-18)
La Tabla 7-15 esboza el valor de la funcio´n acumulada para el caso no parame´trico (MCF*) y el
ajuste por medio de modelos HPP y loglineal NHPP para las once semanas de observacio´n, por
medio de una prueba no parame´trica es posible verificar cu´al modelo basado en Procesos de Poisson
ajusta mejor a la MCF*; la prueba de Crame´r-von Mises para dos muestras, permite comparar la
funcio´n acumulada de los modelos parame´tricos con respecto a la misma funcio´n para el caso no
parame´trico (MCF*) propuesto por Nelson [76]. Las hipo´tesis para esta prueba ser´ıan:
Hipo´tesis nula, H0: Ambas funciones provienen de una misma distribucio´n.
Hipo´tesis alternativa, H1: Las funciones no provienen de una misma distribucio´n.
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Cuadro 7-15.: Comparacio´n de la estimacio´n de la MCF. Fuente: elaboracio´n propia.
Semana MCF* MCF HPP MCF NHPP
1 0.667 0.157 0.242
2 0.778 0.315 0.463
3 0.867 0.473 0.664
4 0.956 0.631 0.847
5 1.052 0.789 1.013
6 1.152 0.947 1.164
7 1.244 1.105 1.301
8 1.357 1.262 1.426
9 1.486 1.420 1.540
10 1.617 1.578 1.643
11 1.734 1.736 1.737
Cuadro 7-16.: Prueba no parame´trica para la comparacio´n de modelos. Fuente: elaboracio´n
propia.
Crame´r-von Mises
MCF* vs HPP MCF* vs Loglineal NHPP
Estadı´stico 0.266 0.090
Sig. asinto´t 0.315 0.792
Tabla 7-16 ilustra el resultado de dichas comparaciones, en ambos casos no se es posible rechazar
H0 con un nivel de confianza del 95%; es decir, hay evidencia suficiente para sugerir que los modelo
HPP y loglineal NHPP en su funcio´n acumulada son comparables al MCF*. Adema´s de observar
que los valores del Modelo Loglineal NHPP se aproximan ma´s a los valores de la MCF* (Tabla 7-15),
el resultado de la prueba de Crame´r-von Mises le asigna a este modelo un estad´ıstico ma´s pequen˜o;
es decir, acepta con mayor fuerza la hipo´tesis nula. Con base en estos resultados, se plantea un
ana´lisis exhaustivo sobre el modelo Loglineal NHPP para el caso de estudio; siendo conscientes que
a partir de la segunda semana de observacio´n la funcio´n de intensidad es pra´cticamente constante.
La Figura 7-20 esboza dos curvas MCF para las 2979 computadoras, agrupadas por la variable
Clase; de forma inicial, se puede apreciar como para las computadoras de clase Desktop la segunda
semana es el tiempo promedio de una infeccio´n por Malware. Por otra parte, las computadoras de
clase Porta´til presentan alrededor de la cuarta semana el tiempo promedio de evento de una infec-
cio´n por Malware. En el Cap´ıtulo 6 se concluyo´ que ambas categor´ıas de la variable Clase presentan
un comportamiento similar de infeccio´n por Malware en las once semanas de observacio´n; siendo
las computadoras de clase Porta´til, aquellas con mayor nu´mero de eventos semanales, sin incluir el
factor de recurrencia. Complementando lo anterior y apoyado en el ca´lculo de la funcio´n acumula-
da, se evidencia que para las computadoras de clase Desktop, su tiempo promedio de infeccio´n es
ma´s corto (su tasa promedio de infeccio´n es ma´s ra´pida); o en otras palabras, las computadoras de
clase Porta´til tienen un tiempo promedio de infeccio´n casi del doble que las computadora de clase
Desktop. Una conclusio´n similar se obtuvo en la curva de Kaplan-Meier de la Figura 7-5.
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Figura 7-20.: Infeccio´n por Malware esperada segu´n la recurrencia en el tiempo agrupado
por Clase. Fuente: elaboracio´n propia.
Figura 7-21.: Diferencia de la MCF entre las Clases. Fuente: elaboracio´n propia.
Para examinar si existen diferencias entre las clases de computadoras, la aplicacio´n genera una curva
de la MCF de diferencias entre los grupos; se afirma que si los l´ımites no incluyen el cero, entonces
existen diferencias entre las categor´ıas de agrupacio´n. La Figura 7-21 muestra que no existen dife-
rencias significativas entre las clases de computadoras para el estimador no para´metrico de la MCF.
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Figura 7-22.: Ajuste del modelo Loglineal NHPP para la MCF discriminado por la variable
Clase. Fuente: elaboracio´n propia.
Se podr´ıa plantear un escenario donde la forma y la escala de los efectos no sean constantes, por
ejemplo al querer ajustar la funcio´n acumulada para cada una de las categor´ıas de la variable Clase;
es claro que para una funcio´n de intensidad constante en el tiempo de observacio´n e invariante para
diferentes grupos, no justificar´ıa considerar estos efectos y el modelo parame´trico ma´s adecuado
ser´ıa el HPP. Sin embargo, se identifico´ que el modelo Loglineal NHPP se ajusta mejor a los valores
de la MCF calculados de forma no parame´trica.
La Figura 7-22 ilustra el ajuste de la funcio´n acumulada para cada una de las clases de computadoras
por medio del modelo Loglineal NHPP y la Ecuacio´n 7-19 y 7-20 esbozan las funciones de intensidad
y acumulada respectivamente, el valor de la funcio´n de probabilidad (-2Loglikelihood) al ajustar este
modelo es igual a 28459.424; esta medida describe cua´n probable son los datos observados, dado los
para´metros (vector de para´metros) estimados en el modelo. Segu´n Collett [26] en un sentido general,
cuanto mayor sea la probabilidad, el modelo ajusta mejor; en otras palabras, valores ma´s pequen˜os
de -2Loglikelihood indican mejores ajustes del modelo y conducen al modelo o´ptimo. Comparando
el resultado de esta medida para los dos modelos ajustados, se evidencia que el modelo Loglineal
HNPP donde se incluye la variable catego´rica Clase tiene un mejor ajuste.
ν(t; γ0, γ1) = e
(−1,339+0,239Clase)−(0,112+0,09Clase)t (7-19)
µ(t; γ0, γ1) =
e(−1,339+0,239Clase)−(0,112+0,09Clase)t − e(−1,339+0,239Clase)
0,112 + 0,09Clase
(7-20)
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Cuadro 7-17.: Estimacio´n no parame´trica de la MCF. Fuente: elaboracio´n propia.
Prueba de Homegeneidad
X2 838.272
gl 2
Sig. asinto´t 0.000
Las Figuras 7-23, 7-24 y 7-25 corresponden a las gra´ficas de las funciones de intensidad y acumulada
tanto para los grupos Desktop y Porta´til.
En este caso, se utiliza la misma configuracio´n para la variable Clase realizada en el ca´lculo del
modelo de Riesgos Proporcionales de Cox del presente Cap´ıtulo.
Clase = 0 (Porta´til)
Clase = 1 (Desktop)
El paquete estad´ıstico JMP de SAS [87] al ajustar un modelo NHPP plantea una prueba de homo-
geneidad para verificar si el Proceso de Poisson es homoge´neo, la Tabla 7-17 ilustra dicha prueba;
llegando a la misma conclusio´n obtenida en la prueba de Kruskall-Wallis de la Tabla 7-14 que el
para´metro de escala γ0 es constante. En otras palabras, que la funcio´n de intensidad es constante;
es decir, cuando γ1 = 0, ν(t; γ0, 0) = e
γ0 , el cual corresponde a un modelo HPP. Sin embargo, como
se justifico´ anteriormente el modelo que presenta un mejor valor de la funcio´n de probabilidad y
que mejor se ajusta a la MCF no parame´trica es el modelo Loglineal NHPP.
Esta aplicacio´n brinda la posibilidad de trabajar con un perfil gra´fico interactivo llamado “Perfi-
lador Predictivo”, el cual muestra el comportamiento de las funciones de intensidad y acumulada
en el tiempo de estudio para los diferentes grupos. La idea es comparar el nu´mero de eventos de
Malware entre las computadoras de clase Desktop y Porta´til.
La Figura 7-23 ilustra las funciones de intensidad y acumulada para el grupo Desktop, evidencian-
do un comportamiento exponencial negativo y logar´ıtmico para estas funciones respectivamente;
adema´s permite conocer el valor que toma cada funcio´n en un instante del tiempo, comparando a la
vez el valor para los grupos definidos. Por ejemplo, para la semana seis ambas clases de computado-
ras tienen un mismo valor en la funcio´n acumulada (1.156844); sin embargo, la tasa de recurrencia
de eventos de Malware es casi la mitad de la tasa para las computadoras de clase Porta´til.
La Figura 7-24 ilustra las funciones de intensidad y acumulada para el grupo Porta´til, evidenciando
un comportamiento lineal negativo y positivo para estas funciones respectivamente; la diferencia
de este comportamiento con el grupo Desktop argumenta la seleccio´n del modelo de las Ecuaciones
7-19 y 7-20. Entre la Semanas dos y tres ambas clases tienen el mismo valor en la tasa de recurrencia
(0.194404); sin embargo, la funcio´n acumulada es levemente menor que para las computadoras de
clase Desktop.
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Figura 7-23.: Perfil predictivo para el grupo Desktop. Fuente: elaboracio´n propia.
La Figura 7-25 muestra el prono´stico del comportamiento de estas funciones para la semana catorce,
donde las computadoras requerira´n la desinfeccio´n de 1.54 eventos deMalware para el grupoDesktop
y 2.48 para el grupo Porta´til; es decir, la tasa de recurrencia de Malware para el grupo Porta´til
es casi ocho veces mayor que para el grupo Desktop. La simulacio´n anexa al presente trabajo
de investigacio´n, ilustra un video del comportamiento de las funciones de intere´s durante quince
semanas para ambos grupos; siendo las u´ltimas cuatro semanas predicciones. Los videos permiten
concluir:
La tasa de recurrencia de Malware para el grupo Desktop es 1.3 veces mayor que la del grupo
Porta´til luego de la primera semana de observacio´n.
A partir de la tercera semana de observacio´n la tasa de recurrencia del grupo Porta´til es
mayor que la del grupo Desktop. En la semana once dicha tasa es 4.5 veces mayor.
La funcio´n acumulada toma diferencias significativas entre los grupos a partir de la semana
nueve. En la semana once dicha funcio´n es 1.4 veces mayor para el grupo Porta´til; es decir,
a medida que el tiempo transcurre, los Porta´tiles requerira´n mayor trabajo de desinfeccio´n
por parte del Antivirus.
Para ambos grupos las funciones de intensidad y acumulada presentan un comportamiento
aparentemente inverso; sin embargo, para el grupo Desktop la alta tasa de infeccio´n en las
primeras semanas representa un mayor nu´meros de eventos acumulados, generando una mayor
estabilidad en el nu´mero de eventos de Malware a partir de la semana once (prono´sticos).
Por otra parte, el grupo de Porta´til presenta una tasa de recurrencia con menor variabilidad
lo que hace que el nu´mero de eventos de Malware sea pra´cticamente el mismo durante el
tiempo de observacio´n y las cuatro semanas de prediccio´n.
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Figura 7-24.: Perfil predictivo para el grupo Porta´til. Fuente: elaboracio´n propia.
Figura 7-25.: Perfil predictivo en la semana 14. Fuente: elaboracio´n propia.
8. Conclusiones y Recomendaciones
8.1. Conclusiones
Existe evidencia suficiente en los resultados expuestos para argumentar la conveniente implementa-
cio´n de metodolog´ıas de dosificacio´n de escaneo de Antivirus basado en diferentes modelos estad´ısti-
cos, sobre el esquema tradicional de escaneo definido en la red de datos de la entidad Bancaria;
este hallazgo, indica desde diferentes o´pticas (ana´lisis exploratorio, inferencial, epidemiolog´ıa, su-
pervivencia y eventos recurrentes) la persistencia en la relacio´n directa entre las caracter´ısticas de
las computadoras (variables explicativas) y el nivel de Malware que presentan. Para el caso objeto
de estudio, estos modelos se focalizan principalmente en dos componentes: el primero, reducir el
impacto del sistema inmune de las computadoras (Antivirus) sobre las actividades cotidianas de las
mismas y el segundo, se relaciona con una mayor deteccio´n de amenazas informa´ticas para reducir
los eventos de soporte y asistencia te´cnica especializada en sitio.
El me´todo tradicional de dosificacio´n de escaneos de Antivirus basados en esquemas c´ıclicos ha com-
probado ser efectivo desde el punto de vista de la deteccio´n y neutralizacio´n del Malware, tal como
lo demostro´ el modelo de propagacio´n SIR; sin embargo, los resultados de la implementacio´n de los
modelos de supervivencia y de eventos recurrentes, argumentan que la probabilidad de infeccio´n de
Malware no es constante en el tiempo, ni es la misma para cada computadora. Esta probabilidad
de infeccio´n, depende de las caracter´ısticas propias de cada computadora; por ejemplo, el ca´lculo
del riesgo de infeccio´n desde el modelo de Riesgos Proporcionales de Cox y la funcio´n de intensidad
para el caso de eventos recurrentes, sugieren la importancia de variables explicativas para definir
un esquema de escaneo de Antivirus ma´s eficiente y con un menor impacto sobre el rendimiento de
las computadoras.
A pesar de encontrar una fuerte diferencia en el proceder entre los sistemas inmunes biolo´gicos y
computacionales al aplicar te´cnicas de control para la propagacio´n de enfermedades y de ana´lisis
de supervivencia, se evidencia la utilidad de evaluar la efectividad del Antivirus en la red de datos
y la posible creacio´n de perfiles de las computadoras para procesos de escaneo basado en sus carac-
ter´ısticas internas (variables); por ejemplo, Navegacio´n, Procesadores, Clase y Edad Computadora.
Aunque varios supuestos sugeridos por el modelo de propagacio´n de enfermedades SIR no se cum-
plen para el caso de estudio, se evidencia que este me´todo mide la eficacia del Antivirus frente a
la ocurrencia de eventos de infeccio´n por Malware sobre la red de datos; permitiendo construir un
indicador de calidad que mide la efectividad en el control de estas amenazas en el tiempo.
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Al calcular la funcio´n de supervivencia para diferentes grupos por medio del me´todo de Kaplan-
Meier, fue posible identificar las variables Procesadores, Clase y Edad Computadora (variables que
definen los grupos) como elementos fundamentales en la definicio´n de una metodolog´ıa de escaneos
de Antivirus en la red de datos; es decir, algunos grupos definidos por estas variables presentaron
mayor riesgo de infeccio´n que otros. Por otra parte, el modelo de Riesgos Proporcionales de Cox
permitio´ tener presente el efecto de diferentes variables medidas para cada computadora; es decir,
poder estimar la funcio´n de riesgo de infeccio´n por Malware a partir de las variables explicativas
Procesadores, Clase y Edad Computadora. No obstante a estos importantes resultados, estas me-
todolog´ıas no se ajustan completamente a la naturaleza recurrente de la infeccio´n por Malware;
en otras palabras, la recurrencia en el feno´meno estudiado entrega informacio´n adicional para el
adecuado entendimiento del feno´meno estudiado.
Los modelos recurrentes basados en la MCF (no parame´trico) y en Procesos de Poisson (parame´tri-
cos) aplicados al objeto de estudio, fueron concluyentes al definir un comportamiento del riesgo
frente a la infeccio´n por Malware; basado en la recurrencia y en la variable Clase como elementos
fundamentales en la definicio´n de un protocolo de escaneo sobre las computadoras de la red de da-
tos. Con base en las funciones de intensidad y acumulada, es posible concluir que las computadoras
de clase Porta´til podr´ıan ser sometidas a un proceso de escaneos constante y de mayor frecuencia
que las computadoras de clase Desktop.
Los resultados en el ca´lculo de la MCF demostro´ la importancia de incluir una variable que describe
el nu´mero de eventos de Malware por computadora para cada tiempo de observacio´n, esta variable
permitio´ estimar con mayor claridad el promedio de eventos de infeccio´n hasta un momento ti y
evaluar si la tasa de eventos deMalware aumenta o disminuye en funcio´n del tiempo para grupos de
intere´s, como lo fue para el caso de Desktop y Porta´til. Adicionalmente, se infiere que un esquema
de escaneos de Antivirus eficiente basado en estos hallazgos permitira´ reducir el impacto de los
escaneos sobre el rendimiento de las computadoras, que a su vez se refleja en mayor disponibilidad
de recursos informa´ticos (procesamiento) para las actividades del usuario final.
Desde un punto de vista teo´rico sobre la estimacio´n de la MCF, la comparacio´n de los intervalos de
confianza construidos bajo Bootstrap para la MCF de eventos de infeccio´n porMalware, sugiere que
el me´todo del Percentil Simetrizado es el intervalo con mejor desempen˜o en cuanto a la precisio´n
y la probabilidad de cobertura; por otra parte, el me´todo Percentil de Hall mostro´ el ma´s pobre
desempen˜o.
Por medio de diferentes te´cnicas estad´ısticas se identificaron aquellas variables vitales para el mo-
delamiento de la recurrencia de infecciones por Malware en la red de computadora bajo estudio, a
continuacio´n se expone la interpretacio´n de dichas variables:
Navegacio´n: una alta navegacio´n en Internet expone a la computadora a mayores amenazas
informa´ticas.
Procesadores: las computadoras con dos procesadores mostraron mayor riego de infeccio´n,
particularmente dichas computadoras son destinadas a usuarios finales (empleados) y la tec-
8.2 Recomendaciones 143
nolog´ıa de doble nu´cleo de sus procesadores permite procesos de escaneo ma´s profundos; en
otras palabras, a mayor capacidad de procesamiento, mejor funcionara´ el Antivirus.
Edad Computadora: esta variable esta´ relacionada con la variable Clase, las computadoras de
clase Desktop y porta´til presentan una alta renovacio´n (son reemplazada aproximadamente
cada dos an˜os) y mayor riesgo de infeccio´n porque en gran medida dependen de los ha´bitos en
seguridad del usuario final; por otra parte, el acceso a los servidores es restringido a usuarios
especializados (administradores) brindando mayor seguridad a esta clase de computadoras.
Adicionalmente, la alta capacidad de procesamiento de los servidores garantiza un tiempo de
operacio´n promedio de seis an˜os, registrando casos de servidores con operacio´n cercana a los
diez an˜os.
Clase: adicional a lo mencionado en la interpretacio´n de la variable Edad Computadora, las
computadoras de clase porta´til presentan un mayor riesgo de infeccio´n dado su naturaleza
de portabilidad, permitie´ndole al usuario ingresar a redes que esta´n fuera del alcance de las
pol´ıticas y controles tecnolo´gicos de seguridad definidos por la Compan˜´ıa.
La propuesta de aplicar modelos de ana´lisis de supervivencia (Riesgos Proporcionales de Cox) y
eventos recurrentes (MCF) a un escenario de control de Malware y dosificacio´n de escaneos de
Antivirus, adema´s de ofrecer resultados u´tiles a los oficiales de seguridad, es una propuesta nueva
e innovadora el escenario de la seguridad informa´tica y la estad´ıstica aplicada.
Los resultados expuestos en el presente trabajo rompen paradigmas sobre los proceso de Gestio´n
de Seguridad de la Informacio´n, particularmente en la parametrizacio´n esta´ndar de las tecnolog´ıas
de seguridad; por ejemplo, la tradicional metodolog´ıa de escaneos de Antivirus, que revisa una vez
por semana (el mismo d´ıa) toda la red de computadoras, sin valorar las particularidades de cada
computadora (caracter´ısticas internas) es cuestionable bajo los resultados obtenidos.
El presente trabajo de investigacio´n argumenta y abren la puerta a la implementacio´n de modelos
estad´ısticos para la optimizacio´n de procesos de componentes tecnolo´gicos de seguridad, logrando
una reduccio´n de incidentes de seguridad.
8.2. Recomendaciones
Para emplear adecuadamente las Ecuaciones 4-21, 7-8, 7-19 y 7.20 es importante tener presente las
siguientes recomendaciones:
Los datos estudiados en el presente trabajo se ajustaron adecuadamente a los modelos de
Riesgos Proporcionales de Cox y Loglineal NHPP, un nuevo conjunto de datos exigira´ una
nueva revisio´n de los supuestos y condiciones de cada modelo.
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Para verificar si un nuevo conjunto de datos se ajusta a los modelos, es necesario replicar las
etapas de ana´lisis y modelamiento; el detalle de los programas (l´ıneas de co´digo) desarrollados
en SAS y R se encuentran en los Anexos.
Para estimar el riesgo de infeccio´n por Malware de una computadora en particular (sobre
los datos analizados) por medio del modelo de Riesgos Proporcionales de Cox, es necesario
conocer los valores de las variables Semana, Clase, Edad Computadora, Procesadores y el
riesgo base o hazard baseline que se ilustra en la Tabla 7-6; una vez identificados es posible
ingresarlos a la Ecuacio´n 7-8 para conocer el riesgo de infeccio´n porMalware. Valores cercanos
a uno (1) indican un riesgo alto y valores cercanos a cero (0) un riego bajo.
Para estimar las funciones de intensidad y acumulativas para una computadora en particular
(sobre los datos analizados) por medio del modelo Loglineal NHPP, es necesario conocer los
valores de las variables Semana y Clase; una vez identificados es posible ingresarlos a las
Ecuaciones 7-7-19 y 7-20, pudiendo conocer el nu´mero de eventos de infeccio´n por Malware
estimados para dicha computadora en la semana de intere´s.
Para replicar el modelo no parame´trico gra´fico de la MCF e identificar el valor medio de
dicha funcio´n (tiempo promedio de infeccio´n) sobre el grupo de computadoras bajo estudio,
es necesario ejecutar el programa disen˜ado en R descrito en los Anexos que implementa la
propuesta de Nelson [76].
La aplicabilidad de los resultados se orienta a dos componentes secuenciales:
1. Construir un disen˜o experimental sobre una muestra de computadoras que implemente los ha-
llazgos del presente trabajo de investigacio´n, este disen˜o definira´ el cambio en la periodicidad de
los escaneos de Antivirus con base en los resultados asociados a las Ecuaciones 4-21, 7-8, 7-19 y
7.20 expuestas en el Cap´ıtulo de resultados de los modelos de dosificacio´n.
2. Los resultados del disen˜o experimental recomendado en el punto anterior, permitira´n validar e
implementar al nivel corporativo los nuevos procedimientos de dosificacio´n de escaneos de Antivirus
en la Compan˜ia.
Realizar ana´lisis similares de propagacio´n y supervivencia sobre tipolog´ıas particulares de Malware
u otro tipo de amenazas informa´ticas; por ejemplo, estudiar la propagacio´n de worms (gusanos) en
la red de datos o calcular la tasa de recurrencia de Spam.
Sobre los componentes tecnolo´gicos (fuentes de informacio´n) utilizados en la presente informacio´n
se recomienda:
Ampliar el tiempo de respaldo en base de datos para aumentar el nu´mero de semanas de
observacio´n, en el presente estudio so´lo se pudo contar con un histo´rico (respaldo) de once
semanas.
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Mejorar la administracio´n y tecnolog´ıa de la informacio´n relacionada a la CMDB, pasando
del actual archivo de Excel a un escenario con mayor formalidad desde el punto de vista de
las base de datos; permitiendo garantizar una correcta definicio´n de calidad de datos.
La inclusio´n de las fuentes de datos NAC y de control de descargas brindar´ıa nuevas variables
relacionadas a software no autorizado (fuera del esta´ndar de seguridad de la compan˜ia) en las
computadoras y descargas de archivos catalogados como amenazas informa´ticas. que segu´n
los expertos de Seguridad ser´ıan de gran valor al momento de definir la metodolog´ıa de
escaneos de Antivirus.
Plantear la construccio´n de Bodegas de Datos con informacio´n relacionada a los procesos
de soporte del negocio que permitan un despliegue anal´ıtico. En otras palabras, el disen˜o de
Bodegas de Datos para a´reas como seguridad, recursos humanos, no´mina, gestio´n documental,
entre otras; brinda la oportunidad de construir modelos estad´ısticos para el mejoramiento de
procesos en dichas a´reas en beneficio de la Compan˜ia.
8.3. Trabajo Futuro
Como direccio´n futura se propone implementar modelos que incluyan el efecto de covariables que
dependan del tiempo sobre los eventos de recurrencia futuros, es decir, una combinacio´n del re-
sultado del modelo de Riesgos Proporcionales de Cox y el ca´lculo de las funciones de intensidad
y acumulada. Un primer acercamiento podr´ıa ser la regresio´n condicional basada en la propuesta
de Andersen et al. [5] expuesta en el Cap´ıtulo 4, este modelo ya fue implementada por Salazar et
al. [86] en presentacio´n oral titulada “ Modelo de Markov de dos estados aplicado a un Sistema de
Informacio´n Bancario”, en el XIII Simposio de Estad´ıstica 2013. Otra alternativa ser´ıa la regresio´n
de Poisson el cual representar´ıa la tasa de recurrencia por medio de λ en funcio´n de las covariables
Zi(t) y los coeficientes βi, como lo esboza la Ecuacio´n 8-1 [62], [100], [18] y [108].
λ(Z, β, t) = λ(z1, z2, ..., zk;β0, β1, ..., βk) = e
β0+β1z1+..+βkzk (8-1)
Un tercer acercamiento sugerido es la regresio´n de Cox para datos recurrentes que expresar´ıa la
MCF en funcio´n de las covariables y coeficientes como lo indica la Ecuacio´n 8-2.
M(t) =M0(t)e
β1z1+..+βkzk (8-2)
En este caso la funcio´n no parame´trica M0(t) y los coeficientes β1, β2, ..., βk son estimados con base
en los datos como lo describe Therneau et al. [100], Lawless et al. [63] y Allison [1], [2].
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El siguiente es el co´digo del modelo de riesgos proporcionales de Cox planteado en el Cap´ıtulo 7:
data MULTIPLE;
input Semana Malware Clase Edad Procesadores;
cards;
1 1 1 173.23 0
1 1 1 182.29 0
...............
;
run;
proc PHREG data=MULTIPLE;/*Modelo de Riesgos Proporcionales de Cox*/
class Clase Procesadores;
model Semana*Malware(0)=Clase Edad Procesadores;
output out=Residuales logsurv=coxsnell resmart=martingala resdev=deviance
xbeta=riskscore lmax=lmax ressch=schaClase schaEdad schaProc;
run;
*Grafico de Hazard Acumulado - Cox-Snell;
data cox_snell1;
set residuales;
cox_snell=-coxsnell;
run;
proc lifetest data=cox_snell1
plots=(s,ls,lls);
time cox_snell*Malware(0);
run;
*Grafico de Residuales de Schoenfeld;
proc gplot data=Residuales;
*title "Grafico Residuales de Schoenfeld";
plot schaClase*Semana / CFRAME=white OVERLAY VAXIS=axis11 HAXIS=axis12
FRAME VREF=0 VMINOR=0 HMINOR=0 CAXIS = blue NAME=’Schoenfeld1’;
symbol value=dot i=sm60s h=1 w=3;
SYMBOL COLOR=grey;
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AXIS11 LABEL =(A=90 R=0 h=16pt’Residuales Schoenfeld para Clase’)
value=(h=16pt f=’Arial’ );
AXIS12 LABEL=( h=18pt f=’Arial’ ’Semana’)value=(h=16pt f=’Arial’);
run;
proc gplot data=Residuales;
*title "Grafico Residuales de Schoenfeld";
plot schaEdad*Semana / CFRAME=white OVERLAY VAXIS=axis11 HAXIS=axis12
FRAME VREF=0 VMINOR=0 HMINOR=0 CAXIS = blue NAME=’Schoenfeld1’;
symbol value=dot i=sm60s h=1 w=3;
SYMBOL COLOR=orange;
AXIS11 LABEL =(A=90 R=0 h=16pt’Residuales Schoenfeld para Edad’)
value=(h=16pt f=’Arial’ );
AXIS12 LABEL=( h=18pt f=’Arial’ ’Semana’)value=(h=16pt f=’Arial’);
run;
proc gplot data=Residuales;
*title "Grafico Residuales de Schoenfeld";
plot schaProc*Semana / CFRAME=white OVERLAY VAXIS=axis11 HAXIS=axis12
FRAME VREF=0 VMINOR=0 HMINOR=0 CAXIS = blue NAME=’Schoenfeld1’;
symbol value=dot i=sm60s h=1 w=3;
SYMBOL COLOR=blue;
AXIS11 LABEL =(A=90 R=0 h=16pt’Residuales Schoenfeld para Procesadores’)
value=(h=16pt f=’Arial’ );
AXIS12 LABEL=( h=18pt f=’Arial’ ’Semana’)value=(h=16pt f=’Arial’);
run;
*Grafico Reisduales Matingala vs Edad;
proc sgplot data=Residuales;
loess X=Edad Y=martingala;
title ’Gr~A¡fico Usando Residuales Martingala’;
run;
*Grafico del Residual Deviance vs Score de Riesgo;
data deviance1;
set Residuales(where =(deviance ne .));
id=_n_;
Length text $12 function $8;
Retain XSYS ’2’ YSYS ’2’ size 1;
X=xb ; Y=deviance;
if abs(deviance) > 2.5 then do; function= ’label’; position= ’8’; TEXT=ID;
end;
run;
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Goptions reset=all Colors=(Black,RED,BLUE,YELLOW,GREEN,MAGENTA,CYAN)
target=EMF XMAX=7 YMAX=7 HTEXT=14pt FTEXT="<ttf> Arial";
proc gplot data=Residuales;
title1 "Grafico Residuales Deviance";
title2 "Outlier y Diagnostico Influyente";
Bubble deviance*riskscore=lmax /CFRAME=white ANNOTATE=deviance1 VAXIS=axis7
HAXIS=axis8 FRAME VREF=-2.5 0 2.5 VMINOR=0 HMINOR=0 CAXIS=black NAME=’Plot2’
BCOLOR=Magenta BSIZE=15; AXIS7 LABEL=(A=90 R=0 "Residuales Deviance")WIDTH=2;
AXIS8 LABEL=("Predictor Lineal") VALUE=none WIDTH=2;
run;
\textcolor[rgb]{0,0.58,0}{*Grafico de Indice Usando Residuales Deviance;}
data deviance2;
set Residuales(where =(deviance ne .));
id=_n_;
Length text $12 function $8;
Retain XSYS ’2’ YSYS ’2’ size 1;
X=Semana; Y=deviance;
if abs(deviance) > 2.5 THEN DO; function= ’LABEL’; position= ’8’; TEXT=ID;
end;
run;
goptions reset=all colors=(Black, RED,BLUE,YELLOW,GREEN,MAGENTA,CYAN)
target=EMF XMAX=7 YMAX=7 HTEXT=14pt FTEXT="<ttf> Arial";
PROC GPLOT DATA=Residuales;
title "Grafico de Indice por Residuales Deviance";
Bubble deviance*Semana=lmax /CFRAME=white ANNOTATE=deviance2 VAXIS=axis9
HAXIS=axis10 FRAME VREF=-2.5 0 2.5 VMINOR=0 HMINOR=0 CAXIS=black NAME=’Deviance2’
BCOLOR=green BSIZE=15; AXIS9 LABEL=(A=90 R=0 "Residuales Deviance")WIDTH=2;
AXIS10 LABEL=("Semana") VALUE=none WIDTH=2;
run;
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El co´digo a continuacio´n calcula de la MCF no parame´trica para 20 muestras de 200 computadoras
con el propo´sito de calcular los intervalos de confianza v´ıa Bootstrap, explicado en el Cap´ıtulo 7:
# Este programa calcula y grafica la MCF para 20 muestras de 200 computadoras
# con proposito de calcular los intervalos de confianza por Bootstrap
# Lectura de la base de datos
Datos<-read.csv("C:\\Prueba_R\\Muestra20.csv")
Observados<-Datos[,3] # Seguimiento de la comp. 1=en observacion 0=no observada
Evento<-Datos[,4] # Eevento de infeccion. 1=infectada 0=no infectada
Malware<-Datos[,5] # Numero de infecciones por semana
MCF1 <- function(Caso, Observados, Computadoras, tiempo=11, desde=1, hasta=tiempo)
{
if (Caso==1) {x<-Evento}
if (Caso==2) {x<-Malware}
Observados1<-matrix(Observados,ncol=Computadoras)
x1<-matrix(x,ncol=Computadoras)
j=rowSums(Observados1)
k=rowSums(x1)
m=cbind(j,k)
f=k*(1/j)
MCF=cumsum(f) # Funcion Acumulada Media para cada semana
Tiempo <- 1:tiempo
par(lab=c(10,10,1))
plot(Tiempo,MCF, xlab="Semanas",ylab="MCF", type="s", lty=1:5,col=1:4,)
MCF
}
layout(matrix(1:2, 2, 1))
MCF1(1,Observados,200); title("Evento")
MCF1(2,Observados,200); title("Evento + Cantidad Malware")
El siguiente es el co´digo para el ca´lculo de la MCF no parame´trica para los casos Evento y Evento
+ Total Malware descrito en la Tabla 7-9 y Figura 7-16 del Cap´ıtulo 7:
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# Este programa calcula y grafica la MCF para la muestra de 2979 computadoras
# Lectura de la base de datos
Datos<-read.csv("C:\\Prueba_R\\MCF.csv")
Observados<-Datos[,3] # Seguimiento de la comp. 1=en observacion 0=no observada
Evento<-Datos[,4] # Evento de infeccion. 1=infectada 0=no infectada
Malware<-Datos[,5] # Numero de infecciones por semana
MCF1 <- function(Caso, Observados, Computadoras, tiempo=11, desde=1, hasta=tiempo)
{
# Condicional para saber cual MCF se calcula la de Eventos o Malware
if (Caso==1) {x<-Evento}
if (Caso==2) {x<-Malware}
Observados1<-matrix(Observados,ncol=Computadoras)
x1<-matrix(x,ncol=Computadoras)
j=rowSums(Observados1)
k=rowSums(x1)
m=cbind(j,k)
f=k*(1/j)
MCF=cumsum(f) # Funcion Acumulada Media para cada semana
Tiempo <- 1:tiempo
r<-MCF[11]/2
if (r < MCF[1]) {p = 1}
if (r >= MCF[1] & r < MCF[2]) {p = 1}
if (r >= MCF[2] & r < MCF[3]) {p = 2}
if (r >= MCF[3] & r < MCF[4]) {p = 3}
if (r >= MCF[4] & r < MCF[5]) {p = 4}
if (r >= MCF[5] & r < MCF[6]) {p = 5}
if (r >= MCF[6] & r < MCF[7]) {p = 6}
if (r >= MCF[7] & r < MCF[8]) {p = 7}
if (r >= MCF[8] & r < MCF[9]) {p = 8}
if (r >= MCF[9] & r < MCF[10]) {p = 9}
if (r >= MCF[10] & r < MCF[11]) {p = 10}
if (r >= MCF[11]) {p = 11}
par(lab=c(10,10,1))
plot(Tiempo,MCF, xlab="Semana",ylab="MCF", type="s", lty=1:5,col=1:4,lwd=2)
segments(0,r,p,r, lty=2, col="red",lwd=2)
segments(p,0,p,r, lty=2, col="red",lwd=2)
MCF
}
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layout(matrix(1:2, 2, 1))
MCF1(1,Observados,2979); title("Evento")
MCF1(2,Observados,2979); title("Evento + Total Malware")
El siguiente es el co´digo para el ca´lculo de la MCF no parame´trica para los casos Evento y Evento
+ Total Malware teniendo presente las variables nominales Clase y Procesadores, el resultado de
este programa se describe en la Tabla 7-10 y Figuras 7-17 y 7-18 del Cap´ıtulo 7:
# Este programa calcula y grafica la MCF para la muestra de 2979 computadoras
# Lectura de la base de datos
Desktop<-read.csv("C:\\Prueba_R\\MCF_Desktop.csv")
Portatil<-read.csv("C:\\Prueba_R\\MCF_Portatil.csv")
DosProc<-read.csv("C:\\Prueba_R\\MCF_2Procesadores.csv")
CuatroProc<-read.csv("C:\\Prueba_R\\MCF_4Procesadores.csv")
MCF2 <- function(Categoria, Caso, Computadoras, tiempo=11, desde=1, hasta=tiempo)
{
# Condicional para saber cual fuente de informacion se toma
if (Categoria==1) {Fuente<-Desktop}
if (Categoria==2) {Fuente<-Portatil}
if (Categoria==3) {Fuente<-DosProc}
if (Categoria==4) {Fuente<-CuatroProc}
Observados<-Fuente[,3] # Seguimiento de la comp. 1=en observacion 0=no observada
Evento<-Fuente[,4] # Evento de infeccion. 1=infectada 0=no infectada
Malware<-Fuente[,5] # Numero de infecciones por semana
# Condicional para saber cual MCF se calcula la de Eventos o Malware
if (Caso==1) {x<-Evento}
if (Caso==2) {x<-Malware}
Observados1<-matrix(Observados,ncol=Computadoras)
x1<-matrix(x,ncol=Computadoras)
j=rowSums(Observados1)
k=rowSums(x1)
m=cbind(j,k)
f=k*(1/j)
MCF=cumsum(f) # Funcion Acumulada Media para cada semana
Tiempo <- 1:tiempo
r<-MCF[11]/2
if (r < MCF[1]) {p = 1}
if (r >= MCF[1] & r < MCF[2]) {p = 1}
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if (r >= MCF[2] & r < MCF[3]) {p = 2}
if (r >= MCF[3] & r < MCF[4]) {p = 3}
if (r >= MCF[4] & r < MCF[5]) {p = 4}
if (r >= MCF[5] & r < MCF[6]) {p = 5}
if (r >= MCF[6] & r < MCF[7]) {p = 6}
if (r >= MCF[7] & r < MCF[8]) {p = 7}
if (r >= MCF[8] & r < MCF[9]) {p = 8}
if (r >= MCF[9] & r < MCF[10]) {p = 9}
if (r >= MCF[10] & r < MCF[11]) {p = 10}
if (r >= MCF[11]) {p = 11}
par(lab=c(10,10,1))
plot(Tiempo,MCF, xlab="Semana",ylab="MCF", type="s", lty=1:5,col=1:4,lwd=2)
segments(0,r,p,r, lty=2, col="red",lwd=2)
segments(p,0,p,r, lty=2, col="red",lwd=2)
MCF
}
layout(matrix(1:4, 2, 2))
MCF2(1,2,1525); title("Desktop")
MCF2(2,2,1454); title("Portatil")
MCF2(3,2,1495); title("2 Procesadores")
MCF2(4,2,1484); title("4 Procesadores")
El co´digo a continuacio´n calcula de los intervalos de confianza v´ıa Bootstrap bajo los me´todos
Percentil Simetrizado y Percentil-t Bilateral, mencionado en la Tabla 7.11 del Cap´ıtulo 7:
# Este programa estima los intervalos de confianza con Bootstrap via Percentil
# Simetrizado para la MCF en once semanas de observacion.
# Lectura de la base de datos
MCF_Evento<-read.csv("C:\\Prueba_R\\Bootstrap_Evento.csv")
MCF_Malware<-read.csv("C:\\Prueba_R\\Bootstrap_Malware.csv")
BOOTSTRAP <- function (Caso, Acumulada, B, alpha)
{
if (Caso==1) {y<-MCF_Evento}
if (Caso==2) {y<-MCF_Malware}
if (Acumulada==1) {u<-y[,1]}
if (Acumulada==2) {u<-y[,2]}
if (Acumulada==3) {u<-y[,3]}
if (Acumulada==4) {u<-y[,4]}
if (Acumulada==5) {u<-y[,5]}
if (Acumulada==6) {u<-y[,6]}
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if (Acumulada==7) {u<-y[,7]}
if (Acumulada==8) {u<-y[,8]}
if (Acumulada==9) {u<-y[,9]}
if (Acumulada==10) {u<-y[,10]}
if (Acumulada==11) {u<-y[,11]}
n = length(u)
media = mean(u)
desv = sd(u)
CiclosI3 = numeric(B)
# Aproximacion Percentil Simetrizado
for (i in 1:B)
{
remuestreo = sample(u, n, replace = TRUE)
CiclosI3[i] = sqrt(n) * abs((mean(remuestreo) - media)/sd(remuestreo))
}
I3=c(media-desv*quantile(CiclosI3,probs=1-(alpha/2))/sqrt(n)
,media+desv*quantile(CiclosI3,probs=1-(alpha/2))/sqrt(n))
I3
}
BOOTSTRAP(1,1, 1000, 0.1)
BOOTSTRAP(1,2, 1000, 0.1)
BOOTSTRAP(1,3, 1000, 0.1)
BOOTSTRAP(1,4, 1000, 0.1)
BOOTSTRAP(1,5, 1000, 0.1)
BOOTSTRAP(1,6, 1000, 0.1)
BOOTSTRAP(1,7, 1000, 0.1)
BOOTSTRAP(1,6, 1000, 0.1)
BOOTSTRAP(1,9, 1000, 0.1)
BOOTSTRAP(1,10, 1000, 0.1)
BOOTSTRAP(1,11, 1000, 0.1)
# Este programa estima los intervalos de confianza con Bootstrap via Percentil-t
# Bilateral para la MCF en once semanas de observacion.
# Lectura de la base de datos
MCF_Evento<-read.csv("C:\\Prueba_R\\Bootstrap_Evento.csv")
MCF_Malware<-read.csv("C:\\Prueba_R\\Bootstrap_Malware.csv")
BOOTSTRAP <- function (Caso, Acumulada, B, alpha)
{
if (Caso==1) {y<-MCF_Evento}
if (Caso==2) {y<-MCF_Malware}
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if (Acumulada==1) {u<-y[,1]}
if (Acumulada==2) {u<-y[,2]}
if (Acumulada==3) {u<-y[,3]}
if (Acumulada==4) {u<-y[,4]}
if (Acumulada==5) {u<-y[,5]}
if (Acumulada==6) {u<-y[,6]}
if (Acumulada==7) {u<-y[,7]}
if (Acumulada==8) {u<-y[,8]}
if (Acumulada==9) {u<-y[,9]}
if (Acumulada==10) {u<-y[,10]}
if (Acumulada==11) {u<-y[,11]}
n = length(u)
media = mean(u)
desv = sd(u)
CiclosI2 = numeric(B)
# Aproximacion Percentil-t Bilateral
for (i in 1:B)
{
remuestreo = sample(u, n, replace = TRUE)
CiclosI2[i] = sqrt(n) * (mean(remuestreo) - media)/sd(remuestreo)
}
I2=c(media-desv*quantile(CiclosI2,probs=1-(alpha/2))/sqrt(n)
,media-desv*quantile(CiclosI2,probs=alpha/2)/sqrt(n))
I2
}
BOOTSTRAP(1,1, 1000, 0.1)
BOOTSTRAP(1,2, 1000, 0.1)
BOOTSTRAP(1,3, 1000, 0.1)
BOOTSTRAP(1,4, 1000, 0.1)
BOOTSTRAP(1,5, 1000, 0.1)
BOOTSTRAP(1,6, 1000, 0.1)
BOOTSTRAP(1,7, 1000, 0.1)
BOOTSTRAP(1,6, 1000, 0.1)
BOOTSTRAP(1,9, 1000, 0.1)
BOOTSTRAP(1,10, 1000, 0.1)
BOOTSTRAP(1,11, 1000, 0.1)
C. Anexo: Glosario
Archivo TXT: son la forma que se utiliza en programacio´n informa´tica parar salvar los datos
(variables y valores) procesados por los programas y que e´stos, los datos, no tengan que ser intro-
ducidos constantemente para su posterior re-procesamiento por el programa.
Archivo CSV: son un tipo de documento en formato abierto sencillo para representar datos en for-
ma de tabla, en las que las columnas se separan genelmente por comas y las filas por saltos de l´ınea.
Auto-reproduccio´n automa´ntica o SRA (Self-reproducing automaton): propiedad de los virus
informa´ticos de auto reproducirse de forma automa´tica.
Base de datos: es un conjunto de datos pertenecientes a un mismo contexto y almacenados sis-
tema´ticamente para su posterior uso.
Bit o d´ıgito binario: es la unidad mı´nima de informacio´n empleada en informa´tica, en cualquier
dispositivo digital, o en la teor´ıa de la informacio´n.
Byte: es una unidad de informacio´n utilizada como un mu´ltiplo del bit. Generalmente equivale a
8 bits.
Bucle o ciclo: en programacio´n, es una sentencia que se realiza repetidas veces a un trozo aislado
de co´digo, hasta que la condicio´n asignada a dicho bucle deje de cumplirse. Generalmente,un bucle
es utilizado para hacer una accio´n repetida sin tener que escribir varias veces el mismo co´digo, lo
que ahorra tiempo, deja el co´digo mo´s claro y facilita su modificacio´n en el futuro.
COBIT (Control Objectives for Information and related Technology): es una gu´ıa de mejores pra´cti-
cas presentado como un marco de trabajo, dirigido a la gestio´n de tecnolog´ıa de la informacio´n.
Crimeware : es un tipo de software que ha sido espec´ıficamente disen˜ado para la ejecucio´n de
delitos financieros en un entorno en l´ınea (online).
Cuenta de usuario (Windows): una cuenta de usuario es una coleccio´n de informacio´n que indica
a Windows los archivos y carpetas a los que puede obtener acceso, los cambios que puede realizar
en el equipo y las preferencias personales, como el fondo de escritorio o tema de color preferidos.
Las cuentas de usuario permiten que se comparta el mismo equipo entre varias personas, cada una
de las cuales tiene sus propios archivos y configuraciones. Cada persona obtiene acceso a su propia
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cuenta de usuario con un nombre de usuario y contrasen˜a.
Dashboard o tableros de control: son una herramienta de visualizacio´n de informacio´n. De forma
general, es una interfaz computacional con gra´ficos, reportes, indicadores visuales y mecanismos de
alertas que son consolidados en una plataforma de informacio´n con el fin de tener una visio´n clara
del negocio.
Data Mart : es una versio´n especial de un Data warehouse. Son subconjuntos de datos con el
propo´sito de ayudar a que un a´rea espec´ıfica dentro del negocio pueda tomar mejores decisiones.
Data Mining o Miner´ıa de datos: es una poderosa herramienta informa´tica de gran alcance con un
gran potencial para la extraccio´n de informacio´n previamente desconocida y potencialmente u´til a
partir de grandes bases de datos. Es un proceso de ana´lisis de datos, donde converge la estad´ıstica,
inteligencia artificial y la computacio´n, con el objeto de ver ma´s alla´ de lo evidente, de una forma
o´ptima y competitiva.
Data warehouse o bodega de datos: es una coleccio´n de datos orientados a un determinado nego-
cio. Coloca informacio´n de todas las a´reas funcionales de la organizacio´n en manos de quien toma
las decisiones. Tambie´n proporciona herramientas para bu´squeda y ana´lisis de informacio´n.
Direccio´n IP: es una etiqueta nume´rica que identifica, de manera lo´gica y jera´rquica, a un in-
terfaz (elemento de comunicacio´n/conexio´n) de un dispositivo (habitualmente una computadora)
dentro de una red que utilice el protocolo IP (Internet Protocol), que corresponde al nivel de red
del Modelo OSI.
Dominio: en Internet, es una red de identificacio´n asociada a un grupo de dispositivos o equipos
conectados a la red Internet.
DoS o Denial of Service : En seguridad informa´tica, es un ataque de denegacio´n de servicio sobre
un sistema de computadoras o red que causa que un servicio o recurso sea inaccesible a los usuarios
leg´ıtimos.
Gestio´n de la seguridad de la informacin o GSI: es el proceso responsable de asegurar que
la confidencialidad, integridad y disponibilidad de los activos, informacio´n, datos y servicios de TI
de una organizacio´n satisfagan las necesidades acordadas del negocio.
Gigabyte: es una unidad de almacenamiento de informacio´n cuyo s´ımbolo es el GB; equivale a 109
byte.
Imputacio´n: En estad´ıstica, es la sustitucio´n de valores no informados en una observacio´n por
otros. A veces es un paso necesario para poder tratar los datos con determinadas te´cnicas estad´ısti-
cas de ana´lisis. Idealmente, este ana´lisis deber´ıa tener en cuenta el hecho de que algunos de los
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datos no son observados sino que han sido imputados.
ISO/IEC 27001: Es un esta´ndar para la seguridad de la informacio´n que especifica los requisitos
necesarios para establecer, implantar, mantener y mejorar un Sistema de Gestio´n de la Seguridad
de la Informacio´n (SGSI).
ITIL (Information Technology Infrastructure Library):es un conjunto de conceptos y pra´cticas para
la gestio´n de servicios de tecnolog´ıas de la informacio´n, el desarrollo de tecnolog´ıas de la informa-
cio´n y las operaciones relacionadas con la misma en general.
LDAP (Lightweight Directory Access Protocol): hace referencia a un protocolo a nivel de aplicacio´n
que permite el acceso a un servicio de directorio ordenado y distribuido para buscar diversa infor-
macio´n en un entorno de red. LDAP tambie´n se considera una base de datos (aunque su sistema
de almacenamiento puede ser diferente) a la que pueden realizarse consultas.
Lista blanca o (Whitelisted): es un registro de entidades que, por una razo´n u otra, pueden
obtener algu´n privilegio particular, servicio, movilidad, acceso o reconocimiento.
Malware (Malicious Software) o co´digo maligno: es cualquier programa, documento o men-
saje susceptible de causar dan˜os en las redes y Sistemas de Informacio´n.
Malware polimo´rfico: es aquel que se sirve de un motor polimo´rfico para mutarse a s´ı mismo
mientras mantiene su algoritmo original intacto. Esta te´cnica es utilizada comu´nmente por virus
informa´ticos y gusanos para ocultar su presencia.
Ma´quina virtual: En informa´tica es un software que simula a una computadora y puede ejecutar
programas como si fuese una computadora real.
Microsoft SQL Server: es un sistema para la gestio´n de bases de datos producido por Microsoft
basado en el modelo relacional. Sus lenguajes para consultas son T-SQL y ANSI SQL.
Nombre de computador: es la identificacio´n u´nica utilizada por una computadora para ser iden-
tificada en la red.
ODBC (Open DataBase Connectivity): es un esta´ndar de acceso a las bases de datos desarrollado
por SQL Access Group en 1992. El objetivo de ODBC es hacer posible el acceder a cualquier dato
desde cualquier aplicacio´n, sin importar que´ sistema de gestio´n de bases de datos almacene los datos.
Phishing : es un abuso informa´tico que se comete mediante el uso de un tipo de ingenieria social
caracterizado por intentar adquirir informacio´n confidencial de forma fraudulenta (como puede ser
una contrasen˜a o informacio´n detallada sobre tarjetas de cre´dito u otra informacio´n bancaria).
158 C Anexo: Glosario
Prueba de escritorio: en sistemas, consiste en dar valores a las variables que se han definido
y que siguen el flujo del programa o procedimiento para comprobar si al final el resultado es el
esperado.
Query : en base de datos, query significa consulta. Es decir, un query en base de datos es una
bu´squeda o pedido de datos almacenados en una base de datos.
RAM (Random-Access Memory): se utiliza como memoria de trabajo para el sistema operativo,
los programas y la mayor´ıa del software. Es all´ı donde se cargan todas las instrucciones que ejecutan
el procesador y otras unidades de co´mputo.
Red de computadores o (Computer Network): es un conjunto de equipos informa´ticos y soft-
ware conectados entre s´ı por medio de dispositivos f´ısicos que env´ıan y reciben impulsos ele´ctricos,
ondas electromagne´ticas o cualquier otro medio para el transporte de datos, con la finalidad de
compartir informacio´n, recursos y ofrecer servicios.
Red de Contacto: es un grupo de individuos quienes pueden todos ra´pidamente entrar en con-
tacto con los dema´s individuos del grupo.
SAP Business Suite: son un conjunto de programas que permiten a las empresas ejecutar y op-
timizar distintos aspectos como los sistemas de ventas, finanzas, operaciones bancarias, compras,
fabricacio´n, inventarios y relaciones con los clientes. Ofrece la posibilidad de realizar procesos es-
pec´ıficos de la empresa o crear mo´dulos independientes para funcionar con otro software de SAP o
de otros proveedores. Se puede utilizar en cualquier sector empresarial.
SAP ERP: pertenece al conjunto de programas de SAP Business Suite. Programas que dan so-
porte a las funciones esenciales de los procesos y operaciones de la empresa.
Script : su correcto nombre es archivo de procesamiento por lotes. Es un programa usualmente
simple, que por lo regular se almacena en un archivo de texto plano.
Sector de arranque o Boot sector : es un sector en un disco duro, disquete, o cualquier otro
dispositivo de almacenamiento de datos que contiene co´digo de arranque, por lo general (pero no
necesariamente), de un sistema operativo almacenado en otros sectores del disco.
Servidores proxy web: consiste en interceptar las conexiones de red que un cliente hace a un
servidor de destino, por varios motivos posibles como seguridad, rendimiento, anonimato, etc. Esta
funcio´n de servidor proxy puede ser realizada por un programa o dispositivo.
Sistema de informacio´n (SI): mecanismo que ayuda a coleccionar, almacenar, organizar y utili-
zar informacio´n.
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Sistema operativo (SO): es un programa o conjunto de programas que en un sistema informa´tico
gestiona los recursos de hardware y provee servicios a los programas de aplicacio´n, ejecutA˜¡ndose
en modo privilegiado respecto de los restantes.
Spam : es un tipo de Malware que afectan a los organizaciones a nivel mundial, este tipo de ataque
tambie´n denominado correo basura son los mensajes electro´nicos no solicitados, no deseados o de
remitente no conocido.
Spyware: es un software que recopila informacio´n de un ordenador y despue´s transmite esta infor-
macio´n a una entidad externa sin el conocimiento o el consentimiento del propietario del ordenador.
SQL (Structured Query Language): es un lenguaje declarativo de acceso a bases de datos relacio-
nales que permite especificar diversos tipos de operaciones en ellas. Una de sus caracter´ısticas es el
manejo del a´lgebra y el ca´lculo relacional que permiten efectuar consultas con el fin de recuperar
de forma sencilla informacio´n de intere´s de bases de datos, as´ı como hacer cambios en ella.
Subrutina: En computaci’on, una subrutina, como idea general, se presenta como un subalgoritmo
que forma parte del algoritmo principal, el cual permite resolver una tarea espec´ıfica.
URL (Uniform resource locator): es una secuencia de caracteres, de acuerdo a un formato mode´lico
y esta´ndar, que se usa para nombrar recursos en Internet para su localizacio´n o identificacio´n, como
por ejemplo documentos textuales, ima´genes, v´ıdeos, presentaciones digitales, etc.
USB (Universal Serial Bus): es un esta´ndar industrial desarrollado en los an˜os 1990 que define los
cables, conectores y protocolos usados en un bus para conectar, comunicar y proveer de alimenta-
cio´n ele´ctrica entre ordenadores y perife´ricos y dispositivos electro´nicos.
Virus metamo´rficos: son aquellos que poseen la singularidad de reconstruir todo su co´digo cada
vez que se replican. Es importante sen˜alar que esta clase de virus no suele encontrarse ma´s alla´ de
los l´ımites de los laboratorios de investigacio´n.
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