Suppose the random vector (X, Y ) satisfies the regression model Y = m(X) + σ(X)ε, where m(·) = E(Y |·), σ 2 (·) = Var(Y |·) and ε is independent of X. The covariate X is d-dimensional (d ≥ 1), the response Y is one-dimensional, and m and σ are unknown but smooth functions. In this paper we study goodness-of-fit tests for the parametric form of the error distribution under this model, without assuming any parametric form for m or σ. The proposed tests are based on the difference between a nonparametric estimator of the error distribution and an estimator obtained under the null hypothesis of a parametric model. The large sample properties of the proposed test statistics are obtained, as well as those of the estimator of the parameter vector under the null hypothesis. Finally, the finite sample behavior of the proposed statistics, and the selection of the bandwidths for estimating m and σ are extensively studied via simulations.
Introduction
Suppose the d-dimensional random vector X and the random variable Y satisfy the following heteroscedastic regression model :
where ε is independent of the random vector X, m(X) = E[Y |X] and σ 2 (X) = Var[Y |X].
In the literature, many papers have been devoted to testing the form of m(·) and σ(·). Goodness-of-fit tests for m(·) were studied by e.g. Härdle and Mammen (1993) , Stute (1997) , Dette and Munk (1998) , Alcalá, Cristóbal and González Manteiga (1999) , Dette (1999) , Fan, Zhang and Zhang (2001) and Van Keilegom, González Manteiga and Sánchez Sellero (2008) , among many others. Testing parametric models for σ(·) has also been investigated, see e.g., among others, Dette, Neumeyer and Van Keilegom (2007) . In the above papers the form of the error distribution is left unspecified.
In this paper, we are interested in testing hypotheses concerning the form of this error distribution, without making any assumption regarding the form of the regression function m(·) and the variance function σ 2 (·), except for smoothness assumptions. Knowing that ε follows a certain parametric distribution offers important advantages when doing inference for the functions m(·) and σ 2 (·).
Consider the parametric class F = {F εθ : θ ∈ Θ} of distribution functions, where Θ is a compact subset of IR k and k is a positive integer. We denote the true value of θ by θ 0 , and the distribution of the error ε by F ε (y) = P (ε ≤ y). The aim of this paper is to test the hypothesis
This testing problem has been studied by Jiménez Gamero, Muñoz García and Pino Mejías (2005) for linear regression models and by Neumeyer, Dette and Nagel (2006) for linear and nonparametric regression models. In the latter paper, the authors work with a generic estimator for θ 0 that satisfies a certain asymptotic representation, and they obtain the asymptotic theory for their proposed test statistic under the assumption that such an estimator of θ 0 exists (see their assumption B5). In this paper, we work with a specific estimator for θ 0 , obtained by using a maximum likelihood approach, and we work out in detail the asymptotic properties of this estimator, and of the proposed test statistics. These test statistics are based on a Kolmogorov-Smirnov and a Cramér-von
Mises distance between an estimator of the error distribution obtained under H 0 and a completely nonparametric estimator. Under the null hypothesis H 0 , we show that the estimator of θ 0 and the test statistics reach the same rate of convergence as in the usual case where m(·) and σ(·) are parametric functions. The asymptotic results are largely based on the work of Neumeyer and Van Keilegom (2009) regarding the estimation of the error distribution under model (1.1), and on the results obtained by Chen, Linton and Van Keilegom (2003) regarding inference for general semiparametric models involving non-smooth criterion functions.
In practice, the power of the tests are somewhat sensitive to the choice of the bandwidths used to estimate m(·) and σ(·). We therefore study six different procedures to select these bandwidths. As it turns out, the power seems to be higher when loss functions using (a cross validation version of) the residuals themselves are involved.
The paper is organized as follows. In the next section, the estimator of θ 0 and the test statistic are described in detail. Section 3 summarizes the main asymptotic results
including the asymptotic normality of the estimator of θ 0 and the weak convergence of the proposed test statistics under H 0 . In Section 4, we study the finite sample behavior of the test procedure and the selection of the smoothing parameters for m(·) and σ(·) through extended simulations, while the Appendix contains the assumptions and the proofs of the asymptotic results of Section 3.
Description of the method
Let (X 1 , Y 1 ), . . . , (X n , Y n ) be an i.i.d. random sample generated from model (1.1), where the components of X i are denoted by (X i1 , . . . , X id ) (i = 1, . . . , n). The distribution of ε and X are denoted by F ε and F X respectively, and their probability density functions by f ε and f X . We start by estimating the regression function m(x) and the variance function σ 2 (x) at an arbitrary point x = (x 1 , . . . , x d ) in the support R X of X, which we suppose to be a compact subset of IR d . We estimate m(x) by a local polynomial estimator of degree p, i.e.m(x) =β 0 , whereβ 0 is the first component ofβ, which is the solution of the local minimization problem
where P i (β, x, p) is a polynomial of order p built up with all 0 ≤ k ≤ p products of factors of the form X ij −x j (j = 1, . . . , d), and β is the vector of all coefficients of this polynomial.
Here, for u = (u 1 , . . . ,
k is a univariate kernel function, h = (h 1 , . . . , h d ) is a d−dimensional bandwidth vector converging to zero when n tends to infinity and K h (u) = d j=1 k(u j /h j )/h j . In the same way,σ 2 (x) =γ 0 is the first component ofγ, which is the solution of the local minimization
wherem l (X i ), i = 1, . . . , n, is a local polynomial estimator obtained from (2.1) (except that h is replaced by l, which will be specified in Remark 2.1 below) and P i (γ, x, q), γ, K g (u) and g = (g 1 , . . . , g d ) are defined in a similar way as P i (β, x, p), β, K h (u) and h. An estimator for σ(x),σ(x), will be simply obtained by taking the square root ofγ 0 .
The nonparametric residuals can then be introduced into the likelihood function which will provide a vector of parameter estimators θ n for θ 0 by solving the maximization prob-
Remark 2.1 (Choice of the smoothing parameters) The objective is to provide an easy and data-driven way to select the smoothing parameters in (2.1) and (2.2). To this end, we propose to compare six procedures in Section 4. Four are based on different least squares cross-validation ideas and two on maximum likelihood cross-validation ideas.
More precisely, let
Here,m l,−j (X j ) is a local polynomial estimator obtained by an expression of the type (2.1) for x = X j and h replaced by l = g or h, but based on a sample for which the j th data point has been removed. Moreover,σ 2 g,−j (X j ) is a local polynomial estimator obtained from an expression of the type (2.2) for x = X j , but based on the couples
. . , j−1, j+1, . . . , n). The two first procedures that we will consider in detail in Section 4 are based on choosing h n for h, g n1 (resp. h n ) for l and g n1 (resp. g n2 ) for g.
An alternative idea for choosing h, g and l is to transform (2.3) in a joint maximization problem over θ, h, g and l. This could be simply achieved by jointly maximizing a crossvalidation version of (2.3) with respect to θ, h, g and l. More precisely, we propose to obtain h ns (for h = g = l) by solving
for s = 1, 2, and whereε
forσ h,1 (X j ) a local polynomial estimator obtained from an expression of the type (2.2) for x = X j and g = h, but based on the couples To summarize, the six selection procedures that we propose for the bandwidths h and
Their practical performance will be studied in Section 4.
Remark 2.2 (Order of local polynomials) Apart from the practical choices for h, l and g discussed above, it is important to mention here the dependency between h (l and g) and the dimension d of X. Indeed, the sample size n should increase exponentially with d to preserve the convergence rates (curse of dimensionality). Consequently, for fixed sample size n, in order to compensate for this curse of dimensionality, the bandwidths h j , l j and g j (j = 1, . . . , d) should increase exponentially with 1/d (see condition (C4) in the Appendix). An indirect consequence of this is that the degree of the polynomials P i (β, x, p) and P i (γ, x, q) should increase when d increases (this follows from condition (C4)). For example, we will have to choose p and q at least equal to 2 when d = 2 (local quadratic estimators), and at least equal to 4 when d = 3 (order 4 local polynomial estimators).
Next, the test statistics are constructed from the difference between F εθn (y) and the nonparametric estimator of F ε (y) :
(2.10)
This estimator was first studied by Akritas and Van Keilegom (2001) and then extended to the case where X is d−dimensional by Neumeyer and Van Keilegom (2008) . Consider the process
and define the following test statistics of the Kolmogorov-Smirnov and Cramér-von Mises types :
and
(2.13)
Asymptotic results
We now turn to the analysis of the asymptotic properties of the estimator θ n and of the test statistics T KS and T CM . The assumptions under which these properties are valid, are given in the Appendix. The following notations will be used. Letḟ εθ (y) =
Theorem 3.1 Assume (C1)-(C7). Then, under H 0 ,
.
Moreover,
Theorem 3.2 Assume (C1)-(C7). Then, under H 0 ,
As a consequence of the above result, we now obtain the asymptotic limit of the test statistics T KS and T CM under H 0 .
Corollary 3.3 Assume (C1)-(C7). Then, under H 0 ,
Remark 3.4 (Convergence under fixed alternatives) Note that if the error distribution F ε is a fixed distribution (independent of the sample size n) that does not belong to the class F, it can be easily seen that the test statistics T KS and T CM converge to infinity. In fact, the estimatorsF ε and F εθn do not converge to the same distribution in that case, and hence the process n 1/2 (F ε (y) − F εθn (y)), −∞ < y < ∞, diverges. 
Define new responses
3. Let T * KS,b and T * CM,b be the test statistics obtained from the bootstrap sample
Then, if we denote T * 
Practical implementation and simulations
In this section, we study the finite sample behavior of the proposed test statistics focusing on some main practical aspects of the implementation.
In the one-dimensional case (d = 1), we generate i.i.d. data from the model
where X ∼ U [0, 1], β 0 and β 1 are such that min(β 0 , β 0 + β 1 ) > 0, and ε is independent of X and is a mixture of two normal random variables, i.e. F ε (y) = p 1 P (Z 1 ≤ y) + (1 − p 1 )P (Z 2 ≤ y), where Z j is normal with mean µ j and variance σ 2 j (j = 1, 2). Clearly, the parameters p 1 , µ 1 , σ 2 1 , µ 2 and σ 2 2 need to satisfy p 1 µ 1 +(1−p 1 )µ 2 = 0 and p 1 (σ 2 1 +µ 2 1 )+(1− p 1 )(σ 2 2 + µ 2 2 ) = 1, since ε has zero mean and unit variance. Hence, µ 2 = −µ 1 p 1 /(1 − p 1 ), and σ 2 2 = {σ 2 1 p 2 1 − (1 + σ 2 1 + µ 2 1 )p 1 + 1}/(1 − p 1 ) 2 . We consider several values of p 1 , µ 1 and σ 2 1 .
In the two-dimensional case, we generate i.i.d. data from the model
and for any a, b > 0, β(a, b) is the beta-distribution with parameters a and b. The parameters β 0 and β 11 satisfy min(β 0 , β 11 ) > 0, the error ε is independent of X = (X 1 , X 2 ) and has the same distribution as for model (4.1).
For each model, we simulate 500 samples of size n = 100 or 200. For the estimation of m(·) and σ(·), we use the biweight kernel k(u) = (15/16)(1 − u 2 ) 2 I(−1 ≤ u ≤ 1) when d = 1 and the product kernel k(u 1 )k(u 2 ) when d = 2. The smoothing parameters h, l and g and the estimator θ n are obtained from one of the six procedures described in Remark 2.1, namely by solving either (2.4), (2.5) and (2.3) (hereafter abbreviated by (a)), or (2.4), (2.6) and (2.3) (method (b)), or (2.7) and (2.8) for s = 1 (method (c)), or for s = 2 (method (d)), or (2.9) and (2.3) for s = 1 (method (e)), or for s = 2 (method (f)).
When d = 2, both components of each bandwidth vector are chosen to be equal. The number of bootstrap replications is 200 and the level of the tests is 5%. Following Remark 2.2, we take p = q = 1, respectively p = q = 2 when X is one-dimensional, respectively two-dimensional.
We consider three different tests for F ε :
where Φ(µ, σ 2 ) stands for a normal distribution with mean µ and variance σ 2 . Clearly, hypothesis H 01 is satisfied for p 1 = 0, µ 1 = 0 and σ 1 = 1, hypothesis H 02 is satisfied for any value of p 1 and for µ 1 = 0.9 and σ 1 = 0.7, and hypothesis H 03 is satisfied for any p 1 and µ 1 and for σ 1 = 0.7.
Tables 1 to 6 present the rejection proportions for the above three null hypotheses. In order to illustrate the results in a more complete way, we added a test based on a statistic of the Anderson-Darling type given by
A 'parametric' version of this statistic, obtained by replacing dF ε (y) by dF εθn (y) and F ε (y)(1 −F ε (y−)) by F εθn (y)(1 − F εθn (y−)) in the expression above, was also studied but its results were slightly worse than those of T AD . In the same way, the 'parametric' version of T CM lead to quite similar results as T CM . Rejection proportions for those 'parametric' statistics are therefore not reported here.
In our simulations, it seems that rejection proportions under the alternatives are larger when (f) is used. However, under the null hypotheses, (c) seems to provide the closest results to 0.05, suggesting better bootstrap approximations of the distribution of the test statistics. In fact, the smoothing parameters obtained with (a), (b), (c) and (e) are usually smaller than those obtained with (d) and (f). In our cases, (a), (b), (c) and (e) often seem to overfit more or less the data such that the distributions of the corresponding test statistics seem more variable (suggesting less rejection under the alternatives). In some situations, this overfitting can also lead to more variability inside the resamples used by the bootstrap steps (also suggesting less rejection under the null). More precisely, beyond usual overfitting produced by the least squares cross validation procedures, two bandwidth parameters are involved in (a) and (b). In (a), g n1 is even obtained by adapting the data points (Y j −m g,−j (X j )) 2 , j = 1, . . . , n, to the kernel estimatorsσ 2 g,−j (X j ) through g in (2.5). As a consequence, we think (a) and (b) should only be used when strongly different behaviors of m(·) and σ(·) are detected. In (d) and (f), extrema of (2.7) and (2.9) are obtained for larger values of bandwidth parameters than in (c) and (e). Indeed, adding globally increasing values of (Y i −m h,−i (X i )) 2 in the weighted averageσ 2 h,2 (X j ) (for increasing values of h) is more likely to increase the likelihood function, since it doesn't consider the value of (Y j −m h,−j (X j )) 2 . Under the null, (c) seems to provide the closest resamples to the original samples, leading to good bootstrap approximations (and also suggesting that (c) is a good estimation procedure for the parameters of F εθ ). However, that doesn't prevent large variabilities of the statistics obtained by (c) (and (e)) due to small h n1 (and h ′ n1 ) and leading to small power. h n2 and h ′ n2 , that are globally larger, enable then to obtain better power since the corresponding statistics are less variable.
Under H 1 , the best results are usually obtained by (f) since θ n and h ′ n2 are obtained independently and without assuming H 0 .
When k increases (so when we move from H 01 to H 02 and H 03 ), the above consid- (4.1) . The parameters determining m(·) and σ(·) are chosen as α 0 = 1, α 1 = 1, α 2 = −2, α 3 = 1.5, β 0 = 0.1 and β 1 = 0.1. erations stay true, but obviously the bootstrap approximations are based on samples generated further and further from the true model and the distances between F ε and F become considerably smaller, inducing less and less power. However, as it turns out, (c) (resp. (f)) is less affected under H 0 (resp. H 1 ).
In Tables 4 to 6 we study the behavior of the different statistics for d = 2. Only the results for (f) are displayed. Indeed, the same characteristics as in the one-dimensional case apply. As can be expected, the power is smaller than for the one-dimensional case, but the results stay reasonably good. An increase of k seems to affect the results more than the same increase of d, and a small increase of n (from 100 to 200 in Table 6 ) already improves the results significantly. and for model (4.1). The parameters determining m(·) and σ(·) are chosen as α 0 = 1, α 1 = 1, α 2 = 0, α 3 = 0, β 0 = 0.3 and β 1 = 0.3. 1) . The parameters determining m(·) and σ(·) are chosen as α 0 = 1, α 1 = 1, α 2 = 0, α 3 = 0, β 0 = 0.3 and β 1 = 0.3. In this appendix we state the assumptions under which the asymptotic results of Section 3 are valid, and we also give the proofs of these results. Throughout this appendix we will denote the true error by ε 0 , the true regression function by m 0 and the true scale function by σ 0 .
For an arbitrary θ, and for arbitrary functions m and σ > 0 defined on R X , let
(C1) For all δ > 0, there exists an ε > 0 such that inf θ−θ 0 >δ G(θ, m 0 , σ 0 ) > ε.
(C2) Uniformly for all θ ∈ Θ, G(θ, m, σ) is continuous with respect to the supremum norm in (m, σ) at (m, σ) = (m 0 , σ 0 ). Moreover, Ω is non-singular.
(C3) k is a symmetric probability density function supported on [−1, 1], k is d times continuously differentiable, and k (j) (±1) = 0 for j = 0, . . . , d − 1.
(C4) h j , l j and g j are of the same order (j = 1, . . . , d) and satisfy h j /h * → b j , l j /h * → c j and g j /h * → d j for some 0 < b j , c j , d j < ∞ and some baseline bandwidth h * .
Moreover, for r = p or q, h * satisfies nh * 2r+4 → 0 when r is even, nh * 2r+2 → 0 when r is odd and nh * 3d+δ → ∞ for some small δ > 0.
(C5) All partial derivatives of F X up to order 2d + 1 exist on the interior of R X , they are uniformly continuous and inf x∈R X f X (x) > 0.
(C6) All partial derivatives of m 0 and σ 0 up to order p + 2 exist on the interior of R X , they are uniformly continuous and inf x∈R X σ 0 (x) > 0.
(C7) All (mixed) derivatives upto order 3 of F εθ (y) with respect to y and the components of θ exist and are continuous. Moreover, sup y |y 2 f ′ ε (y)| < ∞ and E(ε 6 0 ) < ∞.
Proof of Theorem 3.1. For an arbitrary θ, and for arbitrary functions m : R X → IR and σ : R X → IR + , let
since ∂ ∂θ f ′ εθ (y) dy = 0. Hence, taking the dependence on σ into account, we get that
for all θ, m and σ > 0. Now, it is easily seen that condition (2.3)(i) is satisfied, if we define for any function h defined on R X ,
k. = d j=1 k j , and · is the Euclidean norm on IR d . As for (2.3)(ii), note that it follows from the proof of Theorem 2 in CLV that it suffices to show that in Neumeyer and Van Keilegom (2008) for the rate of convergence ofm andσ. The same lemma ensures that P (m ∈ M) → 1 and P (σ ∈ S) → 1. Next, for verifying condition (2.5) we check the conditions of Theorem 3 in CLV. It suffices to check either condition (3.1) or (3.2). Condition (3.2) is verified for s j = 1 and j = 1, . . . , k, whereas condition (3.3) follows from Theorem 2.7.1 in Van der Vaart and Wellner (1996) . It remains to verify condition (2.6), which is immediate after applying the i.i.d. representation for E[ (m−m 0 )(X) σ 0 (X) ] and E[ (σ−σ 0 )(X) σ 0 (X) ], given in Lemma A.2 in Neumeyer and Van Keilegom (2008) . This finishes the proof. +Ḟ t ε (y)(θ n − θ 0 ) + o P (n −1/2 ),
