Abstract-This study considers the control of parentchild systems where a parent system is acted on by a set of controllable child systems (i.e., a swarm). Examples of such systems include a swarm of robots pushing an object over a surface, a swarm of aerial vehicles carrying a large load, or a set of end-effectors manipulating an object. In this paper, a general approach for decoupling the swarm from the parent system through a low-dimensional abstract state space is presented. The conditions that enable this approach are given along with how constraints on both systems propagate through the abstract state and impact the requirements of their controllers. To demonstrate, several controllers with hard state constraints are designed to track a given desired angle trajectory of a tilting plane with a swarm of robots driving on top. Both homogeneous and heterogeneous swarms of varying sizes and properties are considered to test the robustness of this architecture. The controllers are shown to be locally asymptotically stable and are demonstrated in simulation.
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I. INTRODUCTION
T HE appeal of using multiple, cooperating agents to perform complicated tasks has been demonstrated in many applications [1] . For example, when compared to a single robot, swarms can be designed to be more robust to failure, can take advantage of the inherent high degree of parallelism, and tend to be more economical with regard to reusability, maintenance, and scalability.
We consider a class of robot swarms that use multiple agents to affect a parent dynamical system. While there are many examples of this type of system being considered, there has not been much work studying the problem as a general case of backsteppinglike control; however, there do exist some frequently cited approaches such as caging. This is where the swarm is arranged in such a way as to constrain the possible movement of the parent system. This approach is particularly common in the case where a swarm of ground robots is manipulating a larger, passive object over a two-dimensional (2-D) surface. Prior work has achieved caging by estimating the geometry of the object using contact with the swarm [2] , or by exploiting a priori knowledge of the geometry [3] . This knowledge can also be utilized to define a set of high-level behaviors for the swarm that can be achieved in a decentralized manner [4] . Robots can even be linked together to exert more force [5] . These caging approaches assume passive parent systems with at least marginally stable dynamics that are not incorporated into the design of the swarm behavior. This precludes the evaluation of these methods' ability to handle disturbances or complex parent system dynamics.
Another similar object manipulation problem is using a swarm of multirotors to carry an object. This can be approached using optimization, resulting in a feedforward controller based on full state feedback that takes into account a more complex model of the payload [6] , or by breaking the problem into a path following problem and a coordination problem [7] , resulting in a method similar to the caging methods discussed previously. Both of these approaches isolate the dynamics of an individual member of the swarm and determine how it needs to move, either with the rest of the swarm or relative to the parent system. This parent-child class of system we are considering includes other cases that would not traditionally be considered "swarm" problems, such as a walking robot, where the legs could be considered a swarm manipulating the body [8] . An array of control surfaces could be considered a swarm acting on the wing of an aircraft [9] or bridge [10] . These problems are particularly challenging due to fluid-structure interactions with the parent systems. In these cases, caging methods as discussed earlier would be much more difficult to apply. While decentralized controllers for walking robots have been proposed [8] , the controllers for the arrays of flaps controlling the aerodynamics are both centralized approaches that require each element of the swarm to know the states of all the other elements.
In this study, we propose a general approach to designing controllers for this type of parent-child system. This approach encapsulates the coupling between the dynamics of the parent and swarm systems within a lower dimensional abstract state and the dynamics between the swarm and the abstract state within an auxiliary abstract state. This creates a cascaded system to which we can apply a backstepping controller. Specifically, we can design a controller for the parent system that specifies a desired abstract state of the swarm and a controller for the swarm that achieves the desired abstract state. Due to the nature of the abstract state, this isolates the swarm and parent systems, allowing for a large degree of flexibility in the swarm size and composition at runtime. While a centralized observer calculates the abstract states, the dimensionality of this estimation is fixed with respect to the size of the swarm. Additionally, the response of the parent system can be used to estimate the abstract state, eliminating the need to sense and estimate it directly.
The proposed approach relies on finding an abstract state of the swarm similar to the shape parameters used in formation control [11] - [18] . This body of work uses a low-dimensional abstraction of a swarm of robots to describe the overall geometry of the swarm. For motion planning, this allows the distribution of the swarm to be specified rather than individual trajectories. These studies consider only the swarm, however, and do not possess a parent system with which to interact. Our method utilizes an abstraction depending on these interactions, facilitating the design of the swarm behavior based on the desired behavior of the parent system. This paper formalizes the approach presented in [19] and considers constraints on the parent and swarm systems. In Section II, we formally define the parent-swarm class of problem and our proposed approach and examine the stability of the system under constraints. In Section III, we present an example case, and discuss simulation results in Section IV. Finally, Section V draws the conclusion.
II. METHOD
We propose to control a parent-child system by finding an abstraction of the swarm's state that embodies the dynamic interactions between these two systems. Such a system is so called because it can be reasonably segregated into two cascading systems: the parent system and a swarm of child systems. The overall system must have the following properties.
1) The parent system must contain the state that we seek to control. 2) The parent system's dynamics must be a function of the swarm's state. 3) The swarm's interaction with the parent system must be modular in way that it can be broken into a variable number of child systems. 4) The swarm's dynamics must be a function of the inputs to the system. The typical dynamics for such a system are governed by the following:
(1)
Here, x p is the state of the parent system, x s is the state of the swarm system, and x si is the state of the ith child system in the swarm. We can define the spaces these states exist in as
X si , where n is the dimension of the parent state, m i is the dimension of the ith child's state, and N is the size of the swarm. u s is the input to the system and is a concatenation of inputs u si , which are the inputs to the ith child. Thus,
The notation T X p and T X s denote the tangent space of X p and X s , respectively. Fig. 1 is a diagram of the overall architecture of the proposed approach. Note that it is similar to a backstepping architecture, where the controller of the parent system specifies a desired intermediate state, and then the controller on the swarm uses that desired intermediate state to calculate how it should move to achieve it. The innovation of our proposal is the introduction of the abstract state based on the interactions between the swarm and parent systems, allowing the dynamics of the swarm that are of little consequence to the parent system to be truncated.
A. Abstraction of the Swarm
The crux of our approach is the idea of abstracting the complex interactions of the swarm and the parent systems. This idea is based on work by Belta and Kumar, where they propose using abstraction to control formations of robots [11] . They find an abstract state of the swarm that represents the formation's geometric properties, such as position, orientation, and distribution. Rather than specifying states that necessarily define the geometric features of the swarm, we use states that encompass the coupling dynamics between the swarm and the parent system. : An abstraction of the swarm is a mapping from the state of the swarm to an abstract state that encapsulates all the interactions between the swarm and the parent systems, as described in (6) . The dimension of this abstract state must be independent of the number of child systems in the swarm.
This abstraction consists of an abstract state a ∈ A ⊂ R m , and a mapping from the swarm state to the abstract state
This mapping must be surjective, i.e., every abstract state must represent at least one swarm state. We further require the dynamics of the parent system to be rewritten aṡ
and f p is a composition off p and φ
Since the dynamics of the parent state can be framed as dependent on this abstract state, the abstract state can be estimated based on the response of the parent system. This allows for the estimation of the abstract state without a global observer, although one can still be used.
Once an abstraction of the swarm has been found, we can design a control law for the parent system in which the abstract state is considered to be the input and the swarm is considered to be independent of the parent [which follows from (3)]. In general, the swarm control law is a function of the parent and swarm states, i.e., u s = u s (x p , x s ). We can rewrite this relationship in terms of the abstract state as follows:
where a d is the desired abstract state as determined by the parent controller, and a aux is the auxiliary abstract state, which collects the remaining terms in the control law. Given an abstract state a from Definition II.1, an auxiliary abstract state a aux embodies the interactions within the swarm in its control law.
The auxiliary abstract state a aux ∈ A aux ⊂ R m a u x is mapped from the full swarm state a aux = φ aux (x s ), where φ aux : X s → A aux .
B. Constraint Considerations for Controller Design
Any constraints on the parent and swarm systems must also be considered in the abstraction. To do this, let X sc ⊆ X s be the set of all swarm states that satisfy all constraints. Because the abstract mapping is not necessarily injective, a given abstract state can correspond to a set of swarm states, some of which may lie outside X sc . Thus, we partition the set of abstract states into three disjoint sets: absolutely constrained abstract states, partially constrained abstract states, and unconstrained abstract states.
Definition II.3 (Absolutely Constrained Abstract State):
An abstract state is said to be absolutely constrained if the set it maps to in the swarm state space exists entirely within the constraints on the swarm. The set of all absolutely constrained abstract states is the set
An abstract state is said to be unconstrained if the set it maps to in the swarm state violates at least one constraint on the swarm state at all points. The set of all unconstrained abstract states is the set
An abstract state is said to be partially constrained if the set it maps to in the swarm state violates any of the constraints on the swarm at some points, but not all points. The set of all partially constrained abstract states is thus
We choose a domain A C on which we constrain the abstract state
If A C ⊆ A A , the swarm controller does not have to consider the swarm constraints since all configurations of the swarm that correspond to that abstract state satisfy the constraints on the swarm. If A C ∩ A P = ∅, the swarm controller must ensure that it drives the swarm to a configuration that does not violate the constraints on the swarm.
C. Stability
Given Lyapunov functions for the parent and swarm subsystems, we can derive sufficient conditions for the stability of the closed-loop system. The closed-loop system is broken into two parts:ẋ p = f p (x p ) is the closed-loop parent system, andȧ = f a (a) is the closed-loop swarm system in the abstract space. First, we consider the stability of systems without constraints.
Theorem 1: Consider the following systems:
Let V p (x p ) be a Lyapunov candidate for the parent system, and let V a (a) be a Lyapunov candidate for the abstract system. Let
The termsV p andV a represent the terms ofV p andV a that are solely dependent on the parent and abstract states, respectively. The termsV pc andV ac represent the coupled terms. Note that any of these terms can be 0, i.e., the systems may not be coupled, or the coupling may be in one direction. IfV p andV a are negative definite, and
, and
then the origin of this system is locally stable with a region of attraction in the neighborhood of the origin such that if
, and then z p → 0 and z a → 0 as t → ∞ and y p and y a remain bounded.
The proof for this theorem is given in Appendix A.
is bounded, where D z a is defined as in Theorem 1, then the swarm state is also bounded. However, if this inverse mapping from an abstract state is unbounded, then we cannot make any inference about the boundedness of the swarm state based on the boundedness of the abstract state.
We can now consider how the constraints on the system affect the region of attraction of the system.
Theorem 2: Consider a parent-child system with constrained spaces X pc and X sc for the parent and swarm states, respectively, and let A C be a constrained abstract space that contains the origin. Let A d ⊆ A C be a region in which the desired abstract state is further constrained. Let
T be trajectories in the parent and abstract spaces that satisfy the conditions
where
and x pd (t) is the desired trajectory of the parent state, then there exists a nonempty domain S c on which the origin of the system is asymptotically stable and D pc and D ac are forward time invariant for all future time, where S c is given by
and
. The proof for this theorem is given in Appendix B. Using these two theorems, we can build a stability proof for the whole system based on the individual Lyapunov functions for the controllers for the parent and swarm systems. We can define a region of attraction that satisfies all constraints by mapping the constraints on the separate subsystems. Note that if the system is not globally asymptotically stable, the estimate of the region of attraction tends to be quite conservative, which is exacerbated in the presence of constraints. The key point to these theorems however lies in (13) , which states that the stability of the overall closed-loop system is dependent on the coupling terms in the Lyapunov candidate being dominated by the noncoupling terms.
III. EXAMPLE CASE
One of the key advantages of the system we propose is its modularity. We demonstrate this by developing two different controllers for an example parent system based on techniques pulled from the literature and likewise swarm controllers for two different swarms. We present simulation results of various combinations of these systems and controllers to demonstrate the modularity of this approach. We show that the designed controllers can be used interchangeably, and that similar results for a given parent system controller can be achieved by any size of the two swarms considered, as well as by heterogeneous swarms consisting of members of both types of swarm.
To demonstrate our proposed controller architecture, we have chosen to apply it to a swarm of robots driving on top of a tilting plane. Our controller drives the robots to balance the plane at a desired angle or track a desired tilt angle trajectory. Fig. 2 is a diagram of the proposed system. θ is the angle the surface of the tilting plane makes with the ground, and p i is the position of robot i in the plane's coordinate system, where p i = 0 at the axis of rotation of the plane. Robot i has mass m i . The robots are constrained to move in lanes to avoid collisions with each other; this is effective as the plane is only allowed to tilt about one axis. This system was selected as it is simple enough to be easily modeled, and it demonstrates the advantages of our approach, yet it is complex enough that a control solution is not trivial.
In this system, the swarm is the group of N robots driving on the plane, and the parent system is the plane itself. To examine the interactions between the parent and swarm systems, we state the equation of motion of the parent system
where J is the plane's moment of inertia about its axis, f f (θ) is the Stribeck friction on the axis of rotation, and g is the acceleration due to gravity. Given these dynamics, we can identify the terms that embody the interaction between the parent system and the swarm. We choose the abstract state given in (20) and rewrite the dynamics of the parent system in terms of this state in (21)
In (21), τ s and J s represent the torque exerted on the plane by the weight of the swarm and the moment of inertia of the swarm, respectively. This abstraction satisfies Definition II.1 for a valid abstraction: The dimension of the abstract state is not dependent on the size of the swarm, and the abstract state encapsulates the interactions between the parent and swarm systems according to (6) The second type of swarm consists of robots that are singledegree-of-freedom double integrators with passive linear damping controlled with a force input. This system has the same abstract state, but the state representation of the swarm dynamics iṡ
where M and C are diagonal matrices of the mass and linear damping coefficients, respectively, for each robot, and p is a vector of the positions of each robot in the swarm. The third swarm type is a nonhomogeneous swarm consisting of members from both of the previous two types.
A. Constraint Analysis
Now that we have defined the abstraction of the system, we can consider the effects of constraints on both the parent and swarm system. First, there is a limit on how far the plane can tilt before the robots lose their traction and slip off the plane, resulting in a constrained parent state space X p of the form
where θ max is the maximum tilt angle.
Concerning the child systems, we consider constraints on their position designed to prevent the robots from driving off the edge of the plane, giving
Furthermore, we need to describe the absolutely and partially constrained regions. We can see that φ −1 (τ s , J s ) is a hyperplane when τ s is held constant, and it is a hyperellipsoid when J s is held constant. The surface that a given abstract state maps to is the intersection of these two surfaces. We can then check the resulting intersection against the constraints given in (26). Fig. 3 illustrates these inverse mappings for a three-robot swarm. Fig. 4 shows a Monte Carlo approximation of the abstract spaces and the regions within.
B. Parent Controller
Given the constraints found in the previous section, we can now design a controller for the parent system. This controller must have a region of attraction contained within X pc . It must also control the system while ensuring that the desired abstract state satisfies all of its constraints. Trying to control a single degree of freedom θ using both τ s and J s independently would result in an overactuated system. To remedy this, we specify a manifold that couples τ s and J s . We shape this manifold to exist within the interior of the absolutely constrained region of the abstract space. The distance between the manifold and the boundary of the absolutely constrained space is exploited by Theorem 2 to show that the system is both stable and satisfies given constraints.
For the parent system, we apply two different controllers: a propotional/derivative (PD) controller and an adaptive robust integral on the sign of the error (ARISE) controller based on the design proposed by Xian et al. [20] with a feedforward adaptive term as proposed by Patre et al. [21] , [22] . These controllers specify a desired torque τ sd , which is treated as the input to the parent system. The desired swarm moment of inertia J sd can be determined by the position of τ sd on the constraint manifold and therefore be treated as part of the dynamics of the parent system.
The PD controller regulates the plane to a zero angle with zero velocity. Before designing the PD controller, we set J sd = J sd,0 , a constant, and linearize the damping as c. We then linearize the dynamics about x p = 0 and τ sd = 0, to arrive aṫ
With this linearization, we can now use a linear control law
where K pd ∈ R 1×2 is the matrix of control gains. This matrix is set so that this system is a linear quadratic regulator (LQR) that minimizes the following cost function:
where Q is a symmetric, positive definite matrix, R is a positive scalar, and t 0 is the initial time.
We also consider the ARISE controller, which can track trajectories bounded up to their fourth derivative in the presence of disturbances bounded up to their first derivative. We develop this controller by first rewriting the equation of motion of the parent system as
using the friction model The parameters of the friction model may be estimated using system identification techniques; however, we use an adaptation law to estimate these terms. The uncertainties in the friction model and moment of inertia can be combined into a single term represented as a linear relationship between a vector of adaptive constants λ and a matrix that is a function of the desired state and its derivatives Y d
Note that γ 1 , γ 4 , and γ 6 are part of the adaptive state because f f is affine in them. The values of γ 2 , γ 3 , and γ 5 must be estimated; however, the ARISE controller has been proven to be robust to errors in these values [21] . Using the error terms developed in [20] - [22] given by e 1 = θ d − θ and e 2 =ė 1 + α 1 e 1 , we apply the control law given by τ sd (t) = − sec (θ(t)) Y dλ + (k s + 1) e 2 (t)
which utilizes a measurement of e 1 and e 2 as well as an estimate of the unknown constantsλ. The gains α 1 , α 2 , k s , and β as well as the adaptive gain Γ must be sufficiently large to guarantee stability; however, these gains should not be so large that the system violates the bounds given in (60). Note the secant term added to the controller in (34) to cancel out the cosine term in the dynamics of the parent system. This reduces the usable range of the controller to ± π 2 . However, the robots begin to slip off the plane at some |θ| < π 2 ; thus, this domain is larger than the constraint given in (25) .
C. Swarm Controller
The previous section derived a desired τ sd given by the two parent control laws: the PD controller (28) and the ARISE controller (34)-(37). This, along with the manifold used to calculate J sd (59), gives us a desired abstract state. This section presents controllers for achieving these abstract states for the three different swarms.
1) Single Integrator Swarm: For the swarm described by (23), we use the input linearized controller similar to the one proposed by Belta and Kumar [11] . This control law is based on the derivative of the abstract state that is dependent on the errors in the abstract state given in (39). We first define the desired dynamics of the abstract state, where K is a diagonal, positive definite matrix and e a is the error in the abstract statė
where a d is the desired abstract state of the swarm as specified by the parent controller. If we take the time derivative of the abstract mapping (20), we getȧ
where Φ xs is the Jacobian of the mapping function φ evaluated at the current x s . We combine (40) with (38) and the system model given in (23) to derive the control law given by
The pseudoinverse of the Jacobian can be written in terms of a set of parameters, S 0 , . . . , S 3 , that are constant across the whole swarm
We can combine these sums into an auxiliary abstract state
T . Like the abstract state, this vector's size is independent of the size of the swarm. Rather than describing how the swarm interacts with the parent system, the auxiliary abstract state describes how the swarm interacts with itself, allowing an individual swarm member to determine how it needs to move within the swarm to achieve the desired abstract state using the following control law:
Note the singularity when S 3 = 0, which occurs when the entire swarm is concentrated at the same position on the plane. This singularity can be avoided by choosing a manifold on which the desired abstract state exists that never intersects this point. Assuming a manifold exists in the interior of the constrained space A A ∪ A P , another valid manifold that does not pass through the singularity can be found by translating the first one.
Since the system dynamics (19) and the parent control laws (28) and (34) are continuous and differentiable, the terms J sd from (59) and J s from (20) are also continuous and differentiable, and thus, necessarily uniformly continuous. Hence, the error term e J is uniformly continuous. In addition,J sd is also differentiable. The control laws for the swarm, (44) and (54), are both continuous and differentiable; thus,J s is also differentiable. Hence, the error termė J must be differentiable. We can now use Barbalat's lemma to show that if e J → 0 as t → ∞, thenė J → 0 as t → ∞ [23] .
We demonstrate the stability of this controller with both parent controllers in the following theorems, which are applications of Theorems 1 and 2. For details of the proofs of these theorems, see [24] .
Theorem 3: Given the error vector z = [ θθ e τ e J ] T , the PD control law (28) on the parent system (21) and the single integrator control law (44) on the swarm (23) asymptotically stabilize the origin of this system if k 1 > 0, k 2 >J m a x 2 cos(θ m a x ) , K > 0, and z 0 ∈ S, where k 1 and k 2 are the elements of the matrix K pd in the parent controller, K is the controller gain for the swarm system, z 0 is the initial condition of the system, and S is an estimate of the region of attraction
where η = max{1,
}. The value θ max is a limit on the angle θ such that |θ| ≤ θ max < π 2 . Theorem 4: Given the error vector z = [ e 1 e 2 r e τ e J ]
T , where r =ė 2 + α 2 e 2 , the ARISE control law (34)-(37) on the parent system (21) and the single integrator control law (44) on the swarm (23) asymptotically stabilize the origin of this system if
, K > 0, Γ > 0, and Γ T = Γ, whereÑ ≤ c max z , and
We define
, where
The desired trajectory satisfies
The origin of this system has a region of attraction
c m a x 2k s + 2λ min ), λ min is the smallest eigenvalue of K, and
2) Double Integrator Swarm: The swarm whose dynamics are given by (24) constitutes a second-order system whose control input only directly effects the acceleration. For this reason, we specify second-order dynamics for the abstract statë
where K p and K d are diagonal, positive definite matrices. We choose a control law
where k sd is a positive scalar that adds damping to the individual members of the swarm, I is the identity matrix, and
This feedforward controller enforces the desired second-order dynamics in (51) on the abstract state, adds damping to each child system, and compensates the nonlinear effects of the damping in each child system. We build an auxiliary abstract state like we did with the single integrator system such that
We can now use this auxiliary abstract state along with the abstract state, desired abstract state, and the state of a member of the swarm to create a control law for that member
Note that this control law, like the one given in (44), does not require knowledge of the other child systems' states, only the abstract states. This system also has the same singularity point when S 3 = 0, which can be dealt similarly. We demonstrate the stability of this controller with both parent controllers in the following theorems. Theorem 5: Given the error vector z = [ θθ e τ e J ] T , the PD control law (28) on the parent system (21) and the double integrator control law (54) on the swarm (24) asymptotically stabilize the origin of this system if the gains for the parent controller satisfy the same conditions as Theorem 3 and if there exists some > 0 such that the following inequalities hold:
where k 1 and k 2 are the elements of the matrix K pd in the parent controller, and k pi and k di are the ith diagonal elements of the K p and K d matrices, respectively. The origin is stable with the same region of attraction as given by Theorem 3.
Theorem 6: Given the error vector z = [ e 1 e 2 r e τ e J ] T , where r =ė 2 + α 2 e 2 , the ARISE control law (34)-(37) on the parent system (21) and the double integrator control law (54) on the swarm (24) asymptotically stabilize the origin of this system if the gains for the controller satisfy the same conditions on the ARISE controller from Theorem 4 and there exists some > 0 that satisfy the inequalities listed in Theorem 5.
This system has the same region of attraction as given by Theorem 4.
We also consider a heterogeneous swarm consisting of both single and double integrator child systems and the same control laws proposed previously. We omit the stability theorems and proofs here as they are repetitions of the proofs for the previous cases; see [24] for the details.
IV. SIMULATION RESULTS
We demonstrate the example controllers developed in the previous section in simulation using multiple different sized swarms. The physical parameters of the system are given in Table I. The masses of the child systems are uniformly distributed between m min and m max . The linear damping constants of the double integrator child systems are uniformly distributed between c min and c max . To compare results, we predetermine the masses and damping coefficients for the four-child systems used T with an initial velocity of 0. Fig. 4 shows the abstract space divided into its absolutely constrained, partially constrained, and unconstrained regions. It also shows the manifold on which our desired abstract state moves as well as the edges of the hypercube that bounds the swarm state. The chosen manifold, which lies in the interior of the absolutely constrained space, is given by
We now apply the various controllers designed in Section III to this system in MATLAB simulation and present the results.
A. PD Controller
We implement the PD parent controller on the three different swarms using K = 10I, K p = 10I, K d = 5I, k sd = 1, and τ max = 5. These are LQR gains calculated using Q = diag{10, 1} and R = 1. Each swarm consists of four robots with the mass, damping coefficients, and initial condition listed previously. The initial angle of the plane is 0.1 rad with 0 velocity. The controller gain for the parent system is calculated to be K pd = [ 3.1623 3.2859 ] . The stability of the single integrator swarm can be analyzed using Theorem 3. Gain k 1 is positive, and K is a positive definite, symmetric matrix. With θ max = 0.2, we can calculate the region of attraction to be where z 2 < 0.0326. We then consider Fig. 4 and determine acceptable constraints on the system to be |e J | ≤ 0.03 and |e τ | < 2. We find that the constrained region of attraction is z 2 ≤ 0.0326, and so the initial errors z 0 = [ 0.1 0 0.0273 0.0288 ] fall within this domain. We can calculateJ max = 1.9059 and show that k 2 >J m a x 2 cos(θ m a x ) , and thus all the conditions for stability are satisfied. Theorem 5 can be used to show that the double integrator swarms has the same region of attraction, and thus the heterogeneous swarm does too. Fig. 5 shows the results of the simulations of the PD parent controller with all three swarm types. The left column of plots shows the parent state, the center column shows the positions of all the child systems in the swarm, and the right column shows the errors in the abstract state. All simulations have the same initial conditions. The top row of plots is the result from the single integrator system, the middle row is the double integrator system, and the bottom row is the heterogeneous system. The second-order system has a clearly second-order response with some overshoot in the swarm positions due to the poles of the linearization of the double integrator system being complex. In the heterogeneous system, there is some oscillatory behavior in the swarm positions as well but not as much as in the swarm consisting of only double integrators. However, the responses of the parent system for all three swarm types are very similar.
B. ARISE Controller
Next, we apply the ARISE controller to parent system using the three different swarms. The ARISE controller is implemented with k s = 1, α 1 = 1, α 2 = 2, β = 0.5, and Γ = diag (10, 1, 1, 10) , whereas the swarm system controllers use the same gains as the PD parent controller case. For all of these experiments, the ARISE controller attempts to track a refer- thus, the error system converges to 0 as long as c max remains less than k s . Theorem 6 can be used to show that the double integrator swarm has the same region of attraction, and thus, so does the heterogeneous swarm. Fig. 6 shows the result for the ARISE controller on all three swarms. This figure is organized in the same manner as Fig. 5 . The double integrator swarm, like with the PD controller, has more oscillation than the single integrator. However, unlike the PD controller, the heterogeneous system has greater oscillations. There is also more error present in the abstract state due to the sinusoidal disturbance.
In addition to allowing different controllers to be used for both the parent and swarm systems, the abstraction is also independent of the size of the swarm. Fig. 7 shows the results for the ARISE controller on heterogeneous swarms of 20 and 200 robots. The parent system response in these plots is very similar to the responses in the other example of the ARISE controller, the only difference being the way the swarm moves and some transients that get amplified at the beginning. Note that the larger the swarm is, the tighter its final formation due to the controller driving the swarm to the same desired moment of inertia with more total mass. Also due to the larger mass, less movement is needed within the swarm to effect the same gravity torque, resulting in less swarm motion.
V. CONCLUSION
We propose a new approach for designing controllers for a class of systems where a swarm of subsystems acts upon a larger parent system with its own dynamics. We condense the interactions between the parent system into an abstract state of the swarm, which allows controllers for the parent system to be designed independently of the swarm. We also consider how constraints on the swarm states map to constraints in the abstract space. We then develop stability proofs with and without state constraints based on the abstract state rather than the full state of the swarm.
To validate these results, we present an example case of a passive, dynamic parent system being manipulated by a large number of child subsystems. We demonstrate the modularity of this approach by using several different controllers for the parent and swarm systems in combination. We also demonstrate with these simulations that the size and composition of the swarm do not significantly impact the performance of the controller on the parent system, and that the controllers for the child systems can be used independent of the size of the swarm. This architecture can be further extended to a series or hierarchy of cascaded systems with abstractions modeling the coupling between layers.
APPENDIX A PROOF OF THEOREM 1
Proof: Let V (z p , y p , z a , y a ) = V p (z p , y p ) + V a (z a , y a ) . Because V p and V a are positive definite, V is also positive definite.
We now take the derivative of V with respect to timė
Therefore, forV to be negative semidefinite
Next, we find whereV = 0. This should only be true at the origin to satisfy the Lyapunov stability theorem (see [25, Th. This combined with (62) gives us the inequality in (13) .
Finally, we consider z p = 0 and z a = 0, which gives us (14) . Given these conditions, we can say thatV is negative semidefinite on the domain D = D p × D a × R dim(y p ) × R dim(y p ) . Thus, by [25, Th. 8.4] , the terms z p and z a are asymptotically stable with the region of attraction
whereas y p and y a remain bounded; thus, S is a closed neighborhood of the origin. Note that bd(D) is the boundary of the set D.
APPENDIX B PROOF OF THEOREM 2
Proof: Let z p × z a × y p × y a ∈ S c . Then z p ∈ D pc , and so x pd (t) + b z p ∈ X p . By Theorem 1, z p and z a converge to 0 asymptotically with a region of attraction S. By [25, Th. 8.4] , if z 0 ∈ S c , then V (z(t)) → 0 and hence z(t) ∈ S c as t → ∞. The relationships between these sets are illustrated in Fig. 8 .
The sets D pc and D ac contain the origin since it is assumed that the desired trajectory of the parent system is feasible. S is the semilevel set of a positive definite Lyapunov function; therefore, the intersection S ∩ D c must contain the origin. The set S c is also a semilevel set of the same Lyapunov function, so it must also contain the origin. Therefore, as long as the desired trajectory and desired abstract surface satisfy all constraints, the set S c at least contains the origin.
