While adaptation is widely thought to facilitate neural coding, the form of adaptation should depend on how the signals are encoded. Monaural neurons early in the interaural time difference (ITD) pathway encode the phase of sound input using spike timing rather than firing rate. Such neurons in chicken nucleus magnocellularis (NM) adapt to ongoing stimuli by increasing firing rate and decreasing spike timing precision. We measured NM neuron responses while adapting them to simulated physiological input, and used these responses to construct inputs to binaural coincidence detector neurons in nucleus laminaris (NL). Adaptation of spike timing in NM reduced ITD sensitivity in NL, demonstrating the dominant role of timing in the short-term plasticity as well as the immediate response of this sound localization circuit.
Introduction
Adaptation is ubiquitous in neural systems and serves a variety of functional roles. For example, in sensory systems, adaptation can attenuate the response to persistent inputs while preserving the response to input changes (Fairhall et al., 2001; Wen et al., 2009) . A common form of adaptation is the accommodation of action potential firing rate (Adrian and Zotterman, 1926) caused by changes in neuronal membrane properties (Lancaster and Adams, 1986; Schwindt et al., 1988; Abolafia et al., 2011) ; another prominent mechanism is synaptic depression (Chung et al., 2002; Cook et al., 2003) . In the neural pathway responsible for sound localization, a different type of adaptation may be required, because early stages of the pathway represent information about the relative phase of sound arriving at the two ears using precise spike timing rather than firing rate. In the present studies, we investigated the properties and function of such adaptation in the avian auditory brainstem in vitro.
The main components of the interaural time difference (ITD) detection circuit in the avian brainstem are the monaural neurons of nucleus magnocellularis (the avian cochlear nucleus, NM), which generate spike output phase-locked to the sound, and the binaural coincidence detector neurons of nucleus laminaris (NL), which receive excitatory inputs from ipsilateral and contralateral NM and are sensitive to the interaural phase difference (IPD) between sound arriving at the two ears (Fig. 1; Parks and Rubel, 1978; Carr and Konishi, 1990; Warchol and Dallos, 1990) . The firing rate of NL neurons is highest when NM inputs from both sides arrive in phase (0°IPD) and lowest at 180° (Reyes et al., 1996) . NL neurons maintain robust IPD sensitivity despite changes in sound intensity, in part because of mechanisms that limit the effect of changes in NM firing rate (Cook et al., 2003; Peña et al., 1996) .
Recently, we discovered a novel type of adaptation in NM neurons, which develops over several seconds, is caused by slow inactivation of the low-threshold potassium current (I Klt ) mediated by Kv1 channels, and is characterized by an increase in firing rate and a decrease in spike timing precision (Kuznetsova et al., 2008) . The present study tests the hypothesis that its downstream effect is a reduction of IPD sensitivity in the coincidence detector neurons in NL.
Materials and Methods
All animal procedures complied with the National Research Council Guidelines for the Care and Use of Laboratory Animals and were approved by the Institutional Animal Care and Use Committee of the Seattle Veterans Affairs Health Care System.
Brain slice preparation. Chick brainstem slices were prepared as described previously (Slee et al., 2005) . Chicks (embryonic stage E21 or post-hatch stage P1, male or female) were decapitated, and the brainstem was dissected under ice-cold artificial CSF (ACSF) composed of (in mM) 130 NaCl, 3 KCl, 2 CaCl 2 , 1.25 NaH 2 PO 4 , 26 NaHCO 3 , 2 MgCl 2 , and 10 dextrose, kept at pH 7.3-7.4 by bubbling with carbogen (5% CO 2 , 95% O 2 ). Coronal sections (200 m) were cut using a vibratome and stored in ACSF at 35°C for 30 min and at room temperature thereafter. Experiments were done at 33-35°C in ACSF with 100 M picrotoxin to block GABA A receptors and 20 M DNQX or 10 M CNQX to block AMPA/ kainite receptors.
Electrophysiology. Whole-cell recordings were obtained using standard techniques (Reyes et al., 1994; Slee et al., 2005) . Patch pipettes (2-4 M⍀) were pulled from borosilicate glass and coated with Sylgard. The pipette solution contained (in mM) 105 K-gluconate, 2.5 MgCl 2 , 31.15 KCl, 0.05 CaCl 2 , 10 HEPES, 2 Na 2 ATP, 0.5 Na-GTP, 0.1 EGTA, and 0.5-1% biocytin (pH adjusted to 7.2-7.3 with KOH; 280 mOsm). Data were corrected for the liquid junction potential (6 mV). Recordings were performed using an Axoclamp 2B amplifier in bridge mode. For dynamic clamp, the reversal potential (E rev ) of the synaptic current was set by an analog circuit, which converted the conductance command ( G) into current ( I) based on the membrane potential (V m ) according to I ϭ G(E rev Ϫ V m ). Membrane potential was lowpass filtered at 30 kHz (8-pole Bessel filter) and sampled at 100 kHz using an Instrutech ITC-16 data acquisition board and a Macintosh computer. Stimuli and data acquisition were controlled by custom macros in Igor Pro.
Inputs to NM neurons. Stimulus waveforms simulated the excitatory synaptic conductances (EPSGs) from multiple presynaptic neurons during an acoustic input (Reyes et al., 1996; Kuznetsova et al., 2008) . Each waveform was described by six parameters: (1) sound frequency (F ϭ 1000 Hz), (2) number of presynaptic cells (N ϭ 3), (3) average firing rate of each presynaptic cell (AFR ϭ 250 Hz), where the firing probability on each sound cycle is AFR/F, (4) jitter (0.14 ms), the SD of a Gaussian random variable that determines each spike time (Warchol and Dallos, 1990; Fukui et al., 2006) , (5) peak amplitude of each unitary EPSG (A max ϭ 25-60 nS; adjusted to produce output firing rates of ϳ200 Hz), and (6) EPSG time constant ( ϭ 0.25 ms). Each EPSG was generated as an ␣ function, G(t) ϭ A(t/) exp(1 Ϫ t/). Synaptic depression was simulated as described by Cook et al. (2003):
where A is the peak amplitude of the synaptic event, A 0 is the amplitude of the previous event, ⌬t is the interval from the previous event, S is the fractional depression, D is the fast recovery fraction, f is the fast recovery time-constant, and s is the slow recovery time-constant. Parameter values were chosen to match published data (Brenowitz and Trussell, 2001 ; S ϭ 0.45, D ϭ 0.6, f ϭ 20 ms, s ϭ 350 ms). Each stimulus was 10 s long, with identical segments from 0 to 1 s and 9 to 10 s that were unique to each trial. To investigate the effect of inhibition, a constant 10 nS conductance with E rev ϭ Ϫ37 mV (Howard et al., 2007) was added on every other trial. The complete stimulus included 10 trials separated by 10 s recovery intervals.
To simulate spontaneous activity, we generated stimuli mimicking spontaneous firing of three eighth nerve fibers in silence (Saunders et al., 2002) , using a Poisson process with a mean firing rate of 24.6 Hz for each fiber. Each stimulus consisted of 10 s of spontaneous activity followed by a 10 s "tonal" input with AFR ϭ 200 Hz.
NL experiment 1: using recorded NM spike trains to construct the input. Spike trains were converted into simulated EPSC trains (Fig. 2 A) using previously reported parameters (Kuba et al., 2005; Slee et al., 2010) and the synaptic depression model described above. Each unitary EPSC was a double exponential function with a rise time constant of 0.14 ms and a decay time constant of 0.25 ms (similar to recorded EPSCs in the middlefrequency region of NL). For simplicity, this experiment was designed to eliminate slow adaptation in NL. Thus, rather than presenting long stimuli to NL, the EPSC trains were randomly sampled to extract 100 ms "unadapted" inputs (200 -700 ms after stimulus onset, excluding the initial fast adaptation) and "adapted" inputs (9200 -9700 ms). Each monaural input to NL was the sum of 40 unitary inputs (generated from the spike trains of 4 NM neurons assigned to that side). The two monaural inputs were added with IPDs from 0°to 180°and injected into neurons in the caudal two thirds of NL (tuned to sound frequencies of ϳ500 -2000 Hz; Rubel and Parks, 1975) . The "binaural" input for each IPD was generated from the same "monaural" segments to control for spike train variability, and "adapted" and "unadapted" trains were generated from NM responses to identical input waveforms. The complete stimulus included 80 repeats at each of seven IPDs, separated by 200 ms recovery intervals.
NL experiment 2: varying NM firing rate and jitter separately. Simulated NM spike trains (100 ms) were generated by the method used for NM stimulation and converted into EPSC trains as described above. The NM firing rates were 202 Hz ("unadapted") or 222 Hz ("adapted") and the spike time jitter was 194 s ("unadapted") or 214 s ("adapted"), based on the results of our experiments in NM described above. Four conditions ("unadapted control," "adapted rate and jitter," "adapted rate only," and "adapted jitter only") were each presented 20 times in random order.
NL experiment 3: adaptation in NM and NL. Simulated binaural inputs of 10 s duration were injected into NL neurons. The four conditions described above were presented, simulating the adaptation as an exponential change with a time constant of 2 s (rate constant ϭ 0.5 s Ϫ1 ), based on experimentally determined rate constants of 0.42 Ϯ 0.15 s Ϫ1 for firing rate and 0.55 Ϯ 0.20 s Ϫ1 for jitter. To reproduce our "early" (200 -700 ms) and "late" (9200 -9700 ms) data (assuming that adaptation begins at stimulus onset), the initial and adapted rates were 199 and 222 Hz, and the initial and adapted levels of jitter were 184 and 214 s, respectively. The simulated IPD was varied in a saw-tooth pattern from 0°to 180°to 0°i n 500 ms cycles, starting 200 ms after stimulus onset. Each condition was presented three times to each cell.
Tetrodotoxin subtraction for action potential detection. To detect the small action potentials characteristic of the auditory nuclei (Reyes et al., 1994; Kuba et al., 2006) and to increase the accuracy of spike time measurements, the slice was superfused with tetrodotoxin (TTX, 0.5 M) to block sodium channels and the stimulus was repeated. The response in TTX was subtracted from the control recording (Fig. 1C) , and the spike times were measured from the remaining action potential train, at the peak of each spike. To verify that the peaks were action potentials, we determined the distribution of peak amplitudes for each cell. Data were accepted only if there was a clear separation between smaller noise and larger spikes.
Data analysis. Adaptation in NM was measured by the mean firing rate, spike time jitter, and vector strength in 500 ms windows; most data reported are for the "early response" (200 -700 ms) and the "late response" (9200 -9700 ms). Jitter was defined as the SD of a Gaussian fit to the periodic PSTH. Vector strength, a measure of phase-locking to periodic stimuli, was calculated as described by Goldberg and Brown (1969) , where n is the number of spikes and i is the phase of each spike: For NL neurons, the firing rate-IPD curves were characterized by the dynamic range ( D) (rate at 0°Ϫ rate at 180°), and the slope ( S) between 60°and 120°. For experiments where the IPD was varied continuously, firing rates were obtained in 50 ms windows and averaged across the repeats of each condition. The rate modulation for each IPD cycle was measured by least-squares fitting of a cosine function: r ϭ r avg ϩ a cos(IPD). The rates at 0°and 180°IPD were taken from the cosine fit, plotted versus time, and fitted with singleexponential functions. For statistical comparisons, the dynamic range was measured from the exponential fits at 0.45 s (for the first IPD cycle) and 9.45 s (for the last cycle).
Statistics. Data are reported as mean Ϯ SEM. Comparisons were performed using paired, two-tailed t tests. For single comparisons, differences were considered significant when p Ͻ 0.05. Multiple comparisons were performed by ANOVA and post hoc t tests with Bonferroni's criterion for significance: p Ͻ 0.05/number of comparisons.
Results

Adaptation in NM
Our previous studies showed that NM neurons exhibit slow adaptation of firing rate and spike timing precision (Kuznetsova et al., 2008) . The present experiments investigated whether this adaptation would occur under a wider range of physiological conditions (including inhibition and spontaneous eighth nerve activity) and generated high-quality spike time data for constructing inputs to NL neurons. NM neurons were stimulated using inputs with natural statistics (Fig. 1 A, B ; see Materials and Methods) delivered by dynamic clamp (Kuznetsova et al., 2008) . Each stimulus was 10 s long, with identical segments from 0 to 1 s and 9 to 10 s, and a simulated inhibitory conductance was added on every other trial. Because the action potentials in NM and NL neurons are unusually small (Reyes et al., 1994) , the stimuli were delivered in control solution and again in tetrodotoxin (TTX) to block sodium channels, and the responses were subtracted to isolate the action potentials (Fig. 1C) . Adaptation was measured by comparing the early response (200 -700 ms) and the late response (9200 -9700 ms) (Fig. 1 D) . The firing rate increased by an average of 9.2 Ϯ 1.8% during this stimulus (top, N ϭ 8, p ϭ 0.003), while the vector strength decreased by 11.9 Ϯ 1.1% (bottom, p ϭ 0.00002); the corresponding spike jitter increased by 12.7 Ϯ 2.0% ( p ϭ 0.0003). The significance of the vector strength data was confirmed by Rayleigh's test. With a 500 ms measurement window, a typical firing rate of ϳ200 Hz, and 5 trials per condition (with or without inhibition; see below), ϳ500 spikes were available for each measurement, giving p Ͻ 0.01 for vector strength Ͼ0.1.
Adaptation was also observed when the excitatory input was combined with a constant inhibitory conductance ( Fig. 1 E) ; in this case firing rate increased by 18.6 Ϯ 2.6% and vector strength decreased by 13.1 Ϯ 0.6% ( p ϭ 0.0006 and 1 ϫ 10 Ϫ6 , respectively).
Because eighth nerve inputs to NM are spontaneously active in silence (Saunders et al., 2002) , in some experiments we applied simulated spontaneous synaptic input with a random temporal pattern (see Materials and Methods) before the phase-locked stimulus. The simulated sound-evoked input still caused adaptation of firing rate and vector strength (Fig. 1 F, N ϭ 11 , p ϭ 0.002 and 0.007, respectively).
Effects on IPD sensitivity in NL
Adapted NM neurons with reduced spike timing precision will produce less synchronous input to downstream coincidence detector neurons in NL. We predicted that this would lower the NL firing rates at favorable IPDs, reducing IPD sensitivity. To test this prediction, we sampled real NM spike trains from "unadapted" and "adapted" periods to construct simulated binaural input with varied IPDs, which was injected into NL cells (Fig. 2 A; see Materials and Methods). In all NL neurons, the firing rate was highest for 0°IPD and lowest for 180°. Consistent with our prediction, NM adaptation reduced the dynamic range ( D) of the NL response by 18.1 Ϯ 2.8% (N ϭ 7, p ϭ 0.002), primarily because of a lower firing rate at 0°IPD, and reduced the slope ( S) of the firing rate-IPD curve by 14.1 Ϯ 5.7% (N ϭ 7, p ϭ 0.04) (Fig. 2 B) .
Our next experiments investigated the individual effects of spike time precision and firing rate. Inputs to NL were generated from artificial spike trains that simulated NM output before and after adaptation, and were otherwise identical to the inputs described above. Simulated adaptation of firing rate and spike jitter reduced D by 28.2 Ϯ 2.5% (N ϭ 7, p ϭ 0.0005) and lowered S by 24.4 Ϯ 9.4% ( p ϭ 0.02) (Fig. 2C) . Inputs with increased firing rate alone had no significant effect on D or S (Fig. 2 D) . However, increased jitter alone reduced D by 23.9 Ϯ 1.5% ( p ϭ 0.0001) and lowered S by 24.8 Ϯ 3.5% ( p ϭ 0.0004) (Fig. 2 E) .
Combined adaptation in NM and NL
Although our studies focused primarily on the downstream effects of adaptation in NM, it is reasonable to expect that NL neurons will also adapt, affecting their responses to NM input. To investigate this, we stimulated NL cells with 10 s trains of simu- (4) jitter only. Plots show (from top to bottom) average firing rate of each input cell, jitter, ITD, and injected current. Condition 2 (inside dotted lines) is expanded at right. The current scale was adjusted for each cell to produce physiological firing rates. B, Mean NL firing rates (dotted lines, n ϭ 8) and exponential fits (solid lines) at 0°IPD (top) and 180°(bottom). C, Dynamic range, normalized by the "start" value for the control condition. The "start" values represent the first IPD cycle, and the "end" values represent the last cycle. Asterisks indicate significant differences from control.
lated NM input with a saw-tooth variation of IPD ( Fig. 3A; see Materials and Methods). Trials were performed with no input adaptation (control), adaptation of input rate and jitter, adaptation of rate only, and adaptation of jitter only. All of the data showed a slow increase of NL firing rate during each stimulus, which was observed at all IPDs (Fig. 3B) . In the conditions with adaptation of input jitter, the increase of NL firing rate at 0°IPD was less, and thus, D decreased over time (Fig. 3C) . The final values of D for the rate ϩ jitter and jitter-only conditions were significantly lower than the control values (n ϭ 8, p ϭ 0.015 and 0.016, respectively), whereas the rate-only condition was not significantly different from the control. These data confirm that adaptation of input jitter will reduce IPD sensitivity in NL. In contrast, the adaptation in NL increased firing rate but did not significantly affect IPD sensitivity with constant input jitter.
Discussion
Our previous studies showed that NM neurons adapt to sustained input with an increase in firing rate and a decrease in spike timing precision, both mediated by slow inactivation of Kv1 channels (Kuznetsova et al., 2008) . Other reports have also shown changes in spike time precision caused by adaptation (Higley and Contreras, 2006) or neuromodulation (Billimoria et al., 2006) . Our present results show a functional consequence for downstream neurons; the reduction of spike time precision in NM lowers the IPD sensitivity of coincidence detector cells in NL. These neurons adapt similarly; the adaptation in NL does not directly reduce IPD sensitivity, but the influence of NM adaptation is preserved when sustained input is transmitted through both stages of the pathway. The dominant effect of NM spike timing (versus rate) is consistent with other studies showing that the downstream effects of NM firing rate are limited by synaptic depression (Cook et al., 2003) (which was included in our algorithm used to generate input to NL). In vivo, the influence of NM firing rate may be reduced further by inhibition (Peña et al., 1996) .
Our in vitro data suggest that small changes in spike timing precision in the cochlear nucleus could regulate the sensitivity of sound localization in vivo. This view is supported by studies in a variety of species, which demonstrate that exceedingly small shifts in ITD can change perceived sound location (Klumpp and Eady, 1956; Wakeford and Robinson, 1974; Moiseff and Konishi, 1981) . Under our experimental conditions, an ϳ10% decrease in spike timing precision in NM was magnified to an ϳ18% reduction in dynamic range in NL. The real effect of Kv1 inactivation might be greater, because we measured spike output at the NM somas rather than the synaptic terminals in NL. Because Kv1 channels are the dominant K ϩ channel along myelinated axons (Mert, 2006) , Kv1 inactivation may cause additional jitter as action potentials travel to the terminals.
Although our studies were performed in a chicken brainstem preparation, we predict that similar adaptation may occur in mammals. While some mechanisms of ITD processing may differ between birds (for review, see Konishi, 2003) and mammals (McAlpine, 2005) , ITD processing in all species relies on precise spike timing. To transmit timing information, avian and mammalian auditory brainstem display similar anatomical and physiological specializations. The membrane properties of mammalian cochlear spherical bushy cells (SBCs) resemble those of NM neurons, and are dominated by I Klt (Schwarz and Puil, 1997) . Because I Klt has similar properties in the avian and mammalian cochlear nuclei (Reyes et al., 1994; Rothman and Manis, 2003) , SBCs will likely adapt much like NM neurons. We predict that slow adaptation caused by I Klt inactivation in the cochlear nucleus will cause a slow degradation of ITD discrimination that is independent of sound location but specific to the sound frequency. Results of recent human psychophysical experiments (Brown et al., 2012) are consistent with this prediction.
