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1. Introduction 1.1. Motivation. We begin by considering a natural geometric problem regarding quadratic forms over F q [t] . Suppose F is a quadratic form in d variables over F q [t] . Suppose f is a polynomial in F q [t].
We may then consider the affine variety X f given by setting F (x) = f , x ∈ A d Fq [t] . We may view this as a family π : X f → A 1 Fq over A 1 Fq . Suppose we have a collection of closed points p 1 , . . . , p m in A 1 Fq . Choose, for each i, a point λ i := (λ 1 (p i ), . . . , λ d (p i )) in the fiber X p i := X f × Fq[t] κ(p i ) over p i . Can we find a section s : A 1
Fq → X f of the structure morphism π : X f → A 1 Fq that maps each p i to λ i with some prescribed higher order (nilpotence) conditions of order m i ? We show that if F is non-degenerate in d ≥ 5 variables, then there is such a section provided that deg f ≥ (4 + ε) i m i deg p i + O ε,F (1), where the implied constant depends only on ε and the quadratic form F (in fact, we show a stronger result depending on anisotropic cones defined in definition 1.1). We also show that this condition is optimal. On the other hand, if d = 4, we show that this is true at least if deg f ≥ (6 + ε) i m i deg p i + O ε,F (1). That being said, we conjecture that 4 + ε still suffices in the d = 4 case. In fact, as will appear in a future paper, we will show that the optimality of 4 + ε when working with the class of quadratic forms in the construction of Morgenstern Ramanujan graphs follows from a twisted Linnik-Selberg conjecture over function Date: 19th July 2019. fields. The setup of the problem is pictorially represented by the following figure. 
. .X pm
There is another more algebraic way of formulating the problem; in fact, this other formulation is more common. By packaging all the closed points p i and all their multiplicities m i > 0 (which can be viewed as irreducible polynomials p i (t) in F q [t] raised to the power of m i ) into one polynomial g(t) := i p i (t) m i , we can use the Chinese remainder theorem to reformulate the problem as an optimal strong approximation problem for quadratic forms over function fields. More precisely, we ask for the following. Suppose we have a quadratic form F in d variable over F q [t], and polynomials g, f ∈ F q [t] . Additionally, we are given polynomials λ 1 , . . . , λ d ∈ F q [t]. We want to know when we have an integral solution x := (x 1 , . . . , x d ) ∈ F q [t] d to the system
where λ = (λ 1 , . . . , λ d ) and x ≡ λ mod g means x i ≡ λ i mod g for every 1 ≤ i ≤ d. For a prime ideal ̟ of F q [t], we write F q [t] ̟ for the completion of F q [t] at ̟. We say all local conditions for the system (1) are satisfied, if F (x) = f has a local solution x ̟ ∈ F q [t] d ̟ for all prime ideals ̟ of F q [t] (Here, F q [t] ̟ is the completion of F q [t] at the prime ̟) such that x ̟ ≡ λ mod ̟ ord ̟ (g) . In the following K ∞ := F q ((1/t)), (−) := q (−) . K d ∞ is equipped with the norm |x| := max i |x i | for any x = (x 1 , . . . , x d ) ∈ K d ∞ . Consider the following definition. Definition 1.1 (Anisotropic cone). We say Ω ⊂ K d ∞ is an anisotropic cone with respect to quadratic form F (x) if there exists fixed positive integers ω and ω ′ such that:
(1) If x ∈ Ω then f x ∈ Ω for every f ∈ K ∞ .
(2) If x ∈ Ω and y ∈ K d ∞ with |y| ≤ |x|/ ω, then x + y ∈ Ω.
The main result of this paper is the following theorem.
Theorem 1.2. Suppose q is a power of a fixed odd prime number, and let F be a non-degenerate quadratic form over F q [t] in d ≥ 4 variables and of discriminant ∆. Let f, g ∈ F q [t] be nonzero polynomials such that (f ∆, g) = 1, and let λ ∈ F q [t] d be a d-tuple of polynomials at least one of whose coordinates is relatively prime to g. Finally, suppose that all local conditions for the system (1) are satisfied. If d ≥ 5, then for any anisotropic cone Ω and for deg f ≥ (4+ε) deg g+O ε,F,Ω (1), there is a solution x ∈ Ω ∩ F q [t] d to (1). If d = 4, this holds at least for deg f ≥ (6 + ε) deg g + O ε,F,Ω (1).
Remark 2. For F (x) = x 2 1 + . . . + x 2 d , we can take Ω = {x ∈ K d ∞ : ∀i, deg x 1 > deg x i }. Note that when deg f ≤ 4 deg g − 3, then the system need not have a solution in F q [t] d ∩ Ω. For instance, when λ = (1, 0, . . . , 0) and f ≡ 1 + 2t deg g−1 g mod g 2 , then a solution implies the existence of (t 1 , . . . , t d ) ∈ F q [t] d such that (1 + t 1 g) 2 + (t 2 g) 2 + . . . + (t d g) 2 ≡ 1 + 2t deg g−1 g mod g 2 , that is, t 1 ≡ t deg g−1 mod g. Since the solution is in Ω, the degree of f is equal to the degree of (1 + t 1 g) 2 , and so deg f ≥ 2(2 deg g − 1) = 4 deg g − 2. This shows that the factor 4 + ε is optimal.
Another motivation for the consideration of this problem is the construction of Ramanujan graphs with optimal diameters. We begin by defining Ramanujan graphs. Fix an integer k ≥ 3, and let G be a k-regular connected graph with the adjacency matrix A G . It follows that k is an eigenvalue of A G . Let λ G be the maximum of the absolute value of all the other eigenvalues of A G . By the Alon-Boppana Theorem [LPS88] , λ G ≥ 2 √ k − 1 + o(1), where o(1) goes to zero as |G| → ∞. We say that G is a Ramanujan graph if λ G ≤ 2 √ k − 1.
The first explicit construction of Ramanujan graphs is due to Lubotzky-Phillips-Sarnak [LPS88] , and independently by Margulis [Mar88] . It is a Cayley graph of PGL 2 (Z/qZ) or PSL 2 (Z/qZ) with p + 1 explicit generators for every prime p and integer q. The optimal spectral gap on the LPS construction is a consequence of the Ramanujan bound on the Fourier coefficients of the weight 2 holomorphic modular forms, which justifies their naming. We refer the reader to [ 
, and the set of integral solutions to the following diophantine equation
where N = p h . In particular, the distance between id and v in G is the smallest exponent h such that (1.4) has an integral solution.
We state a version of the optimal strong approximation conjecture for the sphere, which when combined with this theorem implies that the diameter of LPS Ramanujan graphs is asymptotically 4/3 log k−1 |G| + O(1); see [RS17, T. 17] for further numerical evidence on this conjecture. Conjecture 1.4. Suppose that N , m and λ 1 , . . . , λ 4 are given integers such that
Assuming that N ≫ m 4+ε , there exists an integral solution (x 1 , . . . , x 4 ) to the system
This conjecture is inspired by the conjecture of Sarnak on the distribution of integral points on the sphere S 3 . Indeed, given R > 0 such that R 2 ∈ Z, we let C(R) denote the maximum volume of any cap on the (d − 1)-dimensional sphere S d−1 (R) of radius R which contains no integral points. Sarnak defined [Sar15] the covering exponent of integral points on the sphere by:
.
In his letter [Sar15] to Aaronson and Pollington, Sarnak showed that 4/3 ≤ K 4 ≤ 2. [BKS17] showed that K 4 = 4/3, subject to the validity of a twisted version of a conjecture of Linnik about cancellation in sums of Kloosterman sums; see also Remark 6.8 of [T. 15]. We have shown, as will appear in a forthcoming paper, that a twisted version of the Linnik-Selberg conjecture proves the optimal bound for the diameter of Morgenstern Ramanujan graphs. Since the untwisted version of the Linnik-Selberg conjecture over function fields has already been proved using the Ramanujan conjecture over function fields (proved by Drinfeld), we are hopeful that we would be able to prove the desired twisted version of the conjecture. We will discuss this connection in a future paper.
The delta method for small target
In this section, we define a weighted sum N (w, λ) counting the number of integral solutions our problem. We then use the delta method to give an expression for it in terms of exponential sums and oscillatory integrals. This is done by giving an expansion of the delta function using the decomposition of T (that we shall define below) found in the paper [BV15] of Browning and Vishe. In this section, we also set up the basic notation that we shall use in this paper.
2.1. Notation. Let K = F q (t) and let O = F q [t] be its ring of integers. Let Ω be its set of places of K. These correspond to either monic irreducible primes ̟ in O, called finite primes, or the prime at infinity t −1 which we designate by ∞. The norms are given by
For every d and place v, we define the natural norm on K d v by |a| v := max i |a i | v . Given a ∈ K d v and r > 0, we define the closed ball B v (a, r) :
We define the integral ring of adeles for
O is defined to be the product of local balls subject to the condition that the radii of the local balls are 1 for all but finitely many of them. If we have a global ball
ν ̟ ≥ 0, the condition on the radii ensures that m := ̟ ̟ ν̟ is well-defined. We define the norm |B a,r | to be rm −1 ∈ K. We may identify K ∞ with the field
Let δ ∈ T. Then T/δT is the set of cosets α + δT, of which there are |δ|.
In the function field setting, smooth functions f : F → C from a non-archimedian local field F are precisely the locally constant functions. The analogue here of Schwarz functions in real analysis is the notion of Schwarz-Bruhat functions which are the smooth (locally constant) functions f : F → C with compact support. We denote the set of Schwarz-Bruhat functions on F by S(F ). We can then extend this notion to Schwarz-Bruhat functions on F n by defining such a function to be one that is a Schwarz-Bruhat function in each coordinate. We could similarly define the space of Schwarz-Bruhat functions S(A n F ) on the adeles A n F .
2.2.
Characters. There is a non-trivial additive character e q : F q → C * defined for each a ∈ F q by taking e q (a) = exp(2πitr(a)/p), where tr : F q → F p denotes the trace map. This character induces a non-trivial (unitary) additive character ψ : K ∞ → C * by defining ψ(α) = e q (a −1 ) for any α = i≤N a i t i in K ∞ . In particular it is clear that ψ| O is trivial. More generally, given any γ ∈ K ∞ , the map α → ψ(αγ) is an additive character on K ∞ . We then have the following orthogonality property.
for any γ ∈ K ∞ and any integer N ≥ 0, where ((γ)) is the part of γ with all degrees negative.
We also have the following
In particular, if we set Y = 0, then we obtain the following expression for the delta function on O:
where δ(x) = 1 if x = 0, 0 otherwise. . and h is only defined for x = 0 as:
Proof. We have
It is easy to check that
The lemma follows by substituting the above formula.
The archimedean version of h(x, y) vanishes on |y| ≤ |x|/2 and |x| > 1; see [HB96, Lemma 4]. The above explicit formula gives an stronger version of this property in the function fields setting.
Proof. Indeed, using Lemma 2.3, we may rewrite the integral expression of the delta function as
where the last equality follows from a linear change of variables. Note that if we define
The last statement follows from Lemma 2.2.
2.4.
Smooth sum N (w, λ). As previously stated, we want to take a weight function w ∈ S(K d ∞ ) and use it to define a weighted sum over all the solutions whose existence we want to show. We will denote such a sum by N (w, λ), and then we will use the circle method to give a lower bound for this quantity. A positive lower bound would prove existence of the desired solutions.
Assume that x ∈ O d satisfies the conditions F (x) = f and x ≡ λ mod g. We uniquely write x = gt + λ, where t ∈ O d and λ = (λ 1 , . . . , λ d ) for λ i of degree strictly less than that of g. Define
where t ∈ O d . Note that N (w, λ) is the weighted number of x ∈ O d satisfying the conditions the conditions F (x) = f and x ≡ λ mod g. We apply the delta expansion in (4) to δ(G(t)). 
In particular,
The condition
Then, applying (4) and splitting the sum over t as a sum of sums over different congruence classes modulo gr, we obtain
The Poisson summation formula for f ∈ S(A d K ) states that
From this, one deduces (see Lemma 2.1 of [BV15] , for example) that for v ∈ S(K d ∞ ),
Applying this to the s variable in the above expression of N (w, λ), we obtain the expression
We express this in the condensed form
where I g,r (c) and S g,r (c) are defined by
In the next two sections, we bound from above S g,r and I g,r .
3. Bounds on the exponential sums S g,r (c)
In this section, we bound from above an averaged sum of the S g,r (c). Indeed, we prove the following.
Proposition 3.1. We have the following upper bound
Initially, a version of this result was proved by Heath-Brown (Lemma 28 of [HB96] ). This is a function field analogue of proposition 4.1 of the first author in [T. 15]. We first prove a lemma indicating that most S g,r (a, ℓ, c) vanish.
Lemma 3.2. Unless c ≡ 2(ar + ℓ)Aλ mod g, we have S g,r (a, ℓ, c) = 0. Consequently, S g,r (c) = 0 unless c ≡ αAλ mod g for some α ∈ O.
Proof. Write b = rb 1 + b 2 , where b 1 is a vector modulo g and b 2 is a vector modulo r. We may then rewrite
From Lemma 2.1, the second sum vanishes unless c ≡ 2(a + rℓ)Aλ mod g, which gives the first statement in the lemma. Since S g,r (c) is a sum of the S g,r (a, ℓ, c), we obtain that it is zero unless possibly c ≡ αAλ mod g for some α ∈ O.
By definition,
Since the sum over ℓ is zero unless g|2λ T Ab − k, in which case it contributes a factor of |g|, we have
We will give a bound on each of the S g,r (c). We do so by first decomposing S g,r (c) into the product of two sums and then bounding each of the two sums separately.
Write r = r 1 r 2 , where r i ∈ O and gcd(r 1 , 2∆g) = 1 and such that the prime divisors of r 2 are among the prime divisors of 2∆g. In particular, gcd(r 1 , gr 2 ) = 1, and so we may write k = gr 2 k 1 + r 1 k 2 and a = r 2 a 1 + r 1 a 2 for some k 1 , k 2 ∈ O and unique a 1 ∈ O/(r 1 ), a 2 ∈ O/(r 2 ). Similarly, we may find vectors
If we set
then we see from a simple substitution of the above that
What we proceed to do is bound S 1 and S 2 .
In order to bound S 1 from above, consider the following situation. Let G(
We will prove the following lemma.
Lemma 3.3. With the notation as above,
. is the Jacobi symbol, and Kl r (G, c, c ′ , t) is either a Kloosterman sum (for even d) or a Salié sum (for odd d). Furthermore, we have
is the divisor function, and rad ′ 3 (r 1 ) is the product of the primes dividing r 1 with an odd power at least 3.
In order to prove this lemma, we first reduce to the case where r = ̟ k for some irreducible ̟ ∈ O. This is done via the following lemma. ranges over a complete set of polynomials modulo uv = r. Making these substitutions, the sum-
Since u and v are coprime, ub 2 and vb 1 range over a complete set of residues modulo v and u, respectively. As a result,
as required.
Since the characteristic of our base field is odd, we can diagonalize our quadratic form G modulo r, and write
Therefore,
We complete the square to obtain
The internal sum is equal to aα j r τ r , and so
In light of Lemma 3.4, we proceed to bound S ̟ k (G, c, c ′ , t) for k ≥ 1 and ̟ ∈ O irreducible. It suffices to bound the sums
We will be interested only in the case when r = ̟ k |r 1 , G = (gr 2 ) 2 F , c ′ = 2r 2 Aλ, and t = −r 2 k 1 . In this case,
Making these substitutions and changing a to ag 2 , we obtain
Case k = 1: If r = ̟, then the sum is a usual Salié (for d odd) or Kloosterman (for d even) sum over the finite field O/(̟). Consequently, we have the bound
where |τ ̟ | = |̟| 1/2 follows from Proposition 2.4 of [Kow18] . In the study of S 1 , we set G = (gr 2 ) 2 F , t = −r 2 k 1 , c ′ = 2r 2 Aλ, and ̟|r 1 . Recall that F (x) = x T Ax, gcd(r 1 , gr 2 D) = 1, and G = (
Consequently, if r 1 = ̟, we have
Case k ≥ 2: By the computations, it suffices to show that *
Write a = a 1 + a 2 ̟ ⌈k/2⌉ , where a 1 is chosen modulo ̟ ⌈k/2⌉ and is relatively prime to ̟, and a 2 is chosen modulo ̟ ⌊k/2⌋ . Furthermore, note that
Making these substitutions, we obtain
Summation over a 2 mod ̟ ⌊k/2⌋ gives us zero unless
in which case it contributes a factor of |̟| ⌊k/2⌋ . There are at most 2|̟| ⌈k/2⌉−⌊k/2⌋ choices of a 1 mod ̟ ⌈k/2⌉ such that the above congruence is true modulo ̟ ⌊k/2⌋ . Therefore, *
Hence,
Combining these cases and using lemma 3.4, we obtain for every r 1
where rad ′ 3 (r 1 ) is the product of the prime powers in the prime decomposition of r 1 dividing r 1 with odd powers at least 3. This concludes the proof of Lemma 13. From this, we obtain the desired bound on |S 1 | for each r 1 .
We now bound S 2 from above via the following lemma. The proof uses the Cauchy-Schwarz inequality.
Lemma 3.5. For S 2 as above,
Proof. Recall that
Applying the Cauchy-Schwarz inequality to the a 2 variable, we obtain
Making the substitution u = b 2 − b ′ 2 , we obtain
2r 1 a 2 λ T Au + a 2 gr 2 1 (2b T 2 Au + F (u)) − c, u gr 2 .
The sum over b 2 is zero unless r 2 |∆ gcd(u), which implies that the summation is non-zero only if u ∈ (r 2 O/(gcd(∆, r 2 )gr 2 )) d ≃ (O/(gcd(∆, r 2 )g)) d .
Taking square roots, we obtain
, as required.
We now put together the above results to prove Proposition 3.1.
Proof of Proposition 3.1. As before, write r = r 1 r 2 , where gcd(r 1 , g∆) = 1 and the prime divisors of r 2 are among those of g∆. By construction, we know that |S g,r (c)| = |S 1 ||S 2 |. Therefore, from Lemmas 3.3 and 3.5, we have
The second (internal) sum can be bounded using
from which the conclusion would follow if we show that
note that for each T , we have
On the other hand, a simple computation of geometric series gives us
The product of such terms over all monic irreducible ̟ is less than
The number of monic irreducible polynomials of degree d over F q is less than 2q d d . Consequently,
where γ is the Euler-Mascheroni constant. Therefore, we have
Now, suppose f = ̟ a 1 1 . . . ̟ as s is the prime factorization of f . It then follows that
Analytic functions on T d
In order to prove our main theorem, it turns out that we need to do analysis not just using polynomials over K ∞ , but also using convergent Taylor series. We begin by defining a space of analytic functions defined on T d that extends the space of polynomials.
It is easy to see that the above Taylor expansions are convergent for (u 1 , . . . ,
, examples of analytic functions on T are
We define the partial derivatives ∂ ∂x i for 1 ≤ i ≤ d on C ω (T d ) to be the formal derivation operator which acts on the monomials as: ∂ ∂x i x n 1 1 . . . x n d d = n i x n 1 1 . . . x n i −1 i . . . x n d d and extend them by linearity to power series. It is easy to check that it sends C ω (T d ) to itself. Let
For Φ ∈ C ω (T m , T n ) define the Jacobi matrix JΦ := ∂φ i ∂x j , where 1 ≤ i ≤ n and 1 ≤ j ≤ m. For m = n define the Jacobi determinant to be det(JΦ). We also have the following change of variables formula, which readily follows from Igusa [Igu00, Lemma 7.4.2].
Lemma 4.1. Let Γ ⊂ K n ∞ be a box defined by the inequalities |x i | < R i , for some real numbers R 1 , . . . , R n . Let f : Γ → C be a continuous function. Then for any M ∈ GL n (K ∞ ) we have
4.1. The analytic automorphism of T d . In this section, we define the group of the analytic automorphism of T d . We use this group in order to simplify and reduce the computations of our oscillatory integrals into Gaussian integrals. Recall that by Schwarz's Lemma the analytic automorphisms of the disk in the complex plane which fixes the origin are just rotations. Unlike the disk in the complex plane the analytic group of automorphisms of the disk T d is enormous. Define First, we prove a lemma on diagonalizing symmetric matrices over K that we use in the proof of the preceding proposition. It is easy to see that
where D[η 1 , . . . , η d ] is the diagonal matrix with some η 1 , . . . , η d ∈ K ∞ on its diagonal.
Proof. We proceed by induction on d. The lemma is trivial for d = 1. Without loss of generality, we assume that A ∈ M d×d (O ∞ ) and A = 0 mod t −1 . LetĀ denote A mod t −1 which is a matrix with F q coefficients. Since q = 2, there exists a matrix g ∈ GL d (F q ) which diagonalizesĀ, and we have g ⊺Ā g = D[η 1 , . . . ,η d ]. Suppose that η 1 = 0. Let A 1 := g ⊺ Ag = a 1 , . . . , a d = a i,j , where a i is the ith column vector of A 1 , and a i,j is the ith and jth coordinate of A 1 . Let
. Moreover, it is easy to check that
. The lemma follows from the induction hypothesis on A 2 .
Proof of Proposition 4.2. By the product rule of the Jacobian it is easy to see that A ∞ (T d ) is closed under the composition of functions. The identity function is the identity element of A ∞ (T d ). It is enough to construct the inverse of Φ ∈ A ∞ (T d ). We prove the existence of the inverse by solving a recursive system of linear equations. First, we explain it when d = 1. We have
This implies that b 1 = a −1 1 and the following system of equations hold for each n ≥ 2 0 = b n a n 1 + n−1 i=1 b i (some polynomial in a 1 , . . . , a n−i+1 ).
The above system of recursive linear equations have a unique solution where b n ∈ O ∞ . For general d, suppose that Φ :
. We note that J(Ψ • Φ(0)) = I d×d . Without loss of the generality, we assume that J(Φ(0)) = I d×d . We wish to find Ψ :
where (k 1 , . . . , k d ) ≤ |(n 1 , . . . , n d )|. Similarly, the above system of recursive linear equations have a unique solution where b i,(n 1 ,...,n d ) ∈ O ∞ . Finally, by the definition of A ∞ (T d ), we have | det(JΦ(0))| ∞ = 1. This implies | det(JΦ(x))| ∞ = 1 for every x ∈ T d . This completes the proof of our lemma.
Next, we prove a version of the Morse lemma for functions in C ω (T d ).
Proposition 4.4 (Morse lemma over K ∞ ). Assume that φ(u) is an analytic function on T d with a single critical point at 0 and the Hessian H φ , where | det(H φ (0))| ∞ = 1. Then there exists Ψ ∈ A ∞ (T d ) with JΨ(0) = I d×d such that
By changing the variables with g, we assume that H φ (0) is a diagonal matrix. First, we explain it for d = 1. We have φ(x) = φ(0)+λx 2 +x 3 ∞ n=0 a n x n , where |λ i | ∞ = 1. Let
where we used the taylor expansion (1 + x) 1/2 := ∞ k=0 1/2 k x k . It is easy to check that φ = φ(0) + λψ 2 . This completes the proof of the lemma for d = 1. For general d, we proceed by induction on d. We explain our induction hypothesis next. Assume that φ(x 1 , . . . , x d ) = φ(0) + i,j≥2
x i x j (δ i,j λ i + h i,j (x 1 , x 2 , . . . , x d )), for some h i,j (x 1 , . . . , x d ) ∈ C ω (T d ) and λ i ∈ O ∞ , where h i,j (0) = 0 and |λ i | ∞ = 1. Then
where ψ j = x j + h j (x 1 , . . . , x d ) such that h j (x 1 , . . . , x d ) has a critical point at 0. The induction hypothesis holds for d = 1. We assume that it holds for d − 1, and we prove it for d. We write
where ψ j = x j + h j (x 1 , . . . , x d ) such that h j (x 1 , . . . , x d ) has a critical point at 0. This concludes our lemma.
4.2.
Stationary phase theorem over function fields. In this section, we prove a version of the stationary phase theorem in the function fields setting that we use for computing the oscillatory integrals I g,r (c). Let f ∈ K ∞ and define
Proposition 4.5. Suppose the above assumptions on φ and f. We have
We begin the proof of the above proposition by proving some spacial cases of the proposition for the quadratic polynomials.
Gaussian integrals over function field.
We define the analogue of the Gaussian integrals over the function field K and give an explicit formula for them.
Lemma 4.6. For every f ∈ K ∞ , we have
Proof. First, suppose that ord(f ) = 2k, where k ≥ 0. We partition T into the cosets of t −k T. Let
where we used Lemma 2.2, ord(f v 2 ) ≤ −2 and ord(αf ) ≥ k. Therefore,
On the other hand, if ord
where we used Lemma 2.2, ord(f v 2 ) ≤ −3 and ord(αf ) ≥ k. Hence
The last equality follows from the following. Indeed, by the definition of the integral, we have
We have therefore proved the result for ord(f ) = 2k − 1, k ≥ 1. This concludes the proof.
Next, we give a formula for the Gaussian integral associate to any symmetric matrix A ∈ M d×d (K ∞ ). Define
Lemma 4.7. We have
By the change of the variable formula in Lemma 4.1, we have
This completes the proof of the lemma.
Finally, we give a proof of the Proposition 4.5.
Proof of Proposition 4.5 . By Proposition 4.4, there exists Ψ ∈ A
By Lemma 4.7, 
Bounds on the oscillatory integrals I g,r (c)
In this section, we give explicit formulas for the oscillatory integrals I g,r (c) in terms of the Kloosterman sums (Salié sums). By Lemma 4.3, we suppose that
. Recall the additive character ψ : K ∞ → C * from §2.2, and h(x, y) = |x| −1 if |y| < |x| and |x| < 1, 0 otherwise.
Test function.
In this section, we define the test function w that we use for estimating the oscillatory integrals I g,r (c) at the end of this section. Recall the definition 1.1 of an anisotropic cone.
Lemma 5.1. Let F (x) be a non-degenerate quadratic forms. Then there exists a non-empty anisotropic cone Ω ⊂ K d ∞ with respect to F (x). Proof. Take Ω to be the cone where the top degree monomial of F (x) comes from the top degree monomial of x. It is easy to check that this set satisfies the above properties.
Fix an anisotropic cone Ω with respect to F (x).
Lemma 5.2. Suppose that x ∈ Ω and y / ∈ Ω. Then |x ± y| ≥ max (|x|, |y|)/ ω.
Proof. It follows from property (2).
For non-degenerate quadratic form F (x) = x ⊺ Ax, we say F * (x) = x ⊺ A −1 x is the dual of F (x). Note that F (x) = F * (Ax). Let Ω * := AΩ.
Lemma 5.3. Ω * is an anisotropic cone with respect to F * .
Proof. It follows from the definition of Ω * , F * and anisotropic cones.
Let w be the characteristic function of a ball centered at x 0 ∈ V f ∩ Ω :
where α 0 > max deg(η i ) + ω is any large enough fixed integer such that
Note that if w(x) = 0, then x ∈ Ω. Moreover,
5.2.
Bounding I g,r (c). Recall that
In this section, we assume that Q := ⌈deg(f )/2 − deg(g)⌉ + max i (deg(η i )) + ω ′ . We have . Hence, we have
This completes the proof of our lemma.
Lemma 5.5. Let Q, R and t 0 be as above, and suppose that |t − t 0 | < R. Then |G(t)| < Q|r| is equivalent to |F (t) − k/g| < Q|r|. Moreover, if |G(t)| < Q|r|, then |G(t + ζ)| < Q|r| for every ζ ∈ K d ∞ , where |ζ| ≤ min(|r|, R).
Proof. Since t 0 ∈ Ω, by property (3) in Lemma 5.1, |t 0 | ≤ |f | 1/2 ω ′ 1/2 /|g|. Recall that Q = ⌈deg(f )/2−deg(g)⌉+max i (deg(η i ))+ω ′ . Since |λ| |g| < 1, and |t 0 | < |f | 1/2 ω ′ 1/2 /|g| then | 1 g (2λ T At 0 )| < Q. Hence, for |t − t 0 | < R, |G(t)| < Q|r| is equivalent to |F (t) − k/g| < Q|r|. Moreover, suppose that |ζ| ≤ min(|r|, R), and |t − t 0 | < R, then
where we used |λ| |g| < 1, |A| = max i (deg(η i )). Hence, if |G(t)| < Q|r|, then (18)
This concludes the proof of our lemma.
We say c is an ordinary vector if
Lemma 5.6. Suppose that c is an ordinary vector and |r| < Q. Then, (20)
I g,r (c) = 0.
Proof. By (17) and (18), we have
Since |c| ≥ |g| Q/ R, and |r| < Q then |ζ|<min(|r|, R) ψ c,ζ gr dζ = 0. This concludes the lemma.
We 
where ε x were defined in (16). By Weil's estimate on the Kloosterman sums and the Salié sums, we show that Kl ∞ (ψ, α) ≪ |α| 1/4 , and Sa ∞ (ψ, α) ≪ |α| 1/4 .
Proposition 5.7. Suppose that c is an exceptional vector and κ ≥ η |r| R and d ≥ 4, where η > ω is a fixed large enough constant integer. For c ∈ Ω * , we have
where the implied constant in ≪ only depends on F and Ω . Otherwise, c / ∈ Ω * and I g,r (c) = 0.
We give the proof of the above proposition after proving some auxiliary lemmas. For α ∈ K and l ∈ Z, define
We write α = t 2l+k α ′ (1 +α) and x = t l x ′ (1 +x) for uniqueα,x ∈ T and α ′ , x ′ ∈ F q . Note that for k = 0, we have B ∞ (ψ, l, α) = Kl ∞ (ψ, α) and B ∞ (ψ, l, α) = Sa ∞ (ψ, α). In the following lemma, we give an explicit formula for B ∞ (ψ, l, α) in terms of the Kloosterman sums; see [CPS90, Lemma 3.4] for a similar calculation.
Lemma 5.8. We have
(q − 1) l if max(l + k, l) < −1, and k = 0, − l if max(l + k, l) = −1, and k = 0, 0 if max(l + k, l) > −1, and k = 0.
Similarly,
if l = −1, and k < 0, 0
if max(l + k, l) > −1, and k = 0.
where τ ψ := a∈Fq e q (a)χ(a), where χ is the quadratic character in F q . Finally,
Proof. Suppose that k > 0. We have
Fixα ∈ T and α ′ , x ′ ∈ F q , and define the analytic function u(x) as
wherex ∈ T. We note that u(0) = 0, and | ∂u
. By changing the variable to u(x), we have
On the other hand, suppose that k < 0. Fixα ∈ T and α ′ , x ′ ∈ F q , and define the analytic function v(x) as v(x) := t k α ′ (1 +α)
Hence v ∈ A ∞ (T). By changing the variable to v(x), we have
Finally suppose that k = 0. Fixα ∈ T and α ′ , x ′ ∈ F q . Suppose that x ′ 2 = α ′ in F q , and define the analytic function w(x) as
It is easy to see that h(x 0 ) = 0, ∂h ∂x (x 0 ) = 0 and
By the stationary phase theorem, we have
Suppose that α ′ is a quadratic non-residue in F q . Then, from above it follows that
Finally, assume that α ′ is a quadratic residue in F q . We have
This concludes the proof of the first part of the lemma. The argument for B ∞ (ψ, l, α) is similar. Recall that ε x = 1 unless l is odd, which is the quadratic character evaluated at the top coefficient of t 2 x. The second part of the lemma follows from the same lines, and we skip the details.
Proof of Proposition 5.7. By Lemma 5.5, |G(t)| < Q|r| is equivalent to |F (t) − k/g| < Q|r| for |t − t 0 | < R. By Lemma 2.2, we have
We replace the above integral for detecting |F (t) − k/g| < Q|r|. Hence, by (17)
Recall that F (γy) = η i η i y 2 i for some γ ∈ GL d (O ∞ ). We change variables to y =    y 1 . . .
and obtain c, t gr
The phase function has a critical point at
Note that κ i is a function of α. Given α ∈ T, we partition the indices into:
For i ∈ N CR, we change the variables to v i = z i + κ −1 i z 2 i . It is easy to check that this change of variables belongs to A ∞ (t < R). For i ∈ CR, we change the variables to w i = z i + κ i /2. Hence,
By Lemma 2.2 and Lemma 4.6, we have (23)
Suppose that c ′ / ∈ Ω * . By Lemma 5.2, max 1≤i≤d |κ i | ≥ |y 0 |/ ω ≥ R. On the other hand, recall that (22) and (23), we have I g,r (c) = 0 for c ′ /
∈ Ω * .
Next, we suppose that c ′ ∈ Ω * and prove inequality (21). By equations (22) and (23), I g,r (c) = 0 unless |α| = l, where l := κ Q |At 0 | . Note that |α| = l ≫ κ. By equations (22) and (23), we have
The contribution of the first term on the right hand side is zero unless R ≤ |r| Q
By comparing the preceding inequality with α ≫ κ, we have κ ≪ |r| R . By choosing η large enough, this contradicts with our assumption κ ≥ η |r| R . Therefore, for large enough η
By (16), we have
where v = 0, 1 depending on parity of the degrees of η i and α and quadratic residue of their top coefficients. Hence,
kg ), and v = 0
kg ), and v = 1 0 otherwise.
Therefore, by using the Weil bound on the Kloosterman sums (Salie sums), we have
where we used |f | 1/2 ≫ Q|g|. Since |c| ≪ |F * (c)| 1/2 for c ∈ Ω * , this concludes Proposition 5.7.
Main contribution to counting function
In this section, we study the main contribution to the counting function N (w, λ). We first begin by estimating the contribution in N (w, λ) from the terms where c = 0. In order to do so, we first prove the following lemma which gives an estimate on the the norm of I g,r (0) for |r| not too large. We then show that the contribution from the other terms is small. Finally, we show that contribution from 0 can be written in terms of local densities.
Lemma 6.1. Suppose ε > 0. With the notation as before and for 1 ≤ |r| ≤ Q 1−ε , we have
for some constant C F as ε → 0 + .
Proof. It follows from equation 17 that
Making the substitution x = gt + λ gives us the equality
Furthermore, by Lemma 2.2 and Fubini, we may rewrite this as
where D := ⌈ 1 2 (−α 0 + deg f + 1)⌉ and the last equality follows from scaling the x coordinate by a factor of D. Making the substitution β = α rg 2 t Q−2D , we obtain the equality
Note that the integral is equal to
Consequently, the first integral is a non-negative real number and can be viewed as a density.
Note that x = 0 is a zero of F (x + t −D x 0 ) − f /t 2D . Consequently, by Lemma 6.2 proved next, we can choose Q large enough (depending on ε and the F ) such that the integral corresponds to taking integrals for |β| larger than the threshhold after which it is positive (see next lemma). The conclusion follows.
We prove the following lemma that was used in the proof of the previous lemma.
Lemma 6.2. Let L be an integer, and let Q be a polynomial over K ∞ such that Q(0) = f /t 2D , and consider
The limit as L → ∞ exists and is a strictly positive number σ ∞ > 0.
Proof. As in the computation in the proof of the previous lemma, we have the equality
By Hensel's Lemma, for large enough L, this latter quantity stabilizes. Since there is a solution in T to the equation Q(x) = f /t 2D , namely 0, the above quantity is strictly positive as well. The conclusion follows.
We now show that when Q 1−ε ≤ |r| ≤ Q, then the contribution of the terms in N (w, λ) when c = 0 and corresponding to such r is small. This follows from the following more general statement for all c. Lemma 6.3.
It is easy to see from the definition of I g,r (c) that for such r,
Using this, we obtain
By Proposition 3.1,
In order to put this lemma into greater perspective, we use the next two lemmas to estimate r:1≤|r|≤ T |gr| −d S g,r (0).
Lemma 6.4. For d ≥ 4 and every c, the sum
is absolutely convergent.
Proof. Using Lemmas 3.3 and 3.5, we obtain
The last summation is a partial sum of a geometric series, and so the associated infinite sum is convergent since d ≥ 4. From S g,r (0) = S 1 S 2 and Lemmas 3.3 and 3.5, we have |S g,r (0)| ≪ ∆,g τ (r 1 )|r| d/2 |r 1 | 1/2 |rad ′ 3 (r 1 )| 1/2 |r 2 || gcd(r 1 , f )| 1/2 , using which we obtain From Lemma 6.4, the infinite sum is absolutely convergent. The conclusion follows.
We now want to show that the infinite sum r |r| −d S g,r (0)
can be entirely written in terms of number theoretic information.
Lemma 6.6. where σ ̟ are as in the statement of the lemma. By Hensel's lemma and the fact that our system satisfies all local conditions, the local densities are strictly positive.
Proof of the main theorem
In this section, we prove our main theorem. Though we obtain a theorem for d ≥ 4, it is only optimal when d ≥ 5. We assume that we have a non-degenerate quadratic form over F q [t] in d ≥ 4 variables. We would like to show that under good conditions, we have strong approximation. Though the conclusion will be optimal in d ≥ 5 variables, it will not be so for d = 4 variables. We first give a bound on the contributions of the nonzero exceptional vectors to our counting function. . Therefore, if d ≥ 5, we can take |f | ≫ |g| 4+ε , while if d = 4, we can take |f | ≫ |g| 6+ε .
