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INTRODUCTION
Reconstruction of Lie-theoretic structures from Weyl groups and extension to
complex reflection groups
A number of Lie-theoretic questions have their answer in terms of the associ-
ated Weyl group. Our work is part of a program to reconstruct combinatorial and
categorical structures arising in Lie-theoretic representation theory from rational
Cherednik algebras. Such algebras are associated by Etingof and Ginzburg to more
general complex reflection groups, and an aspect of the program is to generalize
those combinatorial and categorical structures to complex reflection groups, that
will not arise from Lie theory in general.
To be more precise, consider a semisimple complex Lie algebra g and let W be
its Weyl group. Consider also a reductive algebraic group G over Z, with g the Lie
algebra of G(C). Consider the following:
(i) (Parabolic) Blocks of (deformed) category O for g, blocks of categories of Harish-
Chandra bimodules.
(ii) The set of unipotent characters of G(Fq ), their generic degrees, Lusztig’s Fourier
transform matrices.
(iii) Unipotent blocks of modular representations of G(Fq ) over a field of character-
istic prime to q .
(iv) The Hecke algebra of W .
(v) Lattices in theHecke algebra arising from the Kazhdan-Lusztig basis, Lusztig’s
asymptotic algebra J .
(vi) Kazhdan-Lusztig cells of W and left cell representations, families of characters
of W .
(vii) Lusztig’s modular categories associated to two-sided cells.
It is known or conjectured that the structures above depend only on W , viewed as
a reflection group. One can hope that (possibly derived) versions of those structures
still make sense for W a complex reflection group.
Consider the case where W a real reflection group. A solution to (i) is provided
by Soergel’s bimodules [Soe]. A solution to (ii) was found [BrMa, Lus3, Mal1]. The
combinatorial theory in (v,vi) extends (partly conjecturally) to that setting. Cate-
gories as in (vii) were constructed by Lusztig when W is a dihedral group [Lus3].
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The structures above might make sense for arbitrary ("unequal") parameters, and
this is already an open problem for W a Weyl group. A partly conjectural theory
for (v,vi) has been developed by Lusztig [Lus4], who is developing an interpretation
via character sheaves on disconnected groups [Lus5].
Hecke algebras are a starting point: they have a topological definition that makes
sense for complex reflection groups [BrMaRo], providing a (conjectural) solution to
(iv). The Hecke algebras are (conjecturally) deformations of ZW over the space of
class functions on W supported on reflections.
For certain complex reflection groups ("spetsial"), a combinatorial set (a "spets")
has been associated by Broué, Malle and Michel, that plays the role of unipotent
characters, and providing an answer to (ii) [Mal2, BrMaMi1, BrMaMi2]. Generic
degrees are associated, building on Fourier transforms generalizing Lusztig’s con-
structions for Weyl groups. There are generalized induction and restriction func-
tors, and a d -Harish-Chandra theory.
When W is a cyclic group and for equal parameters, a solution to (vii) has been
constructed in [BoRou]. It is a derived version of a modular category. It gives rise
to the Fourier transform defined by Malle [Mal2].
In this book, we provide a conjectural extension of (vi) to complex reflection
groups.
Etingof-Ginzburg’s rational Cherednik algebras and Calogero-Moser spaces
Consider a non-trivial finite group W acting on a finite-dimensional complex vec-
tor space V and let V reg the complement of the ramification locus of the quotient
map V → V /W . Assume W is a reflection group, i.e., W is generated by its set of
reflections Ref(W ) (equivalently: V /W is smooth; equivalently: V /W is an affine
space). The quotient variety (V ×V ∗)/∆W by the diagonal action of W is singular.
It is a ramified covering of V /W ×V ∗/W .
Etingof and Ginzburg have constructed a deformation Υ :Z →C ×V /W ×V ∗/W
of this covering [EtGi]. Here, C is a vector space with basis the quotient of Ref(W )
by the conjugacy action of W . The variety Z is the Calogero-Moser space. The
original covering corresponds to the point 0 ∈C .
Etingof and Ginzburg define Z as the spectrum of the center of the rational
Cherednik H associated with W at t = 0. It is a remarkable feature of their work that
those important but complicated Calogero-Moser spaces have an explicit descrip-
tion based on non-commutative algebra. We will now explain their constructions.
The rational Cherednik algebra eH associated to W is a flat deformation defined by
generators and relations of the algebra C[V ×V ∗]⋊W over the space of parameters
(c , t ) ∈ eC = C ×A1. Its specialization at (c = 0, t = 1) is the crossed product of the
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Weyl algebra of V by W . The Cherednik algebra has a triangular decompositioneH=C[V ]⊗C[ eC ]W ⊗C[V ∗]. Equivalently, it satisfies a PBW Theorem. The algebra eH
has a faithful representation by Dunkl operators on C[ eC ×V reg].
Consider the algebra H obtained by specializing eH at t = 0 and let Z be its center.
It contains C[C ] ⊗C[V ]W ⊗C[V ∗]W as a subalgebra. The Calogero-Moser variety
is defined as Z = SpecZ . The Satake Theorem asserts that multiplication by the
averaging idempotent e = 1|W |
∑
w∈W w defines an isomorphism of algebras Z
∼−→
e He . As a consequence, the morphism Υ : Z → P = C × V /W × V ∗/W is a flat
deformation of (V ×V ∗)/∆W →V /W ×V ∗/W over C .
Galois closure and ramification
The triangular decomposition of the Cherednik algebra at t = 1 leads to a con-
struction of representation categories similar to that of enveloping algebras of com-
plex semisimple Lie algebras.
The covering Υ , of degree |W |, is not Galois (unless W = (Z/2)n ). Our work is a
study of a Galois closureR of this covering and of the ramification above the closed
subvarieties 0×0, 0×V ∗/W and V /W ×0 of V /W ×V ∗/W .
Let G be the Galois group of R → P . At 0 ∈C , a Galois closure of the covering
(V ×V ∗)/∆W →V /W ×V ∗/W is given by (V ×V ∗)/∆Z (W ). This leads to a realization
of G as a group of permutations of W .
This can be reformulated in terms of representations of H: the semisimple C(P )-
algebraC(P )⊗C[P ]H is not split andC(R ) is a splitting field. The simpleC(R )⊗C[P ]H-
modules are in bijection with W . Our work can be viewed as the study of the
partition of these modules into blocks corresponding to a given prime ideal ofC[R ].
Calogero-Moser cells
Let X be an irreducible closed subvariety ofR . We define the X -cells of W as the
orbits of the inertia group of X . Given a parameter c ∈C , we study the two-sided
c -cells, defined for X an irreducible component of the inverse image of X¯ = c ×0×0.
We also study the left c -cells (where X¯ = c ×V /W × 0) and the right c -cells (where
X¯ = c ×0×V /W ).
When W is a Coxeter group, we conjecture that the c -cells coincide with the
Kazhdan-Lusztig cells, defined by Kazhdan-Lusztig [KaLu] and Lusztig [Lus1],
[Lus3]. This depends on the choice of an appropriate X in a G -orbit.
We analyze in detail the case where W is cyclic (and dimV = 1): this is the only
case where we have a complete description of the objects studied in this book. We
also provide a detailed study of the case of a Weyl group W of type B2: the Galois
group is a Weyl group of type D4 and we show that the Calogero-Moser cells co-
incide with the Kazhdan-Lusztig cells. Our approach for B2 is based on a detailed
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study of Z and of the ramification of the covering, without constructing explicitly
the varietyR .
Etingof and Ginzburg have introduced a deformation of the Euler vector field.
We show that G is the Galois group of its minimal polynomial. This element plays
an important role in the study of ramification, but is not enough to separate cells in
general.
Families and cell representations
We construct a bijection between the set of two-sided c -cells and the set of blocks
of the restricted rational Cherednik algebra H¯c (the specialization of H at (c , 0,0) ∈
C ×V /W ×V ∗/W =P ). This latter set is in bijection with Υ −1(c , 0,0). Given a simple
CW -module E , there is an indecomposable representation of Verma type (a “baby-
Verma” module) ∆¯c (E ) of H¯ with a unique simple quotient L c (E ) [Gor1]. The par-
tition into blocks of those modules gives a partition of Irr(W ) into Calogero-Moser
families, which are conjecturally related to the families of the Hecke algebra of W (cf
[Gor2, GoMa, Bel5, Mar1, Mar2]). We show that, in a given Calogero-Moser fam-
ily, the matrix of multiplicities [∆¯c (E ) : L c (F )] has rank 1, a property conjectured by
Ulrich Thiel. Families satisfy a semi-continuity property with respected to special-
ization of the parameter. We show that families are minimal subsets that are unions
of families for a generic parameter and on whose Verma modules the Euler element
takes constant values. More precisely, this second statement is related to a set of
hyperplanes of C where the families change. Those hyperplanes are related to the
affine hyperplanes where the category O [GGOR] for the specialization at t = 1 of
H is not semisimple. These are, in turn, related to the components of the locus of
parameters where the Hecke algebra of W is not semisimple.
We introduce a notion of simple cell module associated with a left cell. We con-
jecture that the multiplicity of such a simple module in a Verma module is the same
as the multiplicity of E in the cell representation of Kazhdan-Lusztig, when W
is a Coxeter group. We study two-sided cells associated with a smooth point of
Υ
−1(c , 0,0): in that case, Gordon has shown that the corresponding block contains a
unique Verma module. We show that the multiplicity of any simple cell module in
that Verma module is 1 (for a left cell contained in the given two-sided cell).
There is a unique irreducible representation of W with minimal b-invariant in
each Calogero-Moser family. In Lusztig’s theory, this is a characterization of special
representations (case of equal parameters). We show that in each left cell repre-
sentation there is also a unique irreducible representation of W with minimal b -
invariant, and this can change inside a family. The corresponding result has been
proved recently (case by case) in the setting of Lusztig’s theory by the first author
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[Bon4]. It is an instance of the Calogero-Moser theory shedding some light on the
Kazhdan-Lusztig and Lusztig theory.
Description of the chapters
We review in Chapter 2 the basic theory of complex reflection groups: invariant
theory, rationality of representations, fake degrees. We close that chapter with the
particular case of real reflection groups endowed with the choice of a real chamber,
i.e., finite Coxeter groups. All along the book, we devote special sections to the case
of Coxeter groups when particular features arise in their case.
Chapters 3 and 4 are devoted to the basic structure theory of rational Cherednik
algebras, following Etingof and Ginzburg [EtGi]. The definition of generic Chered-
nik algebras is given in Chapter 3, followed by the fundamental PBW Decompo-
sition Theorem. We introduce the polynomial representation via Dunkl operators
and prove its faithfulness. We introduce next the spherical algebra and prove some
basic properties, including the double endomorphism Theorem. We also introduce
the Euler element and gradings, filtrations, and automorphisms.
Chapter 4 is devoted to the Cherednik algebra at t = 0. An important result is the
Satake isomorphism between the center of the Cherednik algebra and the spherical
subalgebra. We discuss localizations and cases of Morita equivalence between the
Cherednik algebra and its spherical subalgebra. We provide some complements:
filtrations, symmetrizing form and Hilbert series.
Our original work starts in Part II: it deals with the covering Υ and its ramifica-
tion.
We introduce in Chapter 5 some of our basic objects of study, namely the Galois
closure of the covering Υ and its Galois group. At parameter 0, the corresponding
data is very easily described, and its embedding in the family depends on a choice.
We explain this in §5.1.B, and show that this allows an identification of the generic
fiber of Υ with W . We show in §5.1.D that the extension L/K is generated by the
Euler element, and that the corresponding result at the level of rings is true if and
only if W is generated by a single reflection. We discuss in §5.2 the decomposition
of the M-algebra MH as a product of matrix algebras over M. In other parts of §5, we
discuss gradings and automorphisms, and construct an order 2 element of G when
all reflections of W have order 2 and − IdV ∈W . The last part §5.7 is a geometrical
translation of the previous constructions.
We introduce Calogero-Moser cells in Chapter 6. They are defined in §6.1 as or-
bits of inertia groups on W and shown in §6.2 to coincide with blocks of the Chered-
nik algebra. We study next the ramification locus and smoothness. We give two
more equivalent definitions of Calogero-Moser cells: via irreducible components of
the base change by Υ of the Galois cover (§6.5) and via lifting of paths (§6.6).
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Part III is the heart of the book. It discusses Calogero-Moser cells associated with
the ramification at {0} × {0}, V /W × {0} and {0} ×V ∗/W , and relations with repre-
sentations of the Cherednik algebras, as well as (conjectural) relations with Hecke
algebras.
We start in Chapter 7 with a discussion of graded representations of Cherednik
algebras. They form a highest weight category (in the sense of Appendix §F). We
discuss the standard objects, the Verma modules, and the Euler action on them.
Chapter 8 is devoted to Hecke algebras. We recall in §8.1 the definition of Hecke
algebras of complex reflection groups and some of its basic (partly conjectural)
properties. We introduce a "cyclotomic" version, where the Hecke parameters are
powers of a fixed indeterminate. We explain in §8.3 the construction of the Knizhnik-
Zamolodchikov functor [GGOR] realizing the category of representations of the
Hecke algebra as a quotient of a (non-graded) category O for the Cherednik algebra
at t = 1. Thanks to the double endomorphism Theorem, the semisimplicity of the
Hecke algebra is equivalent to that of the category O . We present in §8.4 Malle’s
splitting result for irreducible representations of Hecke algebras and we consider
central characters. We discuss in §8.5 the notion of Hecke families. We finish in §8.6
with a brief exposition of the theory of Kazhdan-Lusztig cells of elements of W and
of families of characters of W and c -cellular characters.
Chapter 9 is devoted to the representation theory of restricted Cherednik algebras
and to Calogero-Moser families. We recall in §9.1 and §9.2 some basic results of
Gordon [Gor1] on representations of restricted Cherednik algebras and Calogero-
Moser families. Graded representations give rise to a highest weight category, as
noticed by Bellamy and Thiel [BelTh], and we follow that approach. We show
in §9.4 the existence of a unique representation with minimal b-invariant in each
family and generalize results of [Gor1] on graded dimensions. We discuss in §9.6
the relation between the geometry of Calogero-Moser at Υ −1(0) and the Calogero-
Moser families. The final section §9.7 relates Calogero-Moser families with blocks
of category O at t = 1 and with blocks of Hecke algebras.
In Chapter 10, we get back to the Galois cover and study two-sided cells. We
construct a bijection between the set of two-sided cells and the set of families.
We continue in Chapter 11 with the study of left (and right) cells and we define
Calogero-Moser cellular characters. We analyze in §11.2 the choices involved in the
definition of left cells, using Verma modules. We study the relevant decomposi-
tion groups, and we reinterpret left cells as blocks of a suitable specialization of the
Cherednik algebra. We finish in §11.4 with basic properties relating cellular charac-
ters and left cells and we give an alternative definition of cellular characters as the
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socle of the restriction of a projective module. We also show that a cellular character
involves a unique irreducible representation with minimal b-invariant.
Chapter 12 brings decomposition matrices in the study of cells. We show in §12.4
that the decomposition matrix of baby Verma modules in a block has rank 1, as
conjectured by Thiel. In §12.5, we prove that cellular characters are sums with non-
negative coefficients of characters of projective modules of the Hecke algebra over
appropriate base rings.
Chapter 13 shows, following a suggestion of Etingof, that cells can be interpreted
in terms of spectra of certain Gaudin-type operators. This provides a topological
approach to cells and cellular characters.
We analyze in Chapter 14 the cells associated to a smooth point of a Calogero-
Moser space in Υ −1(0). This is based on the use of the C×-action and the resulting
attracting sets. We show first, without smoothness assumptions, that irreducible
components of attracting sets parametrize the cellular characters.
The next two chapters are devoted to conjectures. Chapter 15 discusses the mo-
tivation of this book, namely the expected relation between Calogero-Moser cells
and Kazhdan-Lusztig cells when W is a Coxeter group. We start in §15.1 with Mar-
tino’s conjecture that Calogero-Moser families are unions of Hecke families. §15.2
and §15.3 state and discuss our main conjecture. We give some cases where the con-
jecture on cellular characters does hold and give some evidence for the conjecture
on cells.
Chapter 16 gives a conjecture on the cohomology ring and the C×-equivariant
cohomology ring of Calogero-Moser spaces, extending the description of Etingof-
Ginzburg in the smooth case. We also conjecture that irreducible components of
the fixed points of finite order automorphisms on the Calogero-Moser space are
Calogero-Moser spaces for reflection subquotients.
Part IV is based on the study of particular cases. Chapter 17 presents the theory
for the parameter c = 0.
Chapter 18 is devoted to the case of V of dimension 1. We give a description
of the objects introduced earlier, in particular the Galois closure R . We show that
generic decomposition groups can be very complicated, for particular values of the
parameter.
Chapter 19 analyzes the case of W a finite Coxeter group of type B2. We deter-
mine in §19.3 the ring of diagonal invariants and the minimal polynomial of the
Euler element. We continue in §19.4 with the determination of the corresponding
deformed objects. The Calogero-Moser families are then easily found. We move
next to the determination of the Galois group G . Section §19.7 is the more compli-
cated study of ramification and the determination of the Calogero-Moser cells. We
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finish in §19.8 with a discussion of fixed points of the action of groups of roots of
unity, confirming Conjecture FIX.
We have gathered in six Appendices some general algebraic considerations, few
of which are original.
Appendix A is a brief exposition of filtered modules and filtered algebras. We an-
alyze in particular properties of an algebra with a filtration that are consequences
of the corresponding properties for the associated graded algebra. We discuss sym-
metric algebras in §A.4.
Appendix B gathers some basic facts on ramification theory for commutative
rings around decomposition and inertia groups. We recollect some properties of
Galois groups and discriminants, and close the chapter with a topological version
of the ramification theory and its connection with the commutative rings theory.
Appendix C is a discussion of some aspects of the theory of graded rings. We
consider general rings in §C.1. We next discuss in §C.2 gradings in the setting of
commutative ring extensions. We finally consider gradings and invariants rings in
§C.3.
We present in Appendix D some results on blocks and base change for algebras
finite and free over a base. We discuss in particular central characters and idempo-
tents, and the locus where the block decomposition changes.
Appendix E deals with finite group actions on rings (commutative or not), and
compare the cross-product algebra and the invariant ring. We consider in particular
the module categories and the centers.
Appendix F provides a generalized theory of highest weight categories over com-
mutative rings. We discuss in particular base change (§F.1.E), Grothendieck groups
(§F.1.F and §F.1.G), decomposition maps (§F.1.H) and blocks (§F.1.I). A particular
class of highest weight categories arises from graded algebras with a triangular de-
composition (§F.2), generalizing [GGOR] to non-inner gradings.
Before the index of notations, we have included in "Prime ideals and geometry"
some diagrams summarizing the commutative algebra and geometry studied in
this book.
Wewould like to thank G. Bellamy, P. Etingof, I. Gordon, M. Martino and U. Thiel
for their help and their suggestions.
Gunter Malle has suggested many improvements on a preliminary version of this
book, and has provided very valuable help with Galois theory questions: we thank
him for all of this.
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Commentary. — This book contains an earlier version of our work [BoRou1]. The
structure of the text has changed and the presentation of classical results on Chered-
nik algebras is now mostly self-contained. There are a number of new results (see
for instance Chapters 7 and 9) based on appropriate highest weight category con-
siderations (Appendix F is new), and a new topological approach (Chapter 13 on
Gaudin algebras in particular).

PART I
REFLECTION GROUPS AND
CHEREDNIK ALGEBRAS

CHAPTER 1
NOTATIONS
1.1. Integers
We put N=Z¾ 0.
1.2. Modules
Let A be a ring. Given L a subset of A, we denote by < L > the two-sided ideal
of A generated by L . Given M an A-module, we denote by Rad(M ) the intersection
of the maximal proper A-submodules of M . We denote by A-Mod the category
of A-modules and by A-mod the category of finitely generated A-modules and we
put G0(A) = K0(A-mod), where K0(C ) denotes the Grothendieck group of an exact
category C . We denote by A-proj the category of finitely generated projective A-
modules. Given A an abelian category, we denote by Proj(A ) its full subcategory
of projective objects.
Given M ∈ A-mod, we denote by [M ]A (or simply [M ]) its class in G0(A).
We denote by Irr(A) the set of isomorphism classes of simple A-modules. As-
sume A is a finite-dimensional algebra over the field k. We have an isomorphism
Z Irr(A)
∼−→ G0(A), M 7→ [M ]. If A is semisimple, we have a bilinear form 〈−,−〉A on
G0(A) given by 〈[M ], [N ]〉 = dimkHomA(M ,N ). When A is split semisimple, Irr(A)
provides an orthonormal basis.
Let W be a finite group and assume k is a field. We denote by Irrk(W ) (or simply
by Irr(W )) the set of irreducible characters of W over k. When |W | ∈ k×, there is a
bijection Irrk(W )
∼−→ Irr(kW ), χ 7→ Eχ . The group Hom(W ,k×) of linear characters of
W with values in k is denoted byW ∧k (or W ∧) . We have an embeddingW ∧ ⊂ Irr(W ),
and equality holds if and only if W is abelian and k contains all e -th roots of unity,
where e is the exponent of W .
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1.3. Gradings
1.3.A. Let k be a ring and X a set. We denote by kX = k(X ) the free k-module with
basis X . We sometimes denote elements of kX as formal sums:
∑
x∈X αx x , where
αx ∈ k.
1.3.B. Let Γ be a monoid. We denote by kΓ (or k[Γ ]) the monoid algebra of Γ over k.
Its basis of elements of Γ is denoted by {t γ}γ∈Γ .
A Γ -graded k-module is a k-module L with a decomposition L =
⊕
γ∈Γ Lγ (that is
the same as a comodule over the coalgebra kΓ ). Given γ0 ∈ Γ , we denote by L〈γ0〉
the Γ -graded k-module given by (L〈γ0〉)γ = Lγγ0 . We denote by k-freeΓ the additive
category of Γ -graded k-modules L such that Lγ is a free k-module of finite rank for
all γ ∈ Γ . Given L ∈ k-freeΓ , we put
dimΓ
k
(L ) =
∑
γ∈Γ
rankk(Lγ)t
γ ∈ZΓ .
We have defined an isomorphism of abelian groups dimΓ
k
: K0(k-free
Γ )
∼−→ ZΓ . This
construction provides a bijection from the set of isomorphism classes of objects of
k-freeΓ to NΓ . Given P =
∑
γ∈Γ pγt
γ with pγ ∈N, we define the Γ -graded k-module kP
by (kP )γ = kpγ . We have dim
Γ
k
(kP ) = P .
We say that a subset E of a Γ -graded module L is homogeneous if every element of
E is a sum of elements in E ∩ Lγ for various elements γ ∈ Γ .
1.3.C. A graded k-module L is a Z-graded k-module. We put L+ =
⊕
i>0 L i . If L i = 0
for i ≪ 0 (for example, if L is N-graded), then dimZ
k
(L ) is an element of the ring of
Laurent power series Z((t)): this is the Hilbert series of L . Similarly, if L i = 0 for
i ≫ 0, then dimZ
k
(L ) ∈Z((t−1)).
When L has finite rank over k, we define the weight sequence of L as the unique
sequence of integers r1 ¶ · · ·¶ rm such that dimZk (L ) = t r1 + · · ·+ t rm .
A bigraded k-module L is a (Z×Z)-graded k-module. We put t= t (1,0) and u = t (0,1),
so that dimZ×Z
k
(L ) =
∑
i , j dimk(L i , j )t
i u j for L ∈ k-freeZ×Z. When L is (N×N)-graded,
we have dimN×N
k
(L ) ∈Z[[t,u]].
When A is a graded ring and M is a finitely generated graded A-module, we
denote by [M ]grA (or simply [M ]
gr) its class in the Grothendieck group of the category
A-modgr of finitely generated graded A-modules. Note that K0(A-modgr) is a Z[t±1]-
module, with t[M ]gr = [M 〈−1〉]gr.
1.3.D. Assume k is a commutative ring. There is a tensor product of Γ -graded k-
modules given by (L⊗k L ′)γ =
⊕
γ′γ′′=γ Lγ′⊗k Lγ′′ . When the fibers of the multiplication
map Γ × Γ → Γ are finite, the multiplication in Γ provides ZΓ with a ring structure,
the tensor product preserves k-freeΓ , and dimΓ
k
(L ⊗k L ′) = dimΓk(L )dimΓk(L ′).
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A Γ -graded k-algebra is a k-algebra A with a Γ -grading such that Aγ ·Aγ′ ⊂ Aγγ′ .

CHAPTER 2
REFLECTION GROUPS
All along this book, we consider a fixed characteristic 0 field k, a
finite-dimensional k-vector space V of dimension n and a finite sub-
group W of GLk(V ). We will write ⊗ for ⊗k. We denote by
Ref(W ) = {s ∈W | dimk Im(s − IdV ) = 1}
the set of reflections of W . We assume that W is generated by
Ref(W ).
2.1. Determinant, roots, coroots
We denote by ǫ the determinant representation of W
ǫ : W −→ k×
w 7−→ detV (w ).
We have a perfect pairing between V and its dual V ∗
〈, 〉 :V ×V ∗ −→ k.
Given s ∈ Ref(W ), we choose αs ∈V ∗ and α∨s ∈V such that
Ker(s − IdV ) =Kerαs and Im(s − IdV ) = kα∨s
or equivalently
Ker(s − IdV ∗ ) =Kerα∨s and Im(s − IdV ∗ ) = kαs .
Note that, since k has characteristic 0, all elements of Ref(W ) are diagonalizable,
hence
(2.1.1) 〈α∨
s
,αs 〉 6= 0.
Given x ∈V ∗ and y ∈V we have
(2.1.2) s (y ) = y − (1− ǫ(s )) 〈y ,αs 〉〈α∨
s
,αs 〉
α∨
s
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and
(2.1.3) s (x ) = x − (1− ǫ(s )−1) 〈α
∨
s
, x 〉
〈α∨
s
,αs 〉
αs .
2.2. Invariants
We denote by k[V ] = S (V ∗) (respectively k[V ∗] = S (V )) the symmetric algebra of
V ∗ (respectively V ). We identify it with the algebra of polynomial functions on
V (respectively V ∗). The action of W on V induces an action by algebra automor-
phisms on k[V ] and k[V ∗] andwewill consider the graded subalgebras of invariants
k[V ]W and k[V ∗]W . The coinvariant algebras k[V ]co(W ) and k[V ∗]co(W ) are the graded
finite-dimensional k-algebras
k[V ]co(W ) = k[V ]/ < k[V ]W
+
> and k[V ∗]co(W ) = k[V ∗]/ < k[V ∗]W
+
> .
Shephard-Todd-Chevalley’s Theorem asserts that the property of W to be generated
by reflections is equivalent to structural properties of k[V ]W . We provide here a ver-
sion augmented with quantitative properties (see for example [Bro2, Theorem 4.1]).
We state a version with k[V ], while the same statements hold with V replaced by
V ∗.
Let us define the sequence d1 ¶ · · ·¶ dn of degrees of W as the weight sequence of
< k[V ]W
+
> / < k[V ]W
+
>2 (cf §1.3.C).
Theorem 2.2.1 (Shephard-Todd, Chevalley). — (a) The algebra k [V ]W is a polyno-
mial algebra generated by homogeneous elements of degrees d1, . . . ,dn . We have
|W |= d1 · · ·dn and |Ref(W )|=
n∑
i=1
(di −1).
(b) The (k[V ]W [W ])-module k[V ] is free of rank 1.
(c) The kW -module k[V ]co(W ) is free of rank 1. So, dimk k[V ]
co(W ) = |W |.
Remark 2.2.2. — Note that when k = C, there is a skew-linear isomorphism be-
tween the representations V and V ∗ of W , hence the sequence of degrees for the
action of W on V is the same as the one for the action of W on V ∗. In general, note
that the representation V of W can be defined over a finite extension of Q, which
can be embedded in C: so, the equality of degrees for the actions on V and V ∗ holds
for any k.
This equality can also be deduced from Molien’s formula [Bro2, Lemma 3.28]. 
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LetN = |Ref(W )|. Since dimZ
k
(k[V ]co(W )) =
∏n
i=1
1−tdi
1−t , we deduce that dimk k[V ]
co(W )
N =
1. A generator is given by the image of
∏
s∈Ref(W )αs : this provides an isomorphism
h : k[V ]
co(W )
N
∼−→ k.
The composition
k[V ]N ⊗k[V ]W
mult−→ k[V ] can−→ k[V ]/(k[V ]W k[V ]<N )
factors through an isomorphism g : k[V ]co(W )N ⊗ k[V ]W
∼−→ k[V ]/(k[V ]W k[V ]<N ). We
denote by pN the composition
pN : k[V ]
can−→ k[V ]/(k[V ]W k[V ]<N )
g −1−→ k[V ]co(W )N ⊗k[V ]W
h⊗Id−−→
∼
k[V ]W .
We refer to §A.4 for basic facts on symmetric algebras.
Proposition 2.2.3. — pN is a symmetrizing form for the k[V ]W -algebra k[V ].
Proof. — We need to show that the morphism of graded k[V ]W -modules
pˆN : k[V ]→Homk[V ]W (k[V ],k[V ]W ), a 7→ (b 7→ pN (a b ))
is an isomorphism. By the graded Nakayama lemma, it is enough to do so after ap-
plying −⊗k[V ]W k. We have pˆN ⊗k[V ]W k= ˆ¯pN , where p¯N : k[V ]co(W )→ k[V ]co(W )N
h−→
∼
k is the
projection onto the homogeneous component of degree N . This is a symmetrizing
form for k[V ]co(W ) [Bro2, Theorem 4.25], hence ˆ¯pN is an isomorphism.
Note that the same statements hold for V replaced by V ∗.
2.3. Hyperplanes and parabolic subgroups
Notation. We fix an embedding of the group of roots of unity of k
in Q/Z. When the class of 1e is in the image of this embedding, we
denote by ζe the corresponding element of k.
We denote byA the set of reflecting hyperplanes of W :
A = {Ker(s − IdV ) | s ∈ Ref(W )}.
There is a surjective W -equivariant map Ref(W )→A , s 7→ Ker(s − IdV ). Given X a
subset of V , we denote by WX the pointwise stabilizer of X :
WX = {w ∈W | ∀ x ∈ X , w (x ) = x }.
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Given H ∈ A , we denote by eH the order of the cyclic subgroup WH of W . We
denote by sH the generator of WH with determinant ζeH . This is a reflection with
hyperplane H . We have
Ref(W ) = {s jH | H ∈A and 1 ¶ j ¶ eH −1}.
The following lemma is clear.
Lemma 2.3.1. — s jH and s
j ′
H ′ are conjugate in W if and only if H and H
′ are in the same
W -orbit and j = j ′.
Given ℵ a W -orbit of hyperplanes of A , we denote by eℵ the common value of
the eH for H ∈ ℵ. Lemma 2.3.1 provides a bijection from Ref(W )/W to the set ℵ of
pairs (ℵ, j )where ℵ ∈A /W and 1 ¶ j ¶ eℵ−1.
We denote by ℵ◦ the set of pairs (ℵ, j ) with ℵ ∈A /W and 0 ¶ j ¶ eℵ−1.
Let V reg = {v ∈ V | StabW (v ) = 1}. Define the discriminant δ =
∏
H ∈A α
eH
H ∈ k[V ]W .
The following result shows that points outside reflecting hyperplanes have trivial
stabilizers [Bro2, Theorem 4.7].
Theorem 2.3.2 (Steinberg). — Given X ⊂ V , the group WX is generated by its reflections.
As a consequence, V reg =V \
⋃
H∈A H and k[V
reg] = k [V ][δ−1].
2.4. Irreducible characters
The rationality property of the reflection representation of W is classical.
Proposition 2.4.1. — Let k′ be a subfield of k containing the traces of the elements of W
acting on V . Then there exists a k′W -submodule V ′ of V such that V = k⊗k′ V ′.
Proof. — Assume first V is irreducible. Let V ′′ be a simple k′W -module such that
k⊗k′ V ′′ ≃ V ⊕m for some integer m ¾ 1. Let s ∈ Ref(W ). Since s has only one non-
trivial eigenvalue on V , it also has only one non-trivial eigenvalue on V ′′. Let
L be the eigenspace of s acting on V ′′ for the non-trivial eigenvalue. This is an
m-dimensional k′-subspace of V ′′, stable under the action of the division algebra
Endk′W (V
′′). Since that division algebra has dimension m2 over k′ and has a module
L that has dimension m over k′, we deduce that m = 1. The proposition follows by
taking for V ′ the image of V ′′ by an isomorphism k⊗k′ V ′′
∼−→V .
Assume now V is arbitrary. Let V = V W ⊕⊕l
i=1
Vi be a decomposition of the kW -
module V , where Vi is irreducible for 1 ¶ i ¶ l . Let Wj be the subgroup of W of
elements acting trivially on
⊕
i 6= j Vi . The group Wj is a reflection group on Vj . The
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discussion above shows there is a k′Wj -submodule V ′j of Vj such that Vj = k⊗k′ V ′j .
Let V ′′ be a k′-submodule of V W such that V W = k⊗k′ V ′′. Let V ′ =V ′′⊕
⊕l
j=1
V ′
j
. We
have W =
∏l
i=1
Wj and V = k⊗k′ V ′: this proves the proposition.
The following rationality property of all representations of complex reflection
groups is proven using the classification of those groups [Ben, Bes].
Theorem 2.4.2 (Benard, Bessis). — Let k′ be a subfield of k containing the traces of the
elements of W acting on V . Then the algebra k′W is split semisimple. In particular, kW is
split semisimple.
2.5. Hilbert series
2.5.A. Invariants. — The algebra k[V × V ∗] = k[V ]⊗ k[V ∗] admits a standard bi-
grading, by giving to the elements of V ∗ ⊂ k[V ] the bidegree (0,1) and to those of
V ⊂ k[V ∗] the bidegree (1,0). We clearly have
(2.5.1) dimZ×Z
k
(k[V ×V ∗]) = 1
(1− t)n (1−u)n .
Using the notation of Theorem 2.2.1(a), we get also easily that
(2.5.2) dimZ×Z
k
(k[V ×V ∗]W ×W ) =
n∏
i=1
1
(1− tdi )(1−udi ) .
On the other hand, the bigraded Hilbert series of the diagonal invariant algebra
k[V ×V ∗]∆W is given by a formula à la Molien
(2.5.3) dimZ×Z
k
(k[V ×V ∗]∆W ) = 1|W |
∑
w∈W
1
det(1−w t) det(1−w −1u) ,
whose proof is obtained word by word from the proof of the usual Molien formula.
2.5.B. Fake degrees. — We identify K0(kW -modgr) with G0(kW )[t, t−1]: given M =⊕
i∈ZMi a finite dimensional Z-graded kW -module, we make the identification
[M ]
gr
kW =
∑
i∈Z
[Mi ]kW t
i .
It is clear that [M ]kW is the evaluation at 1 of [M ]
gr
kW and that [M 〈n〉 ]
gr
kW = t
−n [M ]grkW .
If M is a bigraded kW -module, we define similarly [M ]Z×Z
kW
: it is an element of
K0(kW )[t,u, t
−1,u−1].
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Let (fχ (t))χ∈Irr(W ) denote the unique family of elements of N[t] such that
(2.5.4) [k [V ∗]co(W ) ]Z×Z
kW
=
∑
χ∈Irr(W )
fχ (t) χ .
Definition 2.5.5. — The polynomial fχ (t) is called the fake degree of χ . Its t-valuation is
denoted by bχ and is called the b-invariant of χ .
The fake degree of χ satisfies
(2.5.6) fχ (1) =χ(1).
Note that
(2.5.7) [k[V ]co(W ) ]Z×Z
kW
=
∑
χ∈Irr(W )
fχ (u) χ
∗,
(here, χ∗ denotes the dual character of χ , that is, χ∗(w ) = χ(w −1)). Note also that, if
1W denotes the trivial character of W , then
[k[V ∗]co(W ) ]Z×Z
kW
≡ 1W mod tK0(kW )[t]
and [k[V ]co(W ) ]Z×Z
kW
≡ 1W mod uK0(kW )[u].
We deduce:
Lemma 2.5.8. — The elements [k[V ]co(W ) ]Z×Z
kW
and [k[V ∗]co(W ) ]Z×Z
kW
are not zero divisors in
K0(kW )[t,u, t
−1,u−1].
Remark 2.5.9. — Note that
[k[V ]co(W ) ]kW = [k[V
∗]co(W ) ]kW = [kW ]kW =
∑
χ∈Irr(W )
χ(1)χ
is a zero divisor in K0(kW ) (as soon as W 6= 1). 
We can now give another formula for the Hilbert series dimZ×Z
k
(k[V ×V ∗]∆W ):
Proposition 2.5.10. — dimZ×Z
k
(k[V ×V ∗]W ) = 1∏n
i=1
(1− tdi )(1−udi )
∑
χ∈Irr(W )
fχ (t) fχ (u).
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Proof. — LetH be a W -stable graded complement to < k[V ]W
+
> in k[V ]. Since k[V ]
is a free k[V ]W -module, we have isomorphisms of graded k[W ]-modules
k[V ]≃ k[V ]W ⊗H and k[V ]co(W ) ≃H .
Similarly, if H ′ is a W -stable graded complement of < k[V ∗]W
+
> in k[V ∗], then we
have isomorphisms of graded k[W ]-modules
k[V ∗]≃ k[V ∗]W ⊗H ′ and k[V ∗]co(W ) ≃H ′.
In other words, we have isomorphisms of graded k[W ]-modules
k[V ]≃ k[V ]W ⊗k[V ]co(W ) and k[V ∗]≃ k[V ∗]W ⊗k[V ∗]co(W ).
We deduce an isomorphism of bigraded k-vector spaces
(k[V ]⊗k[V ∗])∆W ≃ (k[V ]W ⊗k[V ∗]W )⊗ (k[V ]co(W )⊗k[V ∗]co(W ))∆W .
By (2.5.4) and (2.5.7), we have
dimZ×Z
k
(k[V ]co(W )⊗k[V ∗]co(W ))∆W =
∑
χ ,ψ∈Irr(W )
fχ (t)fψ(u)〈χψ∗,1W 〉W .
So the formula follows from the fact that 〈χψ∗,1W 〉= 〈χ ,ψ〉W .
To conclude this section, we gather in a same formula Molien’s Formula (2.5.3)
and Proposition 2.5.10:
dimZ×Z
k
(k[V ×V ∗]∆W ) = 1|W |
∑
w∈W
1
det(1−w t) det(1−w −1u)
=
1∏n
i=1
(1− tdi )(1−udi )
∑
χ∈Irr(W )
fχ (t) fχ (u).
2.6. Coxeter groups
Let us recall the following classical equivalences:
Proposition 2.6.1. — The following assertions are equivalent:
(1) There exists a subset S of Ref(W ) such that (W ,S ) is a Coxeter system.
(2) V ≃V ∗ as kW -modules.
(3) There exists a W -invariant non-degenerate symmetric bilinear form V ×V → k.
(4) There exists a subfield kR of k and a W -stable kR-vector subspace VkR of V such that
V = k⊗kR VkR and kR embeds as a subfield of R.
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Whenever one (or all the) assertion(s) of Proposition 2.6.1 is (are) satisfied, we say
that W is a Coxeter group. In this case, the text will be followed by a gray line on the
left, as below.
Assumption, choice. From now on, and until the end of §2.6, we
assume that W is a Coxeter group. We fix a subfield kR of k that
embeds as a subfield of R and a W -stable kR-vector subspace VkR of
V such that V = k⊗kR VkR . We also fix a connected component CR of
{v ∈R⊗kR VkR |StabW (v ) = 1}. We denote by S the set of s ∈ Ref(W )
such that CR ∩ kerR⊗kRVkR (s − 1) has real codimension 1 in CR. So,
(W ,S ) is a Coxeter system. This notation will be used all along this
book, provided that W is a Coxeter group.
The following is a particular case of Theorem 2.4.2.
Theorem 2.6.2. — The kR-algebra kRW is split. In particular, the characters of W are real
valued, that is, χ =χ∗ for all character χ of W .
Recall also the following.
Lemma 2.6.3. — If s ∈ Ref(W ), then s has order 2 and ǫ(s ) =−1.
Corollary 2.6.4. — The map Ref(W )→A , s 7→Ker(s−IdV ) is bijective and W -equivariant.
In particular, |A |= |Ref(W )|=
∑n
i=1
(di −1) and |A /W |= |Ref(W )/W |.
Let ℓ : W → N denote the length function with respect to S : given w ∈ W , the
integer ℓ(w ) is minimal such that w is a product of ℓ(w ) elements of S . When w =
s1s2 · · ·sl with si ∈ S and l = ℓ(w ), we say that w = s1s2 · · ·sl is a reduced decomposition
of w . We denote by w0 the longest element of W : we have ℓ(w0) = |Ref(W )|= |A |.
Remark 2.6.5. — If − IdV ∈ W , then w0 = − IdV . Conversely, if w0 is central and
V W = 0, then w0 =− IdV . 
CHAPTER 3
GENERIC CHEREDNIK ALGEBRAS
Let C be the k-vector space of maps c : Ref(W )→ k, s 7→ cs that are constant on
conjugacy classes: this is the space of parameters, which we identify with the space of
maps Ref(W )/W → k.
Given s ∈ Ref(W ) (or s ∈ Ref(W )/W ), we denote by Cs the linear form on C given
by evaluation at s . The algebra k[C ] of polynomial functions on C is the algebra of
polynomials on the set of indeterminates (Cs )s∈Ref(W )/W :
k[C ] = k[(Cs )s∈Ref(W )/W ].
We denote by eC the k-vector space k×C and we introduce T : eC → k, (t , c ) 7→ t . We
have T ∈ eC ∗ and
k[ eC ] = k[T , (Cs )s∈Ref(W )/W ].
We will use in this chapter results from Appendices A and E.
3.1. Structure
3.1.A. Symplectic action. — We consider here the action of W on V ⊕V ∗.
Lemma E.1.1 and Proposition E.2.2 give the following result.
Proposition 3.1.1. — We have Z (k[V ⊕V ∗]⋊W ) = k[V ⊕ V ∗]W = k[(V ⊕ V ∗)/W ] and
there is an isomorphism
Z (k[V ⊕V ∗]⋊W ) ∼−→ e (k[V ⊕V ∗]⋊W )e , z 7→ z e .
The action by left multiplication gives an isomorphism
k[V ⊕V ∗]⋊W ∼−→ Endk[(V ⊕V ∗)/W ]opp
 
(k[V ⊕V ∗]⋊W )e
opp
.
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3.1.B. Definition. — The generic rational Cherednik algebra (or simply the generic
Cherednik algebra) is the k[ eC ]-algebra eH defined as the quotient of k[ eC ]⊗  Tk(V ⊕
V ∗)⋊W

by the following relations (here, Tk(V ⊕V ∗) is the tensor algebra of V ⊕V ∗):
(3.1.2)


[x , x ′] = [y , y ′] = 0,
[y , x ] = T 〈y , x 〉+
∑
s∈Ref(W )
(ǫ(s )−1) Cs
〈y ,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉
s ,
for x , x ′ ∈V ∗ and y , y ′ ∈V .
Remark 3.1.3. — Thanks to (2.1.2), the second relation is equivalent to
(3.1.4) [y , x ] = T 〈y , x 〉+
∑
s∈Ref(W )
Cs 〈s (y )− y , x 〉 s
and to
[y , x ] = T 〈y , x 〉+
∑
s∈Ref(W )
Cs 〈y , s−1(x )− x 〉. s
This avoids the use of αs and α∨s . 
3.1.C. PBW Decomposition. — Given the relations (3.1.2), the following asser-
tions are clear:
• There is a unique morphism of k-algebras k[V ]→ eH sending y ∈V ∗ to the class
of y ∈ Tk(V ⊕V ∗)⋊W in eH.
• There is a unique morphism of k-algebras k[V ∗]→ eH sending x ∈ V to the class
of x ∈ Tk(V ⊕V ∗)⋊W in eH.
• There is a unique morphism of k-algebras kW → eH sending w ∈W to the class
of w ∈ Tk(V ⊕V ∗)⋊W in eH.
• The k-linear map k[ eC ]⊗ k[V ]⊗ kW ⊗ k[V ∗] −→ eH induced by the three mor-
phisms defined above and the multiplication map is surjective. Note that it is
k[ eC ]-linear.
The last statement is strengthened by the following fundamental result [EtGi, The-
orem 1.3], for which we will provide a proof in Theorem 3.1.11.
Theorem 3.1.5 (Etingof-Ginzburg). — The multiplicationmap k[ eC ]⊗k[V ]⊗kW ⊗k[V ∗]−→eH is an isomorphism of k[ eC ]-modules.
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3.1.D. Specialization. — Given (t , c ) ∈ eC , we denote by eCt ,c the maximal ideal of
k[ eC ] given by eCt ,c = { f ∈ k[ eC ] | f (t , c ) = 0}: this is the ideal generated by T − t and
(Cs − cs )s∈Ref(W )/W . We puteHt ,c = k[ eC ]/eCt ,c ⊗k[ eC ] eH= eH/eCt ,c eH.
The k-algebra eHt ,c is the quotient of Tk(V ⊕V ∗)⋊W by the ideal generated by the
following relations:
(3.1.6)


[x , x ′] = [y , y ′] = 0,
[y , x ] = t 〈y , x 〉+
∑
s∈Ref(W )
(ǫ(s )−1) cs
〈y ,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉
s ,
for x , x ′ ∈V ∗ and y , y ′ ∈V .
Example 3.1.7. — We have eH0,0 = k[V ⊕V ∗]⋊W and eHT ,0 =DT (V )⋊W (see §A.5). 
More generally, given eC a prime ideal of k[ eC ], we put eH(eC) = eH/eCeH.
3.1.E. Filtration. — We endow the k[ eC ]-algebra eH with the filtration defined as
follows:
• eH¶ −1 = 0
• eH¶ 0 is the k[ eC ]-subalgebra generated by V ∗ and W
• eH¶ 1 = eH¶ 0V + eH¶ 0.
• eH¶ i = (eH¶ 1)i for i ¾ 2.
Specializing at (t , c ) ∈ eC , we have an induced filtration of eHt ,c .
The canonical maps k[ eC ]⊗k[V ]⋊W → (gr eH)0 and V → (gr eH)1 induce a surjective
morphism of algebras ρ : k[ eC ]⊗k[V ⊕V ∗]⋊W ։ gr eH.
3.1.F. Localization at V reg. — Recall that
V reg =V \
⋃
H ∈A
H = {v ∈V | StabG (v ) = 1} and k[V reg] = k [V ][δ−1].
We put eHreg = eH[δ−1], the non-commutative localization of eH obtained by adding a
two-sided inverse to the image of δ. Note that the filtration of eH induces a filtration
of eHreg, with (eHreg)¶ i = eH¶ i [δ−1].
Note that multiplication induces an isomorphism of k-vector spaces k[V reg] ⊗
k[V ∗]
∼−→D(V reg) =D(V )[δ−1] (cf Appendix §A.5).
Lemma 3.1.8. — We have:
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(a) There is a Morita equivalence between k[V reg×V ∗]⋊W and k[V reg×V ∗]W given by
the bimodule k[V reg×V ∗].
(b) There is a Morita equivalence betweenD(V reg)⋊W and D(V reg)W =D(V reg/W ) given
by the bimodule D(V reg).
(c) The action of D(V reg)⋊W on k[V reg] is faithful.
Proof. — (a) follows from Corollary E.2.1.
(b) becomes (a) after taking associated graded, hence (b) follows from LemmasA.3.4
and E.1.1.
(c) It follows from (b) that every two-sided ideal of D(V reg)⋊W is generated by
its intersection with D(V reg)W . Since D(V reg) acts faithfully on k[V reg] (cf §A.5), we
deduce that the kernel of the action of D(V reg)⋊W vanishes.
3.1.G. Polynomial representation and Dunkl operators. — Given y ∈ V , we de-
fine Dy , a k[ eC ]-linear endomorphism of k[ eC ]⊗k[V reg] by
Dy = T ∂y −
∑
s∈Ref(W )
ǫ(s )Cs 〈y ,αs 〉α−1s s .
Note that Dy ∈ k[C ]⊗DT (V reg)⋊W ⊂ k[ eC ]⊗D(V reg)⋊W .
Remark 3.1.9. — The Dunkl operators are traditionally defined as
T ∂y −
∑
s∈Ref(W )
ǫ(s )Cs 〈y ,αs 〉α−1s (s −1).
With this definition they preserve k[ eC ]⊗k[V ]. The results and proofs in this section
apply also to those operators. 
Proposition 3.1.10. — There is a unique structure of eH-module on k[ eC ]⊗k[V reg] where
k[ eC ]⊗ k[V reg] acts by multiplication, W acts through its natural action on V and y ∈ V
acts by Dy .
Proof. — The following argument is due to Etingof. Let y ∈V and x ∈ V ∗. We have
[α−1
s
s , x ] = (ǫ(s )−1 −1) 〈α
∨
s
, x 〉
〈α∨
s
,αs 〉
s ,
hence
[Dy , x ] = T 〈y , x 〉+
∑
s
(ǫ(s )−1)Cs
〈y ,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉
s .
Given w ∈W , we have w Dy w −1 =Dw (y ).
Consider y ′ ∈ V . We have
[[Dy ,Dy ′], x ] = [[Dy , x ],Dy ′ ]− [[Dy ′ , x ],Dy ]
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and
[[Dy , x ],Dy ′ ] =
∑
s
(ǫ(s )−1)Cs
〈y ,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉
[s ,Dy ′]
=
∑
s
(ǫ(s )−1)2Cs
〈y ,αs 〉 · 〈y ′,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉2
Dα∨s s
= [[Dy ′ , x ],Dy ].
We deduce that [[Dy ,Dy ′], x ] = 0 for all x ∈ V ∗. On the other hand, [Dy ,Dy ′] acts by
zero on 1 ∈ k[ eC ]⊗ k[V reg], hence [Dy ,Dy ′] acts by zero on k[ eC ]⊗ k[V reg]. It follows
from Lemma 3.1.8(c) that [Dy ,Dy ′] = 0. The proposition follows.
Proposition 3.1.10 provides a morphism of k[ eC ]-algebras Θ : eH→ k[C ]⊗DT (V reg).
We denote by Θreg : eHreg→ k[C ]⊗DT (V reg) its extension to eHreg.
Theorem 3.1.11. — We have the following statements:
(a) The morphism Θ is injective, hence the polynomial representation of eH is faithful.
(b) The multiplication map is an isomorphism k[ eC ]⊗k[V ]⊗k[V ∗]⊗kW ∼−→ eH.
(c) We have an isomorphism of algebras ρ : k[ eC ]⊗k[V ⊕V ∗]⋊W ∼−→ gr eH.
(d) The morphism Θreg is an isomorphism eHreg ∼−→ k[C ]⊗DT (V reg)⋊W .
(e) Given c a prime ideal of k[ eC ], the morphism (k[ eC ]/c)⊗k[ eC ]Θ is injective. If T 6∈c, then
the polynomial representation of eH(c) is faithful and Z (eH(c)) = k[ eC ]/c.
Proof. — Let η be the composition
η : k[ eC ]⊗k[V reg]⊗k[V ∗]⊗kW mult−−→ eHreg Θreg−→DT (V reg)⋊W .
Note that gr η is an isomorphism, since it is equal to the graded map associated to
the multiplication isomorphism
k[ eC ]⊗k[V reg]⊗k[V ∗]⊗kW ∼−→ k[ eC ]⊗DT (V reg)⋊W .
We deduce that η is an isomorphism (Lemma A.3.1). Since the multiplication map
is surjective, it follows that it is an isomorphism and Θreg is an isomorphism as well.
We deduce also that ρ is injective, hence it is an isomorphism.
Since k[T ]⊗k[V reg] is a faithful representation of DT (V reg)⋊W (Lemma 3.1.8), we
deduce that the polynomial representation induces an injective map
k[C ]⊗DT (V reg)⋊W ,→ k[ eC ]⊗Endk(k[V reg]).
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There is a commutative diagram
k[ eC ]⊗k[V ]⊗k[V ∗]⊗kW
 _

mult // // eH pol. rep. //
can

k[ eC ]⊗Endk(k[V reg])
k[ eC ]⊗k[V reg]⊗k[V ∗]⊗kW
η
∼
44mult
// // eHreg
Θ
reg
// k[C ]⊗DT (V reg)⋊W
pol. rep.
OO
It follows that the multiplication
k[ eC ]⊗k[V ]⊗k[V ∗]⊗kW → eH
is an isomorphism and the polynomial representation of eH is faithful.
Consider now c a prime ideal of eC and let A = k[ eC ]/c. There is a commutative
diagram
A⊗k[V ]⊗k[V ∗]⊗kW
 _

mult // // eH(c) pol. rep. //
can

A⊗Endk(k[V reg])
A⊗k[V reg]⊗k[V ∗]⊗kW
η
∼
33mult
∼ // eHreg(c)
Θ
reg
∼ // A⊗k[ eC ] (k[C ]⊗DT (V reg))⋊W
pol. rep.
OO
We deduce as above that (k[ eC ]/c)⊗k[ eC ] Θ is injective. Assume now T 6∈c. Then the
polynomial representation of A⊗k[ eC ] (k[C ]⊗DT (V reg))⋊W is faithful, hence the poly-
nomial representation of eH(c) is faithful as well. Since Z (D(V reg)) = k, we deduce
that Z (A⊗k[ eC ] (k[C ]⊗DT (V reg))⋊W ) = A, hence Z (eH(c)) = k[ eC ]/c.
Corollary 3.1.12. — Given f ∈ k[V ], we have
[y , f ] = T ∂y (f )−
∑
s∈Ref(W )
ǫ(s )Cs 〈y ,αs 〉
s (f )− f
αs
s .
Proof. — The result follows from Proposition 3.1.10 and Theorem 3.1.11. Note that
the corollary can also be proven directly by induction on the degree of f .
3.1.H. Hyperplanes and parameters. — Let K be the k-vector space of maps k :
ℵ◦ → k such that for all ℵ ∈ A /W , we have
∑eℵ−1
j=0
kℵ, j = 0. Let (Kℵ, j )(ℵ, j )∈ℵ◦ be the
canonical basis of kℵ
◦
. We put KH , j = Kℵ, j , where ℵ is the W -orbit of H .
There is an isomorphism of k-vector spaces
C ∗
∼−→K ∗, CsH i 7→
eH−1∑
j=0
ζi ( j−1)
eH
KH , j .
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The surjectivity is a consequence of the invertibility of the Vandermonde determi-
nant. We denote the dual of that isomorphism by κ :K
∼−→C . We will often identify
C and K via the isomorphism κ. Note that the canonical bases of C and K pro-
vide themwithQ-forms (and Z-forms). Unless all reflections of W have order 2, the
isomorphism κ is not compatible with the Q-forms.
Note that ∑
w∈WH
ǫ(w )Cw w = eH
eH−1∑
j=0
ǫH , j KH , j
where ǫH ,i = e −1H
∑
w∈WH ǫ(w )
i w and
(3.1.13)
∑
s∈Ref(W )
ǫ(s ) Cs =
∑
H ∈A
eH KH ,0 =−
∑
H∈A
eH−1∑
i=1
eH KH ,i .
Given H ∈ A , denote by αH ∈ V ∗ a linear form such that H = Ker(αH ) and let
α∨
H
∈V such that V =H ⊕kα∨
H
and kα∨
H
is stable under WH . Via κ, we can view eH as
a k[K ]-algebra and the second relation in (3.1.2) becomes
(3.1.14) [y , x ] = T 〈y , x 〉+
∑
H∈A
eH−1∑
i=0
eH (KH ,i −KH ,i+1)
〈y ,αH 〉 · 〈α∨H , x 〉
〈α∨H ,αH 〉
ǫH ,i
for x ∈V ∗ and y ∈V , where KH ,eH = KH ,0.
Given y ∈V , we have
Θ(y ) = ∂y −
∑
H ∈A
eH−1∑
i=0
〈y ,αH 〉
αH
eH KH ,iǫH ,i .
COMMENT - Our convention for the definition of Cherednik algebras differs from
that of [GGOR, §3.1]: we have added a coefficient ǫ(s )− 1 in front of the term Cs .
On the other hand, our convention is the same as [EtGi, §1.15], with cs = cαs (when
W is a Coxeter group). Note that the kH ,i ’s from [GGOR] are related to the KH ,i ’s
above by the relation kH ,i = KH ,0−KH ,i . 
Remark 3.1.15. — The endomorphism Kℵ, j 7→ Kℵ, j − 1eH
∑eℵ−1
j ′=0 Kℵ, j ′ of k
ℵ◦ induces an
injection K ∗ ,→ kℵ◦ . The dual map sec : kℵ◦ ։K provides a section to the inclusion
ofK in kℵ
◦
. It is defined over Q. 
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3.2. Gradings
The algebra eH admits a natural (N×N)-grading, thanks to which we can associate,
to each morphism of monoids N ×N → Z (or N ×N → N), a Z-grading (or an N-
grading).
We endow the extended tensor algebra k[ eC ]⊗  Tk(V ⊕V ∗)⋊W  with an (N×N)-
grading by giving to the elements of V the bidegree (1,0), to the elements of V ∗
the bidegree (0,1), to the elements of eC ∗ the bidegree (1,1) and to those of W the
bidegree (0,0). The relations (3.1.2) are homogeneous. Hence, eH inherits an (N ×
N)-grading whose homogeneous component of bidegree (i , j ) will be denoted byeHN×N[i , j ]. We have
eH= ⊕
(i , j )∈N×N
eHN×N[i , j ] and eHN×N[0,0] = kW .
Note that all homogeneous components have finite dimension over k.
If ϕ : N×N→ Z is a morphism of monoids, then eH inherits a Z-grading whose
homogeneous component of degree i will be denoted by eHϕ[i ]:
eHϕ[i ] = ⊕
ϕ(a ,b )=i
eHN×N[a ,b ].
In this grading, the elements of V have degree ϕ(1,0), the elements of V ∗ have
degree ϕ(0,1), the elements of eC ∗ have degree ϕ(1,1) and those of W have degree 0.
Example 3.2.1 (Z-grading). — The morphism of monoids N×N→ Z, (i , j ) 7→ j − i
induces a Z-grading on eH for which the elements of V have degree −1, the elements
of V ∗ have degree 1 and the elements of eC ∗ and W have degree 0. We denote byeHZ[i ] the homogeneous component of degree i . Then
eH=⊕
i∈Z
eHZ[i ].
By specialization at (t , c ) ∈ eC , the algebra eHt ,c inherits a Z-grading whose homoge-
neous component of degree i will be denoted by eHZ
t ,c
[i ].
Let wz be a generator of W ∩Z (GLk(V )) and let z be its order. We have wz = ζ−1 IdV
for some root of unity ζ of order z of k. When k is a subfield of C, we take wz =
e 2iπ/z IdV . Note that z = gcd(d1, . . . ,dn ) (cf Theorem 2.2.1). Given h ∈ eHZ[i ], we have
wz h w
−1
z
= ζi h . So, the (Z/dZ)-grading on eH deduced from the Z-grading is given
by an inner automorphism of eH. 
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Example 3.2.2 (N-grading). — The morphism of monoids N×N→ N, (i , j ) 7→ i + j
induces an N-grading on eH for which the elements of V or V ∗ have degree 1, the
elements of eC ∗ have degree 2 and the elements of W have degree 0. We denote byeHN[i ] the homogeneous component of degree i . TheneH=⊕
i∈N
eHN[i ] and eHN[0] = kW .
Note that dimk eHN[i ]<∞ for all i . This grading is not inherited after specialization
at (t , c ) ∈ eC , except whenever (t , c ) = (0,0): we retrieve the usual N-grading oneH0,0 = k[V ×V ∗]⋊W (see Example 3.1.7). 
3.3. Euler element
Let (x1, . . . , xn ) be a k-basis of V ∗ and let (y1, . . . , yn ) be its dual basis. We define the
generic Euler element of eH
feu= −nT + n∑
i=1
yi xi +
∑
s∈Ref(W )
Cs s ∈ eH.
Note that
feu= n∑
i=1
xi yi +
∑
s∈Ref(W )
ǫ(s )Cs s =
n∑
i=1
xi yi +
∑
H∈A
eH−1∑
j=0
eH KH , jǫH , j .
It is easy to check that feu does not depend on the choice of the basis (x1, . . . , xn ) of
V ∗. Note that
(3.3.1) feu∈ eHN×N[1,1].
We have
Θ(feu) = T n∑
i=1
yi xi
Thanks to Theorem 3.1.11, we deduce the following result [GGOR, §3.1(4)].
Proposition 3.3.2. — If x ∈V ∗, y ∈V and w ∈W , then
[feu, x ] = T x , [feu, y ] =−T y and [feu,w ] = 0.
In [GGOR], the Euler element plays a fundamental role in the study of the cate-
gory O associated with eH1,c . We will see in this book the role it plays in the theory
of Calogero-Moser cells.
Proposition 3.3.3. — If h ∈ eHZ[i ], then [feu,h ] = i T h .
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3.4. Spherical algebra
Notation. All along this book, we denote by e the primitive central
idempotent of kW defined by
e =
1
|W |
∑
w∈W
w .
The k[ eC ]-algebra e eHe will be called the generic spherical algebra.
By specializing at (t , c ), and since e eHe is a direct summand of the k[ eC ]-moduleeH, we get
(3.4.1) e eHt ,c e = (k[ eC ]/eCt ,c )⊗k[ eC ] e eHe .
Since e has degree 0, the filtration of eH induces a filtration of the generic spherical
algebra given by (e eHe )¶ i = e (eH¶ i )e . It follows from Theorem 3.1.11 that
(3.4.2) gr(e eHe ) = egr(eH)e ≃ k[ eC ]⊗k[V ×V ∗]∆W .
Theorem 3.4.3 (Etingof-Ginzburg). — Let eC be a prime ideal of k[ eC ].
(a) The algebra e eH(eC)e is a finitely generated k-algebra without zero divisors.
(b) eH(eC)e is a finitely generated right e eH(eC)e -module.
(c) Left multiplication of eH(eC) on the projective module eH(eC)e induces an isomorphismeH(eC) ∼−→ End(e eH(eC)e )opp(eH(eC)e )opp.
(d) There is an isomorphism of algebras Z (eH(eC)) ∼−→Z (e eH(eC)e ), z 7→ z e .
Proof. — The assertion (a) follows from Lemmas A.3.2 and A.2.1. The assertion (b)
follows from Lemma A.3.2.
Let α : eH(eC) → End(e eH(eC)e )opp(eH(eC)e )opp be the morphism of the theorem. Lemma
A.3.3 provides an injective morphism
β : gr End(e eH(eC)e )opp (eH(eC)e )opp ,→ Endgr (e eH(eC)e )opp(gr eH(eC)e )opp.
The composition
gr eH(eC) grα−→ gr End(e eH(eC)e )opp(eH(eC)e )opp β−→ Endgr (e eH(eC)e )opp(gr eH(eC)e )opp
is given by the left multiplication action. Via the isomorphism ρ (Theorem 3.1.11),
it corresponds to the morphism given by left multiplication
γ : k[ eC ]⊗k[V ⊕V ∗]⋊W → Endk[ eC ]⊗(e (k[V ⊕V ∗]⋊W )e )opp(k[ eC ]⊗ (k[V ⊕V ∗]⋊W )e )opp.
Since the codimension of (V ×(V ∗\(V ∗)reg))∪((V \V reg)×V ∗) in V ×V ∗ is ¾ 2, it follows
from Proposition E.2.2 that γ is an isomorphism. So, grα is an isomorphism, hence
α is an isomorphism by Lemma A.3.1.
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The assertion (d) follows from (c) by Lemma E.1.4.
Remark 3.4.4. — It can actually be shown [EtGi, Theorem 1.5] that if k[ eC ]/eC is
Gorenstein (respectively Cohen-Macaulay), then so is the algebra e eH(eC)e as well
as the right e eH(eC)e -module eH(eC)e . 
3.5. Some automorphisms of eH
Let Autk-alg(eH) denote the group of automorphisms of the k-algebra eH.
3.5.A. Bigrading. — The bigrading on eH can be seen as an action of the algebraic
group k××k× on eH. Indeed, if (ξ,ξ′) ∈ k××k×, we define the automorphism bigrξ,ξ′
of eH by the following formula:
∀ (i , j )∈N×N, ∀ h ∈ eHN×N[i , j ], bigrξ,ξ′(h ) = ξiξ′ j h .
Then
(3.5.1) bigr : k××k× −→Autk-alg(eH)
is a morphism of groups. Concretely,

∀ y ∈ V , bigrξ,ξ′(y ) = ξy ,
∀ x ∈V ∗, bigrξ,ξ′(x ) = ξ′x ,
∀ C ∈ eC ∗, bigrξ,ξ′(C ) = ξξ′C ,
∀ w ∈W , bigrξ,ξ′(w ) =w .
After specialization, for all ξ ∈ k× and all (t , c ) ∈ eC , the action of (ξ, 1) induces an
isomorphism of k-algebras
(3.5.2) eHt ,c ∼−→ eHξt ,ξc .
3.5.B. Linear characters. — Let γ : W −→ k× be a linear character. It provides an
automorphism of C by multiplication: given c ∈ C , we define γ · c as the map
Ref(W )→ k, s 7→ γ(s )cs . This induces an automorphism γC : k[C ]→ k[C ], f 7→ (c 7→
f (γ−1 · c )) sending Cs on γ(s )−1Cs . It extends to an automorphism γ eC of k[ eC ] by
setting γ eC (T ) = T .
On the other hand, γ induces also an automorphism of the group algebra kW
given by W ∋ w 7→ γ(w )w . Hence, γ induces an automorphism of the k[ eC ]-algebra
k[ eC ]⊗  Tk(V ⊕V ∗)⋊W  acting trivially on V and V ∗: it will be denoted by γT. Of
course,
(γγ′)T = γTγ
′
T
.
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Since the relations (3.1.2) are stable by the action of γT, it follows that γT induces an
automorphism γ∗ of the k-algebra eH. The map
(3.5.3) W
∧ −→ Autk-alg(eH)
γ 7−→ γ∗
is an injective morphism of groups. Given (t , c ) ∈ eC and γ ∈W ∧, then γ∗ induces an
isomorphism of k-algebras
(3.5.4) eHt ,c ∼−→ eHt ,γ·c .
3.5.C. Normalizer. — LetN denote the normalizer in GLk(V ) of W . Then:
• N acts naturally on V and V ∗;
• N acts on W by conjugacy;
• The action of N on W stabilizes Ref(W ) and so N acts on C : if g ∈ N and
c ∈C , then g c : Ref(W )→ k, s 7→ cg −1s g .
• The action of N on C induces an action of N on C ∗ (and so on k[C ]) such
that, if g ∈N and s ∈Ref(W ), then g Cs =Cg s g −1 .
• N acts trivially on T .
Consequently, N acts on the k[ eC ]-algebra k[ eC ]⊗  Tk(V ⊕ V ∗)⋊W  and it is easily
checked, thanks to the relations (3.1.2), that this action induces an action on eH: if
g ∈N and h ∈ eH, we denote by g h the image of h under the action of g . By special-
ization at (t , c ) ∈ eC , an element g ∈N induces an isomorphism of k-algebras
(3.5.5) eHt ,c ∼−→ eHt ,g c .
Example 3.5.6. — If ξ ∈ k×, then we can see ξ as an automorphism of V (by scalar
multiplication) normalizing (and even centralizing) W . We then recover the auto-
morphism of eH inducing theZ-grading (up to a sign): if h ∈ eH, then ξh = bigrξ,ξ−1(h ). 
3.5.D. Compatibilities. — The automorphisms induced by k× × k× and those in-
duced by W ∧ commute. On the other hand, the groupN acts on the group W ∧ and
on the k-algebra eH. This induces an action of W ∧⋊N on eH preserving the bigrad-
ing, that is, commuting with the action of k× × k×. Given γ ∈ W ∧ and g ∈ N , we
will denote by γ⋊g the corresponding element of W ∧⋊N . We have a morphism of
groups
k××k×× (W ∧⋊N ) −→ Autk-alg(eH)
(ξ,ξ′,γ⋊ g ) 7−→ (h 7→ bigrξ,ξ′ ◦γ∗(g h )).
Given τ= (ξ,ξ′,γ⋊ g )∈ k××k×× (W ∧⋊N ) and h ∈ eH, we set
τh = bigrξ,ξ′
 
γ∗(
g h )

.
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The following lemma is immediate.
Lemma 3.5.7. — Let τ= (ξ,ξ′,γ⋊ g )∈ k××k×× (W ∧⋊N ). Then:
(a) τ stabilizes the subalgebras k[ eC ], k[V ], k[V ∗] and kW .
(b) τ preserves the bigrading.
(c) τfeu= ξξ′feu.
(d) τe = e if and only if γ= 1.
3.6. Special features of Coxeter groups
Assumption. In this section 3.6, we assume that W is a Coxeter
group, and we use the notation of §2.6.
By Proposition 2.6.1, there exists a non-degenerate symmetric bilinearW -invariant
form β :V ×V → k. We denote by σ :V ∼−→V ∗ the isomorphism induced by β : if y ,
y ′ ∈ V , then
〈y ,σ(y ′)〉=β (y , y ′).
The W -invariance of β implies that σ is an isomorphism of kW -modules and the
symmetry of β implies that
(3.6.1) 〈y , x 〉= 〈σ−1(x ),σ(y )〉
for all x ∈V ∗ and y ∈V . We denote byσT : Tk(V ⊕V ∗)→ Tk(V ⊕V ∗) the automorphism
of algebras induced by the automorphism of the vector space V ⊕ V ∗ defined by
(y , x ) 7→ (−σ−1(x ),σ(y )). It is W -invariant, hence extends to an automorphism of
Tk(V ⊕V ∗)⋊W , with trivial action on W . By extension of scalars, we get another
automorphism, still denoted byσT, of k[ eC ]⊗(Tk(V ⊕V ∗)⋊W ). It is easy to check that
σT induces an automorphism σeH of eH. We have proven the following proposition.
Proposition 3.6.2. — There exists a unique automorphism σeH of eH such that

σeH(y ) =σ(y ) if y ∈V ,
σeH(x ) =−σ−1(x ) if x ∈V ∗,
σeH(w ) =w if w ∈W ,
σeH(C ) = C if C ∈ eC ∗.
Proposition 3.6.3. — The following hold:
(a) σeH stabilizes the subalgebras k[ eC ] and kW and exchanges the subalgebras k[V ] and
k[V ∗].
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(b) If h ∈ eHN×N[i , j ], then σeH(h ) ∈ eHN×N[ j , i ].
(c) If h ∈ eHN[i ] (respectively h ∈ eHZ[i ]), then σeH(h ) ∈ eHN[i ] (respectively σeH(h ) ∈eHZ[−i ]).
(d) σeH commutes with the action of W ∧ on eH.
(e) If (t , c ) ∈ eC , then σeH induces an automorphism of eHt ,c , still denoted by σeH (or σeHt ,c
if necessary).
(f) σeH(feu) =−nT −feu.
Remark 3.6.4 (Action of GL2(k)). — Let ρ =

a b
c d

∈GL2(k). The k-linear map
V ⊕V ∗ −→ V ⊕V ∗
y ⊕ x 7−→ a y + bσ−1(x )⊕ cσ(y )+d x
is an automorphism of the kW -module V ⊕V ∗. It extends to an automorphism of
the k-algebra Tk(V ⊕V ∗)⋊W and to an automorphism ρT of k[ eC ]⊗ (Tk(V ⊕V ∗)⋊W )
by ρT(C ) = det(ρ)C for C ∈ eC ∗.
It is easy to check that ρT induces an automorphism ρeH of eH. Moreover, (ρρ′)eH =
ρeH ◦ρ′eH for all ρ, ρ′ ∈ GL2(k). So, we obtain an action of GL2(k) on eH. This action
preserves the N-grading eHN.
Finally, note that, for ρ =

0 −1
1 0

, we have ρeH = σeH and, if ρ =

ξ 0
0 ξ′

, then
ρeH = bigrξ,ξ′. Hence we have extended the action of k××k×× (W ∧⋊N ) to an action
of GL2(k)× (W ∧⋊N ). 
CHAPTER 4
CHEREDNIK ALGEBRAS AT t = 0
Notation. We put H = eH/T eH. The k-algebra H is called the
Cherednik algebra at t = 0.
4.1. Generalities
We gather here those properties that are immediate consequences of results dis-
cussed in Chapter 3. We also introduce some notations.
Let us rewrite the defining relations (3.1.2). The algebra H is the k[C ]-algebra
quotient of k[C ]⊗
 
Tk(V ⊕V ∗)⋊W

by the ideal generated by the following relations:
(4.1.1)


[x , x ′] = [y , y ′] = 0,
[y , x ] =
∑
s∈Ref(W )
(ǫ(s )−1) Cs
〈y ,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉
s ,
for x , x ′ ∈V ∗ and y , y ′ ∈V .
The PBW-decomposition (Theorem 3.1.5) takes the following form.
Theorem 4.1.2 (Etingof-Ginzburg). — The multiplication map gives an isomorphism of
k[C ]-modules
k[C ]⊗k[V ]⊗kW ⊗k[V ∗] ∼−→H.
Given c ∈ C , we denote by Cc the maximal ideal of k[C ] defined by Cc = { f ∈
k[C ] | f (c ) = 0}: it is the ideal generated by (Cs − cs )s∈Ref(W )/W . We set
Hc = (k[C ]/Cc )⊗k[C ]H=H/Cc H= eH0,c .
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The k-algebra Hc is the quotient of the k-algebra Tk(V ⊕V ∗)⋊W by the ideal gener-
ated by the following relations:
(4.1.3)


[x , x ′] = [y , y ′] = 0,
[y , x ] =
∑
s∈Ref(W )
(ǫ(s )−1) cs
〈y ,αs 〉 · 〈α∨s , x 〉
〈α∨
s
,αs 〉
s ,
for x , x ′ ∈V ∗ and y , y ′ ∈V .
Since T is bi-homogeneous, the k-algebra H inherits all the gradings, filtrations
of the algebra eH: we will use the obvious notation HN×N[i , j ], HN[i ], HZ[i ] and H¶ i
for the constructions obtained by quotient from eH. We will denote by eu the image
of feu in H. This is the generic Euler element of H. Note that
(4.1.4) eu ∈HN×N[1,1]⊂HZ[0]
The ideal generated by T is also stable by the action of k× × k× × (W ∧ ⋊N ), so H
inherits an action of k××k×× (W ∧⋊N ). The action of τ ∈ k××k×× (W ∧⋊N ) on h ∈H
is still denoted by τh . The following lemma is immediate from Lemma 3.5.7:
Lemma 4.1.5. — Let τ= (ξ,ξ′,γ⋊ g )∈ k××k×× (W ∧⋊N ). Then:
(a) τ stabilizes the subalgebras k[C ], k[V ], k[V ∗] and kW .
(b) τ stabilizes the bigrading.
(c) τeu= ξξ′ eu.
Theorem 3.4.3 implies the following result on the spherical algebra.
Theorem 4.1.6 (Etingof-Ginzburg). — Let C be a prime ideal of k[C ] and let H(C) =
H/CH. Then:
(a) The algebra e H(C)e is a finitely generated k-algebra without zero divisors.
(b) Left multiplication of H(C) on the projective module H(C)e induces an isomorphism
H(C)
∼−→ End(e H(C)e )opp(H(C)e )opp.
Let Hreg = k[C ]⊗k[ eC ] eHreg. Theorem 3.1.11 becomes the following result.
Theorem 4.1.7 (Etingof-Ginzburg). — There exists a unique isomorphism of k[C ]-algebras
Θ : Hreg
∼−→ k[C ]⊗ (k[V reg×V ∗]⋊W )
such that 

Θ(w ) =w for w ∈W ,
Θ(y ) = y −
∑
s∈Ref(W )
ǫ(s )Cs
〈y ,αs 〉
αs
s for y ∈ V ,
Θ(x ) = x for x ∈ V ∗.
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Given C a prime ideal of k[C ], the restriction of (k[C ]/C)⊗k[C ] Θ to (k[C ]/C)⊗k[C ]H is
injective.
4.2. Center
Notation. All along this book, we denote by Z = Z(H) the center of
H. Given c ∈C , we set Zc = Z /Cc Z . Let P denote the k[C ]-algebra
obtained by tensor product of algebras P = k[C ]⊗k[V ]W ⊗k[V ∗]W .
We identify P with a k[C ]-submodule of H via Theorem 4.1.2.
4.2.A. A subalgebra of Z . — The first fundamental result about the center Z of H
is the next one [EtGi, Proposition 4.15] (we follow [Gor1, Proposition 3.6] for the
proof).
Lemma 4.2.1. — P is a subalgebra of Z stable under the action of k××k×× (W ∧⋊N ). In
particular, it is (N×N)-graded.
Proof. — The subalgebra k[V ]W is central in H by Corollary 3.1.12. Dually, k[V ∗]W
is central as well. The stability property is clear.
Corollary 4.2.2. — The PBW-decomposition is an isomorphism of P -modules. In partic-
ular, we have isomorphisms of P -modules:
(a) H≃ k[C ]⊗k[V ]⊗kW ⊗k[V ∗].
(b) He ≃ k[C ]⊗k[V ]⊗k[V ∗].
(c) e He ≃ k[C ]⊗k[V ×V ∗]∆W .
Hence, H (respectively He , respectively e He ) is a free P -module of rank |W |3 (respectively
|W |2, respectively |W |).
The principal theme of this book is to study the algebra H, viewing it as a P -
algebra: given p is a prime ideal of P , we will be interested in the finite dimensional
kP (p)-algebra kP (p)⊗P H (splitting, simple modules, blocks, standard modules, de-
composition matrix...). Here, kP (p) is the fraction field of P /p, cf Appendix B.
Remark 4.2.3. — Let (bi )1 ¶ i ¶ |W | be a k[V ]W -basis of k[V ] and let (b ∗i )1 ¶ i ¶ |W | be a
k[V ∗]W -basis of k[V ∗]. Corollary 4.2.2 shows that (bi w b ∗j )1 ¶ i , j ¶ |W |
w∈W
is a P -basis of H
and that (bi b ∗j e )1 ¶ i , j ¶ |W | is a P -basis of He . 
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Set
P• = k[V ]
W ⊗k[V ∗]W .
If c ∈C , then
P• ≃ k[C ]/Cc ⊗k[C ] P = P /Cc P.
We deduce from Corollary 4.2.2 the next result:
Corollary 4.2.4. — We have isomorphisms of P•-modules:
(a) Hc ≃ k[V ]⊗kW ⊗k[V ∗].
(b) Hc e ≃ k[V ]⊗k[V ∗].
(c) e Hc e ≃ k[V ×V ∗]∆W .
In particular, Hc (respectively Hc e , respectively e Hc e ) is a free P•-module of rank |W |3
(respectively |W |2, respectively |W |).
4.2.B. Satake isomorphism. — It follows from Proposition 3.3.2 that
(4.2.5) eu∈ Z .
Given c ∈C , we denote by euc the image of eu in Hc .
The next structural theorem is a cornerstone of the representation theory of H.
Theorem 4.2.6 (Etingof-Ginzburg). — The morphism of algebras Z −→ e He , z 7→ z e
is an isomorphism of (N×N)-graded algebras. In particular, e He is commutative.
Proof. — Recall (Theorem 3.4.3) that the map πe : Z(H) → Z(e He ), z 7→ z e is an
isomorphism of algebras. Theorem 4.1.7 shows that Θ(e He ) = k[C ]⊗(e k[V reg×V ∗]W )
and Θ is injective, hence e He is commutative. The theorem follows.
Corollary 4.2.7. — Let C be a prime ideal of k[C ]. Let Z (C) = Z /CZ and P (C) = P /CP .
We have:
(a) Z (C) = Z(H(C)).
(b) The map Z (C)→ e H(C)e , z 7→ z e is an isomorphism.
(c) EndH(C)(H(C)e ) = Z (C) and EndZ (C)(H(C)e ) =H(C).
(d) H(C) = Z (C)⊕ e H(C)(1− e )⊕ (1− e )H(C)e ⊕ (1− e )H(C)(1− e ). In particular, Z (C) is
a direct summand of the Z (C)-module H(C).
(e) Z (C) is a free P (C)-module of rank |W |.
(f) If k[C ]/C is integrally closed, then Z (C) is an integrally closed domain.
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Proof. — Assertion (b) follows from Theorem 4.2.6. We deduce now (c) from Theo-
rem 4.1.6 and (e) from Corollary 4.2.2. We deduce also that Z (C)(1− e )∩Z (C) = 0. It
follows also that e H(C)e = Z (C)e , hence e H(C)e ⊂ Z (C)+H(C)(1− e ). The decomposi-
tion H(C) = e H(C)e ⊕ e H(C)(1− e )⊕ (1− e )H(C)e ⊕ (1− e )H(C)(1− e ) implies (d).
The canonical map Z (H(C))→ e H(C)e , z 7→ z e is injective since H(C) acts faithfully
on H(C)e by (c). Since Z (C) is a direct summand of H(C) contained in Z (H(C)), the
assertion (a) follows from (b).
The fact that Z (C) ≃ e H(C)e is an integrally domain closed follows from the fact
that gr (e H(C)e ) ≃ (k[C ]/C) ⊗ k[V × V ∗]∆W is an integrally closed domain (Lemma
A.2.2).
Example 4.2.8. — Recall (Example 3.1.7) that H0 = k[V ⊕V ∗]⋊W . It follows from
Proposition 3.1.1 and Corollary 4.2.7 (a) that Z0 = k[V ⊕V ∗]W = k[(V ⊕V ∗)/W ]. 
4.2.C. Morphism to the center of k[C ]W . — Let pbw : k[C ]⊗k[V ]⊗kW ⊗k[V ∗] ∼−→H
denote the isomorphism given by the PBW-decomposition (see Theorem 4.1.2) and
let ev0,0 : k[C ]⊗k[V ]⊗kW ⊗k[V ∗]→ k[C ]W denote the k[C ]-linear map defined by
ev0,0(a ⊗ f ⊗w ⊗ g ) = f (0)g (0)a w .
We then set
Ω
H = ev0,0 ◦pbw−1 : H−→ k[C ]W .
It is clearly a W -equivariant morphism of bigraded k[C ]-modules but it is not a
morphism of algebras (except if W = 1). Nevertheless, we have the following result:
Proposition 4.2.9. — If z ∈ Z and h ∈H, then ΩH(z ) ∈ Z(k[C ]W ) and
Ω
H(z h ) =ΩH(z )ΩH(h ).
Proof. — First, the fact that ΩH(z ) ∈ Z(k[C ]W ) follows from the W -equivariance of
Ω
H. Now, write pbw−1(z ) =
∑
i∈I ai ⊗ fi ⊗wi ⊗g i and pbw−1(h ) =
∑
j∈J a
′
j
⊗ f ′
j
⊗w ′
j
⊗g ′
j
.
We have
z h =
∑
j∈J
z a ′
j
f ′
j
w ′
j
g ′
j
=
∑
j∈J
a ′
j
f ′
j
z w ′
j
g ′
j
hence
pbw−1(z h ) =
∑
i∈I
j∈J
ai a
′
j
⊗ fi f ′j ⊗wi w ′j ⊗ w
′−1
j g i g
′
j
.
This proves that ΩH(z h ) =ΩH(z )ΩH(h ).
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Let Ω : Z → Z(k[C ]W ) denote the restriction of ΩH to Z . Since Ω respects the
bigrading and so respects the Z-grading, we have
(4.2.10) Ω(z ) = 0
if z ∈ Z is Z-homogeneous of non-zero Z-degree.
Corollary 4.2.11. — ThemapΩ : Z → Z(K[C ]W ) is a morphism of bigraded k[C ]-algebras.
If C is a prime ideal of k[C ] (resp. if c ∈ C ), the map Ω induces a morphism of
Z-graded algebras ΩC :Z (C)→ (k[C ]/C)⊗Z(kW ) (resp. ΩC :Zc → Z(kW )).
Remark 4.2.12. — By exchanging the roles of V and V ∗, one gets an isomorphism
pbw∗ : k[C ]⊗k[V ∗]⊗kW ⊗k[V ]→H coming from the PBW-decomposition and amap
ev∗
0,0
: k[C ]⊗ k[V ∗]⊗ kW ⊗ k[V ]→ k[C ]W obtained by evaluating at (0,0) ∈ V ∗ ×V .
One then gets another morphism of bigraded k[C ]-algebras
Ω
∗ :Z −→ Z(k[C ]W ).
It turns out that Ω 6= Ω∗. Indeed, if we still denote by ǫ the automorphism of the
k[C ]-algebra k[C ]W given by w 7→ ǫ(w )w , then it follows from Section 3.3 that
Ω(eu) =
∑
s∈Ref(W )
ǫ(s )Cs s =
ǫ
Ω
∗(eu).
We will see in Corollary 9.5.7 that
Ω(z ) = ǫΩ∗(z )
for all z ∈ Z . 
4.3. Localization
4.3.A. Localization on V reg. — Recall that
V reg = V \
⋃
H∈A
H = {v ∈ V | StabW (v ) = 1}.
Set P reg = k[C ]⊗k[V reg]W×k[V ∗]W and Z reg = P reg⊗P Z , so that Hreg = P reg⊗P H= Z reg⊗Z
H. Given s ∈ Ref(W ), let αW
s
=
∏
w∈W w (αs ) ∈ P , . The algebra P reg (respectively Z reg)
is the localization of P (respectively Z ) at the multiplicative subset (αW
s
)s∈Ref(W ). As
a consequence,
(4.3.1) αs is invertible in H
reg.
Corollary 4.3.2. — Θ restricts to an isomorphism of k[C ]-algebras Z reg
∼−→ k[C ]⊗k[V reg×
V ∗]W . In particular, Z reg is regular.
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Proof. — The first statement follows from the comparison between the centers of
Hreg and k[V reg ×V ∗]⋊W (Theorem 4.1.7). The second statement follows from the
fact that W acts freely on V reg×V ∗.
Given c ∈ C , let Z reg
c
denote the localization of Zc at P reg• = k[V
reg]W ⊗ k[V ∗]W .
Corollary 4.3.2 shows that
(4.3.3) Z reg
c
≃ k[V reg×V ∗]W is a regular ring.
4.3.B. Morita equivalences. — While Z and H are only related by a double en-
domorphism theorem, after restricting to a smooth open subset of Z , they become
Morita equivalent.
Proposition 4.3.4. — Let U be a multiplicative subset of Z such that Z [U −1] is regular.
Then H[U −1]e induces a Morita equivalence between the algebras H[U −1] and Z [U −1].
Proof. — Let m be a maximal ideal of Z such that Zm is regular. Let i be maximal
such that TorZ
i
(He ,Z /m) 6= 0. Given any finite length Z -module L with support m,
we have TorZ
i
(He ,L ) 6= 0.
Let n= P ∩m. We have TorZ∗ (He ,Z /nZ )≃ TorZ∗ (He ,Z ⊗P P /n)≃ TorP∗ (He ,P /n) since
Z is a free P -module (Corollary 4.2.7). Since He is a free P -module (Corollary 4.2.2),
it follows that TorZ
>0
(He ,Z /nZ ) = 0, hence TorZ
>0
(He , (Z /nZ )m) = 0. We deduce that
i = 0, hence (He )m is a free Zm-module.
We have shown that H[U −1]e is a projective Z [U −1]-module. The Morita equiva-
lence follows from Corollary 4.2.7.
Corollary 4.3.5. — The (Hreg,Z reg)-bimodule Hrege induces a Morita equivalence between
Hreg and Z reg.
Proof. — This follows from Proposition 4.3.4 and Corollary 4.3.2.
4.3.C. Fraction field. — Let K denote the fraction field of P and let KZ = K⊗P Z .
Since Z is a domain and is integral over P , it follows that
(4.3.6) KZ is the fraction field of Z .
In particular, KZ is a regular ring.
Theorem 4.3.7. — The K-algebras KH and KZ are Morita equivalent, the Morita equiva-
lence being induced by KHe . More precisely,
KH≃Mat|W |(KZ ).
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Proof. — Proposition 4.3.4 shows the Morita equivalence. Recall that He is a free
P -module of rank |W |2 and Z is a free P -module of rank |W | (Corollary 4.2.2). It
follows that KHe is a KZ -vector space of dimension |W |, whence the result.
4.4. Complements
4.4.A. Poisson structure. — The PBW-decomposition induces an isomorphism of
k-vector spaces k[T ]⊗H ∼−→ eH. Given h ∈H, let h˜ denote the image of 1⊗h ∈ k[T ]⊗H
in eH through this isomorphism. If z , z ′ ∈ Z , then [z , z ′] = 0, hence [z˜ , z˜ ′] ∈ T eH. We
denote by {z , z ′} the image of [z˜ , z˜ ′]/T ∈ eH in H = eH/T eH. It is easily checked that
{z , z ′} ∈ Z and that
(4.4.1) {−,−} :Z ×Z −→ Z
is a k[C ]-linear Poisson bracket. Given c ∈C , it induces a Poisson bracket
(4.4.2) {−,−} :Zc ×Zc −→Zc .
4.4.B. Additional filtrations. — Define a P -algebra filtration of H by
H´−1 = 0, H´0 = P [W ], H´1 =H´0+H´0V +H´0V ∗ and H´i =H´1H´i−1 for i ¾ 2.
Note that H´2N−1 6=H and H´2N =H.
Let V ′ be the kW -stable complement to V W in V . We have an injection of P -
modules P ⊗ (V ′∗⊕V ′)⊗k[W ] ,→H´1. It extends to a morphism of graded P -algebras
f : P ⊗ (k[V ′]co(W )⊗k[V ′∗]co(W ))⋊W → gr´H
where P and W are in degree 0 and V ′∗ and V ′ are in degree 1.
Proposition 4.4.3. — The morphism f is an isomorphism of graded P -algebras.
Proof. — This follows from the PBW decomposition (Corollary 4.2.2).
Let us define H˙ = eH⊗k[T ]  k[T ]/(T − 1), an algebra over k[ eC ]/(T − 1) (we identify
that ring with k[C ]). We define a k-algebra filtration of H˙
H˙Å−1 = 0, H˙Å0 = k[V ]⋊W , H˙Å1 = H˙Å0V + H˙Å0C ∗+ H˙Å0
and H˙Åi = (H˙Å1)i for i ¾ 2.
The canonical maps k[V ]⋊W → (grÅH˙)0 and V ⊕C ∗→ (grÅH˙)1 induce a morphism
of N-graded algebras g : H→ grÅH˙
The PBW decomposition (Theorem 3.1.5) shows the following result.
Proposition 4.4.4. — The morphism g is an isomorphism.
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Note that this proposition shows that eH is the Rees algebra of H˙ for this filtration.
4.4.C. Symmetrizing form. — Recall (Proposition 2.2.3) that we have symmetriz-
ing forms pN : k[V ]→ k[V ]W and p ∗N : k[V ∗]→ k[V ∗]W .
We define a P -linear map
τH : H= k[C ]⊗k[V ]⊗kW ⊗k[V ∗]−→ P
a ⊗ b ⊗w ⊗ c 7−→ aδ1w pN (b )p ∗N (c ).
Theorem 4.4.5 ([BrGoSt, Theorem 4.4]). — The form τH is symmetrizing for the P -algebra
H.
Proof. — We have an isomorphism
(gr´H)2N
∼−→ P
k[C ]⊗k[V ]⊗kW ⊗k[V ∗] ∋ a ⊗ b ⊗w ⊗ c 7−→ pN (b )⊗a w ⊗p ∗N (c )
Via the isomorphism of Proposition 4.4.3, the P -linear form on gr´H induced by τH
is given by
P ⊗ (k[V ]W ⊗k[V ∗]W )⋊W ∋ a ⊗ (b ⊗ c )⊗w 7→ aδ1w 〈pN (b ),pN (c )〉.
It follows from Lemma A.4.1 that this is a symmetrizing form.
Let L =V ′⊕V ′∗. We have S N+1(V ′)⊂ S (V ′)co(W )>0 ·S ¶ N−1(V ′) (and similarly with V ′∗),
hence
L 2N+1 ⊂ (S N+1(V ′)⊗S N (V ′∗))+ (S N (V ′)⊗S N+1(V ′∗))+H´2N−1 ⊂H´2N−1.
It follows from Lemma A.4.2 that τH is a trace. We deduce from Proposition A.4.3
that τH is symmetrizing.
Remark 4.4.6. — Note that while the identification k[V ]co(W )N
∼−→ k is not canonical,
there is a canonical choice of isomorphism k[V ]co(W )N ⊗k k[V ∗]co(W )N
∼−→ k obtained by
requiring 〈α∨
s
,αs 〉= 1 for all s ∈Ref(W ). This provides a canonical choice for τH. 
We denote by casH ∈ Z the central Casimir element of H (cf §A.4).
4.4.D. Hilbert series. — We compute here the bigraded Hilbert series of H, P , Z
and e He . First of all, note that
dimZ×Z
k
(k[C ]) =
1
(1− tu)|Ref(W )/W | ,
so that it becomes easy to deduce theHilbert series for H, using the PBW-decomposition:
(4.4.7) dimZ×Z
k
(H) =
|W |
(1− t)n (1−u)n (1− tu)|Ref(W )/W | .
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On the other hand, using the notation of Theorem 2.2.1, we get, thanks to (2.5.2),
(4.4.8) dimZ×Z
k
(P ) =
1
(1− tu)|Ref(W )/W |
n∏
i=1
(1− tdi )(1−udi )
.
Finally, note that the PBW-decomposition is a W -equivariant isomorphism of bi-
graded k[C ]-modules, from which we deduce that He ≃ k[C ]⊗ k[V ]⊗ k[V ∗] as bi-
graded kW -modules. So
(4.4.9) the bigraded k-vector spaces Z and k[C ]⊗k[V ×V ∗]∆W are isomorphic.
We deduce that dimZ×Z
k
(Z ) = dimZ×Z
k
(k[C ]) · dimZ×Z
k
(k[V × V ∗]∆W ). By (2.5.3) and
Proposition 2.5.10, we get
(4.4.10) dimZ×Z
k
(Z ) =
1
|W | (1− tu)|Ref(W )/W |
∑
w∈W
1
det(1−w t) det(1−w −1u)
and
(4.4.11) dimZ×Z
k
(Z ) =
∑
χ∈Irr(W )
fχ (t) fχ (u)
(1− tu)|Ref(W )/W |
n∏
i=1
(1− tdi )(1−udi )
.
Example 4.4.12. — Assume here that n = dimk(V ) = 1 and let d = |W |. Let y ∈ V \{0}
and x ∈ V ∗ with 〈y , x 〉= 1. Then P• = k[x d , y d ], eu0 = x y and it is easily checked that
Z0 = k[x
d , y d , x y ], that is, Z0 = P•[eu0]. We will prove here that
Z = P [eu].
Indeed, Irr(W ) = {ǫi | 0 ¶ i ¶ d − 1} and fǫi (t) = ti for 0 ¶ i ¶ d − 1. Consequently,
(4.4.11) implies that
dimZ×Z
k
(Z ) =
1+ (tu)+ · · ·+ (tu)d−1
(1− tu)d−1 (1− td ) (1−ud )
whereas, since P [eu] = P ⊕P eu⊕ · · ·⊕P eud−1 by Proposition 5.1.19, we have
dimZ×Z
k
(P [eu]) =
1+ (tu)+ · · ·+ (tu)d−1
(1− tu)d−1 (1− td ) (1−ud ) .
Hence, dimZ×Z
k
(P [eu]) = dimZ×Z
k
(Z ), so Z = P [eu]. 
In fact, it almost never happens that Z = P [eu], cf Proposition 5.1.24.
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4.5. Special features of Coxeter groups
Assumption. In this section §4.5, we assume that W is a Coxeter
group, and we use the notation of §2.6.
In relation with the aspects studied in this chapter, one of the features of the
situation is that the algebra H admits another automorphism σH, induced by the
isomorphism of W -modules σ : V
∼−→ V ∗. It is the reduction modulo T of the auto-
morphism σeH de eH defined in §3.6. Propositions 3.6.2 and 3.6.3 now become:
Proposition 4.5.1. — There exists a unique automorphism σH of H such that

σH(y ) =σ(y ) if y ∈V ,
σH(x ) =−σ−1(x ) if x ∈V ∗,
σH(w ) =w if w ∈W ,
σH(C ) = C if C ∈C ∗.
Proposition 4.5.2. — We have the following statements:
(a) σH stabilizes the subalgebras k[C ] and kW and exchanges the subalgebras k[V ] and
k[V ∗].
(b) Given h ∈HN×N[i , j ], we have σH(h ) ∈HN×N[ j , i ].
(c) Given h ∈ HN[i ] (respectively h ∈ HZ[i ]), we have σH(h ) ∈ HN[i ] (respectively h ∈
HZ[−i ]).
(d) σH commutes with the action of W
∧ on H.
(e) Given c ∈C , then σH induces an automorphism of Hc , still denoted by σH (or σHc if
necessary).
(f) σH(eu) =−eu.
Similarly, there exists an action of GL2(k) on H, which is obtained by reduction
modulo T of the action on eH defined in Remark 3.6.4.

PART II
THE EXTENSION Z /P
Important notation. All along this book, we fix a copy Q of the
P -algebra Z , as well as an isomorphism of P -algebras cop :Z
∼−→Q .
This means that P will be seen as a k-subalgebra of both Z and Q ,
but that Z and Q will be considered as different.
We then denote K = Frac(P ) and L = Frac(Q ) and we fix a
Galois closure M of the extension L/K. Set G = Gal(M/K) and
H = Gal(M/L). We denote by R the integral closure of P in M. We
then have P ⊂Q ⊂ R and, by Corollary 4.2.7, Q = R H and P = R G .
We will use the results of Appendix B.
Recall that KZ =K⊗P Z is the fraction field of Z (see (4.3.6)). We
still denote by cop : Frac(Z )
∼−→ L the extension of cop to the frac-
tion fields.
Let Z N×N, Z N and Z Z denote respectively the (N ×N)-grading,
the N-grading, the Z-grading induced by corresponding one of eH
(see §3.2, and the examples 3.2.2 et 3.2.1). Through the isomorphism
cop, we obtain gradings QN×N, QN and QZ on Q .
This Galois extension is the main object studied in this book: we shall be par-
ticularly interested in the inertia groups of prime ideals of R , and their links with
the representation theory of H. Throughout this part, we will use the results of
the Appendices B and C, which deal with generality about Galois theory, integral
extensions and gradings.
CHAPTER 5
GALOIS THEORY
5.1. Action of G on the set W
Since Q is a free P -module of rank |W |, the field extension L/K has degree |W |:
(5.1.1) [L : K] = |W |.
Recall that the fact that M is a Galois closure of L/K implies that
(5.1.2)
⋂
g∈G
g H = 1.
It follows from (5.1.1) that
(5.1.3) |G /H |= |W |.
This equality establishes a first link between the pair (G ,H ) and the group W . We
will now construct, using Galois theory, a bijection (depending on some choices)
between G /H and W .
5.1.A. Specialization. — We fix here c ∈C . Recall that Cc is the maximal ideal of
k[C ]whose elements are maps which vanish at c . We set
pc = Cc P and qc =Cc Q = pcQ .
Since P• = P /pc ≃ k[V ]W ⊗k[V ∗]W andQc =Q/qc are domains (see Corollary 4.2.7(f)),
we deduce that pc and qc are prime ideals of P and Q respectively. Fix a prime
ideal rc of R lying over pc and let Rc = R/rc . Now, let Dc (respectively Ic ) be the
decomposition (respectively inertia) group G D
rc
(respectively G I
rc
). Let
Kc = Frac(P•), Lc = Frac(Qc ) and Mc = Frac(Rc ).
In other words, Kc = kP (pc ), Lc = kQ (qc ) and Mc = kR (rc ).
Remark 5.1.4. — Here, the choice of the ideal rc is relevant. We will meet such
issues all along this book. 
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Since qc = pcQ is a prime ideal, we get that Υ −1(pc ) contains only one element
(here, qc ), so it follows from Proposition B.3.5 that
(5.1.5) G =H ·Dc =Dc ·H .
We also obtain thatQ is unramified at P at qc (by definition). Theorem B.2.6 implies
that Ic ⊂ H . Since Ic is normal in Dc , we deduce from (5.1.2) and (5.1.5) that Ic ⊂⋂
d∈Dc
d H =
⋂
g∈G
g H = 1, so that
(5.1.6) Ic = 1.
It follows now from Proposition B.3.10 that
(5.1.7) Mc is the Galois closure of the extension Lc /Kc .
Finally, by (5.1.6) and Theorem B.2.4, we get
(5.1.8) Gal(Mc /Kc ) =Dc and Gal(Mc /Lc ) =Dc ∩H .
We denote by copc : Zc → Qc the specialization of cop at c and we still denote by
copc : Frac(Zc )→ Lc the extension of copc to the fraction fields.
Remark 5.1.9. — In §5.1.B, wewill study the particular casewhere c = 0, and obtain
an explicit description of D0. However, obtaining an explicit description of Dc in
general seems to be very difficult, as it will be shown by the examples treated in
chapter 18 (case dimk(V ) = 1), see §18.5.C. 
5.1.B. Specialization at 0. — Recall that P0 = P• = k[V ]W ⊗ k[V ∗]W and Q0 ≃ Z0 =
Z(H0) ≃ k[V ×V ∗]∆W , where ∆ : W →W ×W , w 7→ (w ,w ) is the diagonal morphism.
So,
K0 = k(V ×V ∗)W ×W and L0 = k(V ×V ∗)∆W ,
On the other hand, the extension k(V ×V ∗)/K0 is Galois with group W ×W , whereas
the extension k(V × V ∗)/L0 is Galois with group ∆W . Since ∆Z(W ) is the biggest
normal subgroup of W ×W contained in ∆W , it follows from (5.1.7) that
M0 ≃ k(V ×V ∗)∆Z(W ).
