Two-tier massive multiple-input multiple-output (MIMO) systems achieve high sum spectral efficiency by simultaneously serving large numbers of users. However, as the number of service antennas and users tend to infinity, the performance is limited by directed inter-cell and intra-cell interferences. Handling these interferences are challenging due to the large channel dimensionality and the high complexity associated with implementing large precoding/combining matrices. Moreover, two-tier massive MIMO is computationally demanding, as the high antenna count results in high-dimensional matrix operations when conventional MIMO hybrid precoding is applied. In this paper, a manifold learning two-tier beamforming (MLTB) scheme is proposed to enable efficient and low-complexity operation in large scale dimensional MIMO systems. Users of multi-cell are clustered into several regions of user groups by manifold learning. Most of the high-dimensional channels are embedded in the low-dimensional subspace by manifold learning, while retaining the potential spatial correlation of the high-dimensional channels. The nonlinearity of high-dimensional channel is transformed into local linearity to achieve dimensionality reduction. Through proper user clustering, the beamformers are split into outer beamformers and inner beamformers. The outer beamformers can minimize inter-cell interference and the inner beamformers can minimize multi-user interference of intra-groups. The high signal to interference plus noise ratio (SINR) is achieved and the computational complexity is reduced by avoiding the conventional schemes to deal with high-dimensional channel parameters. Performance evaluations show that the proposed MLTB scheme can obtain near-optimal sum-rate and considerably higher energy efficiency than the conventional schemes.
Several research works of two-tier massive MIMO networks have been investigated. Two-layer massive MIMO is a promising solution for ultra-high-speed transmission [7] [8] [9] . Some researches consider that small cells are deployed on existing macro-cell, but they assume hypothesis of the location of small cells [10] . However, the stochastic geometric model of the wireless network is a method to plan the positional spatial uncertainty of the nodes [11] . On the other hand, some researchers study the impact of the introduction of small cells on the two-tier system, such as energy efficient, interference, resource allocation and other issues. In a two-tier network, full-area is covered by massive MIMO guarantees, while hotspots are served by small cells [12] .
A research of spatial interference was proposed to eliminate interference between small cells and macro cells [13] . A low-complexity interference coordination schemes are developed, for example, maximum ratio transmission (MRT), zero forcing (ZF) [14] , [15] . However, the computational complexity of signal detection and precoding is very high. A high directivity channel vector for macro-cell is studied by using Joint Spatial Division and Multiplexing (JSDM) [16] . It simultaneously provides spatial multiplexing to its own users as well as mitigates the inter-tier interference to the small cells. The interference coordination is designed by using the lower signal to interference plus noise ratio (SINR) of the macro user and the small cell user to eliminate the macro base station pair. The beamformers was concerned with improving the performance under constraints on the MBS power and the required quality of service (QoS) of the users [17] . Moreover, beamforming tailored for weak, strong, and medium cross-tier interference HetNets is proposed [18] . A research of spatial blanking was proposed massive-MIMO meets HetNet: interference coordination for spatial interference [19] . An interference coordination for 3-D (IC3-D) beamforming-based HetNet exploiting statistical channel-state information is proposed to solve the inter-layer interference [20] . In order to solve the inter-layer and intra-layer interference, a hybrid beamforming designs for massive MIMO millimeter-wave heterogeneous systems is proposed [21] . The need for hybrid beamformers is derived from hardware constraints. The two-tier interference of multiple adjacent base stations will lead to a sharp drop of user performance. Thus, it is particularly important to eliminate or suppress inter-cell and inter-user high-dimensional channels interference.
The dimensionality reduction methods of manifold learning are the recent research hotspot [22] [23] [24] . A Riemannian conjugate gradient manifold (RCGM) algorithm is proposed by viewing the feasible region of the constant envelope problem as a complex circle manifold [22] . The nonlinear least squares problem is solved with much lower complexity than both gradient descent and constant envelope optimization. A Riemannian vector perturbation manifold(RVPM) is explored by jointing design of two-timescale hybrid RF-baseband precoding with minimum-mean-square error for multi-user massive MIMO systems [23] .The RF eigen-beamformers are shown as an optimal solution for single-cluster transmission. A Riemannian trust-region Newton manifold(RTRNM) is proposed for the optimization beamforming in multi-cluster scenarios [24] . However, the global double-layer multi-user high-dimensional channels nonlinearity are not transformed into local linearity to achieve dimensionality reduction.
In this paper, a manifold learning two-tier beamforming (MLTB) scheme is proposed to enable efficient and low-complexity operation in large scale dimensional MIMO, where a large number of antennas are used in multiple low-dimensional manifolds. For massive MIMO, although the sum-rate can increase with more users, we will show that an excessively large number of users can result in a low SINR and a large outage probability, which is undesirable for carriers and customers. This motivates the outage probability analysis in this work. A clustered user geometry model is researched for some high-density hotspot scenarios of the cell. The high-dimensional channel vectors are efficiently operated by manifold learning two-tier beamformers. Most high-dimensional channels can be embedded in low-dimensional subspaces while retaining the geometric properties of the underlying channel manifold. Each user high-dimensional channels and its neighbor user high-dimensional channels are located in a linear or nearly linear local neighborhood of the manifold by manifold learning. A large number of antennas are used in multiple low-dimensional manifolds. The beamformers are split into minimizing inter-cell interference-based outer beamformer and an inner beamformer minimizing multi-user interference of intra-groups. The cluster model is proposed to users clustered into several regions of user groups. The two-tier beamformers in users clustering are mainly characterized by its distribution on multiple low-dimensional manifolds. The high SINR is achieved and the computational complexity is reduced by multiple low-dimensional manifolds. The proposed MLTB scheme not only reduces the computational complexity in Massive MIMO system, but also performs well in robustness.
The remainder of this paper is organized as follows. Section II introduces system model of two-tier networks, along with the association of user groups. We focus on dimensionality reduction based on multiuser high-dimension channel in Sections III, and Sections IV describes two-stage precoding algorithm based on channel dimensionality reduction. Some simulation results are provided in Section V. Finally, we conclude this paper in Section VI.
Notations: Scalars are denoted by unbold letters (a, b, . . .) or (A, B, · · ·), vectors by bold lower-case letters (a, b, . . .), matrices by bold upper-case letters (A, B, . . .). The operations (·) T , (·) H and (·) * represent the transpose, the Hermitian transpose and the conjugate. We use |·|, · F for absolute value, Frobenius norm. I is the identity matrix, I i denotes the ith column of the identity matrix I, C n×m and C n denote the set of n × m matrices and the set of n-dimensional column vectors with complex entries, respectively. R n×m and R n denote the set of n × m matrices and the set of n-dimensional column vectors with real number entries, respectively. ϒ {·} is the unitary after feature decomposition. diag(x) denotes the diagonal matrix with x on its diagonal.
II. SYSTEM MODEL AND DEFINITIONS
In this paper, the multi-cell massive MIMO system is considered, as shown in Fig. 1 . The coverage tier is composed of macro-cellular base station (MBS), where the MBS is equipped with massive MIMO to provide wide area coverage. The hotspot tier mainly consists of small cells within the coverage area of the MBS. Each MBS is equipped with a transmit In this paper, a multi-user clustered geometry model is considered by clustering into several regions of user groups. We assume the total number of user groups distributed in macro-cell area. Each user group is concentrated in a much smaller area than the coverage area of the macro cell. A onering channel model [25] is resulted between the BS and each user group. Therefore, users of the same group have a similar scattering environment. Users of the same group are independent of the instantaneous channel vectors of the MBS, and equally distributed. Users in the group have similar emission covariance matrices.
Assume that user group is at the angle of arrival (AOA) θ g and surrounded by a scatter ring with angular spread (AS) g . The correlation coefficient between MBS antennas (p, q) is given by: r g,p,q = r(θ g, g ) p,q = a g,0 2 g
where r g,p,q indicate the (p, q)th element of the matrix R g and D is the normalized distance between MIMO antennas. g ≈ arctan(c/s), s is the distance between the MBS and group g, c is the radius of the scattering ring. a g,0 is the path loss given by:
where d 0 is the cut-off distance, β is the exponent of path loss, d g,0 is the distance between the cluster center of the user group and the BS. In practice, the user group's position is randomly changed. We let F ≤ N u represent the number of small cells covering a user group. A collection of such user groups is denoted as . The remaining G = N u − F user groups are served directly by MBS, denoted by the set L. Small cell users in co-channel deployment may experience significant interference from MBSs and other SBSs, as shown in Fig.2 .
A. MACRO-CELL TIER
We assume that the total number of macro users K is divided into G user groups. There are K g users in each group g. The total number of users is G g=1 K g = K for g = 1, 2, · · ·, G. Let k g indicates the kth user in group g for k = 1, 2, · · · ,K g . P 0 is the transmist power by the MBS.
For the macro-cell subsystem, it is assumed that MBS serves macro-cell-tier G user groups. The received signal vector y g of user group g precoded is expressed as:
where f = 1, 2, . . . , F, H g,0 = [h 1 g ,0 , h 2 g ,0 , . . . , h K g g ,0 ] ∈ C N m ×K g indicates the channel matrix between MBS and user group g, the channel coefficient vector h k g ,0 between the MBS and a user k g following in [16] , i.e.,
where U g ∈ C N m ×T g is a tall unitary matrix comprising eigenvectors of the non-zero eigenvalues of R g . The elements g are the non-zero eigenvalues of R g , of dimension T g × T g , where T g is the rank of R g . ς k g is a complex random vector of size T g × 1. Similar to [16] , [19] , [25] , according to the one-ring channel model,R k g = E{h k g ,0 (h k g ,0 ) H } is channel covariance matrix of the kth user in the group g. Users in the same group have the similar transmit covariance matrix, hence,
is the channel matrix between users in group g served by MBS and f th SBS. M f and d f are the precoding matrix and transmitted data symbols vector by the f th SBS, respectively, z g is the additive white Gaussian noise, with i.i.d. components
to the small cells tier.
B. SMALL CELL TIER
There areK f (f = 1, 2 . . . , F) users in the f th SBS. P f is the f th SBS transmit power. The received signal y f between the f th SBS and group f , is expressed as:
where
. , hK f f ,f ] is the channel matrix between users of group f and the f th SBS, H f ,0 ∈ C N m ×K f is interference channel from the MBS to group f , M f and d f are precoding matrix and the transmit data symbols of users in group f served by the f th SBS, respectively. z f is the additive white Gaussian noise.
III. EXISTING MANIFOLD LEARNING SCHEMES
Manifold learning is a low-dimensional(ld)manifold structure extracted from high-dimensional(hd) data. If the data set in a high-dimensional space is
where (ld) (hd). Massive MIMO channel dimensionality reduction can be found in low-dimensional manifold structure of manifold learning. Existing manifold learning methods [26] include isomap, local linear embedding (LLE), laplacian eigenmap (LE), local preservation projection (LPP), and so on.
LLE algorithm is a non-linear method which pays attention to the characteristics of the correlation between sample data. LLE method is based on the linear relationship between points in the local region. The high-dimensional spatial information is extracted into high-dimensional feature information. LE algorithm uses the weighted distance between two points as the kernel function to obtain the corresponding dimension reduction results. LPP algorithm preserves the local manifold structure of data sets.
IV. OUR PROPOSED MLTB SCHEME A. MANIFOLD LEARNING FOR USERS CLUSTER
Macro users are clustered by the improved K-means algorithm of the MLTB scheme based on the maximum-minimum distance method. Because the macro users are divided into G groups, and the number of users in group g is K g . The signal transmitted by the MBS to the users in group is given by formula (3). The received signal at the ith user of the gth group (denoted as i g ) can be expressed as:
where i = 1, 2, . . . , K g , h H i g ,0 M i g d i g is the useful signal of the i g th user, and
are additional inter-group interference and inter-tier interference due to the tier-2 small cells. As the number of antennas and users increases, precoding matrices require high computational complexity. Manifold learning can reduce the dimensionality of high-dimensional data [25] . The basic steps of LLE algorithm show that the linear combination relationship can only play a role near the neighborhood [27] . The basic steps of LLE algorithm are illustrated in Fig. 3 . After user clustering in the macro-cell tier, the channel correlation of users in the same group is the strongest. According to the formula (7), the received signals of the K g th user in the group g can be expressed as in (8) , shown at the bottom of this page.
Because the signal of any user of the same group can be approximated by the approximate linear combination of other nearby K g − 1 user of gth group, it can be expressed as:
where ∂ 1j (j ∈ {2, . . . , K g }) is the user weight coefficient of the ith user of the gth group receiving interference between other users. The high-dimensional receive data can be embedded in subspaces while retaining the geometric properties of the underlying channel manifold. The high-dimensional receive data in the neighborhood can be represented by its neighbor user high-dimensional receive data by ∂ 1j . When the low-dimensional receive data manifold are reconstructed, the user receive data maintain the same local neighbor relationship in the corresponding intrinsic
VOLUME 8, 2020 low-dimensional space. So that the high-dimensional receive data can be mapped to the globally unique low-dimensional coordinate system. Finally, the global double-layer multi-user high-dimensional receive data nonlinearity is transformed into local linearity to achieve dimensionality reduction . Bring the equation (8) into the equation (9), the following results can be obtained in (10) , shown at the bottom of this page. Then the formula (10) is simplified as shown in (11) , shown at the bottom of this page.
The intra-group, inter-group, and inter-layer interferences existing in the formula (11) can be eliminated by the JSDM scheme and inter-layer interference coordination strategy adopted [16] . At this time, equation (11) can be expressed as:
For analytical simplicity, the channel coefficients between the ith user of the gth group, h i in the formula (12) can be generalized as:
In order to calculate the reconstruction channel weight coefficient w ij between the ith user and its adjacent users, the linear combination effect is optimal. Each user high-dimensional channels h i and its neighbor user high-dimensional channels h K g are located in a linear or nearly linear local neighborhood of the manifold by manifold learning. The high-dimensional channels h i in the neighborhood can be represented by its neighbor user high-dimensional channels h K g . When the low-dimensional channels manifold are reconstructed, the user channels maintain the same local neighbor relationship in the corresponding intrinsic low-dimensional space. The objective function must be constructed and the error value of the (13) is minimized:
where w ij is the channel correlation coefficient between the user i and its neighbors j. From the constraint conditions,
{0 < w ij , w ik < 1|j, k ∈ K g } are any two weight coefficients.
Therefore, the constraint set of the weight coefficient is a convex. If the objective function ε(w) satisfies the properties of convex function, the constraint condition is a convex set. In order to achieve dimensionality reduction, the data of the high-dimensional space can be mapped to a lower-dimensional space by using the LLE method. Proof: Assuming any two points on the set w i1 , w i2 , then
Therefore, the objective function (14) is a convex under the constraint condition. In this case, the solution of the reconstruction weight coefficient w ij can be transformed into a convex optimization problem, that is, the solution of the least square problem under two constraints. Assuming that the channel coefficients h i , h j , h k are all known, a local covariance matrixR i,j,k is constructed:
Combined with the constraint j∈K g w ij = 1, the minimum matrix problem of the objective function is solved. At this time, w ij has a closed solution, which is expressed as:
After the LLE dimensionality reduction method, the projection in the low-dimensional space of the input channel vector h i of a user i in the group ish i . And h j , h k the corresponding projections areh j ,h k , respectively.h i can be reconstructed by the linear combination approximation:
Therefore, the low-dimensional space representationh i corresponding to h i can be solved by the following kernel function:
where w i denotes the ith column of the matrix W , of dimension K g × K g is given by:
The output matrixh in formula (19) is composed of all the column vectorsh i . Define B = (I − W )(I − W ) T . So that, let λ 1 , λ 2 , . . . , λ K g be the non-zero eigenvalues of the matrix For the selection of the number of neighbors K g , the optimal value should maximize the correlation of the user's channel characteristics. User grouping is based on the degree of correlation of user characteristics. And the criteria of measuring the similarity degree between users are the distance function and the similarity coefficient function. The similarity degree is expressed as follows:
where U k is eigenvectors matrix of R k , i.e.,, R k = U k k U H k and V g is eigenvectors matrix of the group center R g . Based on the maximum and minimum distances and the weighted likelihood similarity criterion, an improved k-means clustering algorithm is proposed. The algorithm steps are as follows:
Input: the total number K and user groups G 1: Find out the two most distant U i and U j , and use them as the central point of the initial user group, i.e., V
The number of the user groups is g = 2; 2: According to Euclidean distance criterion S deg (U k ,
, all users are clustered into g user groups;
3: In the g user group that completed the clustering, the weakest similar point (i.e., the point with the largest distance) is found in each user group, and g user groups are obtained. Then we calculate the sum distance S (j) deg between the user j(j = 1, 2, . . . , g) and the center point V (0) i (i = 1, 2, . . . , g) of each user group in turn.
Then the maximum value among S
deg . All users into (g+1) are redivided into different user groups;
4: When the current number of user groups g = g + 1 ≥ G is true, perform the 5; otherwise repeat 3;
is computed, and each user is assigned to the user group with the largest similarity coefficient; After dimension is reduced by LLE algorithm, the formula (6) is restated as:
where i = 1, 2, . . . ,K g ,K g is the number of users in group g. h H i g ,0 is the user channel vector after dimension reduction, which can be solved according to (19) .M i g represents precoding matrix based on the reduced dimension channel matrix.
B. TWO-STAGE PRECODING
In order to reduce the CSI and complexity of the feedback overhead requirements, massive MIMO spatial gain can be obtained by the proposed two-stage precoding of the MLTB scheme. Two-stage precoding matrix is studied for each user group based on the low-dimensional channel matrix obtained [28] , [29] . Precoding is conducted as a multiplication of two matrices, i.e., M = M 1 · M 2 . The beamforming matrix M 1 depends on the channel second-order statistics. M 1 converts the channel matrix to block diagonalization to eliminate interference from different user groups. M 2 is the precoding matrix, which can be used to eliminate the intra-group interference based on the equivalent spatial channel matrix produced by the beamforming stage.
The received signal vector y g of user group g in the macro-cell can be expressed as.
To obtain (27) , the signal space ofM 1,g is mapped to the channel null space of all remaining user groups g , namely: (28) where channel covariance matrix is R g = E[H gH H g ] of group g. U * g is a matrix comprising dominant eigenvectors corresponding to the T * g < T g dominant eigenvalues of R g . U * f ,0 is the dominant eigenspaces of the corresponding channel covariance matrix R f ,0 . R f ,0 is the covariance matrix of the channels between the MBS and the SBS antenna array. The idea of formula (28) is to design the pre-beamforming matrix to concentrating the macro-cell transmission energy in the specific direction. The inter-tier interference is reduced to the small cells by leaving slots in the spatial domain (in contrast to the eICIC method).
In order to realize (27) and (28), based on the approach of block diagonalization [30] , we define a matrix of eigenmodes of equivalent interference channel covariance for group as follows:
where E g is rank T * g × (G − 1). For the SVD of E g , let L g w k g . And the equivalent channel covariance matrixR g is given by:
Then the SVD of (28) is carried out. LetŨ g contains the dominant T * g eigenmodes ofR g . Eventually the pre-beamforming matrixM 1,g is given by:
For the precoding matrixM 2,g , the pseudo-inverse of the matrix is usually used to eliminate intra-group interference. Using the equivalent channel matrixM H 1,gH g of the gth group, the ZF matrixM 2,g of the gth group can be expressed as:
where λ g is a normalization factor to satisfy the power constraint:
After the two-stage precoding processing, according to (31) and (32), the received signal vector y g of the gth user group in the macro-cell can be approximately expressed as:
Therefore, the SINR for a user k g in the macro-cell is given by:
wherehK gg ,0 ,M 1,g ,M 2,k g are given by the formulas (19), (31), (32). Hence, the average user throughput is given by SUM k g = log 2 (1 + SINR mc k g ,0 ). For the small cell tier, it has been proved that the channel correlation between the small cell users. And its nearby macro users are much larger than that of the non-adjacent groups. The interference intensity is the same. Therefore, the interference caused by remote user groups to small cell users is negligible. The pre-beamforming matrix on the macro-cell can reduce the inter-tier interference to the small cells from (30) . Therefore, the SINR of the kth user in the group f is expressed as:
The average user throughput of small cell is given by SUM k f = log 2 (1+SINR sc k f ,f ). The capacity of massive MIMO two-tier system can be expressed as
V. SIMULATION RESULTS
Simulation results are presented in this section that serve to demonstrate the performance of the MLTB scheme for massive MIMO systems proposed in previous sections. We compare our proposed solution with some existing solutions i.e., [3] and [30] . The basic simulation parameters are as follows. We adopt the commonly used clustered users geometric channel model as defined in (2) to realize the practical frequency-selective wideband channel for 120 users. The proposed precoding of the MLTB scheme is evaluated by simulations. The carrier frequency is 5 GHz. The number of paths is set as 8. The cell radius is considered to be 500 meters and the UTs are randomly and uniformly distributed in the cell excluding an inner circle of radius 35 meters. We consider the number of MBS antennas N m = 128. The transmit power of macro-cell P 0 = 40dBm and small cells are set to P 0 = 40dBm and P 1 = 25dBm, respectively. Assume that user group is at AOA θ g ∈ (−60 • , 60 • ) and surrounded by a scatter ring with (AS) g ∈ (5 • 15 • ). Default parameters used to set-up the simulation scenarios under evaluation in the following subsections are summarized in Table 1 . As shown in Fig. 4 , we compare the average sum rate for the proposed MLTB scheme, the ZF precoding, MRT precoding, IC3-D beamforming, hybrid beamforming, RCGM, and RVPM schemes with different numbers of users. It is observed from Fig. 4 that the proposed MLTB scheme outperforms the other schemes. This is mainly because as users increases, the performance of the other schemes is limited by the resolution of the multi-user high-dimensional channels nonlinearity. The MLTB scheme can better eliminate group-based intra-group and inter-group interferences. The average sum rate of massive MIMO two-tier systems is improved by user clustering.
In order to analyze the effect of the number of dominant eigenvalues each group on the system performance with the proposed algorithm, we set the number of users to K = 90 uniformly distributed in the macrocel. Distance between the MBS and the group center g is s ∈ (20m, 100m).The normalized spacing D between elements is 0.5. Cut-off distance d 0 is 100m and path loss coefficient β is 3. The user channel covariance matrix r g,p,q is obtained according to (1) and (2) . Fig. 5 shows the cumulative distribution function (CDF) of the non-zero eigenvalues of the covariance matrix. Thus, the eigenvalues are sparse. The dimension of the beamforming matrix can be determined by selecting the number of effective eigenvalues. Here, we select T g * = 12, G = 8, and fix S g = 6 for each group, so that the total number of users being served is S = GS g = 48, and set a g = 10. In order to compare the performance of the MLTB scheme total capacity with channel state information, Fig. 6 shows the influence of dominant eigen values with T g * = 13 and T g * = 20 on the system sum rate. When T g * increases, the sum rate in the macro-cell tier system grows. The interference between users is mainly as intra-group interference.
The beamforming matrixM 1,g designed by block diagonalization method with PGP is related to dominant eigenvalue. It is worth noting that the proposed MLTB scheme performs better than the ZF precoding, hybrid beamforming and RCGM schemes. The proposed MLTB scheme is split into minimizing inter-cell interference-based outer beamformer and an inner beamformer minimizing multi-user interference of intra-groups. The high-dimensional channels vectors are efficiently operated by the proposed MLTB scheme with manifold learning two-tier beamformers. Fig. 7 shows the effect of signal-to-noise ratio (SNR) on the system average spectral efficiency (SE) is given with increasing cell edge SNR. Fig. 8 presents the average SE for different numbers of MBS antennas. It can be observed that the proposed MLTB scheme provides a significantly higher average SE than the the ZF precoding, MRT precoding, IC3-D beamforming, hybrid beamforming, RCGM, and RVPM schemes. From Fig. 7 , we find that each user high-dimensional channels and its neighbor user high-dimensional channels are located in a linear or nearly linear local neighborhood by the proposed MLTB scheme with manifold learning. The clustered user geometry model is researched for some high-density hotspot scenarios of the cell. From Fig. 8 , the proposed MLTB scheme enables efficient and low-complexity operation in large scale dimensional MIMO, where a large number of antennas are used in multiple low-dimensional manifolds.
A MLTB scheme is proposed to enable efficient and low-complexity operation in large scale dimensional MIMO, where a large number of antennas are used in multiple low-dimensional manifolds. For the MBS of massive MIMO, LLE is used to obtain low-dimensional channel matrix. Then two-stage beamformers are studied for the transmitted signal based on the low-dimensional channel matrix. The pre-beamforming matrix makes the signal space of equivalent user channel matrix mapped into the null space of all remaining user groups. Two-tier beamforming can reduce the inter-tier interference to the small cells located in other directions by leaving slots in the spatial domain. The simulation results show that the proposed techniques not only reduce the computational complexity in Massive MIMO system, but also perform well in robustness.
In the future, the proposed MLTB algorithm considers the spatial correlation of the channel. The time correlation of the channel is considered in future work. The proposed algorithm studies uniformly distributed users, while the actual user distribution has a uniformly distributed scenario. These questions will be further studied by us. 
