Abstract-This paper presents an integrated bandwidth adaptation scheme for multimedia wireless networks using application utility functions. With the proposed scheme, each call in the network is assigned a utility function according to its adaptive characteristics. Depending on the network load the allocated bandwidth of ongoing calls are upgraded or degraded dynamically so that the achieved utility of the network is maximized. Appropriate call admission control and bandwidth reservation policies are also incorporated into the scheme to provide QoS guarantees to the new and handoff calls, respectively. Extensive simulation experiments have been conducted to evaluate the connection-level performance of the proposed scheme. Results show that our bandwidth adaptation scheme is effective in both increasing the utility and bandwidth utilization of wireless networks while keeping the call blocking and handoff dropping probabilities substantially low.
I. INTRODUCTION
In recent years, there has been an explosive demand for multi-class traffic (voice, video, and data), especially bandwidth-intensive multimedia traffic in wireless networks. Different classes of traffic over networks require various amounts of bandwidth and it is important to provide QoS guarantees to the multi-class traffic according to their bandwidth needs. QoS provisioning has been extensively studied for wireline networks; however, due to the diverse application QoS requirements and the scarcity of wireless link bandwidth, the QoS issues in wireless networks are much more challenging than their wired counterpart. Thus efficient resource management becomes a key factor in enhancing the system performance of wireless networks.
Bandwidth adaptation is one of the most promising methods to provide QoS guarantees in wireless networks. In the traditional non-adaptive network environment, once a call is admitted its allocated bandwidth is fixed throughout its lifetime; when a new or handoff call requests a certain amount of bandwidth, the network rejects the call if there is no sufficient bandwidth available. However with adaptive bandwidth allocation, when a new or handoff call arrives to a congested network the allocated bandwidth of ongoing calls can be degraded to smaller values to accept the new or handoff call; thereby reducing call blocking and handoff dropping probabilities. On the other hand, when an ongoing call is terminated due to its completion or outgoing handoff, the released bandwidth can be used to increase the network bandwidth utilization by upgrading other ongoing calls which have not received their maximum bandwidth requirements.
A. Related Work
The concept of bandwidth adaptation was originally introduced in wired networks to overcome the problem of network congestion. More recently, some adaptive bandwidth management and QoS provisioning schemes for wireless networks have been reported in the literature [1, 3 -6, 8 -10] . Oliveira et al. [9] propose an admission control scheme based on adaptive bandwidth reservation to provide QoS guarantees for multimedia traffic in high-speed wireless cellular networks. The proposed scheme allocates bandwidth to a call in the cell where there is a new or handoff request and reserves bandwidth dynamically in all neighbouring cells according to the network conditions. Bandwidth reservation in all neighbouring cells guarantees QoS; however, it often results in underutilization of resources as the mobile user hands off to only one of the cells. Moreover the allocated bandwidth of the call is fixed during the stay in a cell and it can be changed only at a handoff. In the work of El-Kadi et al. [5] , an effective rate-based borrowing scheme (RBBS) is provided for multimedia wireless networks. In the case of insufficient bandwidth, in order not to deny service to requesting calls, bandwidth can be borrowed on a temporary basis from existing calls to accept the new or handoff call. Although the scheme is adaptive, it does not include a quantitative measure (e.g. QoS satisfaction or revenue curve) to reflect the importance of different calls. In [1] , Bharghavan et al. present the TIMELY adaptive resource management architecture and algorithms for resource reservation and adaptation in mobile computing environments. The architecture has four layers -link, reservation, adaptation and transport -all of which perform resource adaptation in a coordinated manner to solve the problems introduced by scarce and dynamic network resources. A revenue model for resource usage is introduced and a weighted version of the max-min fair rate adaptation algorithm is proposed to distribute resources among the adaptable flows in order to maximize revenue increase. However, the multi-layer feature has made the bandwidth adaptation work at the expense of high message overhead. Curescu et al. [4] introduces a utilitymaximization bandwidth allocation scheme. Interestingly, the scheme takes into account the age of the connections to reflect the sensitivity of the connections to the bandwidth reallocation by assuming that the duration of every connection can be estimated. However, the feasibility of estimating connection duration is doubtful in real-time wireless network environments since the connection duration is updated dynamically with bandwidth re-allocation. Another bandwidth adaptation scheme using quantitative QoS measure can be found in [10] . A revenue-based model is used to describe the bandwidth degradation process for both real-time and nonreal-time traffic and an effective algorithm has been proposed to maximize the total network revenue. The scheme gives handoff calls higher priorities over new calls to provide them QoS guarantees. However, it does not reserve bandwidth for real-time handoff calls thus it risks an inability of meeting their QoS requirements when the network is heavily overloaded since real-time connections are sensitive to delays and the lack of bandwidth during handoff can cause them to be dropped.
B. Our Contributions
In this paper, we present an integrated bandwidth adaptation scheme for multimedia wireless networks using application utility functions. The objective of our scheme is to strike the balance among multiple connection-level QoS requirements of multimedia wireless networks under the constraints of limited and varying bandwidth resources. Within the proposed scheme, a call admission control policy is provided for the new calls, a bandwidth adaptation algorithm is proposed for the connected calls to maximize the network utility, and a bandwidth reservation mechanism is applied for real-time handoff calls to prevent them from being dropped.
Moreover, even though the revenue/utility function has been applied for the bandwidth allocation problems in [1, 3, 4, 6, 8, 10] , none of these schemes provide explicit formulation of utility functions to capture the adaptive nature of the application. For example, reference [10] adopts the Sigmoid functions, reference [6] uses the linear and convex functions and reference [4] assigns utility functions using subjective values from the authors' experiments. This paper classifies the traffic into different classes and formulates the utility function for each traffic class according to their adaptive characteristics.
The rest of the paper is organized as follows. Section II describes the utility-based adaptive traffic model including the concept of utility function and the characteristics of the traffic classes used in our study. In Section III we give a detailed description and formulation of the bandwidth adaptation problem and propose a utility-maximization bandwidth adaptation algorithm. Section IV introduces the new call admission and handoff call management mechanisms. The simulation model and numerical results are presented in Section V. Finally Section VI gives the concluding remarks.
II. UTILITY-BASED ADAPTIVE TRAFFIC MODELING

A. The Concept of Utility Function
Utility was originally used in economics and has been brought into networking research in recent years [3, 4, 8, 11, 12] . It represents the "level of satisfaction" of a user or the performance of an application. A utility function here is a curve mapping bandwidth received by the application to its performance as perceived by the user. It is monotonically nondecreasing; in other words, more bandwidth allocation should not lead to degraded application performance. The key advantage of the utility function is that it can inherently reflect the user's QoS requirements and quantify the adaptability of the application. The shape of the utility function varies according to the adaptive characteristics of the application. In this paper, the traffic offered to the network is assumed to belong to two classes:
B. Traffic Classes and Their Utility Functions
• Class I -real-time multimedia traffic, and
• Class II -non-real-time data traffic.
Class I traffic can be further classified into two subclasseshard real-time multimedia traffic and adaptive multimedia traffic.
Hard real-time multimedia traffic refers to the multimedia applications with stringent bandwidth requirements. A call belonging to this traffic class requires strict end-to-end performance guarantees and does not show any adaptive properties. It is not allowed to enter the network if the minimum bandwidth requirement cannot be met. Once accepted, the bandwidth is fixed during the call's lifetime; more bandwidth allocation will not lead to performance enhancement while any bandwidth degradation will cause the QoS (utility) to drop to zero. Examples include audio/video phone, video conference and telemedicine [9, 11] . We use the following utility function to model hard real-time multimedia traffic: min min 1, when ( ) 0, when
where min b is the minimum bandwidth requirement. The general shape of the hard real-time multimedia traffic utility function is depicted in Fig. 1 
(a).
Adaptive multimedia traffic refers to multimedia applications that can adapt to various network loads. In case of congestion, they can gracefully adjust their transmission rates such that the QoS received by end-users is still acceptable. However, this type of traffic requires the network to provide a minimum level of performance guarantees; if the bandwidth is reduced below some threshold the quality becomes unacceptable. Typical examples are interactive multimedia services and video on demand [9, 11] . We use the following utility function to model adaptive multimedia traffic:
where 1 k and 2 k are tunable parameters which determine the shape of the utility function and ensure that when the maximum requested bandwidth is received, 1 ≈ u . The similar utility function has also been used to model adaptive multimedia traffic in [2, 11] . The utility function of adaptive multimedia traffic takes the shape like Fig. 1 
(b).
Class II traffic refers to the data applications which are rather tolerant of delays. In case of congestion, it is acceptable to buffer non-real-time data at a network node (such as a base station) and transmit them at a slower rate. For Class II traffic, it is assumed that there is no minimum required bandwidth since it can tolerate relatively large delays. Examples are email, paging/fax, file transfer/retrieval, and remote login [9, 11] . We use the following utility function to model Class II traffic [2, 11] :
where k is a tunable parameter which determines the shape of the utility function and ensures that when the maximum requested bandwidth is received, 1 ≈ u . The utility function of non-real-time data traffic is shown in Fig. 1 (c) .
C. Adaptive Traffic Model
Adaptive multimedia can be classified into discrete adaptive multimedia and continuous adaptive multimedia. In discrete adaptive multimedia, the bandwidth takes on a set of discrete values in approaches such as layered coding (or hierarchical coding) [16, 17] , whereas in continuous adaptive multimedia, the bandwidth takes on continuous values [18, 19] . Discrete adaptive multimedia is a subset of continuous adaptive multimedia; therefore in this paper we only consider continuous adaptive multimedia. Our multimedia wireless network model consists of real-time multimedia traffic and non-real-time data traffic. Each call in the network is assigned a utility function according to the adaptive characteristics of its traffic class. To keep the traffic model simple, we quantize each utility function into linear piece-wise segments by dividing its utility range into a fixed number of equal intervals. Assume that the utility function of the -th i ongoing call is ( ) i i u b , after quantization it becomes a linear piece-wise function represented by a set of < bandwidth, utility > points:
where i K is the maximum < bandwidth, utility > level and 
With adaptive bandwidth allocation paradigm, the allocated bandwidth of an ongoing call can be dynamically changed in the set of 
III. BANDWIDTH ADAPTATION
A. Problem Formulation
In our wireless network model, bandwidth adaptation is performed based on each individual cell with fixed bandwidth capacity B . It can be decomposed into two processesbandwidth upgrades and bandwidth degrades. Bandwidth upgrades are triggered by call departure events and bandwidth degrades are triggered by call arrival events. Call departure events include call completion events (a call within the cell terminates) and outgoing handoff events (a call leaves its current cell). Call arrival events include new call arrival events (a new call is generated within the cell) and incoming handoff events (a handoff call arrives to the cell).
A.1 Bandwidth Upgrades
Assume that in an overloaded cell, when a call is terminated or handed off to another cell, there are n ongoing calls that have not received their maximum bandwidth. The released bandwidth (denoted by β ) can be utilized to upgrade these ongoing calls. Denote the utility function of the -th i ongoing call as ( ) for the new or handoff call to maximize the utility sum of all calls subject to bandwidth constraints, i.e. 
B. Our Proposed Utility-Maximization Algorithm
The objective of bandwidth upgrades and bandwidth degrades is to maximize the utility sum of n and 1 + n utility functions respectively subject to bandwidth constraints.
Without loss of generality, we propose an algorithm to maximize the total utility of n utility functions. Finding optimal solutions for such a problem is NP-hard and has exponential time complexity [7] . Since bandwidth adaptation should be performed in real time to support the frequent resource fluctuations in wireless networks, we design an efficient search-tree based algorithm to obtain near-optimal solutions. The algorithm can be formulated by a tree as illustrated in Fig. 2 . The linear piece-wise utility function of each call is represented by a branch in the tree and the <bandwidth, utility> points of each utility function are represented by the nodes in the branch. The nodes of each branch are laid out downwards to reflect the bandwidth allocation order i.e. the second <bandwidth, utility> point of a utility function is connected to the first <bandwidth, utility> point and so on. The tree contains n branches and the number of branches is the same as the number of utility functions. Each branch (utility function) is associated with ten variables , Table I ). The algorithm allocates the bandwidth in a greedy fashion based on the concept of utility generation ratio, i.e. giving priority to the <bandwidth, utility> points with higher utility generation ratio. The utility generation ratio r is calculated by dividing the utility increase by bandwidth increase between two <bandwidth, utility> points. The pseudo-code of the algorithm is as follows: In
Step (1), the algorithm initializes the associated variables and calculates the current utility generation ratio , . The above process is repeated until every node of the branch has been investigated and the node with the maximum utility generation ratio is the next possible bandwidth allocation node in its corresponding branch.
Step (3) Subsequently, for the selected branch, it has the same current and next possible bandwidth allocation. Therefore, in
Step (5) the algorithm updates the next possible bandwidth allocation for this branch using the approach stated in Step (2). After finding the next possible bandwidth allocation for this branch, the algorithm goes back to Step (3) to execute the above procedure repeatedly until there is no sufficient bandwidth available (we assume that the total available bandwidth B cannot satisfy the maximum bandwidth requirements of all calls).
IV. NEW CALL ADMISSION AND HANDOFF CALL MANAGEMENT
Having introduced the utility-maximization bandwidth adaptation algorithm, this section describes the new call admission and handoff call management mechanisms.
A. New Call Admission
The objective of new call admission is to provide QoS guarantees for the new calls while efficiently utilizing network resources. Specifically, a call admission algorithm decides whether a new call can be admitted into the network with its satisfied QoS while not violating the QoS constraints of the existing calls. The decision is made based on the requested bandwidth of the new call, the availability of network resources as well as the current bandwidth allocation of the existing calls.
With our new call admission policy when a new call requests admission into the network, the cell first attempts to allocate the desired amount of bandwidth to the new call. If the desired amount of bandwidth is not available, the bandwidth adaptation algorithm is invoked to free some bandwidth from the existing ongoing calls. After bandwidth adaptation if the sum of the available bandwidth in the cell plus the freed bandwidth according to the bandwidth adaptation algorithm can satisfy the desired bandwidth of the new call, the call is admitted; otherwise, the call is blocked.
B. Handoff Call Management
To protect real-time handoff calls from being dropped we have applied bandwidth reservation in our scheme. However, bandwidth reservation should be carefully used due to the fact that it can decrease the bandwidth utilization of the networks. Our handoff management policies differentiate between Class I and Class II traffic. A certain amount of bandwidth is reserved exclusively for Class I traffic handoff calls; the motivation is that real-time traffic would suffer an actual loss by being dropped. For a Class I handoff call, the proposed scheme works as follows. If the sum of the available free and reserved bandwidth in the cell that the handoff call is moving into is greater than or equal to the minimum required bandwidth of the call, the handoff call is accepted. If not, the bandwidth adaptation algorithm is performed to free more bandwidth; after bandwidth adaptation if the total available bandwidth can satisfy the minimum bandwidth requirement the handoff call is accepted; otherwise, it is rejected.
The reserved bandwidth is not available to Class II traffic because it is assumed that a Class II call, although inconvenienced by being dropped, would be able to resume its transmission at a later time without any significant loss due to its elastic characteristics. For a Class II handoff call, it is accepted as long as there is some bandwidth available in the cell that the call is moving into. It will only be dropped when there is no bandwidth available in the cell at all. Bandwidth degradation of a Class II handoff call results in a slower transmission rate and, thus a longer transmission delay. However, Class II is for non-real-time data calls, and the impact of increased delay should not be significant [9] .
V. SIMULATION EXPERIMENTS
A. Simulation Model
A 6×6 wrap-around cellular network model consisting of 36 cells has been built to evaluate the performance of our proposed bandwidth adaptation scheme. Each cell (base station) has a bandwidth capacity of 30 Mbps with 5% bandwidth reserved for Class I handoff calls; the diameter of the cell is 1 km. New call arrivals are assumed to follow a Poisson distribution with mean rate λ and the call holding time is assumed to follow an exponential distribution with mean 1/ µ . Mobile terminals can travel in one of six directions with equal probability and their speed is uniformly distributed between 10 and 60 miles per hour. Six representative groups of traffic belonging to the two traffic classes introduced in Section II are carefully chosen for the simulation. They are typical traffic seen in wireless networks and have been widely used by others [4, 5, 9] . Each traffic group is associated with an appropriate utility function and calls belonging to the same group are assumed to have the same utility function. The details about how to choose utility functions and calculate their tunable parameters for different groups of calls can be found in [11] . Table II shows the exact characteristics of the traffic and all six groups of traffic are generated with equal probability.
To highlight the performance of our proposed scheme, we compare it with a non-adaptive scheme and a well-known adaptive scheme RBBS [5] . The non-adaptive scheme is simulated assuming that a call must be allocated its maximum bandwidth to be admitted and once accepted its bandwidth cannot be changed throughout the lifetime. With RBBS when there is a new or handoff call request under network congestion, the bandwidth can be borrowed from ongoing calls on a temporary basis to accept the new or handoff call.
B. Numerical Results
In the experiments, apart from the traditional connectionlevel performance metrics i.e. call blocking and handoff dropping probabilities, we introduce a new performance metric called average cell utility (cell utility means the utility sum of all ongoing calls in a given cell). Average cell utility is calculated as follows: every time the bandwidth adaptation occurs, the achieved cell utility is re-calculated and added to the total accumulated cell utility. At the end of the simulation the average cell utility is calculated by dividing the total accumulated cell utility by the bandwidth adaptation frequency. Fig. 3 compares the average cell utility of the three schemes as a function of the call arrival rate. It can be seen that our scheme achieves higher utility than the other two schemes since it works in the fashion to maximize the utility sum of all ongoing calls in each individual cell. The trend becomes more evident when the call arrival rate increases. For example, at the call arrival rate of 0.2 (calls/sec/cell), the average cell utility of our scheme is slightly higher than that of RBBS and about 28% higher than that of the non-adaptive scheme; when the call arrival rate increases to 1.0, the average cell utility of our scheme has become about 10% higher than that of RBBS and 34% higher than that of the non-adaptive scheme. Figs. 4 and 5 illustrate the handoff dropping probabilities for Class I and Class II traffic, respectively. For Class I handoff calls the non-adaptive scheme has the poorest performance due to the fact that it does not utilize the bandwidth flexibility of ongoing calls to free bandwidth to accept the handoff calls under network congestion. Compared with the non-adaptive scheme, the Class I traffic dropping probabilities of the proposed scheme and RBBS are both low (RBBS slightly outperforms our scheme) because both schemes not only degrade ongoing calls to free bandwidth when the network is overloaded but also give Class I traffic handoff calls exclusive use of the reserved bandwidth to protect them from the actual loss by being dropped. In terms of Class II traffic dropping probabilities, our scheme has the best performance; even though the reserved bandwidth is not available to the handoff calls of Class II traffic, the dropping ratio of our proposed scheme is still substantially low because their handoff calls do not have minimum bandwidth requirements and can be accepted as long as there is some free bandwidth available in the cell. The non-adaptive scheme features an extremely high dropping probability because with non-adaptive scheme Class II calls are assumed to be nonadaptive and their minimum bandwidth requirements are equal to their maximum bandwidth requirements. Thus Class II handoff calls are more likely to be dropped without accessing the reserved bandwidth pool. The results show how our scheme allows a significant improvement in the blocking ratio while keeping the handoff dropping probability low. The proposed scheme outperforms RBBS partially because with RBBS every time the bandwidth adaptation happens only one share (a share is a pre-defined parameter) of the adaptive bandwidth can be borrowed from each ongoing call while with the proposed scheme the allocated bandwidth of ongoing calls can be degraded down to the minimum level in one step to accommodate the new calls. Fig. 7 demonstrates the values of bandwidth utilization for the three schemes. It can be observed that when the call arrival rate increases, the bandwidth utilization value becomes higher for all schemes. At the maximum call arrival rate 1.0, the bandwidth utilization of the proposed scheme comes close to equalling the bandwidth outside of the reserved pool. The results for the non-adaptive scheme are worse than for the other two because the non-adaptive scheme cannot take advantage of the adaptive feature of the calls to utilize more network bandwidth.
VI. CONCLUDING REMARKS
In this paper we have proposed an integrated bandwidth adaptation scheme for multimedia wireless networks. When the network is overload, the bandwidth adaptation can be performed to free bandwidth from existing ongoing calls to accept the new and handoff calls. We classify the traffic into different classes and assign a utility function to each call depending on the adaptive characteristics of its traffic class. Our main contribution is a novel, search-tree based bandwidth adaptation algorithm which aims to maximize the total utility of the network. To achieve better overall connection-level performance, a call admission control policy is also deployed to provide QoS guarantees to the new calls. Moreover, a fixed percentage of bandwidth in each cell is reserved exclusively for real-time handoff calls to prevent them from being dropped since they are rather sensitive to delays. Simulation experiments have been conducted to evaluate the performance of the proposed scheme by comparing it with a non-adaptive scheme and RBBS. The results have demonstrated the excellent overall connection-level performance of our proposed scheme.
