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SOME ERROR ESTIMATES FOR THE LUMPED MASS FINITE
ELEMENT METHOD FOR A PARABOLIC PROBLEM
P. CHATZIPANTELIDIS, R.D. LAZAROV, AND V. THOME´E
Abstract. We study the spatially semidiscrete lumped mass method for the
model homogeneous heat equation with homogeneous Dirichlet boundary con-
ditions. Improving earlier results we show that known optimal order smooth
initial data error estimates for the standard Galerkin method carry over to
the lumped mass method whereas nonsmooth initial data estimates require
special assumptions on the triangulation. We also discuss the application to
time discretization by the backward Euler and Crank-Nicolson methods.
1. Introduction
We consider the model initial–boundary value problem
ut −∆u = 0, in Ω, u = 0, on ∂Ω, for t ≥ 0,(1.1)
u(0) = v, in Ω,
where Ω is a bounded convex polygonal domain in R2. For simplicity we restrict
ourselves to the homogeneous heat equation, thus without a forcing term, so that
the initial values v are the only data of the problem. This problem has a unique
solution u(t), under appropriate assumptions on v, and this solution is smooth for
t > 0, even if v is not. More precisely, for q ≥ 0 we denote by H˙q ⊂ L2(Ω) the
Hilbert space defined by the norm
|v|q =
≥ ∞X
j=1
λqj(v,φj)
2
¥1/2
, where (v, w) =
Z
Ω
vw dx,
and where {λj}∞j=1, {φj}∞j=1 are the eigenvalues and eigenfunctions of −∆, with
homogeneous Dirichlet boundary conditions on ∂Ω. Thus |v|0 = ￿v￿ = (v, v)1/2
is the norm in L2 = L2(Ω), |v|1 the norm in H10 = H10 (Ω) and |v|2 = ￿∆v￿ is
equivalent to the norm in H2(Ω) when v = 0 on ∂Ω. For the solution of (1.1) we
then have the stability and smoothing estimate
|E(t)v|p ≤ Ct−(p−q)/2|v|q, for 0 ≤ q ≤ p, t > 0, where u(t) = E(t)v.
We first recall some facts about the spatially semidiscrete standard Galerkin
method for (1.1) in the piecewise linear finite element space
Sh = {χ ∈ C(Ω) : χ|τ linear, ∀ τ ∈ Th; χ|∂Ω = 0},
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where {Th}0<h<1 is a family of regular triangulations Th = {τ} of Ω, with h denoting
the maximum diameter of the triangles τ ∈ Th. We then seek an approximation
uh(t) ∈ Sh of u(t) for t ≥ 0 from
(1.2) (uh,t,χ) + (∇uh,∇χ) = 0, ∀χ ∈ Sh, for t ≥ 0, with uh(0) = vh,
where vh ∈ Sh is an approximation of v. It is well-known that we have the smooth
data error estimate, valid uniformly down to t = 0, cf. [7, Theorem 3.1],
(1.3) ￿uh(t)− u(t)￿ ≤ Ch2|v|2, for t ≥ 0, if ￿vh − v￿ ≤ Ch2|v|2.
We also have a nonsmooth data error estimate, for v only assumed to be in L2, but
which deteriorates for t tending to zero, cf. [7, Theorem 3.2], namely
(1.4) ￿uh(t)− u(t)￿ ≤ Ch2t−1￿v￿, if vh = Phv, for t > 0,
where Ph denotes the L2−projection onto Sh. Note that the discrete initial data
are not as general in this case as in (1.3).
We remark that the nonsmooth data error estimate (1.4) is of optimal order
O(h2) for t bounded away from zero, but deteriorates as t→ 0. We emphasize that
the triangulations Th are assumed independent of t, and thus that the use of finer
Th for t small is not considered here.
We note for later use that a possible choice in (1.3) is vh = Phv, and that hence,
by interpolation, we have the intermediate result between (1.3) and (1.4),
(1.5) ￿uh(t)− u(t)￿ ≤ Ch2t−1/2|v|1, if vh = Phv, for t > 0.
As is easily seen, this error bound also holds for vh = Rhv, the Ritz projection of
v onto Sh defined in (2.4) below. In the sequel we shall not insist on generality in
the choice of vh in our various error estimates, and an estimate such as (1.3) would
be expressed with vh = Rhv. The above more general choice of vh is then justified
by the stability of (1.2) in vh.
The object of study in this paper is the lumped mass modification of (1.2)
obtained by replacing the first term on the left by a quadrature expression, or
(1.6) (u¯h,t,χ)h + (∇u¯h,∇χ) = 0, ∀χ ∈ Sh, for t ≥ 0, with u¯h(0) = vh,
where, denoting by {zτj }3j=1 the vertices of τ and by πh : C(Ω¯) → Sh the finite
element interpolation operator,
(1.7) (v, w)h =
X
τ∈Th
Qτ,h(vw), with Qτ,h(f) =
|τ |
3
3X
j=1
f(zτj ) =
Z
τ
πhf dx.
This method has the advantage over the standard Galerkin method that, under
the assumption that the triangulation is of Delaunay type, the solution satisfies the
maximum-principle, cf., e.g. [7, Theorem 15.5]. Our aim here is to show analogues
of (1.3), (1.4), and (1.5) for the solution of (1.6), namely, with the appropriate
choices of vh,
(1.8) ￿u¯h(t)− u(t)￿ ≤ Ch2t−(1−q/2)|v|q, for t > 0, q = 0, 1, 2.
We will prove this in Section 3 for q = 1, 2. However, for q = 0, we are only able
to show this under an additional hypothesis, expressed in terms of the quadrature
error operator Qh : Sh → Sh, defined by
(1.9) (∇Qhχ,∇ψ) = ￿h(χ,ψ) := (χ,ψ)h − (χ,ψ), ∀ψ ∈ Sh,
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and requiring
(1.10) ￿Qhψ￿ ≤ Ch2￿ψ￿, ∀ψ ∈ Sh.
It will be shown that this assumption is satisfied for symmetric triangulations. We
will then give examples, in one space dimension, of nonsymmetric partitions such
that (1.8) does not hold for q = 0. For finite diﬀerence methods, which are close in
character to the lumped mass method with symmetric triangulations, it was shown
in [5], that nonsmooth data estimates similar to (1.8) with q = 0 hold. Without
condition (1.10) we are only able to show the nonoptimal order error estimate
￿u¯h(t)− u(t)￿ ≤ Cht−1/2￿v￿, for t > 0.
Symmetry of the triangulations is a serious restriction which can only hold for
special shapes of Ω.
We also discuss optimal order O(h) error estimates for the gradient of u¯h(t)−u(t),
with a dependence of t depending on the smoothness of v.
Our analysis provides improvements of earlier results in [3], cf. also [7, Lemma
15.3 and p. 267], where, by mimicking the proof for the standard Galerkin method,
it was shown that, e.g.,
￿u¯h(t)− u(t)￿ ≤
(
Ch2|v|3,
Ch2t−1/2|v|2,
for t > 0, if vh = Rhv,
thus requiring more regularity of the initial data than (1.8). Our approach here
is to combine the error estimates (1.3), (1.4) and (1.5) for the standard Galerkin
method with new bounds for the diﬀerence δ(t) = u¯h(t)− uh(t), which satisfies
(1.11) (δt,χ)h + (∇δ,∇χ) = −￿h(uh,t,χ), for χ ∈ Sh.
After we had finished our research, we become aware of the paper [6], where the
smooth data error estimate (1.8), with q = 2, is shown for a slightly more general
parabolic equation and by a somewhat more lengthy argument than here. The
nonsmooth data error estimate, with q = 0, is also stated but with an incomplete
proof.
The following is an outline of the paper. In Section 2, we introduce notation and
give some preliminary material needed for the analysis of the lumped mass method.
Further, we derive smooth and nonsmooth initial data estimates for the gradient
of the error in the standard Galerkin method, which will be used in the sequel. In
Section 3 we derive error estimates for the lumped mass method for initial data
with basic smoothness, or v ∈ H˙q with q = 1, 2. In Section 4, we show the optimal
order error bound for v ∈ L2 under the assumption that (1.10) holds. In Section 5
we show that this assumption is valid for symmetric meshes, and in Section 6, in
one space dimension, that the symmetry requirement can be somewhat relaxed. In
Section 7 we give two nonsymmetric partitions in one space dimension for which
optimal L2-convergence for nonsmooth data does not hold. Finally, in Section 8 we
consider briefly the application of our results for the spatially semidiscrete problem
to the fully discrete backward Euler and Crank–Nicolson lumped mass methods.
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2. Preliminaries
In this section we recall some basic known facts for the spatially semidiscrete
standard Galerkin and lumped mass methods. We introduce notation and show
smoothing properties of the solution operators for these two semidiscrete methods
and some other preliminary results needed in the sequel.
Introducing the discrete Laplacian ∆h : Sh → Sh by
−(∆hψ,χ) = (∇ψ,∇χ), ∀ψ, χ ∈ Sh,
we may write the spatially discrete problem (1.2) as
(2.1) uh,t −∆huh = 0, for t ≥ 0, with uh(0) = vh.
With uh(t) its solution we define the solution operator Eh(t) = e∆ht of (2.1) by
uh(t) = Eh(t)vh. Letting {λhj }Nj=1, {φhj }Nj=1 denote the eigenvalues and eigenfunc-
tions of −∆h, we have, by eigenfunction expansion,
(2.2) uh(t) = Eh(t)vh =
NX
j=1
e−λ
h
j t(vh,φhj )φ
h
j , for t ≥ 0.
We shall need various smoothing properties of Eh(t). First, we recall the follow-
ing smoothing bounds for the exact solution u of (1.1), cf., e.g., [7],
(2.3) |D￿tE(t)v|p ≤ Ct−￿−(p−q)/2|v|q, for t > 0, p, q, ￿ ≥ 0, 2￿+ p ≥ q, v ∈ H˙q.
In the following lemma, we show some discrete analogues of these bounds.
Lemma 2.1. For Eh(t) defined by (2.2) we have, for vh ∈ Sh,
￿∇pD￿tEh(t)vh￿ ≤ Ct−￿−(p−q)/2￿∇qvh￿, for t > 0, ￿ ≥ 0, p, q = 0, 1, 2￿+ p ≥ q.
Proof. By Parseval’s relation, since λse−λt ≤ Cst−s, for λ > 0, s > 0, we get
￿∇pD￿tEh(t)vh￿2 =
NX
j=1
(λhj )
2￿+pe−2λ
h
j t(vh,φhj )
2 ≤ Ct−2￿−p+q￿∇qvh￿2. §
In addition to the L2 projection Ph : L2 → Sh, satisfying
(Phv,χ) = (v,χ), ∀χ ∈ Sh,
our error analysis will use the Ritz projection, Rh : H10 → Sh, defined by
(2.4) (∇Rhv,∇χ) = (∇v,∇χ), for χ ∈ Sh.
It is well-known, cf. e.g. [7, Lemma 1.1], that Rh satisfies
(2.5) ￿Rhv − v￿+ h￿∇(Rhv − v)￿ ≤ Chq|v|q, for v ∈ H˙q, q = 1, 2.
Next, we turn to the lumped mass method. As is well known, the norms ￿ · ￿h
and ￿ · ￿ are equivalent on Sh, or, more precisely,
(2.6) 12 ￿χ￿h ≤ ￿χ￿ ≤ ￿χ￿h, ∀ χ ∈ Sh.
We now introduce the discrete Laplacian −∆¯h : Sh → Sh, corresponding to the
inner product (·, ·)h, by
(2.7) −(∆¯hψ,χ)h = (∇ψ,∇χ), ∀ψ, χ ∈ Sh.
The lumped mass method (1.6) can then be written in operator form as
(2.8) u¯h,t − ∆¯hu¯h = 0, for t ≥ 0, with u¯h(0) = vh.
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With E¯h(t) = e∆¯ht the solution operator of (2.8), we have
(2.9) u¯h(t) = E¯h(t)vh =
NX
j=1
e−λ¯
h
j t(vh, φ¯hj )hφ¯
h
j ,
where {λ¯hj }Nj=1 and {φ¯hj }Nj=1 are the eigenvalues and the corresponding orthonormal
eigenfunctions, with respect to (·, ·)h, of the positive definite operator −∆¯h. We
show the following analogue of Lemma 2.1 for E¯h(t).
Lemma 2.2. For E¯h(t) defined by (2.9) we have, for vh ∈ Sh,
￿∇pD￿tE¯h(t)vh￿ ≤ Ct−￿−(p−q)/2￿∇qvh￿, for t > 0, ￿ ≥ 0, p, q = 0, 1, 2￿+ p ≥ q.
Proof. Introducing the square root G¯h = (−∆¯h)1/2 : Sh → Sh, of −∆¯h, we have
￿∇vh￿2 = ((−∆¯h)vh, vh)h = ￿G¯hvh￿2h =
NX
j=1
λ¯hj (vh, φ¯
h
j )
2
h.
Since the norms ￿ · ￿h and ￿ · ￿ are equivalent on Sh we find
￿∇pD￿tE¯h(t)vh￿2 ≤ C￿G¯phD￿tE¯h(t)vh￿2h = C
NX
j=1
(λ¯hj )
2￿+p−qe−2λ¯
h
j t(λ¯hj )
q(vh, φ¯hj )
2
h
≤ C t−(2￿+p−q)￿G¯qhvh￿2h ≤ C t−(2￿+p−q)￿∇qvh￿2. §
We recall the following estimate for the error in the quadrature expression in
(1.7).
Lemma 2.3. Let ￿h(χ,ψ) = (χ,ψ)h − (χ,ψ). Then
|￿h(χ,ψ)| ≤ Chp+q￿∇pχ￿ ￿∇qψ￿, ∀χ,ψ ∈ Sh, with p, q = 0, 1.
Proof. For completeness we sketch the proof, cf. Lemma 15.1 in [7]. Since the
quadrature formula is exact for linear functions over any triangle τ ∈ Th, employing
the Bramble–Hilbert lemma and a Sobolev inequality, we conclude thatØØQτ,h(χψ)− Z
τ
χψ dx
ØØ ≤ Ch2τ X
|α|=2
￿Dα(χψ)￿L1(τ) ≤ Ch2τ￿∇χ￿L2(τ)￿∇ψ￿L2(τ),
with hτ the maximal side length of τ . Now using an inverse inequality locally and
summing over τ ∈ Th, we obtain the desired result. §
The following estimate holds for the quadrature error operator Qh.
Lemma 2.4. Let ∆¯h and Qh be the operators defined by (2.7) and (1.9), respec-
tively. Then
(2.10) ￿∇Qhχ￿+ h￿∆¯hQhχ￿h ≤ Chp+1￿∇pχ￿, ∀χ ∈ Sh, p = 0, 1.
Proof. By (1.9) and Lemma 2.3, with ψ = Qhχ and q = 1, it follows easily that
￿∇Qhχ￿2 = ￿h(χ, Qhχ) ≤ Chp+1￿∇pχ￿ ￿∇Qhχ￿, for p = 0, 1,
which shows the first estimate of (2.10). Also, by the definition of ∆¯h, Lemma 2.3
with q = 0 shows
￿∆¯hQhχ￿2h = −(∇Qhχ,∇∆¯hQhχ) = −￿h(χ, ∆¯hQhχ) ≤ Chp￿∇pχ￿ ￿∆¯hQhχ￿h,
for p = 0, 1, which gives the second bound in (2.10). §
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In our analysis of the lumped mass method (1.6) we shall be interested not only
in the error estimates (1.8) but also in the corresponding estimates for the gradient
of the error. Our approach will then require the following estimates for the standard
Galerkin method.
Theorem 2.1. Let u and uh be the solutions of (1.1) and (1.2), respectively. Then
￿∇(uh(t)− u(t))￿ ≤
(
Cht−(1−q/2)|v|q, for q = 1, 2, if vh = Rhv,
Cht−1￿v￿, if vh = Phv.
Proof. In a customary way we split the error into two terms as
uh − u = (uh −Rhu) + (Rhu− u) = ϑ+ ￿.
By (2.5) and (2.3) we have
￿∇￿(t)￿ ≤ Ch|u(t)|2 ≤ Cht−1+q/2|v|q, for t > 0, v ∈ H˙q, q = 0, 1, 2.
It remains to bound ∇ϑ analogously. By our definitions we have
(2.11) ϑt −∆hϑ = −Ph￿t, for t > 0.
In the cases q = 1, 2 the Ritz projection Rhv is well defined so that ϑ(0) = 0 and
hence, by Duhamel’s principle,
(2.12) ϑ(t) = −
Z t
0
Eh(t− s)Ph￿t(s) ds.
Using Lemma 2.1, the stability of Ph, (2.5) and (2.3), we find, for 2p+ 1 ≥ q,
￿∇D￿tEh(t− s)PhDpt ￿(s)￿ ≤ C(t− s)−￿−1/2 ￿Dpt ￿(s)￿
≤ Ch(t− s)−￿−1/2 |Dpt u(s)|1 ≤ Ch(t− s)−￿−1/2s−p−1/2+q/2|v|q.
(2.13)
When q = 2 we use this in (2.12) to obtain
￿∇ϑ(t)￿ ≤ Ch
Z t
0
(t− s)−1/2s−1/2 ds |v|2 = Ch|v|2,
which shows the desired estimate for ∇ϑ in this case.
To treat the case q = 1 we use (2.12) to write
∇ϑ(t) = −
nZ t/2
0
+
Z t
t/2
o
∇Eh(t− s)Ph￿t(s) ds = T1 + T2.
Using (2.13), we find
￿T2￿ ≤ Ch
Z t
t/2
(t− s)−1/2s−1 ds |v|1 ≤ Cht−1/2|v|1.
For T1 we obtain by integration by parts
T1 = −
h
∇Eh(t− s)Ph￿(s)
it/2
0
+
Z t/2
0
∇DsEh(t− s)Ph￿(s) ds,
and hence
￿T1￿ ≤ Ch t−1/2 |v|1 + Ch
Z t/2
0
(t− s)−3/2 ds |v|1 ≤ Cht−1/2|v|1.
Together these estimates show the desired bound for ∇ϑ for q = 1.
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Finally, for q = 0, we multiply (2.11) by t to obtain
(tϑ)t −∆h(tϑ) = −tPh￿t + ϑ, for t > 0.
Although ϑ(0) = vh−Rhv is not defined when v ￿∈ H10 , we have tϑ(t)→ 0 as t→ 0.
Indeed, using the estimate, cf. [7, formula (3.12)],
(2.14) ￿uh(t)− u(t)￿ ≤ Cht−1/2￿v￿,
the error bound (2.5), and the regularity estimate |u(t)|1 ≤ Ct−1/2￿v￿ we get
(2.15) ￿ϑ(t)￿ ≤ ￿uh(t)− u(t)￿+ ￿Rhu(t)− u(t)￿ ≤ Cht−1/2￿v￿,
which shows that tϑ(t)→ 0 as t→ 0.
Hence we may integrate the above equation over (0, t) to find
tϑ(t) = −
Z t
0
sEh(t− s)Ph￿t(s) ds+
Z t
0
Eh(t− s)ϑ(s) ds,
so that
t∇ϑ(t) = −
Z t
0
s∇Eh(t− s)Ph￿t(s) ds+
Z t
0
∇Eh(t− s)ϑ(s) ds = T3 + T4.
Using (2.13) with l = 0, p = 1, q = 0 we obtain
￿T3￿ ≤ Ch
Z t
0
(t− s)−1/2s−1/2 ds ￿v￿ = Ch￿v￿.
For T4, we note that in view of (2.15) we have
￿T4￿ ≤ Ch
Z t
0
(t− s)−1/2s−1/2 ds￿v￿ = Ch￿v￿.
Together these estimates complete the proof for q = 0 and thus of the theorem.
Note that the choice vh = Phv enters in the estimate for uh(t)− u(t) in (2.15). §
3. The lumped mass method with smooth initial data
In this section we derive optimal order error estimates for the lumped mass
method (1.6), with initial data v in H˙2 and H˙1.
Theorem 3.1. Let u be the solution of (1.1) and u¯h that of (1.6). Then
￿u¯h(t)−u(t)￿+h￿∇(u¯h(t)−u(t))￿ ≤ Ch2t−(1−q/2)|v|q, for q = 1, 2, if vh = Rhv.
Proof. Since the corresponding error bounds hold for the solution uh of the standard
Galerkin method, by (1.3), (1.5) and Theorem 2.1, it suﬃces to show that
￿δ(t)￿+ h￿∇δ(t)￿ ≤ Ch2t−(1−q/2)|v|q, for t > 0, q = 1, 2, where δ = u¯h − uh.
By (1.6), (1.2) and the definition (1.9) of the quadrature error operator Qh, δ(t)
satisfies (1.11) and hence
(3.1) δt − ∆¯hδ = ∆¯hQhuh,t, for t ≥ 0, with δ(0) = 0.
By Duhamel’s principle this shows
(3.2) δ(t) =
Z t
0
E¯h(t− s)∆¯hQhuh,t(s) ds.
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Using the fact that E¯h(t)∆¯h = DtE¯h(t), and Lemmas 2.2 and 2.4, we easily get
￿E¯h(t)∆¯hQhχ￿+ h￿∇E¯h(t)∆¯hQhχ￿
≤ Ct−1/2°￿∇Qhχ￿+ h￿∆¯hQhχ￿) ≤ Ch2t−1/2￿∇χ￿,(3.3)
and hence
￿δ(t)￿+ h￿∇δ(t)￿ ≤ Ch2
Z t
0
(t− s)−1/2￿∇uh,t(s)￿ ds.
Here, since ∆hRh = Ph∆, we obtain, by first applying Lemma 2.1
￿∇uh,t(s)￿ ≤ Cs−1/2￿uh,t(0)￿ = Cs−1/2￿∆hRhv￿ = Cs−1/2￿Ph∆v￿ ≤ Cs−1/2|v|2,
and hence
￿δ(t)￿+ h￿∇δ(t)￿ ≤ Ch2
Z t
0
(t− s)−1/2s−1/2 ds |v|2 = C h2|v|2,
which completes the proof for q = 2.
To treat the case q = 1, we use (3.2) to write
(3.4) δ(t) =
nZ t/2
0
+
Z t
t/2
o
E¯h(t− s)∆¯hQhuh,t(s) ds = δ1(t) + δ2(t).
Here we have, in the same way as above,
￿δ2(t)￿+h￿∇δ2(t)￿ ≤ Ch2
Z t
t/2
(t− s)−1/2 ￿∇uh,t(s)￿ ds
≤ Ch2
Z t
t/2
(t− s)−1/2s−1 ds ￿∇Rhv￿ ≤ Ch2t−1/2 |v|1.
Integrating by parts we obtain
(3.5) δ1(t) =
h
E¯h(t− s)∆¯hQhuh(s)
it/2
0
−
Z t/2
0
DsE¯h(t− s)∆¯hQhuh(s) ds.
Employing (3.3) we now find, similarly to the above,
￿δ1(t)￿+ h￿∇δ1(t)￿ ≤ Ch2t−1/2(￿∇uh(t/2)￿+ ￿∇Rhv￿)
+ Ch2
Z t/2
0
(t− s)−3/2 ￿∇uh(s)￿ ds ≤ Ch2t−1/2|v|1.
Together these estimates complete the proof. §
4. The lumped mass method with nonsmooth initial data
In this section we discuss error estimates for the lumped mass method with
v ∈ L2, with discrete initial data vh = Phv. To derive an optimal order error
bound analogous to (1.4) for the standard Galerkin method, we now need to impose
a condition on the triangulations Th, expressed as a boundedness condition for the
quadrature error operator Qh. Without this condition we are only able to show a
nonoptimal order O(h) error bound in L2, whereas for the gradient of the error an
optimal order O(h) still holds. We begin with the following theorem.
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Theorem 4.1. Let u be the solution of (1.1) with v ∈ L2 and let u¯h be the solution
of (1.6), with vh = Phv. Then
(4.1) ￿u¯h(t)− u(t) + E¯h(t)∆¯hQhvh￿ ≤ Ch2t−1￿v￿, for t > 0.
Hence, a necessary and suﬃcient condition for the nonsmooth data error bound
(4.2) ￿u¯h(t)− u(t)￿ ≤ Ch2t−1￿v￿, for t > 0,
is that
(4.3) ￿E¯h(t)∆¯hQhPhv￿ ≤ Ch2t−1￿v￿, for t > 0.
Proof. Using again the notation δ = u¯h − uh, we write
u¯h(t)− u(t) + E¯h(t)∆¯hQhPhv = (δ(t) + E¯h(t)∆¯hQhPhv) + (uh(t)− u(t)).
Thus, in view of (1.4), it suﬃces to bound δ(t) + E¯h(t)∆¯hQhPhv. Using the repre-
sentation (3.4) and (3.5) of δ, we obtain
δ(t) + E¯h(t)∆¯hQhPhv = E¯h(t/2)∆¯hQhuh(t/2) + δ2(t) + δ3(t),
where δ3(t) = −
Z t/2
0
DsE¯h(t− s)∆¯hQhuh(s) ds.
Here, similarly to the proof of Theorem 3.1, using the stability of Ph,
￿E¯h(t/2)∆¯hQhuh(t/2)￿ ≤ Ch2t−1/2￿∇uh(t/2)￿ ≤ Ch2t−1￿Phv￿ ≤ Ch2t−1￿v￿.
Further,
￿δ2(t)￿ ≤ Ch2
Z t
t/2
(t− s)−1/2s−3/2 ds ￿Phv￿ ≤ Ch2t−1￿v￿,
and, since ￿∇uh(s)￿ ≤ Cs−1/2￿Phv￿,
￿δ3(t)￿ ≤ Ch2
Z t/2
0
(t− s)−3/2 ￿∇uh(s)￿ ds ≤ Ch2t−1￿v￿.
Together these estimates show the desired bound (4.1). §
We will now use this result to show that the O(h2) error bound (1.10) for the
quadrature error operator Qh : Sh → Sh defined in (1.9) is suﬃcient for the non-
smooth data error estimate (4.2) to hold.
Theorem 4.2. Let u be the solution of (1.1) with v ∈ L2 and let u¯h be the solution
of (1.6), with vh = Phv. Assume that Qh satisfies (1.10). Then (4.2) holds.
Proof. The result follows by Theorem 4.1 since, by Lemma 2.2 and (1.10), we have
￿E¯h(t)∆¯hQhvh￿ ≤ Ct−1￿Qhvh￿ ≤ Ch2t−1￿v￿. §
The condition (1.10) will be discussed in more detail in Section 5 below. Note
that, by Lemma 2.4, without additional assumptions on the mesh, we always have
￿Qhχ￿ ≤ C￿∇Qhχ￿ ≤ Ch￿χ￿, ∀ψ ∈ Sh,
and that the following lower order error estimate always holds.
Theorem 4.3. Let u be the solution of (1.1) with v ∈ L2 and u¯h the solution of
(1.6), with vh = Phv. Then
￿u¯h(t)− u(t)￿ ≤ Cht−1/2￿v￿, for t > 0.
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Proof. Using the stability of E¯h(t) and E(t), and Lemma 2.4, we find
￿u¯h(t)− u(t) + E¯h(t)∆¯hQhPhv￿ ≤ C￿v￿+ C￿∆¯hQhPhv￿ ≤ C￿v￿.
Combining this estimate with (4.1), we obtain
￿u¯h(t)− u(t) + E¯h(t)∆¯hQhvh￿ ≤ Cht−1/2￿v￿.
But by Lemmas 2.2 and 2.4, we have
￿E¯h(t)∆¯hQhvh￿ ≤ Ct−1/2￿∇QhPhv￿ ≤ Cht−1/2￿v￿,
which shows the desired bound. §
We end this section by showing an optimal order H1-norm nonsmooth data error
estimate, which does not require the additional assumption (1.10).
Theorem 4.4. Let u the solution of (1.1) with v ∈ L2 and u¯h the solution of (1.6),
with vh = Phv. Then
￿∇(u¯h(t)− u(t))￿ ≤ Cht−1￿v￿, for t > 0.
Proof. In view of Theorem 2.1 it suﬃces to show
(4.4) ￿∇δ(t)￿ ≤ Cht−1￿v￿, for t > 0.
Multiplying (3.1) by t, we get
(tδ)t − ∆¯h(tδ) = t∆¯hQhuh,t + δ, for t ≥ 0.
Hence, by Duhamel’s principle we get
t∇δ(t) =
Z t
0
s∇E¯h(t− s)∆¯hQhuh,t(s) ds+
Z t
0
∇E¯h(t− s)δ(s) ds = I + II.
By (3.3), Lemma 2.1, and the stability of Ph, we find
￿I￿ ≤ Ch
Z t
0
(t− s)−1/2s−1/2 ds ￿vh￿ ≤ Ch￿v￿.
To bound II, we use (2.14) and Theorem 4.3 to obtain
￿δ(t)￿ ≤ ￿u¯h(t)− u(t)￿+ ￿uh(t)− u(t)￿ ≤ Cht−1/2￿v￿.
Therefore, Lemma 2.2 gives
￿II￿ ≤ Ch
Z t
0
(t− s)−1/2s−1/2 ds ￿v￿ = Ch￿v￿.
Together these estimates show (4.4), which completes the proof. §
5. Symmetric triangulations
In this section we show that for triangulations that are symmetric, in a sense
to be defined, assumption (1.10) is satisfied and therefore, by Theorem 4.2, the
optimal order nonsmooth data error estimate (4.2) holds.
For zi a vertex of the triangulation Th we define the patch Πi = {∪τ : τ ∈
Th, zi ∈ ∂τ}, see Figure 1, and say that Th is symmetric at zi if the patch Πi is
symmetric around zi, in the sense that if x ∈ Πi, then zi − (x− zi) = 2zi − x ∈ Πi.
Denoting by Z0h the interior vertices of Th, we say that Th is symmetric if it is
symmetric at each zi ∈ Z0h. The patch in Figure 1 is nonsymmetric with respect
to zi, whereas triangulations which are periodic repetition of the patches shown on
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z
τ
1 = z
τ
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τ
3 = z
τ
0
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τ
2
τ
τ1
τ2
Πi
τ6
τ4
τ3τ5
zi
Figure 1. A triangle τ and a patch Πi around a vertex zi
Figure 2 are symmetric. Symmetric triangulations exist only for special domains,
such as rectangles, but not for general polygonal domains.
zi zizi
Figure 2. Patches which are symmetric with respect to the vertex zi
We now show the suﬃciency of symmetry for condition (1.10).
Theorem 5.1. If the triangulation Th is symmetric, then (1.10) holds.
Proof. The proof is based on duality. For given χ ∈ Sh we define φ = φχ ∈ H˙1
as the solution of the Dirichlet problem (∇φ,∇η) = (χ, η) for all η ∈ H˙1. Since
Ω is convex we have φ ∈ H˙2 and |φ|2 ≤ C￿χ￿. Letting πh be the finite element
interpolation operator into Sh, we then have, for any ψ ∈ Sh,
￿Qhψ￿ = sup
χ∈Sh
(Qhψ,χ)
￿χ￿ = supχ∈Sh
(∇Qhψ,∇φ)
￿χ￿(5.1)
≤ sup
χ∈Sh
|(∇Qhψ,∇(φ− πhφ))|
￿χ￿ + supχ∈Sh
|(∇Qhψ,∇πhφ)|
￿χ￿ = I + II.
By the obvious error estimate for πh and Lemma 2.4 we have
(5.2) |I| ≤ Ch sup
χ∈Sh
￿∇Qhψ￿ |φ|2
￿χ￿ ≤ Ch
2￿ψ￿.
To estimate II, we first rewrite the numerator in the form, cf. (1.7),
(∇Qhψ,∇πhφ) = ￿h(ψ,πhφ) = (ψ,πhφ)h− (ψ,πhφ) =
X
τ∈Th
Z
τ
(πh(ψφ)−ψ πhφ)dx.
Denoting the vertices of τ by zτ1 , zτ2 , zτ3 and setting zτ4 = zτ1 , zτ0 = zτ3 , and u(zτj ) = uj
(cf. Figure 1), we obtain after a simple calculationZ
τ
(πh(ψφ)− ψ πhφ)dx = − |τ |12
3X
j=1
ψj(∆τφ)j ,
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where
(∆τφ)j = φj−1 − 2φj + φj+1, j = 1, 2, 3.
Hence, if τ ∈ Πi, with (∆τφ)(zi) = (∆τφ)j if zτj = zi,
￿h(ψ,πhφ) = −
X
zi∈Z0h
ψ(zi)(∆∗hφ)(zi), where (∆
∗
hφ)(zi) =
1
12
X
τ⊂Πi
|τ |(∆τφ)(zi).
We can look upon (∆∗hφ)(zi) as a finite diﬀerence approximation of ∆φ at zi, using
the values of φ at the vertices of Πi. Since (∆∗hφ)(zi) does not use information about
the location of these vertices, it does not generally approximate the Laplacian ∆φ
at zi. Such an example is the patch shown in Figure 1.
z1
z1
z3
z3
z2
z4
z4
τ1
τ1
τ2
τ2
z0 z0z2
Figure 3. A pair of elements symmetric with respect to vertex z0
Now let Th be symmetric at the vertex z0, so that the patch Π0 is symmetric
around z0. Then for the triangle τ1 ⊂ Π0 there is a triangle τ2 ⊂ Π0, symmetric
to τ1 with respect to z0, see Figure 3, so that |τ1| = |τ2| = |τ |. Also, for φ a linear
function in Π0 we have
(5.3) |τ1|(∆τ1φ)0 + |τ2|(∆τ2φ)0 = |τ |(φ1 + φ2 − 2φ0 + φ3 + φ4 − 2φ0) = 0.
Thus, for a patch Πi which is symmetric with respect zi and φ linear in Πi we have
(∆∗hφ)i = 0, since this expression will be a sum of symmetric pairs satisfying the
relations (5.3). Applying the Bramble-Hilbert lemma we then obtain
|(∆∗hφ)(zi)| ≤ Ch2|Πi|1/2￿φ￿H2(Πi).
Employing this estimate, we get for any ψ ∈ Sh,
|(∇Qhψ,∇πhφ)| = |￿h(ψ,πhφ)| ≤ |
X
zi∈Z0h
ψ(zi)∆∗hφ(zi)|
≤ Ch2
X
zi∈Z0h
|ψ(zi)| |Πi| 12 ￿φ￿H2(Πi) ≤ Ch2￿ψ￿ |φ|2 ≤ Ch2￿ψ￿ ￿χ￿,
and hence |II| ≤ Ch2￿ψ￿. Together with (5.2) this completes the proof. §
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6. “Almost” symmetric partitions in one dimension
In this section we shall consider the spatially one-dimensional analogue of the
lumped mass method, and show that a nonsmooth data error estimate of type (4.2)
holds for partitions which are somewhat more general than symmetric ones.
Let Ω = (0, 1) and let Th = {Ii}Ni=1, with Ii = (xi−1, xi), be defined by the not
necessarily uniform partition 0 = x0 < x1 < · · · < xN = 1, and let Sh be the set
of the continuous piecewise linear functions over Th. We set hi = xi − xi−1 and
h = maxi hi. Using the quadrature formula,
QIi,hi(f) =
hi
2
(f(xi−1) + f(xi)) ≈
Z xi
xi−1
f dx,
we now define the approximation of the inner product (v, w) in Sh by
(ψ,χ)h =
NX
i=1
QIi,hi(ψχ) =
N−1X
i=1
ψiχi~i, with ~i =
1
2
(hi + hi+1).
The lumped mass finite element method is then defined by
(6.1) (u¯h,t,χ)h + (u¯￿h,χ
￿) = 0, ∀χ ∈ Sh, with u¯h(0) = vh.
It is easy to demonstrate that the analogues of our results in Sections 3–5 remain
valid also for (6.1). Here we will show that assumption (1.10) for the operator Qh
holds for partitions which are “almost” symmetric in a sense to be defined below.
A direct computation shows that
((Qhχ)￿,ψ￿) = ￿h(χ,ψ) = (χ,ψ)h − (χ,ψ)
= −1
6
N−1X
i=1
(hi+1(χi+1 − χi)− hi(χi − χi−1))ψi = (Mhχ,ψ)h,
where, taking into account that χ0 = χN = 0, we have
(6.2) (Mhχ)i = − 16~i
°
hi+1(χi+1 − χi)− hi(χi − χi−1)
¢
, i = 1, . . . , N − 1.
Similarly, direct computation of (−∆¯hχ,ψ)h = (χ￿,ψ￿) gives
(6.3) −(∆¯hχ)i = − 1~i
µ
χi+1 − χi
hi+1
− χi − χi−1
hi
∂
, i = 1, . . . , N − 1,
and we note that by the definition of the operator −∆¯h we have
((Qhχ)￿,ψ￿) = −(∆¯hQhχ,ψ)h = (Mhχ,ψ)h,
so that
(6.4) −∆¯hQh =Mh, or Qh = (−∆¯h)−1Mh.
Obviously, a partition that is symmetric with respect to each of its nodes is
uniform, so that hi = h for all i. In this case (6.2) and (6.3) imply 6h−2Mh = −∆¯h
and Qh = 16h
2 I, where I is the identity operator, and hence assumption (1.10) is
satisfied. More generally we have the following lemma which easily follows from
(6.2) and (6.3) by checking the coeﬃcients. Here, for eω = (ω1, . . . ,ωN−1) and χ ∈
Sh, we define eω χ ∈ Sh by (eωχ)i = ωiχi. Further we set (eh2)i = h2i , i = 1, . . . , N−1.
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Lemma 6.1. Let the operator ∂¯h : Sh → Sh be defined by (∂¯hχ)i = (χi−χi−1)/~i,
i = 1, . . . , N − 1. Then
Mhχ = − 16∆¯h(eh2χ) + 16 ∂¯h(eωχ), where ωi = hi+1°1− (hi/hi+1)2¢.
In the following theorem we shall consider families of partitions that are almost
uniform in the sense that, uniformly in h,
(6.5)
ØØØ hi
hi+1
− 1
ØØØ ≤ Ch, i = 1, . . . , N − 1.
Theorem 6.1. If (6.5) holds, we have for Qh = (−∆¯h)−1Mh, uniformly in h,
￿Qhχ￿ ≤ C h2￿χ￿, for χ ∈ Sh.
Proof. By (6.4) and Lemma 6.1 we have
(Qhχ)i = ((−∆¯h)−1Mhχ)i = 16h2iχi + 16 ((−∆¯h)−1∂¯h(eωχ))i = Ii + IIi.
Clearly ￿I￿h ≤ 16h2￿χ￿h. To deal with II, we note that (−∆¯h)−1, and hence also
(−∆¯h)−1/2, is bounded in ￿ · ￿h, uniformly in h, and we shall show the following:
Lemma 6.2. With our above definitions we have, uniformly in h,
￿(−∆¯h)−1/2∂¯hχ￿h ≤ C￿χ￿h, for χ ∈ Sh.
Using this lemma we find, since |ωi| ≤ Ch2, that ￿II￿h ≤ C￿eωχ￿h ≤ Ch2￿χ￿h,
which completes the proof of the Theorem 6.1. §
Proof of Lemma 6.2. . We have
￿(−∆¯h)−1/2∂¯hχ￿h = sup
ψ∈Sh
((−∆¯h)−1/2∂¯hχ,ψ)h
￿ψ￿h = supψ∈Sh
(∂¯hχ, (−∆¯h)−1/2ψ)h
￿ψ￿h .
Consider for φ ∈ Sh, with ∂hχi = (χi+1 − χi)/~i,
(∂¯hχ,φ)h =
NX
i=1
(χi − χi−1)φi = −
N−1X
i=0
χi(φi+1 − φi) = −(χ, ∂hφ)h ≤ ￿χ￿h￿∂hφ￿h.
Note
￿∂hφ￿2h ≤ C￿φ￿￿2 = C(−∆¯hφ,φ)h, with C > 0.
Now choose φ = (−∆¯h)−1/2ψ to find
￿∂h(−∆¯h)1/2ψ￿2h ≤ C((−∆¯h)(−∆¯h)−1/2ψ, (−∆¯h)−1/2ψ)h = C￿ψ￿2h.
Hence
(∂¯hχ, (−∆¯h)−1/2ψ)h ≤ C￿χ￿h￿ψ￿h,
which completes the proof. §
As in Theorem 4.2 the result of Theorem 6.1 implies a nonsmooth data error
estimate of the form (4.2) for vh = Phv.
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7. Counterexamples
In this section we continue the discussion of the lumped mass method (6.1) in
one space dimension and present two examples, where the necessary and suﬃcient
condition for optimal convergence of Theorem 4.1 is not satisfied and hence the
O(h2) nonsmooth data error estimate does not hold.
First, we consider a special nonuniform mesh by choosing h = 4/(3N), where N
a positive integer divisible by 4, and take
(7.1) hi = 12h, for i odd and hi = h, for i even, i = 1, . . . , N.
Obviously ~i = 34h. This mesh consists of J = N/2 copies of the patch (0,
1
2h) ∪
( 12h,
3
2h) and is not symmetric with respect to any mesh-point, see Figure 4.
xJ−1
h h
1
2
h h
1
2
h h
1
2
h
1
2
h
xJ xJ+1
Figure 4. A nonsymmetric partition in one space dimension
By Lemma 6.1 since ωi = 34h, for i odd, ωi = − 32h, for i even, we have
(7.2) Mhχ = − 16∆¯h(eh2χ) + fMhχ,
where
(7.3) (fMhχ)i = 16
(
χi + 2χi−1, for i odd,
−2χi − χi−1, for i even.
In view of Theorem 4.1, the following proposition will show that the O(h) error
estimate for t > 0 in Theorem 4.3 is best possible.
Proposition 7.1. Let Th be defined by (7.1). For the lumped mass initial value
problem (6.1) with vh =
P 1
2J−1
j=0 (ΦJ+2j − 2ΦJ+2j+1), where Φj is the nodal basis
function at xj, we have, for each t > 0 and h small,
￿E¯h(t)∆¯hQhvh￿h ≥ ch￿vh￿h, with c = c(t) > 0.
Proof. In view of (7.2) and (6.4) we have
(7.4) Qhvh = (−∆¯h)−1Mhvh = − 16eh2vh + (−∆¯h)−1fMhvh.
Since, by E¯h(t)∆¯h = DtE¯h(t) and Lemma 2.2,
t￿E¯h(t)∆¯h(eh2vh)￿ ≤ C￿eh2vh￿ ≤ Ch2￿vh￿, for t > 0,
it will suﬃce to consider the last term in the right of (7.4). We find at once from
(7.3) that fMh(Φ2j − 2Φ2j+1) = (Φ2j+2 − Φ2j)/3, where we have set ΦN ≡ 0, so
that
fMhvh =
1
2J−1X
j=0
fMh(ΦJ+2j − 2ΦJ+2j+1) = 13
1
2J−1X
j=0
(ΦJ+2j+2 − ΦJ+2j) = −13ΦJ .
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Hence, with λ¯hj and φ¯hj be the eigenfunction and eigenvalues of −∆¯h, since xJ = 12
and hence (fMhvh, φ¯h1 )h = 13 (ΦJ , φ¯h1 )h = 14 h φ¯h1 ( 12 ),
￿E¯h(t)∆¯h((−∆¯h)−1fMhvh)￿2h = N−1X
j=1
e−2λ¯
h
j t(fMhvh, φ¯hj )2h ≥ 116 h2e−2λ¯h1 tφ¯h1 ( 12 )2.
Since, as is easily seen, ￿vh￿h =
√
5
2 , the proof is completed by showing that the
last expression is bounded below by c(t)h2.
Let φ1(x) =
√
2 sinπx be the eigenfunction of −u￿￿ = λu, corresponding to the
first eigenvalue λ1 = π2. We shall need the fact that
(7.5) ￿φ¯h1 − φ1￿H1 = O(h) and λ¯h1 → λ1, as h→ 0,
see e.g. [4, pp. 87–92]. Using this, we have
φ¯h1 (
1
2 ) ≥ φ1( 12 )− ￿φ¯h1 − φ1￿L∞ ≥
√
2− |φ¯1h − φ1|H1 ≥
√
2− Ch,
which shows our claim. The proof is now complete. §
Next we give a second example of a partition Th for which the optimal order
error estimate (4.2) does not hold, although Th is symmetric with respect to all
nodes of Th but one. Let J/N = 3/5 and h = 3/(4J), and let Th be defined by, see
Figure 5,
(7.6) hj = xj − xj−1 = h, for j ≤ J and hj = 12h, for J < j ≤ N.
By Lemma 6.1 we may write, since ωJ = − 32 h and ωj = 0 for j ￿= J ,
Mhχ = − 16∆¯h(eh2χ) + fMhχ, where (fMhχ)j = h4~j
8><>:
χJ , for j = J + 1,
−χJ , for j = J,
0, for j ￿= J, J + 1,
and it follows that
(7.7) (fMhχ,ψ)h = 14 hχJ (ψJ+1 − ψJ ), for χ,ψ ∈ Sh.
h
xJ
h h
1
2
h
xJ−1 xJ+1
1
2
h
1
2
h
1
2
h
Figure 5. A nonsymmetric partition with respect to the point xJ
Proposition 7.2. Let Th be defined by (7.6). For the lumped mass initial value
problem (6.1), with u¯h(0) = ΦJ , the nodal basis function at xJ = 3/4, we have
￿E¯h(t)∆¯hQhΦJ￿h ≥ c(t)h3/2￿ΦJ￿h, with c(t) > 0, for t > 0, h small.
Proof. The proof is similar with Theorem 7.1. Using (7.7) we get
￿E¯h(t)fMhΦJ￿2h ≥ e−2tλ¯h1 (fMhΦJ , φ¯h1 )2h ≥ 116 e−2λ¯h1 th2(φ¯h1,J+1 − φ¯h1,J)2.
Since (7.5) implies |(φ¯h1,J+1 − φ¯h1,J) − (φ1,J+1 − φ1,J)| ≤ Ch3/2 and for φ1 =√
2 sin(πx) we have |φ1,J+1 − φ1,J | ≥
√
2
2 hπ| cos(πxJ)| = 12 hπ, it follows that
￿E¯h(t)fMhΦJ￿h ≥ c(t)h2 = c(t)h3/2￿ΦJ￿h,
since ￿ΦJ￿h = (3h/4)1/2. The proof is now complete. §
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8. Some fully discrete schemes
In this final section we discuss briefly the generalization of our above results for
the spatially semidiscrete lumped mass method to some basic fully discrete schemes,
namely the backward Euler and Crank-Nicolson methods.
With k > 0, tn = nk, n = 0, 1, . . . , the backward Euler lumped mass method
approximates u(tn) by Un ∈ Sh for n ≥ 0 such that, with ∂¯Un = (Un − Un−1)/k,
(∂¯Un,χ)h + (∇Un,∇χ) = 0, ∀χ ∈ Sh, for n ≥ 1, with U0 = vh,
or, with Ah = −∆¯h,
(8.1) ∂¯Un +AhUn = 0, for n ≥ 1, with U0 = vh.
Note that, for simplicity of notation, we write Un instead of the perhaps more
natural U¯n, and similarly below Ekh instead of E¯kh.
We shall have use for the following abstract lemma, in the case H = Sh, normed
by ￿ · ￿h, and A = Ah.
Lemma 8.1. Let A be a linear, selfadjoint, positive definite operator in a Hilbert
space H, with compact inverse, let u = u(t) be the solution of
(8.2) u￿ +Au = 0, for t > 0, with u(0) = v,
and let U = {Un}∞n=0 be defined by
(8.3) ∂¯Un +AUn = 0, for n ≥ 1, with U0 = v.
Then, for p = 0, 1, −1 ≤ q ≤ 3, with p+ q ≥ 0, we have
(8.4) ￿Ap/2(Un − u(tn))￿ ≤ Ckt−(1−q/2)n ￿A(p+q)/2v￿, for n ≥ 1.
Proof. Solving for Un we may write (8.3) as Un = (I + kA)−1Un−1 and hence
Un = Enkv, where Ek = r(kA), with r(λ) = 1/(1 + λ).
Thus, since u(tn) = e−tnAv = e−nkAv, we have
Ap/2(Un − u(tn)) = Ap/2Fn(kA)v, with Fn(λ) = rn(λ)− e−nλ,
and therefore, by eigenfunction expansion and Parseval’s relation,
￿Ap/2(Un − u(tn))￿ ≤ sup
λ∈σ(A)
|λ−q/2Fn(kλ)| ￿A(p+q)/2v￿
= kq/2 sup
λ∈σ(kA)
|λ−q/2Fn(λ)| ￿A(p+q)/2v￿.
Hence, since kq/2n−(1−q/2) = kt−(1−q/2)n , it suﬃces for the proof of (8.4) to show
(8.5) λ−q/2|Fn(λ)| ≤ C n−(1−q/2), for λ > 0, n ≥ 1.
For 0 < λ ≤ 1 we have |r(λ)| ≤ e−cλ, with c > 0, and |r(λ)− e−λ| ≤ Cλ2. Hence
λ−q/2|Fn(λ)| ≤ λ−q/2|r(λ)− e−λ| |
n−1X
j=0
rn−1−j(λ)e−jλ|
≤ Cλ2−q/2n e−cnλ ≤ Cn−(1−q/2), for n ≥ 1.
For λ ≥ 1 we have |r(λ)| ≤ e−c, with c > 0, and since λ−q/2|r(λ)| ≤ C, we find
λ−q/2|Fn(λ)| ≤ λ−q/2|r(λ)| |r(λ)|n−1 + λ−q/2 e−nλ ≤ Cn−(1−q/2), for n ≥ 1,
which shows (8.5) and thus completes the proof. §
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We now show some optimal order error estimates for (8.1) with initial data in
H˙2 and H˙1, and for initial data only in L2, if (1.10) holds for Qh.
Theorem 8.1. Let U be the solution of (8.1), and u that of (1.1). Then
(8.6) ￿Un − u(tn)￿ ≤ C(h2 + k)t−1+q/2n |v|q, for n > 0, q = 1, 2, if vh = Rhv.
Further, if (1.10) holds for Qh,
(8.7) ￿Un − u(tn)￿ ≤ C(h2 + k)t−1n ￿v￿, for n > 0, if vh = Phv.
Proof. We start with the estimates (8.6) and split the error as
(8.8) Un − u(tn) = (Un − u¯h(tn)) + (u¯h(tn)− u(tn)) = βn + ηn.
In view of Theorem 3.1, ηn is bounded as required. We obtain, by Lemma 8.1,
￿βn￿h = ￿Un − u¯n(tn)￿h ≤ Ckt−(1−q/2)n ￿Aq/2h Rhv￿h ≤ Ckt−(1−q/2)|v|q, q = 1, 2,
where the last inequality follows from ￿A1/2h Rhv￿h = ￿∇Rhv￿ ≤ |v|1 and
￿AhRhv￿2h = (∇Rhv,∇AhRhv) = (∇v,∇AhRhv) = −(∆v,AhRhv),
for q = 1, 2, respectively. This completes the proof of (8.6).
We turn now to (8.7). Estimating ηn by Theorem 4.2, it remains to bound βn
as stated. Employing Lemma 8.1, we have
￿βn￿h = ￿Un − u¯h(tn)￿h ≤ Ckt−1n ￿Phv￿h ≤ Ckt−1n ￿v￿. §
For the gradient of the error we have the following smooth and nonsmooth data
error estimates, without additional assumptions on the triangulations.
Theorem 8.2. Let U be the solution of (8.1), and u that of (1.1). Then
￿∇(Un − u(tn))￿ ≤
(
C(h+ k)|v|3, if vh = Rhv,
C(h t−1n + k t
−3/2
n )￿v￿, if vh = Phv.
Proof. The estimates needed for ηn are contained in Theorems 3.1 and 4.4. To
bound βn in the smooth data case, we first show the error bound for vh = evh =
−A−1h Rh∆v. Since ￿∇χ￿ = ￿A1/2h χ￿h for χ ∈ Sh, we then have, by Lemma 8.1,
(8.9) ￿∇βn￿ ≤ Ck￿A3/2h evh￿h ≤ Ck￿A1/2h Rh∆v￿h = Ck￿∇(Rh∆v)￿ ≤ Ck|v|3.
In order to complete the proof it suﬃces to show
(8.10) ￿∇(Rhv − evh)￿ ≤ Ch|v|3.
In fact, setting Ekh = (I + kAh)−1 we have
￿∇Enkhχ￿ = ￿A1/2h Enkhχ￿h ≤ ￿A1/2h χ￿h = ￿∇χ￿,
and hence
￿∇Enkh(vh − evh)￿ ≤ ￿∇(vh − v)￿+ ￿∇(v −Rhv)￿+ ￿∇(Rhv − evh)￿ ≤ Ch|v|3.
The estimate (8.10) follows from
(∇(evh−Rhv),∇χ) = −(Rh∆v,χ)h + (∆v,χ) = −￿h(Rh∆v,χ)− ((Rh − I)∆v,χ)
≤ Ch￿Rh∆v￿ ￿∇χ￿+ Ch￿∇∆v￿ ￿χ￿ ≤ Ch|v|3 ￿∇χ￿, for χ ∈ Sh.
To bound βn for nonsmooth data, we use Lemma 8.1 with p = 1, q = −1 to find
￿∇βn￿ ≤ Ckt−3/2n ￿Phv￿h ≤ Ckt−3/2n ￿v￿.
This completes the proof of the theorem. §
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We now turn to the Crank-Nicolson method, defined by
(8.11) ∂¯Un +AhUn−
1
2 = 0, for n ≥ 1, with U0 = vh, Un−
1
2 = 12 (U
n + Un−1).
This method does not have as advantageous smoothing properties as the backward
Euler method, which is reflected in the following counterpart of Lemma 8.1.
Lemma 8.2. Let A and u be as in Lemma 8.1 and let U = {Un}∞n=0 satisfy
∂¯Un +AUn−
1
2 = 0, for n ≥ 1, with U0 = v.
Then, for p = 0, 1, q = 1, 2, we have
(8.12) ￿Ap/2(Un − u(tn))￿ ≤ Ck2t−(2−q)n ￿Ap/2+qv￿, for n ≥ 1.
Proof. Here, as in the proof of Lemma 8.1, employing eigenvalue expansions, it
suﬃces to show, for Fn(λ) = rn(λ)− e−nλ, with r(λ) = (1− 12λ)/(1 + 12λ), that
λ−q|Fn(λ)| ≤ C n−(2−q), for λ > 0, n ≥ 1, q = 1, 2.
For 0 ≤ λ ≤ 1 we have |r(λ)| ≤ e−cλ, with c > 0, and |r(λ)− e−λ| ≤ Cλ3, so that
λ−q|Fn(λ)| ≤ Cλ3−qn e−cnλ ≤ Cn−(2−q), for 0 < λ ≤ 1, n ≥ 1, q = 1, 2.
For λ ≥ 1 we have |r(λ)| ≤ e−c/λ, with c > 0, and hence
λ−q|Fn(λ)| ≤ λ−qe−cn/λ + λ−qe−nλ ≤ C n−(2−q), for n ≥ 1, q = 1, 2. §
We now show optimal order error estimates, where this time we need to require
v ∈ H˙4 for the error bound to hold uniformly down to t = 0. Because of the limited
smoothing in the Crank-Nicolson method, no error bound is given for v only in L2.
Theorem 8.3. Let U be the solution of (8.11), and u that of (1.1). Then, with
q = 1, 2, we have
￿Un − u(tn)￿ ≤ C(h2 + k2t−(2−q)n )|v|2q, for n ≥ 1, if vh = Rhv.
Proof. With our new Un we may again split the error as in (8.8), and by Theorem
3.1 ηn is bounded as desired. To bound βn, it suﬃces, using the stability of Enkh =
rn(k Ah), with r(k Ah) = (1 − 12k Ah)(1 + 12k Ah)−1, and Lemma 8.2, to find evh
such that
(8.13) ￿evh −Rhv￿ ≤ Ch2|v|2q and ￿Aqhevh￿h ≤ C |v|2q.
For q = 2 we may choose evh = −A−1h Rh∆v, because ￿A2hevh￿h ≤ C|v|4 and
￿evh −Rhv￿ ≤ C￿∇(evh −Rhv)￿ ≤ Ch2|v|4,
which latter inequality follows, using our definitions and Lemma 2.3, from
(∇(evh−Rhv),∇χ) = −(Rh∆v,χ)h + (∆v,χ) = −￿h(Rh∆v,χ)− ((Rh − I)∆v,χ)
≤ Ch2￿∇Rh∆v￿ ￿∇χ￿+ Ch2|∆v|2 ￿χ￿ ≤ Ch2|v|4 ￿∇χ￿, for χ ∈ Sh.
For q = 1, (8.13) is obviously satisfied with evh = Rhv, completing the proof. §
We now show corresponding error bounds for the gradient of the error.
Theorem 8.4. Let U be the solution of (8.11), and u that of (1.1). Then, for
q = 1, 2, we have
￿∇(Un − u(tn))￿ ≤ C(h+ k2t−(2−q)n )|v|2q+1, for n ≥ 1, if vh = Rhv.
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Proof. Again, by Theorem 3.1, ηn is bounded as desired. To estimate βn, we now
want to find evh such that
(8.14) ￿∇(evh −Rhv)￿ ≤ Ch|v|2q+1 and ￿A1/2+qh evh￿h ≤ C|v|2q+1.
For q = 2 we choose evh = A−2h Rh∆2v, and obtain
￿A5/2h evh￿h = ￿A1/2h Rh∆2v￿h = ￿∇(Rh∆2v)￿ ≤ C|v|5,
and the first part of (8.14) follows, using Lemma 1.6, with Ahψ = χ, from
(∇(evh −Rhv),∇χ) = (Rh∆2v,ψ)h − ((Rh − I)∆v,χ)− ￿h(Rh∆v,χ)− (∆2v,ψ)
= ￿h(Rh∆2v,ψ)− ((Rh − I)∆v,χ)− ￿h(Rh∆v,χ)
+ ((Rh − I)∆2v,ψ) ≤ Ch|v|5￿∇χ￿, for χ ∈ Sh.
For q = 1 we take, as in the proof of Theorem 8.2, evh = −A−1h Rh∆v, recalling from
(8.9) and (8.10) that (8.14) then holds. §
In order to produce optimal order convergence for initial data only in L2, assum-
ing Qh appropriate, one may modify the Crank-Nicolson scheme by taking the first
two steps by the backward Euler method, which has a smoothing eﬀect, to obtain
the following result. The proof is analogous to those of Theorems 8.1 and 8.3, and
uses the appropriate combination of Lemmas 8.1 and 8.2, cf. [7], Theorem 7.4.
Theorem 8.5. Let Un be the defined by (8.1) for n = 1, 2, and by (8.11) for n ≥ 3,
and let u be the solution of (1.1). Then, if Qh satisfies (1.10), we have
￿Un − u(tn)￿ ≤ C(h2t−1n + k2t−2n )￿v￿, if vh = Phv, for n ≥ 1.
We remark that if the mesh ratio condition k ≤ Ch2 and the inverse assumption
￿∇χ￿ ≤ Ch−1￿χ￿, for χ ∈ Sh hold, then the use of the two preliminary backward
Euler steps above is not needed, and also, since k2t−2n ≤ kt−1n , the error bound may
be written as ￿Un − u(tn)￿ ≤ Ch2t−1n ￿v￿. In fact, under these assumptions, the
spectrum of kAh is bounded above and one easily shows that (8.12) holds also with
q = 0, which implies our claim. Similarly, if instead k ≤ Ch5/3, then the spectrum
of kAh is bounded above by Ch−1/3, and one easily finds that one backward Euler
step suﬃces to show ￿Un − u(tn)￿ ≤ Ch2t−3/2n ￿v￿.
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