INTRODUCTION
Determination of zeros via an s-domain representation is epitomized by the process of obtaining Smith-McMillan forms. Such a process is cumbersome for all but the simplest of systems. With an eye towards exploiting computer methods state-space characterization is more convenient for obtaining numerical results.
Consider the system described by 0 s3(s2+1)'(s2+3)
and so the zeros of G (s) according to Rosenbrock are 0, 0, 0, 0, + j , +j, + j , I ! fi j . The zeros defined by Desoer and Schulman (and also by Wolovich) are also located at 0, ? j , + f i j (multiplicity is not counted).
The blocking zeros, however, are 0, ? j ; 2 f i j are not blocking zeros. It is easy to see from the above discussion that the blocking zeros are a subset of the zeros defined in [3] and [4] , of the transmission zeros defined in [7] and (1 I], and of the invariant zeros defined in [ 111.
CONCLUDIXG REMARKS
Desoer and Schulman [ 11 have shown that if a is a zero of the transfer function matrix, then there exists an m-vector g#O such that if the input of the system is u(s)= l/(s-a)g, the mode ear will not appear in the output. We have shown that if a is a blocking zero, the vector g is completely arbitrary.
Multivariable system zeros, in general, play an important role in asymptotic tracking problems. The importance of blocking zeros in the context of Davison's problem (see, e.g., [9] ) is that in order to attain asymptotic tracking it is necessary that the compensator be designed so that the blocking polynomial of the resultant error transfer function be divisible by the characteristic polynomial of the signal (and disturbance) modes. This fact could perhaps be used to further systematize the design of tracking systems. where x is an nth-order state vector, u is an mth-order input vector, y is an rth-order output vector, and the matrices are of appropriate dimensions. The problem of calculating the zeros of (1) has recently been approached in the state-space domain.
Among the proposed alternatives are those presented as follows. has rank less than { n+min(m,r)). Roper choice of B, C, and D ensures that S ( -) is a submatrix of S*(-) and that S*(-) is square. Furthermore, for large y , a subset of the eigenvalues of S*(y) approach the zeros of S@). Implementation of this procedure requires that a large numeric value be chosen for y. The approach offered in the present paper circumvents the necessity of choosing a large y. This is done by relegating the limiting process to a role which is strictly analytical in nature.
The prime motivation behind the approach offered by Kouvaritakis (as reported in [ID is the observation that for high feedback gains, the closed-loop poles of multivariable systems approach the open-loop zeros Kouvaritakis and MacFarlane provide the necessary extension and their results are equivalent to part 2 of Theorem 1 below. The principal contribution of this note is a more compact development of these results based on an elaboration of the device of Davison and Wang described above.
The main results of this correspondence are highly dependent upon a determinantal identity presented in Theorem 2. This identity is primarily useful in expressing a special class of determinants in terms of the eigenvalue problem.
The remainder of this correspondence is devoted to presentation and proof of the main results.
MAIN RESULTS
Consider the problem of determining the zeros of the minimal system defined by (1). Rosenbrock [4] has shown that this can be done as follows:
1) Define the system matrix 2 ) Define the (n + K ) X (n + K ) minors where K is the largest integer such that a nonzero IPc,,=l exists, and iK,jK denote one set of all possible sets of K rows of C, and D, and K columns of Bo and D , respectively.
3) The zeros of the system P ( s ) are the zeros of the monic greatest common divisor of all the nonzero minors 1PkjJ, Le., those zeros that are common to all of these minors. It is clear that the crux of the problem lies in the need to find the zeros of a collection of (n + K ) X (n + K ) minors of the form described in (2). A solution to this problem is given by the following.
Let the ( n + K ) X (n + K) system be defined by
where B and C have full c o l u m n and row rank K , respectively. In For any n X K matrix B and ux n matrix C, n > IC, the following definitions are made. Let C* be a right inverse of C and B* a left inverse of B. The matrices A,, q,, Q, , and A,, q,, 9, are defined as follows:
A, is the n X (n -K ) matrix composed of the n -K Linearly independent columns of [ I -BB*]
A, is the (n -K ) X n matrix composed of the n -K linearly independent rows of [ I - Thus, the zeros of a system have been characterized in (3) as eigenvalues of a matrix.
The following theorem provides the key element in the proofs p r e sented in the next section.
Theorem 2: Let A,, B, and C, be dimensioned as in (I). Then for any scalar X P 0, 
where the right-hand side of (7) yields ( This completes the proof.
generalized. and note that where the last equality follows from (5).
Now note that =det (+,I[ ( A -fBC)-sIn]'4',l)
Observe that the n -K row space of e,, is orthogonal to the K dim column space of B, and the n -K dim column space of eC2 is orthogonal to the K dim row space of C. It follows that the rank deficiency of gB2Qc2 must be the same as the rank deficiency of CB. Therefore, if 
(8b)
The remaining steps follow by using direct association of (8b) with (sa).
The case of D nonsingular does not involve the limiting process at all.
Direct expansion of the resulting S,(s) followed by application of ( 5 ) yields the result stated in special case I). This completes the proof.
CONCL~~SIONS
Theorem 1 provides a means for computing the zeros of the matrices PikJ, of (2) by presenting this calculation as an eigenvalue problem.
Thus, it can be used as the basis for an algorithm to determine the zeros of a minimal system, and which is structured in accordance with Rosenbrock's suggested procedure outlined above.
The procedure presented here avoids the need to deliberately introduce large numbers into the actual computation as is done in [2] . IIowever, the scheme does require the (possible) calculation of elgenvalues of more than one subsystem. whereas in [2], only one such calculation need be made for a system of order at least as large. Since it is also required to find the intersection of sets of eigenvalues, a tolerance must be defined in order to limit the zero candidates further. The final test is the rank test on P ( s ) upon substituting a zero candidate for s. This latter test is also needed in the algorithm of [2].
The formulation of Davison and Wang [2] is used as a starting point for the proof of Theorem 1 above. This approach leads to a rather compact and unified development of results previously reported by Kouvaritakis and MacFarlane [l] , [7] , [8] . This correspondence shows the explicit forms of the eigenvectors of this canonical matrix and gives the transformation matrix. 
11.

RESULT
(4)
At the outset we consider the case p = 1 and assume ri (i = 1 -n ) to be 
is achieved where   T=(r,,r,; . . ,fJ
