We theoretically investigate the convergence rate and support consistency (i.e., correctly identifying the subset of non-zero coefficients in the large sample limit) of multiple kernel learning (MKL). We focus on MKL with block-ℓ 1 regularization (inducing sparse kernel combination), block-ℓ 2 regularization (inducing uniform kernel combination), and elastic-net regularization (including both block-ℓ 1 and block-ℓ 2 regularization). For the case where the true kernel combination is sparse, we show a sharper convergence rate of the block-ℓ 1 and elastic-net MKL methods than the existing rate for block-ℓ 1 MKL. We further show that elastic-net MKL requires a milder condition for being consistent than block-ℓ 1 MKL. For the case where the optimal kernel combination is not exactly sparse, we prove that elastic-net MKL can achieve a faster convergence rate than the block-ℓ 1 and block-ℓ 2 MKL methods by carefully controlling the balance between the block-ℓ 1 and block-ℓ 2 regularizers. Thus, our theoretical results overall suggest the use of elastic-net regularization in MKL.
Introduction
The choice of kernel functions is a key issue for kernel methods such as support vector machines to work well (Vapnik, 1998) . A traditional but very powerful approach to optimizing the kernel function is the use of crossvalidation (CV) (Stone, 1974) . Although the CV-based kernel choice often leads to better generalization, it is computationally expensive when the kernel contains multiple tuning parameters.
To overcome this limitation, the framework of multiple kernel learning (MKL) has been introduced, which tries to learn the optimal linear combination of prefixed base-kernels by convex optimization , Micchelli and Pontil, 2005 , Lin and Zhang, 2006 , Sonnenburg et al., 2006 , Rakotomamonjy et al., 2008 , Suzuki and Tomioka, 2009 ). The seminal paper by Bach et al. (2004) showed that this MKL formulation can be interpreted as block-ℓ 1 regularization (i.e., ℓ 1 regularization across the kernels and ℓ 2 regularization within the same kernel). We refer to this MKL formulation as 'block-ℓ 1 MKL'. Based on this interpretation, block-ℓ 1 MKL was proved to be support consistent (i.e., correctly identifying the subset of non-zero coefficients with probability one in the large sample limit) when the true kernel combination is sparse (Bach, 2008) . Furthermore, the convergence rate of block-ℓ 1 MKL has also been elucidated in Koltchinskii and Yuan (2008) , which can be regarded as an extension of the theoretical analysis for ordinary (non-block) ℓ 1 regularization (Bickel et al., 2009 , Zhang, 2009 ).
However, in many practical applications, the true kernel combination may not be exactly sparse. In such a non-sparse situation, block-ℓ 1 MKL was shown to perform rather poorly-just the uniform combination of base kernels obtained by block-ℓ 2 regularization (Micchelli and Pontil, 2005 ) (which we call 'block-ℓ 2 MKL') often works better in practice (Cortes, 2009) . Furthermore, recent works showed that some 'intermediate' regularization between block-ℓ 1 and block-ℓ 2 regularization is more promising, e.g., block-ℓ p regularization with 1 ≤ p ≤ 2 , Kloft et al., 2009 , and elastic-net regularization (Zou and Hastie, 2005) which includes both block-ℓ 1 and block-ℓ 2 regularization (Tomioka and Suzuki, 2010 ) (we call this method 'elastic-net MKL'). Theoretically, the support consistency and the convergence rate for parametric elastic-nets have been elucidated in Yuan and Lin (2007) and Zou and Zhang (2009) , respectively, and that for non-parametric cases has been investigated in Meier et al. (2009) focusing on the Sobolev space.
In this paper, we theoretically analyze the support consistency and convergence rate of MKL, and provide three new results.
• For the case where the true kernel combination is sparse, we show that elastic-net MKL achieves a faster convergence rate than the one shown for block-ℓ 1 MKL (Koltchinskii and Yuan, 2008) . More specifically, we show that the L 2 convergence error is given by O p (min{dn
1−s 1+s n − 1 1+s + d log(M )/n}), where d is the number of active components of the target function, s is the complexity of RKHSs, M is the number of candidate kernels, and n is the number of samples.
• For the case where the optimal kernel combination is not exactly sparse, we prove that elastic-net MKL achieves a faster convergence rate than the block-ℓ 1 and block-ℓ 2 MKL methods by carefully controlling the balance between block-ℓ 1 and block-ℓ 2 regularization. Our theoretical result well agrees with the experimental results reported in Tomioka and Suzuki (2010) .
• For the case where the true kernel combination is sparse, we prove that the necessary and sufficient conditions of the support consistency for elastic-net MKL is milder than the conditions required for block-ℓ 1 MKL (Bach, 2008) .
Overall, our theoretical results suggest the use of elastic-net regularization in MKL.
Preliminaries
In this section, we formulate the elastic-net MKL approach and summarize mathematical tools that are needed for the theoretical analysis.
Formulation
Suppose we are given n samples (x i , y i ) n i=1 where x i belongs to an input space X and y i ∈ R. (x i , y i ) n i=1 are independent and identically distributed from a probability measure P . We denote the marginal distribution of X by Π. We consider a MKL regression problem in which the unknown target function is represented as a form of f (x) = 
where the first term is the squared-loss of function fitting and, the second and the third terms are block-ℓ 1 and block-ℓ 2 regularizers, respectively. It can be seen from (1) that elastic-net MKL is reduced to block-ℓ 1 MKL if λ (n) 2 = 0, which tends to induce sparse kernel combination , Bach et al., 2004 . On the other hand, it is reduced to block-ℓ 2 MKL if λ (n) 1 = 0, which results in uniform kernel combination (Micchelli and Pontil, 2005) . It is worth noting that, elastic-net MKL allows us to obtain various levels of sparsity by controlling the ratio between λ (n) 1 and λ (n) 2 .
Notations and Assumptions
Here, we prepare technical tools needed in the following sections.
Due to Mercer's theorem, there are an orthonormal system {φ k,m } k,m in L 2 (Π) and the spectrum {µ k,m } k,m such that k m has the following spectral representation:
By this spectral representation, the inner-product of RKHS can be expressed as f m , g m Hm =
. . , f M ) ∈ H and a subset of indices I ⊆ {1, . . . , M }, we denote by f I the restriction of f to an index set I, i.e., f I = (f m ) m∈I .
We denote by I 0 the indices of truly active kernels, i.e.,
m Hm > 0}, and define the complement of I 0 as J 0 = I 0 c . Throughout the paper, we assume the following technical conditions (see also Bach (2008) ). 
The spectral decay coefficient; see (A5). β The approximate sparsity coefficient; see (A7). b
The parameter that tunes the correlation between kernels; see (A8).
Assumption 1 (Basic Assumptions)
, and the noise ǫ := Y − f * (X) has a strictly positive variance; there exists σ > 0 such that E[ǫ 2 |X] > σ 2 for all X ∈ X . We also assume that ǫ is bounded as |ǫ| ≤ L.
where k
The first assumption in (A1) ensures the model H is correctly specified, and the technical assumption |ǫ| < L allows ǫf to be Lipschitz continuous with respect to f . It is known that the assumption (A2) gives the following relation:
The assumption (A3) was used in Caponnetto and de Vito (2007) and also in Bach (2008) . It ensures the consistency of the least-squares estimates in terms of the RKHS norm. Using the spectral representation (2), the condition g * m ∈ H m is expressed as
This condition was also assumed in Koltchinskii and Yuan (2008) . Proposition 9 of Bach (2008) gave a sufficient condition to fulfill (3) for translation invariant kernels k m (x, x ′ ) = h m (x − x ′ ). Constants we use later are summarized in Table 1 .
Convergence Rate of Elastic-net MKL
In this section, we derive the convergence rate of elastic-net MKL in two situations: (i) A sparse situation where the truth f * is sparse (Section 3.1).
(ii) A near sparse situation where the truth is not exactly sparse, but f m Hm decays polynomially as m increases (Section 3.2).
For (i), we show that elastic-net MKL (and block-ℓ 1 MKL) achieves a faster convergence rate than the rate shown for block-ℓ 1 MKL (Koltchinskii and Yuan, 2008) . Furthermore, for (ii), we show that elastic-net MKL can outperform block-ℓ 1 MKL and block-ℓ 2 MKL depending on the sparsity of the truth and the condition of the problem. Throughout this section, we assume the following conditions.
Assumption 2 (Boundedness Assumption)
There exists constants C 1 and R such that
Assumption 3 (Spectral Assumption) There exist 0 < s < 1 and C 2 such that
where {µ k,m } k is the spectrum of the kernel k m (see Eq. (2)).
The first assumption in (A4) appeared in Theorem 2 of Koltchinskii and Yuan (2008) . The second assumption in (A4) bounds the amplitude of f * . It was shown that the spectral assumption (A5) is equivalent to the classical covering number assumption (Steinwart et al., 2009) . Recall that the ǫ-covering number N (ǫ, B Hm , L 2 (Π)) with respect to L 2 (Π) is the minimal number of balls with radius ǫ needed to cover the unit ball B Hm in H m (van der Vaart and Wellner, 1996) . If the spectral assumption (A5) holds, there exists a constant c that depends only on s such that
and the converse is also true (see Theorem 15 of Steinwart et al. (2009) and Steinwart (2008) for details). Therefore, if s is large, at least one RKHS is "complex", and if s is small, the RKHSs are regarded as "simple". For a given set of indices I ⊆ {1, . . . , M }, let κ(I) be defined as follows:
κ(I) represents the correlation of RKHSs inside the indices I. Similarly, we define the correlations of RKHSs between I and I c as follows:
In Subsections 3.1 and 3.2, we will assume that the kernels have no perfect canonical dependence, implying that the kernels are not similar to each other (see (A6) and (A8) below). Throughout this paper, we assume log(Mn) n ≤ 1 and log(M ) is slower than any polynomial order against the number of samples n: log(M ) = o(n ǫ ) for all ǫ > 0. With some abuse, we use C to denote constants that are independent of d and n; its value may be different.
Sparse Situation
Here we derive the convergence rate of the estimatorf when the truth f * is sparse. Let d = |I 0 | and suppose that the number of kernels M and the number of active kernels d are increasing with respect to the number of samples n. We further assume the following condition in this subsection.
Assumption 4 (Incoherence Assumption)
There exists a constant C 3 > 0 such that
This condition is known as the incoherence condition (Koltchinskii and Yuan, 2008, Meier et al., 2009 ), i.e., kernels are not too dependent on each other and the problem is well conditioned. Then we have the following convergence rate.
Theorem 1 Under assumptions (A1-A6)
, there exist constants C, F and K depending only on κ(I 0 ), ρ(I 0 ), s, C 1 , C 2 , L, and R such that the L 2 (Π)-norm of the residualf − f * can be bounded as follows: when
and, when
where each inequality holds with probability at least 1 − e −t − n −1 for all t ≥ log log(R √ n) + log M .
The above theorem indicates that the learning rate depends on the complexity of RKHSs (the simpler, the faster) and the number of active kernels rather than the number of kernels M (the influence of M is at most
). It is worth noting that the convergence rate in (7) and (8) is faster than or equal to the rate of block-ℓ 1 MKL shown by Koltchinskii and Yuan (2008) which established the learning rate
under the same conditions as ours 2 .
2 In our second bound (8), there is the additional
term. However this can be eliminated by replacing the probability 1 − e −t − n −1 with 1 − e −t − M −A as in Koltchinskii and Yuan (2008) . Moreover, if √ n log(n) 
Near-Sparse Situation
In this subsection, we analyze the convergence rate under a situation where f * is not sparse but near sparse. We have shown a faster learning rate than existing bounds in the previous subsection. However, the assumptions we used might be too restrictive to capture the situation where MKL is used in practice. In fact, it was pointed out in Zou and Hastie (2005) in the context of (non-block) ℓ 1 regularization that ℓ 1 regularization could fail in the following situations:
• When the truth f * is not sparse, the ℓ 1 regularization shrinks many small but non-zero components to zero.
• When there exist strong correlations between different kernels, the solution of block-ℓ 1 MKL becomes unstable.
• When the number of kernels M is not large, there is no need to impose the estimator to be sparse.
In order to analyze these situations in the MKL setting, we introduce three parameters β, b, and τ : β controls the level of sparsity (see (A7)), b controls the correlation between candidate kernels (see (A8)), and τ controls the growth of the number of kernels against the number of samples (see (A9)).
We show that naturally block-ℓ 2 MKL is preferable when there are only few candidate kernels or the truth is dense. Importantly, if the candidate kernels are correlated, the convergence of block-ℓ 1 MKL can be slow even when the truth is sparse. Our analysis shows that elastic-net MKL is most valuable in such an intermediate situation.
By permuting indices, we can assume without loss of generality that f * m Hm is decreasing with respect to m, i.e., f *
We further assume the following conditions in this subsection. 
We call β (> 1) the approximate sparsity coefficient.
Assumption 6 (Generalized Incoherence) There exist b > 0 and C 4 such that for all I ⊆ {1, . . . , M },
Assumption 7 (Kernel-Set Growth) The number of kernels M is increasing polynomially with respect to the number of samples n, i.e., ∃τ > 0 such that
For notational convenience, let
(β+b){b(2+s)+2} and τ 6 = 1 (1−s)(1+b) . In addition, we denote by K some sufficiently large constant.
Theorem 2 Suppose assumptions (A1-A5) and (A7-A9),
, and τ 1 < τ < τ 4 are satisfied. Then the estimator of elastic-net MKL possesses the following convergence rate each of which holds with probability at least 1 − e −t − n −1 for all t ≥ log log(R √ n) + log M :
where
with λ (n)
with λ
Theorem 3 Under assumptions (A1-A5) and (A7-A9)
, if τ 5 < τ , the estimatorf ℓ1 of block-ℓ 1 MKL has the following convergence rate with probability at least 1 − e −t − n −1 for all t ≥ log log(R √ n) + log M :
, the estimator f ℓ2 of block-ℓ 2 MKL has the following convergence rate with probability at least 1 − e −t − n −1 for all t ≥ log log(R √ n) + log M :
In all convergence rates presented in Theorems 2 and 3, the leading terms are the terms that do not contain t. The convergence order of the terms containing t are faster than the leading terms, thus negligible.
By simple calculation, we can confirm that elastic-net MKL always converges faster than block-ℓ 1 MKL and block-ℓ 2 MKL if β and M satisfy the condition of Theorem 2. The convergence rate of elastic-net MKL becomes identical with block-ℓ 2 MKL and block-ℓ 1 MKL at the two extreme points of the interval τ = τ 1 and τ 4 , respectively. Outside the region, block-ℓ 1 MKL or block-ℓ 2 MKL has a faster convergence rate than elastic-net MKL. Moreover, at τ = τ 2 , the convergence rates (9) and (10) of elastic-net MKL are identical, and at τ = τ 3 , the convergence rates (10) and (11) are identical. The relation between the most preferred method and the growth rate τ of the number of kernels is illustrated in Figure 1 .
The condition τ 1 < τ < τ 4 in Theorem 2 indicates that when the number of kernels is not too small or too large, an 'intermediate' effect of elastic-net MKL becomes advantageous. Roughly speaking, if M is large, sparsity is needed to ensure the convergence and thus block-ℓ 1 MKL performs the best. On the other hand, if M is small, there is no need to make the solution sparse and thus block-ℓ 2 MKL becomes the best. For an intermediate M , elastic-net MKL becomes the best.
The condition 2β(1 − s) < s(b − 1) in Theorem 2 ensures the existence of M that satisfies the condition in the theorem, i.e., τ 1 < τ 2 < τ 3 < τ 4 . It can be seen that as b becomes large (the condition of the problem becomes worse), the range of β and M in which elastic-net MKL performs better than block-ℓ 1 MKL and block-ℓ 2 MKL becomes large. This indicates that the worse the condition of the problem becomes, the more important to control the balance of λ 
Support Consistency of Elastic-net MKL
In this section, we derive necessary and sufficient conditions for the statistical support consistency of the estimated sparsity pattern, i.e., the probability of {m | f m Hm = 0} = I 0 goes to 1 as the number of samples n tends to infinity. Due to the additional squared regularization term, the necessary condition for the support consistency of elastic-net MKL is shown to be weaker than that for block-ℓ 1 MKL (Bach, 2008) . In this section, we assume M and d = |I 0 | are fixed against the number of samples n.
Let H I be the restriction of H 1 ⊕ · · ·⊕ H M to the index set I. Since E X [k m (X, X)] < ∞ for all m (from assumption (A2)), we define the (non-centered) cross covariance operator Σ I,J :
growth rate of the number of kernels convergence rate Figure 1 : Relation between the convergence rate and the number of kernels. If the truth is intermediately sparse (the growth rate τ of the number of kernels is between τ 1 and τ 5 ), then elastic-net MKL performs best. At the edge of the interval, the convergence rate of elastic-net MKL coincides with that of block-ℓ 1 MKL or block-ℓ 2 MKL. linear operator such that
for all See Baker (1973) for the details of the cross
Moreover, we define the bounded (non-centered) cross-correlation operators
In this section, we assume in addition to the basic assumptions (A1-A3) that (A10) All V l,m are compact and the joint correlation operator V is invertible.
LetÎ be the indices of active kernels for the estimatedf ∈ H by elastic-net MKL:
Hm I Hm on diagonal blocks for m ∈ I 0 . In this section, we assume that the true sparsity pattern I 0 and the number of kernels M are fixed independently of the number of samples n.
Hm and similarly that of f I ∈ H I is defined by f I HI := m∈I f m 2 Hm . The following theorem gives a sufficient condition for the support consistency of sparsity patterns.
Theorem 4 Suppose
1 does not decrease too quickly. The condition (15) corresponds to an infinitedimensional extension of the elastic-net 'irrepresentable' condition. In the paper of Zhao and Yu (2006) , the irrepresentable condition was derived as a necessary and sufficient condition for the sign consistency of ℓ 1 regularization when the number of parameters is finite. Its elastic-net version was derived in Yuan and Lin (2007) , and it was extended to a situation where the number of parameters diverges as n increases (Jia and Yu, 2010) .
We also have a necessary condition for consistency.
3 If one fits a function with a constant offset (f (x) + b instead of f (x)) as in Bach (2008) , then the centered version of cross covariance operator is required instead of the non-centered version, i.e., fm,
. However, this difference is not essential because, without loss of generality, one can consider a situation where EY [Y ] = 0 and EX [fm(X)] = 0 for all fm ∈ HM by centering all the functions.
4 Actually, such a bounded operator always exists (Baker, 1973) . 5 For random variables xn and y, xn p → y means the convergence in probability, i.e., the probability |xn − y| > ǫ goes to 0 for all ǫ as the number of samples n tends to infinity.
The sufficient condition (15) contains the strict inequality ('<'), while similar conditions for ordinary (non-block) ℓ 1 regularization or ordinary (non-block) elastic-net regularization contain the weak inequality ('≤'). The strict inequality appears because each block contains multiple variables in group lasso and MKL (Bach, 2008) .
The condition λ (n) 1 √ n → ∞ is necessary to impose the RKHS-norm convergence f − f * H p → 0. Roughly speaking, this means that the block-ℓ 1 regularization term should be stronger than the noise level to suppress fluctuations by noise.
It is worth noting that the conditions (15) and (16) are weaker than the condition for block-ℓ 1 MKL presented in Bach (2008) ; the block-ℓ 1 MKL irrepresentable condition is
This is because the group-ℓ 2 regularization term eases the singularity of the problem. Examples that elasticnets successfully estimate the true sparsity pattern, while ℓ 1 regularization fails in parametric situations can be found in Jia and Yu (2010) .
Conclusions
We provided three novel theoretical results on the support consistency and convergence rate of elastic-net MKL.
(i) Elastic-net MKL was shown to be support consistent under a milder condition than block-ℓ 1 MKL.
(ii) A tighter convergence rate than existing bounds was derived for the situation where the truth is sparse.
(iii) The convergence rates of block-ℓ 1 MKL, elastic-net MKL, and block-ℓ 2 MKL when the truth is near sparse were elucidated, and elastic-net MKL was shown to perform better when the decrease rate β is not large, or the condition of the problem is bad.
Based on our theoretical findings, we conclude that the use of elastic-net regularization is recommended for MKL. Elastic-net MKL can be regarded as 'intermediate' between block-ℓ 1 MKL and block-ℓ 2 MKL. Another popular intermediate variant is block-ℓ p MKL for 1 ≤ p ≤ 2 (Kloft et al., 2009 ). Elasticnet MKL and block-ℓ p MKL are conceptually similar, but they have a notable difference: elastic-net MKL with λ (n) 1 > 0 tends to produce sparse solutions, while block-ℓ p MKL with 1 < p ≤ 2 always produces dense solutions (i.e., all combination coefficients of kernels are non-zero). Sparsity of elastic-net MKL would be advantageous when the true kernel combination is sparse, as we proved in this paper. However, when the true kernel combination is non-sparse, the difference/relation between elastic-net MKL and block-ℓ p MKL is not clear yet. This needs to be further investigated in the future work.
A Proofs of the theorems
For a function f on X × R, we define P n f :
For a function f I ∈ H I , we define f I ℓ1 as f I ℓ1 := m∈I f m Hm and for f ∈ H we write f ℓ1 := 6 Note that in the original paper by Bach (2008) , the RHS of (17) is m∈I 0 f * m Hm because the squared group-ℓ1 regularizer ( m fm Hm ) 2 was used. We can show that the squared formulation is actually equivalent to the nonsquared formulation in the sense that there exists one-to-one correspondence between the two formulations.
Lemma 6 For all
Proof: For J = I c , we have
where we used Schwarz's inequality in the last line.
The following lemma gives an upper bound of
f Hm that hold with a high probability. This is an extension of Theorem 1 of Koltchinskii and Yuan (2008) . The proof is given in Appendix B.
Lemma 7 There exists a constant F depending on only
, we have,
, with probability
The following lemma gives a basic inequality that is a start point for the following analyses. The proof is given in Appendix B.
Lemma 8 Suppose
where F is the constant appeared in Lemma 7. Then there exist constantsK 1 andK 2 depending only on L in (A1), R in (A4), s in (A6), C 2 in (A6) such that for all I ⊆ {1, . . . , M }, and for all t ≥ log log(R √ n) + log M , with probability at least 1 − e −t − n −1 ,
The above lemma is derived by peeling device or localization method. Details of those techniques can be found in, for example, Bartlett et al. (2005) , Koltchinskii (2006) , Mendelson (2002) , van de Geer (2000) .
, we can assume that the inequality (20) is satisfied with I = I 0 . For notational simplicity, we suppose I denotes I 0 in this proof. In addition, since λ
* Hm ≤ 3R (with probability 1 − n −1 ) by Lemma 7. Note that f * m Hm = 0 for all
by taking K sufficiently large. Therefore by the inequality (20), we have
where K 1 isK 1 (1 + 3R) (here we omitted the term m∈I n − 1 1+s f m − f * m Hm for simplicity. One can show that that term is negligible).
By Hölder's inequality, the first term in the RHS of the above inequality can be bounded as
Applying Young's inequality, the last term can be bounded by
where C denotes a constant that is independent of d and n and changes by the contexts, and we used Lemma 6 in the last line. Similarly, by the inequality of arithmetic and geometric means, we obtain a bound as
Hm λ (n) 2 2 + t n
where we used Lemma 6 in the last line. By substituting (22) and (23) to (21), we have
The minimum of the RHS with respect to λ
under the constraint λ
is achieved by
2+s up to constants. Thus we have the first assertion (7).
Next we show the second assertion (8). By Hölder's inequality and Young's inequality, we have
whereλ > 0 is an arbitrary positive real. By substituting (25) and (23) to (21), we have
This is minimized byλ = Cd
, and λ 
if λ (n) 1 >γ n +K 2 t n and λ
. The second term can be upper bounded as
n .
We will see that we may assume C
4 . Thus the second term in the RHS of the above inequality can be upper bounded as
Moreover Lemma 7 gives
. Therefore (26) becomes
As in the proof of Theorem 1 (using the relations (23) and (22)), we have
Remind thatγ
presented in the statement is achieved by minimizing the RHS of Eq. (28) } up to constants independent of n, where the leading terms are
is greater thanγ n +K 2 t n because n − b+3β−1 (2β+b)(2+s)−1−s > c M/n ≥γ n , therefore (26) is valid. Using τ ≤ τ 2 , we can show that
2 /4 by setting the constant K sufficiently large, hence (27) is valid. Moreover, since M > n 1 (2β+b)(2+s)−1−s = n τ1 , we can take
Then the RHS of the above inequality can be minimized
2{(2+s)(b+β−1)+2} , and λ
≥γ n +K 2 t n up to constants independent of n, where the leading terms are (26) is valid. Using τ ≤ τ 3 , we can show that Cd
2 /4 by setting the constant K sufficiently large, hence (27) (26) is valid. Using τ ≤ τ 4 , we can show that Cd
2 /4 by setting the constant K sufficiently large, hence (27) is valid. Moreover, since β ≤
In all settings i) to iii), we can show that
n . Thus the terms regarding t is upper bounded as d
2{(β+b)(2+s)−s} , and iii)
respectively. Thus we obtain the assertion.
Proof: (Theorem 3) (Convergence rate of block-ℓ 1 MKL)
Note that since λ
f m Hm ≤ 3R with probability
When λ (n) 2 = 0 and λ (n) 1 > (1 + 4R)γ n +K 2 t n , as in Lemma 8 we have with probability at least
for all t ≥ log log(R √ n) + log M .
We lower bound the term λ 
Since max m f m Hm ≤ 3R are met with probability 1 − n −1 ,
with probability 1 − n −1 .
Therefore by the inequality (29), we have with probability at least 1 − e −t − n
for all t ≥ log log(R √ n) + log M . Thus using Young's inequality
The RHS is minimized by d = n 1 (2+s)(β+b) and λ
(up to constants independent of n). Note that since the optimal λ (n) 1 obtained above satisfies λ
n by taking K sufficiently large, the inequality (31) is valid. Moreover the condition M > n τ5 = n b+1 (β+b){b(2+s)+2} in the statement ensures d < M . Finally we evaluate the terms including t, that is,
Therefore those terms are upper bounded as
Thus we obtain the assertion.
(Convergence rate for block-ℓ 2 MKL) When λ (n) 1 = 0, substituting I M to I in Lemma 8, and using Young's inequality, as in the proof of Theorem 2, the convergence rate of block-ℓ 2 MKL can be evaluated as
with probability 1 − e −t − n −1 (note that since I = {1, . . . , M } (I c = ∅), we don't need the condition
gives the minimum of the RHS with respect to λ (n) 2 up to constants. Using τ ≤ τ 6 , we can show that M
2 by setting the constant K sufficiently large, hence (27) is valid.
B Proof of Lemmas 7 and 8
Proof: (Lemma 7) Sincef minimizes the empirical risk (1), we have
By Proposition 1 (Bernstein's inequality in Hilbert spaces, see also Theorem 6.14 of Steinwart (2008) for example), there exists a universal constant C such that we have
for all m with probability at least 1 − n −1 , where we used the assumption
, then we have
with probability at least
, then by Young's inequality and Jensen's inequality, the LHS of the above inequality (33) is lower bounded by
Therefore we have the first assertion by setting F = 4CL. The second assertion can be shown as follows: by the inequality (33) we have
with probability at least 1 − n −1 , where we used (34), λ
in the last inequality.
Proof: (Lemma 8)
In what follows, we assume f − f * ℓ1 ≤R whereR = 4M R (the probability of this event is greater than 1 − n −1 by Lemma 7). Sincef minimizes the empirical risk we have
ℓ2 . (38) The second term in the RHS of the above inequality (38) can be bounded from above as
where we used f *
Substituting (39) and (40) to (38), we obtain
Finally we evaluate the first term (P −P n )((f * −f ) 2 +2(f −f * )ǫ) in the RHS of the above inequality (41) by applying Talagrand's concentration inequality (Talagrand, 1996a ,b, Bousquet, 2002 . First we decompose
and bound each term
n is the Rademacher random variable, and
Then one can show that by the spectral assumptions (A5) (equivalently the covering number condition)
where K s is a constant that depends on s and C 2 (Mendelson, 2002) .
Now by Rademacher contraction inequality (Ledoux and Talagrand, 1991, Theorem 4.12) , for given {ξ m , σ m } m∈I andR we have
Therefore by the symmetrization argument (van der Vaart and Wellner, 1996) , we have
By Talagrand's concentration inequality with (42) and (44), for givenR,σ, ξ m , σ m with probability at least 1 − e −t (t > 0), we have
where we used the relation (42). Our next goal is to derive an uniform version of the above inequality over
By considering a grid
for all f ∈ H such that f m Hm ≤R and f ℓ1 ≤R, and for all t > 1, where K = 4(4K s L∨4K s ∨2L∨2).
Remind that the (non centered) cross correlation operator is invertible. Thus there exists a constant c such that
This and Eq. (52) give that using ab ≤ (a
Therefore we have
This and λ
→ 0 in probability.
(
Step 2) Next we show that the probability off =f goes to 1. Since f − f * I0 HI 0 → 0, we can assume that f m Hm > 0 (m ∈ I 0 ) without loss of generality. We identifyf as an element of H by settingf m = 0 for m ∈ J 0 . Now we show thatf is also the minimizer of F n , that isf =f , with high probability, henceÎ = I 0 with high probability. By the KKT condition, the necessary and sufficient condition thatf also minimizes
Hm ). Note that (54) is satisfied (with high probability) becausef is the minimizer ofF n and f m Hm > 0 for all m ∈ I 0 (with high probability). Therefore if the condition (53) holds w.h.p., f =f w.h.p..
We will now show the condition (53) holds w.h.p.. Due to (54), we havẽ
Therefore the LHS of (53), 2Σ m,I0 (f I0 − f * I0 ) − 2Σ m,ǫ Hm , can be evaluated as
We evaluate the probabilistic orders of the last two terms.
(i) (Bounding B n,m := 2Σ m,I0 (2Σ I0,I0 + 2λ
The second inequality is due to the fact that for all (f I0 , f m ) ∈ H I0∪m we have
Thus we have
Here the LHS of the above inequality is equivalent to * Σ m,I0 (2Σ I0,I0 + 2λ
Therefore we observe
This and Σ
(ii) (Bounding E n,m := 2Σ m,I0 (2Σ I0,I0 + 2λ
and thus D − S n D/2 with high probability. Hence
Here we obtain
and due to the fact that D − S n D/2 with high probability we have
Therefore the second term in the RHS of Eq. (58) is evaluated as 2 )f * I0 HI 0
2 )) =o p (λ (n) 1 ).
Therefore this and Eq. (58) give 2Σ m,I0 (2Σ I0,I0 + 2λ
=2Σ m,I0 (2Σ I0,I0 + 2λ 
By the KKT condition,
where the last inequality is due to √ nλ We now show that the KKT condition under whichf satisfyingÎ = I 0 is optimal with respect to F n is violated with strictly positive probability:
Obviously this indicates that the probabilityÎ = I 0 does not converges to 1, which is a contradiction. For all v m ∈ H m (m ∈ J 0 ), there exists w I0 ∈ H I0 such that
Note that w I0 is uniformly bounded for all λ (n) 2
≥ 0 because the range of Σ I0,m is included in the range of Σ I0,I0 (Baker, 1973) and there existsw I0 such that Σ I0,m v m = Σ I0,I0wI0 (w I0 is independent of λ (n)
2 ), hence Σ I0,I0wI0 = (Σ I0,I0 + λ 
