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Abstract
In this work we take a look at the universal approximation question for stochastic feed-
forward neural networks. In contrast to deterministic neural networks, which represent
mappings from a set of inputs to a set of outputs, stochastic neural networks represent
mappings from a set of inputs to a set of probability distributions over the set of out-
puts. In particular, even if the sets of inputs and outputs are finite, the class of stochastic
mappings in question is not finite. Moreover, while for a deterministic function the val-
ues of all output variables can be computed independently of each other given the values
of the inputs, in the stochastic setting the values of the output variables may need to be
correlated, which requires that their values are computed jointly. A prominent class of
stochastic feedforward networks which has played a key role in the resurgence of deep
learning are deep belief networks. The representational power of these networks has been
studied mainly in the generative setting, as models of probability distributions without an
input, or in the discriminative setting for the special case of deterministic mappings. We
study the representational power of deep sigmoid belief networks in terms of composi-
tions of linear transformations of probability distributions, Markov kernels, that can be
expressed by the layers of the network. We investigate different types of shallow and deep
architectures, and the minimal number of layers and units per layer that are sufficient and
necessary in order for the network to be able to approximate any given stochastic map-
ping from the set of inputs to the set of outputs arbitrarily well. The discussion builds
on notions of probability sharing and mixtures of product distributions, focusing on the
case of binary variables and conditional probabilities given by the sigmoid of an affine
map. After reviewing existing results, we present a detailed analysis of shallow networks
and a unified analysis for a variety of deep networks. Most of the results were previously
unpublished or are new.
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Obtaining detailed comparisons between deep vs. shallow networks remains a topic of
theoretical and practical importance as deep learning continues to grow in popularity. The
successes of deep networks exhibited in many recent applications has sparked much in-
terest in such comparisons [Larochelle et al., 2007, Bengio, 2009, Delalleau and Bengio,
2011, Pascanu et al., 2014, Montu´far et al., 2014, Mhaskar and Poggio, 2016, Eldan and
Shamir, 2016, Poggio et al., 2017, Lu et al., 2017, Raghu et al., 2017, Yarotsky, 2017,
2018, Bo¨lcskei et al., 2019, Gribonval et al., 2019], and in developing theory for deep
architectures. Despite the acclaim, guidelines for choosing the most appropriate model
for a given problem have remained elusive. One approach to obtaining such guidance is
to analyze the representational and approximation capabilities of different types of archi-
tectures. The representational power of neural networks poses a number of interesting
and important questions, even if it might not capture other important and complex aspects
that impact the performance in practice. In particular, we note that the choice of network
architecture defines a particular parametrization of the representable functions, which in
turn has an effect on the shape of the parameter optimization landscape.
This work examines one aspect of this subject matter; namely, how do deep vs. shallow
stochastic feedforward networks compare in terms of the number of computational units
and parameters that are sufficient in order to approximate a target stochastic function to a
given accuracy? In contrast to deterministic neural networks, which represent mappings
from a set of inputs to a set of outputs, stochastic neural networks represent mappings from
a set of inputs to a set of probability distributions over the set of outputs. As so, stochas-
tic networks can be used to model the probability distribution of a given set of training
examples. This type of problem, which is an instance of parametric density estimation,
is a core problem in statistics and machine learning. When trained on a set of unlabeled
examples, a stochastic network can learn to map an internal hidden variable to new ex-
amples which follow a similar probability distribution as the training examples. They can
also be trained to generate examples which follow probability distributions conditioned
on given inputs. For instance, the input might specify a value “cat” or “dog”, and the
outputs could be images of the corresponding animals. Generative modeling is a very
active area of research in contemporary machine learning. In recent years, a particularly
popular approach to generative modeling is the generative adversarial network [Goodfel-
low et al., 2014] and its many variants. The distinguishing property of this approach is
that the training loss is formulated in terms of the ability of a discriminator to tell apart the
generated examples and the training examples. Aside from utilizing this particular type of
loss, these models are implemented in the same general way, as a sequence of mappings
that take an internal source to values in a desired domain. The distinguishing property
of stochastic neural networks is that each layer can implement randomness. Learning
stochastic feedforward networks has been an important topic of research for years [Neal,
1990, Ngiam et al., 2011, Tang and Salakhutdinov, 2013, Raiko et al., 2014, Lee et al.,
2017]. Stochastic neural networks have found applications not only as generative mod-
els, but also in unsupervised feature learning [Hinton and Salakhutdinov, 2006, Ranzato
et al., 2007], semantic hashing [Salakhutdinov and Hinton, 2009], and natural language
understanding [Sarikaya et al., 2014], among others. Unsupervised training with stochas-
tic networks can be used as a parameter initialization strategy for subsequent supervised
learning, which was a key technique in the rise of deep learning in the years 2000 [Hinton
et al., 2006, Bengio et al., 2007, Bengio, 2009].
4We study the representational power of stochastic feedforward networks from a class
that is known as Bayesian sigmoid belief networks [Neal, 1992]. These are special types
of directed graphical models, also known as Bayesian networks [Lauritzen, 1996, Pearl,
1988]. We consider a spectrum of architectures (network topologies) in relation to uni-
versal approximation properties. When viewing networks as approximators of elements
from a specific class, they can be quantified and compared by measures such as the worst-
case error for the class. If a sufficiently large network is capable of approximating all
desired elements with arbitrary accuracy, it can be regarded as a universal approximator.
The question of whether or not a certain network architecture is capable of universal ap-
proximation, and if so, how many computational units and trainable parameters suffice,
has been studied for a variety of stochastic networks [see, e.g., Sutskever and Hinton,
2008, Le Roux and Bengio, 2010, Bengio and Delalleau, 2011, Montu´far and Ay, 2011,
Montu´far et al., 2011, Montu´far, 2014a, Montu´far et al., 2015, Montu´far, 2014b, 2015,
Montu´far and Rauh, 2017, Montu´far, 2015].
Most of the existing works on the representational power of stochastic feedforward
networks focus on the generative setting with no inputs, modeling a single probability
distribution over the outputs, or the discriminative setting modeling a deterministic map-
ping from inputs to outputs. Models of stochastic functions, which are also referred to
as Markov kernels or conditional probability distributions, are more complex than models
of probability distributions. Rather than a single probability distribution, they need to ap-
proximate a probability distribution for each possible input. Universal approximation in
this context inherently requires more complexity as compared to generative models with
no inputs. There is also a wider variety of possible network architectures, each with vir-
tually no guidance on how one compares to another. Nonetheless, as we will see, the
question of universal approximation of Markov kernels can be addressed using similar
tools as previously developed for studying universal approximation of probability distri-
butions with deep belief networks [Sutskever and Hinton, 2008, Le Roux and Bengio,
2010, Montu´far and Ay, 2011, Montu´far, 2014b]. We will also draw on unpublished stud-
ies of shallow stochastic feedforward networks [Montu´far, 2015].
The overall idea of universal approximation that we consider here is as follows. For
each possible input x ∈ {0, 1}d to the network, there will be a target conditional distribu-
tion p(·|x) over the outputs y ∈ {0, 1}s which the network attempts to learn. Note that
while there is only a finite number (2s)2
d
of deterministic mappings from inputs to out-
puts, there is a continuum (∆{0,1}s)2
d
of mappings from inputs to probability distributions
over outputs, where ∆{0,1}s is the (2s − 1)-dimensional simplex of probability distribu-
tions over {0, 1}s. As the number of hidden units of the network grows, the network gains
the ability to better approximate the target conditional distributions. At a certain thresh-
old, the model will have sufficient complexity to approximate each conditional distribution
with arbitrarily high precision. The precise threshold is unknown except in special cases,
and thus upper bounds for universal approximation are generally used to quantify a net-
work’s representational capacity. Since feedforward networks operate sequentially, each
layer can be seen as a module that is able to implement certain operations sharing or dif-
fusing the probability mass away from the distribution at the previous layer and toward
the target distribution. This is referred to as probability mass sharing. Depending on the
size of the layers, the types of possible operations varies. The composition of operations
layer by layer is a key difference between deep and shallow networks.
We prove sufficiency bounds for universal approximation with shallow networks and
5with a spectrum of deep networks. The proof methods for the deep and shallow cases differ
in important ways due to the compositional nature of deep architectures. This is especially
so when restrictions are imposed on the width of the hidden layers. We extend the ideas
put forth by Sutskever and Hinton [2008], Le Roux and Bengio [2010], Montu´far and Ay
[2011], where universal approximation bounds were proven for deep belief networks. Our
main results can be stated as follows.
• A shallow sigmoid stochastic feedforward network with d binary inputs, s binary
outputs, and a hidden layer of width 2d(2s−1 − 1) is a universal approximator of
Markov kernels.
• There exists a spectrum of deep sigmoid stochastic feedforward networks with d
binary inputs, s binary outputs, and 2d−j(2s−b + 2b − 1) hidden layers of width
2j(s+d−j) that are universal approximators of Markov kernels. Here b ∼ log2(s),
and the overall shape of each network is controlled by j ∈ {0, 1, . . . , d}. Moreover,
each of these networks can be implemented with a minimum of 2d(2s− 1) trainable
parameters.
• For the networks in the previous item, if both the trainable and non-trainable pa-
rameters are restricted to have absolute values at most α, the approximation error
for any target kernel can be bounded in infinity norm by 1 − σ(α/2(d + s))N +
2σ(−α/2(d+ s)), where N is the total number of units of the network and σ is the
standard logistic sigmoid function.
The work is organized as follows. Section 2 discusses previous works for context.
Section 3 discusses preliminary notions and fixes notation. Section 4 presents an analy-
sis of shallow networks. The proofs are contained in Section 5. Section 6 presents the
main results, describing universal approximation with a spectrum of deep networks and
approximation with bounded weights. The proofs of these results are contained in Sec-
tion 7. Section 8 discusses the lower bounds for universal approximation. Afterward, a
brief comparison between architectures and numerical experiments are discussed in Sec-
tion 9. Last, Section 10 offers a conclusion and avenues for future research.
2 Overview of Previous Works and Results
The universal approximation property has been studied in a variety of contexts in the past.
The seminal work of Cybenko [1989] and Hornik et al. [1989] showed that determinis-
tic multilayer feedforward networks with at least one sufficiently large hidden layer are
universal approximators over a certain class of Borel measurable functions. An overview
on universal approximation for deterministic networks was provided by Scarselli and Tsoi
[1998]. The case of stochastic functions is not covered by this analysis, and was studied
later. Soon after Hinton et al. [2006] introduced a practical technique for training deep
architectures, universal approximation for deep belief networks (DBNs) was shown by
Sutskever and Hinton [2008]. They found that a DBN consisting of 3(2s−1)+1 layers of
width s + 1 is sufficient for approximating any distribution p ∈ ∆s arbitrarily well. This
sufficiency bound was improved upon twice, first by Le Roux and Bengio [2010], then
by Montu´far and Ay [2011]. The former introduced the idea of using Gray codes to over-
lap probability sharing steps, thereby reducing the number of layers down to ∼ 2ss , each
having width s. The latter further reduced the number of layers to 2
s−1
s−b , b ∼ log2(s) by
6improving previous results on the representational capacity of restricted Boltzmann ma-
chines (RBMs) and probability sharing theorems. It is interesting to note that still further
improvements have been made on the representational capabilities of RBMs [Montu´far
and Rauh, 2017], but it remains unclear whether or not universal approximation bounds
for DBNs can benefit from such improvements. For a recent review of results on RBMs,
see [Montu´far, 2018].
Several stochastic networks in addition to DBNs have been shown to be universal
approximators. The undirected counterpart to DBNs called a deep Boltzmann machine
(DBM) was proven to be a universal approximator even if the hidden layers are restricted
to have at most the same width as the output layer [Montu´far, 2014a]. Here it was shown
that DBMs could be analyzed similarly to feedforward networks under certain param-
eter regimes. This result verifies the intuition that undirected graphical models are in
some well defined sense at least as powerful as their directed counterparts. For shallow
stochastic networks universal approximation bounds have been obtained for feedforward
networks which will be discussed next, and undirected networks called conditional re-
stricted Boltzmann machines (CRBMs) [Montu´far et al., 2015]. Both such architectures
are capable of universal approximation and have similar sufficiency bounds.
We note that not every network architecture is capable of universal approximation. For
example, it is known that for an RBM, DBN, or DBM to be a universal approximator of
distributions over {0, 1}s, the hidden layer immediately before the visible layer must have
at least s− 1 units [Montu´far, 2014a]. In fact, if s is odd, at least s are needed [Montu´far
and Morton, 2015]. In addition, necessary bounds for universal approximation exist for
all of the previously mentioned architectures, though such bounds are generally harder
to refine. Except for very small models, there exists a gap between the known necessary
bounds and the sufficiency bounds. Last, it was recently shown that a class of determinis-
tic feedforward networks with hidden layer width at most equal to the input dimension are
unable to capture a class of functions with bounded level sets [Johnson, 2019]. Such dis-
coveries exemplify the importance of analyzing the approximation capabilities of different
network architectures.
As already mentioned in the introduction, the representational power of discriminative
models has been previously studied. In particular, the representation of deterministic func-
tions from {0, 1}d → {0, 1}, known as Boolean functions, by logical circuits or threshold
gates has been studied for many years. Shannon [1949] showed that almost all d-input
Boolean functions require a logic circuit of size at least (1− o(1))2d/d. Lupanov [1956]
showed that every d-input Boolean function can be expressed by a logic circuit of size
at most (1 + o(1))2d/d. Other works on the representation of Boolean functions include
Brunato and Battiti [2015], Huang et al. [2006], Muroga [1971], Neciporuk [1964], Wen-
zel et al. [2000]. A particularly interesting result by Hastad and Goldmann [1991] shows
that, when the depth of a threshold circuit is restricted, some Boolean functions require
exponentially more units to be represented.
Rojas [2003] showed that a sufficiently deep stack of perceptrons where each layer is
connected to the input and feeds forward a single bit of information is capable of learning
any d-input Boolean function. The equivalent network without skip connections to the
input would be a network of width d + 1. In that work it is pointed out that there is a
direct trade-off between the width and depth of the network, and this idea will surface
again in the analysis of deep networks that follows. Le Roux and Bengio [2010] showed
that a sigmoid belief network with 2d−1 + 1 layers of width d is sufficient for represent-
ing any deterministic function f : {0, 1}d → {0, 1}. This was done by showing that the
7parameters of one layer can be chosen to map a single vector to some fixed h0 ∈ {0, 1}d.
Then considering two classes of vectors, those for which f(h) = 0 and those for which
f(h) = 1, one may choose to map the smaller of the two classes of vectors to h0. This
can be done in 2d−1 layers or less, and then the last layer can correctly label the inputs
depending on whether or not the network mapped them to h0 or not. This process differs
from the following in that these networks are not learning multivariate conditional distri-
butions for each input, but rather labeling each input 0 or 1. While for a deterministic
function the values of all output variables can be computed independently of each other
given the values of the inputs, in the stochastic setting the values of the output variables
may be correlated, which requires that their values are computed jointly.
3 Markov Kernels and Stochastic Networks
Binary Probability Distributions and Markov Kernels
Let s ∈ N and consider the set of vectors {0, 1}s of cardinality 2s. A probability distribu-
tion over the set {0, 1}s is a vector p ∈ R2s with non-negative entries pi, i ∈ {1, . . . , 2s}
that add to one. The entries correspond to the probabilities p(y) that this distribution
assigns to each y ∈ {0, 1}s. The set of all such probability distributions is the set
∆s :=
{
p ∈ R2s
∣∣∣ 2s∑
i=1
pi = 1, pi ≥ 0 for i = 1, 2, . . . , 2s
}
. (1)
This set is a simplex of dimension 2s − 1. The vertices of ∆s are point distributions
which assign full probability mass to a single y ∈ {0, 1}s and none on {0, 1}s \ y. Such
distributions are denoted δy and are sometimes referred to as deterministic because there
is no uncertainty under them. The support of a distribution p ∈ ∆s is denoted by supp(p)
and is the set of the vectors in {0, 1}s on which p assigns nonzero probability. The support
set of a deterministic distribution is a singleton. A probability modelM is just a subset
of ∆s. If a model M ⊆ ∆s satisfies M = ∆s, then M is said to have the universal
approximation property. HereM refers to the closure ofM in the Euclidean topology.
A stochastic map or Markov kernel with input space {0, 1}d and output space {0, 1}s
is a map P : {0, 1}d → ∆s. Such a Markov kernel can be see as a 2d×2s matrix with non-
negative entries and with rows that sum to 1. The i-th row is the probability distribution
over {0, 1}s corresponding to the i-th input. The set of all Markov kernels is written as
∆d,s :=
{
P ∈ R2d×2s : Pij ≥ 0,
2s∑
j=1
Pij = 1 for all i = 1, 2, . . . , 2d
}
. (2)
One can see that ∆d,s is the 2d-fold Cartesian product of ∆s, and thus is a polytope of
dimension 2d(2s − 1). A model of Markov kernels N is simply a subset of ∆d,s. If a
model N fills this polytope, meaning N = ∆d,s, it is said to be a universal approximator
of Markov kernels.
An important class of probability distributions are the factorizable or independent dis-
tributions, for which the probability of observing a joint state z ∈ {0, 1}d is just the
product of the probabilities of observing each state zj ∈ {0, 1}, j = 1, . . . , d individually.
8These distributions can be written as
p(z) =
d∏
j=1
pzj (zj) =
d∏
j=1
p
zj
j (1− pj)1−zj , ∀z = (z1, . . . , zd) ∈ {0, 1}d, (3)
where pzj is a probability distribution over {0, 1} and pj = pzj (zj = 1) ∈ [0, 1] is the
probability of the event zj = 1, for j = 1, . . . , d. We denote the set of all factorizable
distributions of d binary variables, of the form given above, by Ed. The Hamming distance
‖a−b‖H between two vectors a and b is the number of positions where a and b differ. One
notable property of Ed is that if x′,x′′ ∈ {0, 1}d have Hamming distance ‖x′−x′′‖H = 1,
then any probability distribution p ∈ ∆d with supp(p) = {x′,x′′} is in Ed.
Certain configurations of binary vectors will be important in our analysis. The set of
d-bit binary vectors can be visualized as the vertex set of the d-dimensional hypercube.
If x′,x′′ ∈ {0, 1}d have Hamming distance ‖x′ − x′′‖H = 1, they form an edge of the
d-cube. For this reason, they are sometimes referred to as an edge pair in the literature. A
codimension 0 ≤ j ≤ d face of the d-cube consists of the 2d−j vectors having the same j
bits in common.
Stochastic Feedforward Networks
We consider stochastic networks known as Bayesian sigmoid belief networks [Neal, 1992],
which are Bayesian networks [Pearl, 1988, Lauritzen, 1996] with conditional distributions
taking the form of a logistic sigmoid function applied to a linear combination of the parent
variables. Details can be found in [Saul et al., 1996] and [Bishop, 2006, Section 8.1].
Each unit of the network represents a random variable and edges capture dependencies
between variables. In our discussion, all of the units of the network are binary. The graphs
are directed and acyclic, so that the units can be arranged into a sequence of layers. We will
focus on the case where consecutive layers are fully connected and there are no intralayer
and no skip connections. The units in each layer are conditionally independent given the
state of the units in the previous layer. Figure 5 shows an example of such an architecture.
We denote the binary inputs by x ∈ {0, 1}d, and the outputs by y ∈ {0, 1}s. The
network’s computational units take states in {0, 1} with activation probabilities given by
the sigmoid function applied to an affine transformation of the previous layer’s values.
Specifically, given a state hl−1 ∈ {0, 1}ml−1 of the ml−1 units in layer l− 1, the j-th unit
of the l-th layer activates (i.e. it takes state hlj = 1) with probability
p(hlj = 1|hl−1) = σ(Wljhl−1 + blj) =
1
1 + e−(W
l
jh
l−1+blj)
. (4)
Here Wlj ∈ R1×ml−1 is a row vector of weights and blj ∈ R is a bias. The weights and
bias of all units in layer l are collected in a matrix Wl ∈ Rml × Rml−1 and a vector
bl = (bl1, . . . , b
l
ml
) ∈ Rml . We denote the parameters (weights and biases) of the entire
network collectively by θ. Note that the inverse of the sigmoid function σ is known as
the logit function σ−1(x) = log ( x1−x ) = log(x) − log (1− x). The units in layer l are
conditionally independent given the state hl−1 of the units in the preceding layer. The
probability of observing state hl = (hl1, . . . , h
l
ml
) ∈ {0, 1}ml at layer l given hl−1 is
p(hl |hl−1) =
ml∏
j=1
σ(Wljh
l−1 + blj)
hlj
(
1− σ(Wljhl−1 + blj)
)1−hlj . (5)
9Given an input x, the conditional distribution of all units in a network with L+2 layers
(including input and output layers) can be written as
p(h1,h2, . . . ,hL,y|x) = p(y|hL)p(hL|hL−1) · · · p(h1|x). (6)
By marginalizing over the hidden layers, which are all layers other than the input and
output layers, one obtains the conditional distribution of the output given the input as
p(y|x) =
∑
h1
· · ·
∑
hL
p(y|hL)p(hL|hL−1) · · · p(h1|x). (7)
In particular, a network with fixed parameters represents a Markov kernel in ∆d,s. When
we allow the network’s parameter θ to vary arbitrarily, we obtain the set of all Markov
kernels in ∆d,s that are representable by the particular network architecture. The architec-
ture is fully determined by the number of layers and the sizes m1, . . . ,mL of the hidden
layers. We call a network shallow if L = 1, and deep if L > 1.
We denote Fd,s ⊆ ∆d,s the set of all Markov kernels that can be represented by a
network module of the form (5) with an input layer of size d and an output layer of size s,
with no hidden layers. Networks with L > 1 can be seen as the composition of L+1 such
network modules. We denote Fd,m1,...,mL,s := FmL,s ◦ FmL−1,mL ◦ · · · ◦ Fm1,m2 ◦
Fd,m1 ⊆ ∆d,s the set of all Markov kernels of the form (7) representable by a network
architecture with an input layer of size d, hidden layers of size ml for l = 1, . . . , L, and
an output layer of size s.
The general task in practice for our feedforward stochastic network is to learn a con-
ditional distribution p∗(·|x) for each given input x. In other words, when providing the
network with input x, the goal is to have the outputs y distributed according to some target
distribution p∗(·|x). We will be interested in the question of which network architectures
have the universal approximation property, meaning that they are capable of representing
any Markov kernel in ∆d,s with arbitrarily high accuracy.
Our analysis builds on previous works discussing closely related types of stochastic
networks. For completeness, we now provide the definition of those networks. A restricted
Boltzmann machine (RBM) with m hidden and d visible binary units is a probability
model in ∆d consisting of the distributions
p(x) =
∑
h∈{0,1}m
1
Z(W,b, c)
exp(x>Wh+ x>b+ h>c), ∀x ∈ {0, 1}d, (8)
where W ∈ Rd×m, b ∈ Rd, c ∈ Rm are weights and biases, and Z is defined in such a
way that
∑
x∈{0,1}d p(x) = 1 for any choice of the weights and biases. This is an undi-
rected graphical model with hidden variables. A deep belief network (DBN) is a prob-
ability model constructed by composing a restricted Boltzmann machine and a Bayesian
sigmoid belief network as described above. It represents probability distributions of the
form
p(y) =
∑
x∈{0,1}d
p(y|x)p(x), ∀y ∈ {0, 1}s, (9)
where p(y|x) is a conditional probability distribution of the form (7), and p(x) is a prob-
ability distribution of the form (8).
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y1 y2 · · · ys
h1 h2 h3 h4 h5 · · · hm
x1 x2 x3 · · · xd
W
V c
b
Fd,m
Fm,s
Output layer
Input layer
Figure 1: Feedforward network with a layer of d input units, a layer ofm hidden units, and
a layer of s output units. Weights and biases are (V, c) for the hidden layer, and (W,b)
for the output layer.
4 Results for Shallow Networks
In the case of shallow networks, which have an input layer, a single hidden layer, and an
output layer, as shown in Figure 1, we are interested in the smallest size of the hidden
layer which will provide for universal approximation capacity. The results in this section
are collected from a technical report [Montu´far, 2015], with a few adjustments.
The shallow network Fd,m,s = Fm,s ◦ Fd,m has a total of dm + m + sm + s free
parameters. We will also consider a restricted case where the second module has fixed
weights, meaning that we fix R ∈ Fm,s and consider the composition R ◦ Fd,m, which
has only dm + m free parameters. By comparing the number of free parameters and
the dimension of ∆d,s, which is 2d(2s − 1), it is possible to obtain (see Theorem 21 in
Section 8) the following lower bound on the minimal number of hidden units that suffices
for universal approximation:
Proposition 1. Let d ≥ 1 and s ≥ 1.
• If there is a R ∈ Fm,s with R ◦ Fd,m = ∆d,s, then m ≥ 1(d+1)2d(2s − 1).
• If Fd,m,s = ∆d,s, then m ≥ 1(s+d+1) (2d(2s − 1)− s).
In the following, we will bound the minimal number of hidden units of a universal
approximator from above. First we consider the case where the output layer has fixed
weights and biases. Then we consider the case where all weights and biases are free
parameters.
Fixed Weights in the Output Layer
Theorem 2. Let d ≥ 1 and s ≥ 1. A shallow sigmoid stochastic feedforward network with
d inputs, m units in the hidden layer, s outputs, and fixed weights and biases in the output
layer is a universal approximator of Markov kernels in ∆d,s wheneverm ≥ 2d−1(2s−1).
11
The theorem will be shown by constructing R ∈ Fm,s such that R ◦ Fd,m = ∆d,s,
whenever m ≥ 122d(2s − 1). In view of the lower bound from Proposition 1, this upper
bound is tight at least when d = 1.
When there are no input units, i.e., d = 0, we may set F0,m = Em, the set of factoriz-
able distributions ofm binary variables (3), which hasm free parameters, and ∆0,s = ∆s,
the set of all probability distributions over {0, 1}s. Theorem 2 generalizes to this case as:
Proposition 3. Let s ≥ 2. There is anR ∈ Fm,s withR◦Em = ∆s, wheneverm ≥ 2s−1.
This bound is always tight, since the network uses exactly 2s−1 parameters to approx-
imate every distribution from ∆s arbitrarily well. For s = 1, one hidden unit is sufficient
and necessary for universal approximation.
Trainable Weights in the Output Layer
When we allow for trainable weights and biases in both layers, we obtain a slightly more
compact bound:
Theorem 4. Let d ≥ 1 and s ≥ 2. A shallow sigmoid stochastic feedforward network
with d inputs, m units in the hidden layer, and s outputs is a universal approximator of
kernels in ∆d,s whenever m ≥ 2d(2s−1 − 1).
This bound on the number of hidden units is slightly smaller than the one obtained for
fixed weights in the output layer. However, it always leaves a gap to the corresponding
parameter counting lower bound.
As before, we can also consider the setting where there are no input units, d = 0,
in which case the units in the hidden layer may assume an arbitrary product distribution,
F0,m = Em. In this case we obtain:
Proposition 5. Let s ≥ 1. Then Fm,s ◦ Em = ∆s, whenever m ≥ 2s−1 − 1.
For s = 1, the bias of the output unit can be adjusted to obtain any desired distribution,
and hence no hidden units are needed. For s = 2, a single hidden unit,m = 1, is sufficient
and necessary for universal approximation, so that the bound is tight. For s = 3, three
hidden units are necessary [Montu´far and Morton, 2015, Proposition 3.19], so that the
bound is also tight in this case.
5 Proofs for Shallow Networks
We first give an outline of the proofs, and then proceed with the analysis, first for the case
of fixed weights in the output layer, and then for the case of trainable weights in the output
layer. Our strategy for proving Theorem 2 and Theorem 4 can be summarized as follows:
• First we show that the first layer of Fd,m,s can approximate Markov kernels arbi-
trarily well, which fix the state of some units, depending on the input, and have an
arbitrary product distribution over the states of the other units. The idea is illustrated
in Fig. 2.
• Then we show that the second layer can approximate deterministic kernels arbitrar-
ily well, whose rows are copies of all point measures from ∆s, ordered in a good
way with respect to the different inputs. Note that the point measures are the vertices
of the simplex ∆s.
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Figure 2: Illustration of the construction used in our proof. Each block of hidden units
is active on a distinct subset of possible inputs. The output layer integrates the activities
of the block that was activated by the input, and produces corresponding activities of the
output units.
• Finally, we show that the set of product distributions of each block of hidden units is
mapped to the convex hull of the rows of the kernel represented by the second layer,
which is ∆s.
• The output distributions of distinct sets of inputs is modeled individually by distinct
blocks of hidden units and so we obtain the universal approximation of Markov
kernels.
The goal of our analysis is to construct the individual pieces of the network as compact
as possible. Lemma 6 will provide a trick that allows us to use each block of units in the
hidden layer for a pair of distinct input vectors at the same time. This allows us to halve
the number of hidden units that would be needed if each input had an individual block of
active hidden units. Similarly, Lemma 11 will provide a trick for producing more flexible
mixture components at the output layer than simply point measures. This comes at the
expense of allowing only one input per hidden block, but it allows us to nearly halve the
number of hidden units per block, for a slight reduction in the total number of hidden
units.
5.1 Fixed Weights in the Output Layer
The First Layer
We start with the following lemma.
Lemma 6. Let x′,x′′ ∈ {0, 1}d differ only in one entry, and let q′, q′′ be any two distri-
butions on {0, 1}. Then Fd,1 can approximate the following arbitrarily well:
p(·|x) =
 q
′, if x = x′
q′′, if x = x′′
δ0, else
.
Proof. Given the input weights and bias,V ∈ R1×d and c ∈ R, for each input x ∈ {0, 1}d
the output probability is given by
p(z = 1|x) = σ(Vx+ c). (10)
5.1 Fixed Weights in the Output Layer 13
Since the two vectors x′,x′′ ∈ {0, 1}d differ only in one entry, they form an edge pair E
of the d-dimensional unit cube. Let l ∈ [d] := {1, . . . , d} be the entry in which they differ,
with x′l = 0 and x
′′
l = 1. Since E is a face of the cube, there is a supporting hyperplane
of E. This means that there are V˜ ∈ R1×d and c˜ ∈ R with V˜x + c˜ = 0 if x ∈ E, and
V˜x + c˜ < −1 if x ∈ {0, 1}d \ E. Let γ′ = σ−1(q′(z = 1)) and γ′′ = σ−1(q′′(z = 1)).
We define c = αc˜+ γ′ and V = αV˜ + (γ′′ − γ′)e>l . Then, as α→∞,
Vx+ c =
 γ
′, if x = x′
γ′′, if x = x′′
−∞, else
.
Plugging this into (10) proves the claim.
Given any binary vector x = (x1, . . . , xd) ∈ {0, 1}d, let dec(x) :=
∑d
i=1 2
i−1xi be
its integer representation. Using the previous lemma, we obtain the following.
Proposition 7. Let N ≥ 1 and m = 2d−1N . For each x ∈ {0, 1}d, let p(·|x) be an
arbitrary factorizing distribution from EN . The model Fd,m can approximate the following
kernel from ∆d,m arbitrarily well:
P (h|x) =δ0(h0) · · · δ0(hbdec(x)/2c−1)p(hbdec(x)/2c|x)
× δ0(hbdec(x)/2c+1) · · · δ0(h2d−1−1), ∀h ∈ {0, 1}m,x ∈ {0, 1}d,
where hi = (hNi+1, . . . , hN(i+1)) for all i ∈ {0, 1, . . . , 2d−1 − 1}.
Proof. We divide the set {0, 1}d of all possible inputs into 2d−1 disjoint pairs with succes-
sive decimal values. The i-th pair consists of the two vectors x with bdec(x)/2c = i, for
all i ∈ {0, . . . , 2d−1−1}. The kernel P has the property that, for the i-th input pair, all out-
put units are inactive with probability one, except those with index Ni+ 1, . . . , N(i+ 1).
Given a joint distribution q let qj denote the corresponding marginal distribution on the
states of the j-th of unit. By Lemma 6, we can set
PNi+j(·|x) =
 pj(·|x), if dec(x) = 2ipj(·|x), if dec(x) = 2i+ 1
δ0, else
for all i ∈ {0, . . . , 2d−1 − 1} and j ∈ {1, . . . , N}.
The Second Layer
For the second layer we will consider deterministic kernels. Given a binary vector z, let
l(z) := dlog2(dec(z)+1)e denote the largest j where zj = 1. Here we set l(0, . . . , 0) = 0.
Given an integer l ∈ {0, . . . , 2s − 1}, let bins(l) denote the s-bit representation of l; that
is, the vector with dec(bins(l)) = l. Last, when applying any scalar operation to a vector,
such as subtraction by a number, it should be understood as being performed pointwise to
each vector element.
Lemma 8. Let N = 2s − 1. The set FN,s can approximate the following deterministic
kernel arbitrarily well:
Q(·|z) = δbins l(z)(·), ∀z ∈ {0, 1}N .
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Figure 3: Illustration of Lemma 9 for s = 2, N = 2s − 1 = 3. There is an ar-
rangement of s hyperplanes which divides the vertices of a (2s − 1)-dimensional cube
as 0|1|2, 3|4, 5, 6, 7| · · · |22s−2, . . . , 22s−1 − 1.
In words, the z-th row of Q indicates the largest non-zero entry of the binary vector z.
For example, for s = 2 we have N = 3 and
Q =
00 01 10 11

1 000
1 001
1 010
1 011
1 100
1 101
1 110
1 111
.
Proof of Lemma 8. Given the input and bias weights, W ∈ Rs×N and b ∈ Rs, for
each input z ∈ {0, 1}N the output distribution is the product distribution p(y|z) =
1
Z(Wz+b) exp(y
>(Wz+b)) in Es with parameterWz+b. If sgn(Wz+b) = sgn(x− 12 )
for some x ∈ {0, 1}s, then the product distribution with parameters α(Wz+b), α→∞
tends to δx. We only need to show that there is a choice ofW and b with sgn(Wz+b) =
sgn(f(z)− 12 ), f(z) = bins(l(z)), for all z ∈ {0, 1}N . That is precisely the statement of
Lemma 9.
We used the following lemma in the proof of Lemma 8. For l = 0, 1, . . . , 2s − 1, the
l-th orthant of Rs is the set of all vectors r ∈ Rs with strictly positive or negative entries
and dec(r+) = l, where r+ indicates the positive entries of r.
Lemma 9. LetN = 2s−1. There is an affine map {0, 1}N → Rs; z 7→Wz+b, sending
{z ∈ {0, 1}N : l(z) = l} to the l-th orthant of Rs, for all l ∈ {0, 1, . . . , N}.
Proof. Consider the affine map z 7→ Wz + b, where b = −(1, . . . , 1)> and the l-th
column ofW is 2l+1(bins(l)− 12 ) for all l ∈ {1, . . . , N}. For this choice, sgn(Wz+b) =
sgn(bins(l(z))− 12 ) lies in the l-th orthant of Rs.
Lemma 9 is illustrated in Figure 3 for s = 2 andN = 2s−1 = 3. As another example,
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for s = 3 the affine map can be defined as z 7→Wz+ b, where
b =
−1−1
−1
 , and W =
 2 −4 8 −16 32 −64 128−2 4 8 −16 −32 64 128
−2 −4 −8 16 32 64 128
 .
Proposition 10. LetN = 2s−1 and letQ be defined as in Lemma 8. ThenQ◦EN = ∆+s ,
the interior of ∆s consisting of all strictly positive distributions.
Proof. Consider a strictly positive product distribution p ∈ EN with p(z) =
∏N
i=1 p
1−zi
i (1−
pi)
zi for all z ∈ {0, 1}N . Then p>Q ∈ ∆s is the vector q = (q0, q1, . . . , qN ) with entries
q0 = p(0) =
∏N
j=1 pj and
qi =
∑
z : l(z)=i
p(z)
=
∑
z1,...,zi−1
(∏
k<i
p1−zkk (1− pk)zk
)
(1− pi)
(∏
j>i
pj
)
= (1− pi)
∏
j>i
pj ,
for all i = 1, . . . , N . Therefore,
qi
q0
=
1− pi
pi
1∏i−1
j=1 pj
∀i = 1, . . . , N. (11)
Since 1−pipi can be made arbitrary in (0,∞) by choosing an appropriate pi, independently
of pj , for j < i, the quotient qiq0 can be made arbitrary in (0,∞) for all i ∈ {1, . . . , N}.
This implies that q can be made arbitrary in ∆+s . In fact, each p ∈ EN ∩∆+N is mapped
uniquely to one q ∈ ∆+s .
Proof of Theorem 2. The statement follows from Proposition 7 and Proposition 10.
5.2 Trainable Weights in the Second Layer
In order to prove Theorem 4 we use the same construction of the first layer as in the
previous section, except that we use one block of hidden units for each input vector. The
reason for not using a single block for a pair of inputs is that now the second layer will
contribute to the modeling of the output distribution in a way that depends on the specific
input of the block. For the second layer we will use the following refinement of Lemma 8.
Lemma 11. Let s ≥ 2 and N = 2s−1 − 1. The set FN,s can approximate the following
kernels arbitrarily well:
Q(·|z) = λzδbins 2l(z)(·) + (1− λz)δbins 2l(z)+1(·), ∀z ∈ {0, 1}N ,
where λz are certain (not mutually independent) weights in [0, 1]. Given any rl ∈ R+,
l ∈ {0, 1, . . . , N}, it is possible to choose the λz’s such that∑
z : l(z)=l λz∑
z : l(z)=l(1− λz)
= rl, ∀l ∈ {0, 1, . . . , N}.
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In words, the z-th row of Q is a convex combination of the indicators of 2l(z) and
2l(z) + 1, and, furthermore, the total weight assigned to 2l relative to 2l+ 1 can be made
arbitrary for each l. For example, for s = 3 we have N = 3 and
Q =
000 001 010 011 000 001 010 011

λ000 (1− λ000) 000
λ001 (1− λ001) 001
λ010 (1− λ010) 010
λ011 (1− λ011) 011
λ100 (1− λ100) 100
λ101 (1− λ101) 101
λ110 (1− λ110) 110
λ111 (1− λ111) 111
.
The sum of all weights in any given even column can be made arbitrary, relative to the
sum of all weights in the column right next to it, for all N + 1 such pairs of columns
simultaneously.
Proof of Lemma 11. Consider the setsZl = {z ∈ {0, 1}N : l(z) = l}, for l = 0, 1, . . . , N .
Let W′ ∈ R(s−1)×N and b′ ∈ Rs−1 be the input weights and biases defined in Lemma 8.
We define W and b by appending a row (µ1, . . . , µN ) on top of W′ and an entry µ0 on
top of b′.
If µj < 0 for all j = 0, 1, . . . , N , then z 7→Wz + b maps Zl to the 2l-th orthant of
Rs, for each l = 0, 1, . . . , N .
Consider now some arbitrary fixed choice of µj , for j < l. Choosing µl < 0 with
|µl| >
∑
j<l |µl|, Zl is mapped to the 2l-th orthant. If µl → −∞, then λz → 1 for all z
with l(z) = l. As we increase µl to a sufficiently large positive value, the elements of Zl
gradually are mapped to the (2l + 1)-th orthant. If µl → ∞, then (1− λz) → 1 for all z
with l(z) = l. By continuity, there is a choice of µl such that
∑
z : l(z)=l λz∑
z : l(z)=l(1−λz) = rl.
Note that the images of Zj , for j < l, are independent of the i-th columns of W for
all i = l, . . . , N . Hence changing µl does not have any influence on the images of Zl nor
on λz for z : l(z) < l. Tuning µi sequentially, starting with i = 0, we obtain a kernel that
approximates any Q of the claimed form arbitrarily well.
Let QNs be the collection of kernels described in Lemma 11.
Proposition 12. Let s ≥ 2 and N = 2s−1 − 1. Then QNs ◦ EN = ∆+s .
Proof. Consider a strictly positive product distribution p ∈ EN with p(z) =
∏N
i=1 p
1−zi
i (1−
pi)
zi for all z ∈ {0, 1}N . Then p>Q ∈ ∆s is a vector (q0, q1, . . . , q2N+1) whose entries
satisfy q0 + q1 = p(0) =
∏N
j=1 pj and
q2i + q2i+1 = (1− pi)
∏
j>i
pj ,
for all i = 1, . . . , N . As in the proof of Proposition 10, this implies that the vector
(q0 + q1, q2 + q3, . . . , q2N + q2N+1) can be made arbitrary in ∆+s−1. This is irrespective
of the coefficients λ0, . . . , λN . Now all we need to show is that we can make q2i arbitrary
relative to q2i+1 for all i = 0, . . . , N .
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We have
q2i =
∑
z : l(z)=i
λzp(z)
=
 ∑
z : l(z)=i
λz
(∏
k<i
p1−zkk (1− pk)zk
) (1− pi)(∏
j>i
pj
)
,
and
q2i+1 =
∑
z : l(z)=i
(1− λz)p(z)
=
 ∑
z : l(z)=i
(1− λz)
(∏
k<i
p1−zkk (1− pk)zk
) (1− pi)(∏
j>i
pj
)
.
Therefore,
q2i
q2i+1
=
∑
z : l(z)=i λz
(∏
k<i p
1−zk
k (1− pk)zk
)
∑
z : l(z)=i(1− λz)
(∏
k<i p
1−zk
k (1− pk)zk
) .
By Lemma 11 it is possible to choose all λz arbitrarily close to zero for all z with l(z) = i
and have them transition continuously to values arbitrarily close to one (independently
of the values of λz, z : l(z) 6= i). Since all pk are strictly positive, this implies that the
quotient q2iq2i+1 takes all values in (0,∞) as the λz, z : l(z) = i transition from zero to
one.
Proof of Theorem 4. This follows from a direct modification of Proposition 7 to have a
hidden block per input vector, and Proposition 12.
5.3 Discussion of the Proofs for Shallow Networks
We proved upper bounds on the minimal size of shallow sigmoid stochastic feedforward
networks that can approximate any stochastic function with a given number of binary
inputs and outputs arbitrarily well. By our analysis, if all parameters of the network are
free, 2d(2s−1 − 1) hidden units suffice, and, if only the parameters of the first layer are
free, 2d−1(2s − 1) hidden units suffice.
It is interesting to compare these results with what is known about universal ap-
proximation of Markov kernels by undirected stochastic networks called conditional re-
stricted Boltzmann machines. For those networks, Montu´far et al. [2015] showed that
2d−1(2s−1) hidden units suffice, whereby, if the number d of input units is large enough,
1
42
d(2s− 1 + 1/30) suffice. A more recent work [Montu´far and Rauh, 2017] showed that
an RBM is a universal approximator as soon as m ≥ 2(log(v)+1)(v+1) 2v − 1, where v = d+ s,
which has a smaller asymptotic behavior. In the case of no input units, our bound 2s−1−1
equals the bound for RBMs from Montu´far et al. [2011], but is larger than the bound from
Montu´far and Rauh [2017]. It has been observed that undirected networks can represent
many kernels that can be represented by feedforward networks, especially when these are
not too stochastic [Montu´far et al., 2015, Montu´far, 2014a]. Verifying the tightness of
the bounds remains an open problem, as well as the detailed comparison of directed and
undirected architectures.
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6 Results for Deep Networks
We now consider networks with multiple layers of hidden units, i.e. L > 1. Since the
dimension of ∆d,s is 2d(2s − 1), a lower bound on the number of trainable parameters a
model needs for universal approximation is 2d(2s − 1). Details on this are provided in
Section 8. The following theorem provides sufficient conditions for a spectrum of deep
architectures to be universal approximators.
Theorem 13. Let d, s ∈ N, and assume that s = 2b−1 + b for some b ∈ N. Then a
deep sigmoid stochastic feedforward network with d binary inputs and s binary outputs is
a universal approximator of Markov kernels in ∆d,s if it contains 2d−j(2s−b + 2b − 1)
hidden layers each consisting of 2j(s+ d− j) units, for any j ∈ {0, 1, 2, . . . , d}.
We note that the indicated upper bound on the width and depth holds for universal
approximation of ∆d,s′ for any s′ ≤ s. Moreover, if j = d, we can save one layer. We
will make use of this in our numerical example in Section 9. One can also use a simplified
construction with 2d+s−j hidden layers.
The theorem indicates that there is a spectrum of networks capable of universal ap-
proximation, where if the network is made narrower, it must become proportionally deeper.
The network topology with j = d has depth exponential in s and width exponential in d,
whereas j = 0 has depth exponential in d and s, but only width d + s. See Figure 4 for
a sketch of how j affects the different network properties and shape. There may exist a
spectrum of networks bridging the gap between the shallow universal approximators from
Section 4 which have width exponential in d and s and only one hidden layer, and the
j = d case, although no formal proof has been established.
When considered as fully connected, the networks described in Theorem 13 vary
greatly in their number of parameters. However, we will see that each of them can be
implemented with the same minimal number of trainable parameters, equal to the dimen-
sion of ∆d,s. For the most narrow case j = 0, each input vector is carried to a specific
block of hidden layers which create the corresponding output distribution, which then this
is passed downwards until the output layer. When j > 0 it will be shown that the first
layer can divide the input space into 2j sets, each to be handled by its own parallel section
of the network. Each of the 2j sections can be thought of as running side-by-side and
non-interacting, meanwhile creating the corresponding output distributions of the 2d−j
different inputs. In the widest case j = d, each input is processed by its own parallel
section of the network, and 2
s
2(s−b) + 2(s − b) − 1 hidden layers are sufficient for creat-
ing the corresponding output distribution, which resembles the the bound for deep belief
networks [Montu´far and Ay, 2011].
In some special instances, small reductions in size are possible. For instance, in the
widest network topology considered, where j = d, universal approximation can be done
with one less layer.
Parameter Count
If we are to consider the networks as being fully connected and having all weight and bias
parameters trainable, the number of parameters grows exponentially with j as
|θfull| = O
(
2s+d+j(s+ d− j)2
2(s− log2(s))
)
,
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Figure 4: (a) The deepest narrowest network architecture j = 0. Here, there is a single
section consisting of 2d subsections stacked on top of each other. (b) The widest deep
architecture j = d. Here, there are 2d sections placed in parallel, each consisting of a
single subsection. (c) A sketch of how the number of units scales as a function of j, for
fixed s, d. (d) A log-scale sketch of how the total number of network parameters scales
with j. Blue shows the rounded log number of trainable parameters in our construction,
which is independent of j.
suggesting that the deepest topology where j = 0 is the most efficient universal approxi-
mator considered. The number of units for these networks linearly decrease with j as
# of units = O
(
2s+d(s+ d− j)
2(s− log2(s))
)
,
meaning that the widest topology, where j = d, uses the least number of units. However,
if one counts only the parameters that can not be fixed prior to training according to the
construction that we provide below in Section 7, one obtains
|θtrainable| = 2d(2s − 1).
Each of the network topologies has the hidden units organized into 2j sections and a total
of 2d subsections, each with 2s − 1 trainable parameters. The first hidden layer and the
output layer have fixed parameters. Each one of the trainable parameters controls exactly
one entry in the Markov kernel and number of parameters is also necessary for universal
approximation of ∆d,s, as we will show further below in Section 8.
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Approximation with Finite Weights and Biases
The quality of approximation provided in our construction depends on the magnitude of
the network parameters. If this is allowed to increase unboundedly, a universal approx-
imator will be able to approximate any Markov kernel with arbitrary accuracy. If the
parameters are only allowed to have a certain maximal magnitude, the approximation is
within an error bound described in the following theorem.
Theorem 14. Let  ∈ (0, 1/2s) and consider a target kernel p∗ in the non-empty set
∆d,s := {P ∈ ∆d,s :  ≤ Pij ≤ 1 −  for all i, j}. There is a choice of the network
parameters, bounded in absolute value by α = 2mσ−1(1 − ), where m = max{j, s +
(d− j)} ≤ d+ s, such that the conditional probabilities p(y|x) generated by the network
are uniformly close to the target values according to
|p(y|x)− p∗(y|x)| ≤ 1− (1− )N + , ∀x ∈ {0, 1}d,y ∈ {0, 1}s,
whereN is the total number of units in the network excluding input units. If one considers
an arbitrary target kernel p∗, the error bound increases by .
The proof of Theorem 14 is presented in Section 7.4 after the proof of Theorem 13. It
depends on explicit error bounds for the probability sharing steps discussed next.
7 Proofs for Deep Networks
The proof naturally splits into three steps. The first step shows that the first layer is capable
of dividing the input space into 2j disjoint sets of 2d−j input vectors, sending each set
to a different parallel running section of the network. The 2d−j vectors in the τ -th set
will activate the τ -th section, while the other sections take state zero with probability one.
Second, it is shown that each of the 2j sections is capable of approximating the conditional
distributions for the corresponding 2d−j inputs. The last step explicitly determines the
parameters to copy the relevant units from the last hidden layer to the output layer.
7.1 Notation
The integer j dictates the network’s topology. This index can be any number in {0, 1, . . . , d}.
For an input vector x, we denote the r through r′ bits by x[r,r′]. The target conditional
probability distribution given the input x is denoted by p∗(·|x). The joint state of all units
in the l-th hidden layer will be denoted by hl. The state of the r-th unit of the l-th layer
is denoted by hlr. If a range is provided as superscript (subscript), it is referring to a
range of layers (units), i.e. h[l,l+2] refers to the hidden layers hl,hl+1,hl+2. The integer
τ = 1, 2, . . . , 2j will be an index specifying a block of the units in a layer. Each block
consists of s+ d− j consecutive units. The τ -th block of units in a given layer are those
indexed from (τ − 1)(s+ d− j) + 1 to τ(s+ d− j). The state of τ -th block of units of
hidden layer l is hl(τ) := h
l
[(τ−1)(s+d−j)+1, τ(s+d−j)]. A block activates means that it can
take a state other than the zero vector with non-zero probability. If the block is inactive, it
will take the zero state with arbitrarily high probability. Due to their different function in
the following, it is useful to denote al(τ) and b
l
(τ) the first s and the last d− j units of the
τ -th block at the l-th layer. The 1st unit of al(τ) is denoted as a
l
(τ),1, and plays an important
role in the first layer of the network.
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For the second part of the proof, we will first show that L = 2s+d−j hidden layers
suffice, and then refine this bound. Thus the focus will be on the entire τ -th section of
the hidden units. The τ -th section are the units in the τ -th block over all of the hidden
layers, denoted without a superscript h(τ) := h
[1,2s+d−j ]
(τ) . Each section will be broken
into subsections, indexed by q = 1, 2, . . . , 2d−j . The q-th subsection of the τ -th section
is h(q)(τ) := h
[(q−1)2s+1,q2s]
(τ) . Last, each subsection of the network will have a Gray code
associated with it, i.e., a sequence of binary vectors with subsequent vectors differing in
only one bit. In actuality, since each subsection will be capable of performing not just one
but rather multiple tasks per layer, each subsection will have a set of partial Gray codes
associated with it, to be defined in the following. See Figure 5 for an illustration of the
notation described here.
7.2 Probability Mass Sharing
For fixed weights and a given input, a width-m layer of the network will exhibit a marginal
distribution p ∈ ∆m. A subsequent width-m layer determines a particular mapping of p
to another distribution p′ ∈ ∆m. For certain choices of the parameters, this mapping
transforms p in such a way that a fraction of the mass of a given state g ∈ {0, 1}m is
transferred to some other state gˆ ∈ {0, 1}m, so that p′(gˆ) = p(gˆ) + λp(g), p′(g) =
(1 − λ)p(g), and p′(z) = p(z) for all other states z. This mapping is referred to as
probability mass sharing, and was exploited in the works of Sutskever and Hinton [2008],
Le Roux and Bengio [2010], Montu´far and Ay [2011]. One important takeaway from
these works is that probability mass sharing in one layer is restrictive and the states g
and gˆ need to stand in a particular relation to each other, e.g., being Hamming neighbors.
Montu´far and Morton [2012] give a description of the mappings that are expressible by
the individual layers of a Bayesian sigmoid belief network. In the following we describe
ways in which probability mass sharing is possible.
We define Gray codes and partial Gray codes as they will be useful in discussion of
probability mass sharing sequences. A Gray code G for s bits is a sequence of vectors
gi ∈ {0, 1}s, i = 1, . . . , 2s, such that ‖gi − gi−1‖H = 1 for all i ∈ {2, . . . , 2s}, and
∪i{gi} = {0, 1}s. One may visualize such a code as tracing a path along the edges of the
s-cube without ever returning to the same vertex and covering all the vertices. A partial
Gray code Si for s bits is a sequence of vectors Si,j ∈ {0, 1}s, j = 1, . . . , r ≤ 2s, such
that ‖Si,j − Si,j−1‖H = 1 for all j ∈ {1, . . . , r}. We will be interested in collections
of partial Gray codes which contain the same number of vectors and partition {0, 1}s.
The analysis will have subsections of the network activate to the values of different partial
Gray codes with appropriate probabilities.
The first proposition states that when considering two consecutive layers l − 1 and
l, there exists a weight vector Wli and bias b
l
i such that h
l
i will be a copy of h
l−1
i with
arbitrarily high probability. See Section 3.2 of Sutskever and Hinton [2008] or Section 3.3
of Le Roux and Bengio [2010] for the equivalent statements.
Proposition 15. Fix  ∈ (0, 1/2) and α = log (1− ) − log (). Choose the i-th row
of weights Wli such that W
l
ii = 2α and W
l
ij = 0 for j 6= i, and choose the i-th bias
bli = −α. Then Pr(hli = hl−1i |hl−1) = (1 − ) for all hl−1. Letting α → ∞ allows for
the unit to copy the state of a unit in the previous layer with arbitrarily high probability.
Proof. For the given choice of weights and bias, the total input to the i-th unit in layer l
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h
(1)
(1)
h(2)
b8(1)
a8(1)
a6(1),1
a6(2),1
Input layer
Output layer
Figure 5: The network architecture from Theorem 13 for j = 1, with d = 2 inputs and
s = 2 outputs. The figure exemplifies the notations defined in Section 7.1. The light
connections are set to zero, separating the hidden units into 2d−j parallel running sections.
Here there are 2 sections indexed by τ = 1, 2, and in each section there are 2 subsections
indexed by q = 1, 2. The network will have 2d subsections in total when added across all
sections. Each output vector is generated with an appropriate conditional probability given
the input vector x, by mapping the input through a corresponding sequence of states of
a(τ) with appropriate probability, and information about the input is preserved throughout
the hidden layers by b(τ).
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will be (2αhl−1i − α), meaning
Pr(hli = 1|hl−1) =
{
σ(α) when hl−1i = 1
σ(−α) when hl−1i = 0
. (12)
Since α = σ−1(1− ), one has that Pr(hli = hl−1i |hl−1) = (1− ).
The next theorem states that the weights Wli and bias b
l
i of the i-th unit in layer l may
be chosen such that, if hl−1 matches any of two pre-specified vectors g and gˆ in {0, 1}m,
then hli flips h
l−1
i with a pre-specified probability. Otherwise, if h
l−1 is not g or gˆ, the
bit is copied with arbitrarily high probability. This corresponds to Theorem 2 of Le Roux
and Bengio [2010] adjusted to our notation.
Theorem 16 (Theorem 2 of Le Roux and Bengio, 2010). Consider two subsequent layers
l − 1 and l of width m. Consider two vectors g and gˆ in {0, 1}m with ‖g − gˆ‖H = 1,
differing in entry j. Fix two probabilities ρ, ρˆ ∈ (0, 1) and a tolerance  ∈ (0, 1/2). For
any i 6= j, there exist (Wli, bli) with absolute values at most α = 2m(σ−1(1 − )) such
that
Pr(hli = 1 |hl−1 = g) = ρ,
Pr(hli = 1 |hl−1 = gˆ) = ρˆ,
and, otherwise,
Pr(hli = h
l−1
i |hl−1 6= g, gˆ) = (1− ).
Here ρ = max{,min{ρ, 1 − }}. If we fix a maximum parameter magnitude α instead
of a tolerance, then we can substitute  = 1− σ( α2m ).
This theorem allows to have a given vector g ∈ {0, 1}m map at the subsequent layer
to itself or to a Hamming adjacent vector g′ ∈ {0, 1}m with a pre-specified probability ρ,
with
Pr(hl = g |hl−1 = g) = ρ(1− )m−1, (13)
Pr(hl = g′ |hl−1 = g) = (1− ρ)(1− )m−1, (14)
and
Pr(hl = hl−1 |hl−1 6= g) = (1− )m, (15)
where  can be made arbitrarily small if the maximum magnitude α = 2m(σ−1(1 − ))
of weights and biases is allowed to grow to infinity. This mapping is referred to as a
probability mass sharing step, or a sharing step for short. This in turn allows to transfer
probability mass around them-cube one vertex at a layer until the correct probability mass
resides on each binary vector, to the given level of accuracy. The sharing path follows a
Gray code with each pair of consecutive vectors having Hamming distance one.
In fact, the theorem allows us to overlay multiple sharing paths, so long as the Gray
codes are sufficiently separated. A collection of partial codes satisfying this requirement
and covering the set of binary strings is described in the following theorem, which is
Lemma 4 of Montu´far and Ay [2011].
7.3 Universal Approximation 24
Theorem 17 (Lemma 4 of Montu´far and Ay, 2011). Let m = 2
b
2 + b, b ∈ N, b ≥ 1. There
exist 2b = 2(m− b) sequences Si, 1 ≤ i ≤ 2b, composed of length-m binary vectors Si,k,
1 ≤ k ≤ 2m−b, satisfying the following:
1. {S1, . . . ,S2b} is a partition of {0, 1}m.
2. The vectors S1,1, . . . ,S2b,1 share the same values in the last m− b bits.
3. The vector (0, . . . , 0) is the last element S1,2m−b of the first sequence.
4. ∀i ∈ {1, . . . , 2b}, ∀k ∈ {1, . . . , 2m−b − 1} we have ‖Si,k,Si,k+1‖H = 1.
5. ∀i, r ∈ {1, . . . , 2b} such that i 6= r and ∀k ∈ {1, . . . , 2m−b − 1}, the bit switched
between Si,k and Si,k+1 and the bit switched between Sr,k and Sr,k+1 are different,
unless ‖Si,k − Sr,k‖H = 1.
This theorem describes a schedule that allows for probability to be shared off of
2(m − b) vectors per layer, starting from the vectors Si,1, i = 1, . . . , 2(m − b). For
every layer l, if hl−1 matches Si,l−1, probability mass will be shared onto Si,l, for each
i = 1, . . . , 2(m − b), and it will be copied unchanged otherwise. At this, the accuracy
of the transition probabilities depends on the maximum allowed magnitude of the weighs
and biases, similar to equation (15).
7.3 Universal Approximation
The First Layer
The first step of the proof focuses on the flexibility of the first layer of the network. For
fixed d, s, j, there are 2j(s+d−j) units in h1 belonging to 2j consecutive blocks, indexed
by τ = 1, . . . , 2j .
Within each block, set the parameters according to Proposition 15 to copy the last d−j
bits of the input x, so that b1(τ) = x[j+1,d] with probability (1− )j−d and parameters of
magnitude no more than α = 2σ−1(1− ).
Within each block, a1(τ) will activate with probability close to one for exactly 2
d−j
inputs x. This can be done by setting the parameters of the first unit a1(τ),1 of each block
such that it takes state 1 only if the first j bits of x agree with the number τ of the block.
This is formalized in the following lemma. The remainder units a1(τ),i, i = 2, . . . , s are
set to take the zero state with probability (1− ), by choosing their weights to be zero and
bias −σ−1(1− ).
Lemma 18. Fix τ ∈ {1, 2, . . . , 2j} and  ∈ (0, 1/2). Let S = {x ∈ {0, 1}d ∣∣∣ ⌊ int(x)2d−j ⌋+
1 = τ
}
. Then there exist weights W ∈ R1×d and bias b ∈ R for the first unit of the τ -th
block, having absolute values at most α = 2dσ−1(1− ), such that
Pr(a1(τ),1 = 1|x) =
{
(1− ) x ∈ S
 x /∈ S . (16)
Proof. The probability of unit a1(τ),1 activating is given by
Pr(a1(τ),1 = 1|x) = σ(Wx+ b). (17)
Note that S is the set of length-d binary vectors whose first j bits equal the length-j binary
vector g with integer representation τ . Geometrically, S is a d− j dimensional face of the
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d-hypercube. In turn, there exists an affine hyperplane inRd separating S from {0, 1}d\S.
For instance, we may choose W = γ(2(g − 12 ),0)> and b = γ(‖g‖1 − 12 ), which gives
Wx+b = 12γ for all x ∈ S, andWx+b ≤ − 12γ for all 6∈ S. Choosing γ = 2σ−1(1−)
yields the claim.
Note that x ∈ S is equivalent to x[1,j] = g, where g is the j bit representation of τ .
Following (13)–(15) we can also have the second bit activate as
Pr(a1(τ),2 = 1|x) =
{
ρ, x[1,j] = g
, x[1,j] 6= g
, (18)
for any chosen ρ ∈ [0, 1]. We will be able to use this type of initialization to save one
layer when j = d, where there is only one subsection per section.
The Hidden Layers
In the second part of our construction, the focus is restricted to individual sections of the
network, having width s+ (d− j) and L = 2d−j(2s−b + 2(s− b)− 1) layers. To prevent
separate sections from interfering with one another, choose all weights between units in
sections τ and τ ′ to zero, for all τ ′ 6= τ . The τ -th section will only be contingent upon
its parameters and h1(τ), which can be regarded as the input to the section. Each section
will be responsible for approximating the target conditional distributions of 2d−j inputs.
Each section should be thought of as consisting of 2d−j subsections in sequence, each
consisting of 2s−b + 2(s− b)− 1 consecutive layers.
Each subsection will be responsible for approximating the target conditional distribu-
tion of a single input x. The first layer of any subsection copies the state from the previous
layer, except the very first subsection, which we already described above. Subsection q
will be “activated” if al(τ) = (1, 0, . . . , 0) and b
l
(τ) takes the specific value bind−j(q),
where l is the first layer of the subsection. When a subsection is activated, it will carry
out a sequence of sharing steps to generate the output distribution. This can be achieved
in 2s layers by applying a single sharing step per layer, with schedule given by a Gray
code with initial state (1, 0, . . . , 0) and final state (0, . . . , 0). If only single sharing steps
are used, then the parameters which need to be trainable are biases. Alternatively, we can
have the first 2(s− b) layers of the subsection conduct probability sharing to distribute the
mass of al(τ) = (1, 0, . . . , 0) across the initial states Si,1, i = 1, . . . , 2(s−b), of the partial
Gray codes from Theorem 17. Following this, the subsection overlays the 2b = 2(s − b)
sequences of sharing steps with the schedule from Theorem 17, to generate the output
distribution. When the subsection is not activated, it copies whatever incoming vector
downwards until its last layer.
By the construction one can see that if a1(τ) = 0, probability mass never is transferred
off of this state, meaning the last hidden layer of the section takes state aL(τ) = 0 with
probability close to one. Therefore the blocks of the final hidden layer will be distributed
as
aL(τ) ∼
{
p∗(·|x), if (b int(x)
2d−j c+ 1
)
= τ
δ0, otherwise
. (19)
We can obtain a slight improvement when j = d and there is only one subsection
per section. In this case, we can set two of the initial states Si,1, i = 1, . . . , 2(s − b),
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as (1, 0, 0, . . . , 0) and (1, 1, 0, . . . , 0). We initialize the first hidden layer by (18), which
allows us to place probabilities ρ and (1− ρ) on these two states and so, to save one of
the 2(s− b) sharing steps that are used to initialize the partial Gray codes.
The Output Layer
The third and final step of the proof is to specify how the last layer of the network will copy
the relevant block of the final hidden layer such that the output layer exhibits the correct
distribution. To this end, we just need the i-th unit of the output layer to implement an
or gate over the i-th bits of all blocks, for i = 1, . . . , s. This can be achieved, with
probability (1 − ), by setting the the bias of each output unit as −α, and the weight
matrix W ∈ Rs×2j(s+d−j) of the output layer as
W = α
(
Is | Z | Is | Z | · · · | Is | Z
)
, (20)
where Is is the s×s identity matrix, Z is the s×(d−j) zero matrix, and α = 2σ−1(1−).
This concludes the proof of Theorem 13.
Example 19. Consider the case where d = 1 and s = 2 and the simple sharing scheme by
a Gray code. The narrowest case where j = 0 is a network consisting of 2 · 22 = 8 layers,
each of width 2 + 1. There is only one section, and it consists of two subsections, one for
each possible input. The first subsection is responsible for approximating p∗(·|x = 0) and
the second for p∗(·|x = 1). See Figure 6 for an illustration of the network and the Gray
codes used to specify sharing steps.
Input
layer
Output
layer1
0
0
1
1
0
0
1
0
0
0
0
1
0
1
1
1
1
0
1
1
0
0
1
Figure 6: The narrow network topology where d = 1, s = 2, j = 0, where only one
probability sharing step is utilized per layer, and the Gray codes specifying them are shown.
This network is a universal approximator of Markov kernels in ∆1,2. The units shown
in blue will copy the input state throughout the network. The first hidden layer of the
network will either be “100” or “101” depending on the input. If it is the former, only the
first subsection h[1,4] will perform probability mass sharing, resulting in h4 distributed as
p∗(·|x = 0). If it is the latter, probability mass sharing will only occur in h[5,8]. Only the
non-zero weights are shown. This network only requires 6 trainable parameters which are
all biases, indicated by the thick-outlined units.
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7.4 Error Analysis for Finite Weights and Biases
The proof construction demonstrates that we may conduct sequential probability sharing
steps according to Gray codes which specify a unique path from every x to every y. Given
an input x, the path generating y will occur with probability p∗(y|x) as the size of the
parameters becomes infinitely large. If the magnitude of the parameters is bounded by
α = 2m(σ−1(1 − )) and we consider a target kernel P ∈ ∆d,s := {P ∈ ∆d,s :  ≤
Pij ≤ 1−  for all i, j}, we may utilize Theorem 16 to compute bounds on the probability
of the path that is intended to generate y. Any other paths from x to y will have a low
probability. The details are as follows.
Proof of Theorem 14. Fix an  ∈ (0, 12s ) and p∗ ∈ ∆d,s. Suppose that a network from
Theorem 13 has L hidden layers of width m. Without loss of generality, assume that
y = gr for some r ∈ {1, . . . , 2s} where the sequence {gl} is the Gray code defining the
sharing steps. Recall that p(y|x) may be written as
p(y|x) =
∑
h1
· · ·
∑
hL
p(y|hL) · · · p(h1|x) (21)
=
∑
h
p(y|hL) · · · p(h1|x). (22)
Note that most terms in this sum are O() or smaller when using the proof construction
for Theorem 13. The one term that is larger than the rest is the term where the hidden
layers activate as the sequence h1 = g1, . . . , hr = gr, hr+1 = gr, . . . , hL =
gr. In particular, if the parameters in the network were infinitely large, this sequence of
hidden layer activations would occur with exactly probability p∗(y|x) by construction.
Denote this sequence by T and let p(y, T |x) denote the probability of observing this
sequence, p(y, T |x) := p(y|hL = gr)p(hL = gr|hL−1 = gr) · · · p(hr = gr|hr−1 =
gr−1) · · · p(h1 = g1|x).
When the magnitude of the weights is bounded by 2mσ−1(1−), Theorem 16 provides
the error terms for each p(hl = gl|hl−1 = gl−1). Specifically, we have that
p(h1 = g1|x) = (1− )m
p(h2 = g2|h1 = g1) = ρ[1](1− )m−1
...
...
p(hr = gr|hr−1 = gr−1) = ρ[r−1](1− )m−1
p(hr+1 = gr|hr = gr) = (1− ρ[r])(1− )m−1
p(hr+2 = gr|hr+1 = gr) = (1− )m
...
...
p(hL = gr|hL−1 = gr) = (1− )m
p(y|hL = gr) = (1− )s
where ρ[l] are the transfer probabilities between layers l and l+1 discussed in Theorem 16.
We point out that for the output of the network to be y = gr, the complementary sharing
probability must occur at layer l = r, i.e., (1 − ρ[r]). Additionally, we point out that
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p∗(y|x) = ρ[1]ρ[2] · · · ρ[r−1](1 − ρ[r]). With this, the bound for Theorem 14 may be
shown as follows:
|p(y|x)− p∗(y|x)| =
∣∣∣∣∑
h1
· · ·
∑
hL
p(y|hL) · · · p(h1|x)− p∗(y|x)
∣∣∣∣
≤ |p(T,y|x)− p∗(y|x)|+
∣∣∣∣ ∑
(h1,...,hL) 6=T
p(y|hL) · · · p(h1|x)
∣∣∣∣
< |p(T,y|x)− p∗(y|x)|+ 
= |ρ[1] · · · ρ[r−1](1− ρ[r])(1− )mL−r+s − p∗(y|x)|+ 
= |p∗(y|x)(1− )mL−r+s − p∗(y|x)|+ 
= p∗(y|x)|1− (1− )mL−r+s|+ 
< 1− (1− )mL−r+s + .
In the third line, the second term is upper bounded by  because each term in the sum has
at least one factor of , and the sum itself can not be larger than 1. SincemL−r+s ≤ N ,
the total number of units in the network excluding the input units, for any r ∈ 2s, we can
uniformly bound the difference in each probability using 1− (1− )N .
It remains to show that if p∗ ∈ ∆d,s, then for each x the factorization p∗(gr|x) =
ρ[1] · · · ρ[r−1](1−ρ[r]) has factors in [, 1−] for each gr. Since p∗(g1|x) = (1−ρ[1]) ≥ ,
we have that ρ[1] ≤ 1−. Similarly, since p∗(g2|x) = ρ[1](1−ρ[2]) ≥  and (1−ρ[2]) ≤ 1,
we have that ρ[1] ≥ . The same argument applies recursively for all r.
Finally, for an arbitrary target kernel p∗ ∈ ∆d,s one finds an approximation p∗, ∈
∆d,s with |p∗(y|x) − p∗,(y|x)| ≤  and |p(y|x) − p∗(y|x)| ≤ |p(y|x) − p∗,(y|x)| +
.
7.5 Discussion of the Proofs for Deep Networks
Since universal approximation was shown for the shallow case, it follows that any stochas-
tic feedforward network of width at least 2d(2s−1 − 1) with s ≥ 2, d ≥ 1 and L ≥ 1
hidden layers is a universal approximator. The proof above refines this bound by show-
ing that as a network is made deeper, it may be made proportionally narrower while still
being a universal approximator. This proof applies to network topologies indexed by
j ∈ {0, 1, . . . , d}, where the shallowest depth occurs when j = d, where 2s−b + 2(s− b)
hidden layers is sufficient where b ∼ log2(s). This leaves open whether or not there is a
spectrum of networks between the j = d case and the shallow case which are also univer-
sal approximators. Beyond the narrow side of the spectrum where j = 0, it is also open
whether or not narrower universal approximators exist. This is due to the proof technique
which relies on information about the input being passed from layer to layer.
We point out that universal approximation of ∆d,s requires unbounded parameters.
Indeed, if we want to express a conditional probability value of 1 as the product of con-
ditional probabilities expressed by the network, then some of these factors need to have
entries 1. On the other hand it is clear that a sigmoid unit only approaches value 1 as its
total input tends to infinity, which requires that the parameters tend to infinity. We pro-
vided bounds on the approximation errors when the parameters are bounded in magnitude.
However, it is left open whether universal approximation of kernels in ∆d,s, with entries
bounded away from 0 and 1, is possible with finite weights. This is because our proof
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technique relies on inducing nearly-deterministic behavior in many of the computational
units by sending the weights toward infinity. Nonetheless, as shown in our bounds and il-
lustrated in Section 9, most of the approximation quality is already present for moderately
sized weights.
The networks that we discussed here are optimal in the sense that they only utilize
2d(2s − 1) trainable parameters. This follows from the observation that each probability
mass sharing step has exactly one parameter that depends on the kernel that is being ap-
proximated. Further improvements on finding more compact universal approximators in
the sense of having less units may be possible. It remains of interest to determine the tight-
ness of our theorems in the sense of the number of units. Lower bounds for the width and
overall number of parameters of the network can be determined by information theoretic
and geometric techniques discussed next.
8 Lower Bounds for Shallow and Deep Networks
Parameter Counting Lower Bounds
The following theorem establishes a lower bound on the number of parameters needed
in a network for universal approximation to be possible. It verifies the intuition that the
number of trainable parameters of the model needs to be at least as large as the dimension
of the set of kernels that we want to approximate arbitrarily well. This result is needed in
order to exclude the possibility of a space-filling curve type of lower dimensional universal
approximator.
The proof is based on finding a smooth parametrization of the closure of the model
and then applying Sard’s theorem [Sard, 1942]. We start with the parametrization.
Proposition 20. The closure of the set of kernels Fd,m1,...,mL,s ⊆ ∆d,s represented by
any Bayesian sigmoid belief network can be parametrized in terms of a finite collection of
smooth maps with compact parameter space of the same dimension as the usual parameter
space.
Proof of Proposition 20. Since compositions of units to create a network corresponds to
taking matrix products and marginalization corresponds to adding entries of a matrix, both
of which are smooth maps, it suffices to prove the statement for a single unit. Consider
the set Fm,1 of kernels in ∆m,1 represented by a unit with m binary inputs. The usual
parametrization takes w = (w0, w1, . . . , wm) ∈ Rm+1 to the kernel in ∆m,1 given by the
2× 2m matrix
[σ(
m∑
j=0
wjhj), σ(−
m∑
j=0
wjhj)]h∈{1}×{0,1}m ,
where any h = (h0, h1, . . . , hm) has first entry h0 = 1. We split the parameter space
Rm+1 into the 2m+1 closed orthants. Fix one of the orthants Rm+1S , which is specified
by a partition of {0, 1, . . . ,m} into a set S of coordinates that are allowed to be negative,
and the complementary set L of coordinates that are allowed to be positive. Now consider
the bijection w ∈ Rm+1S → [ω, γ] ∈ (0, 1]m+1 with ωj = exp(wj) for each j ∈ S, and
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γj = exp(−wj) for each j 6∈ S. Then
σ(
m∑
j=0
wjhj) =
exp(
∑m
j=0 wjhj)
exp(
∑m
j=0 wjhj) + 1
=
∏m
j=0 exp(wjhj)∏m
j=0 exp(wjhj) + 1
=
∏
j∈S exp(wjhj)∏
j∈S exp(wjhj) +
∏
j 6∈S exp(−wjhj)
=
∏
j∈S ω
hj
j∏
j∈S ω
hj
j +
∏
j 6∈S γ
hj
j
.
This defines a smooth map ψS : [0, 1]m+1 → ∆m,1 (or a finite family of smooth maps
over the relative interiors of the faces of [0, 1]m+1). Since the map ψS is continuous and
its domain is compact and its co-domain is Hausdorff, the image ψS([0, 1]m+1) is closed.
In turn, the union over different orthants ∪SψS([0, 1]m+1) is a closed set which contains
Fm,1 as a dense subset, so that it is equal to Fm,1.
Theorem 21. Consider a stochastic feedforward network with d binary inputs and s bi-
nary outputs. If the network is a universal approximator of Markov kernels in ∆d,s, then
necessarily the number of trainable parameters is at least 2d(2s − 1).
The space of Markov kernels is ∆d,s = ∆s × · · · ×∆s (2d times), and has dimension
2d(2s−1). This theorem states that at least one parameter is needed per degree of freedom
of a Markov kernel.
Proof of Theorem 21. Consider one of the smooth and closed maps ψ provided in Propo-
sition 20 and denote its input space by Ω = [0, 1]k. Sard’s theorem states that the set of
critical values of a smooth map is a null set. If the input-space dimension is less than the
output-space dimension, then every point is a critical point and the image of the map is
a null set. Therefore, we conclude that if dim(Ω) = k is less than 2d(2s − 1), the set
ψ(Ω) = ψ(Ω) is a null set. Since the closure of the model is a finite union of such sets, it
cannot possibly be a universal approximator if the dimension is of the parameter space is
less than indicated.
MinimumWidth
A universal approximator can not have too narrow layers. We can show this by utilizing
the data processing inequality. Another approach is in terms of the combinatorics of the
tuples of factorizing distributions represented by a layer of stochsastic units.
We start with the approach based on the data processing inequality. To be precise,
consider the mutual information of two discrete random vectorsX andY, which is defined
as
MI(X;Y) = H(X)−H(X|Y) = H(Y)−H(Y|X), (23)
where H(Y) = −∑y p(y) log p(y) stands for the entropy of the probability distribu-
tion of Y, and H(Y|X) = −∑x p(x)∑y p(y|x) log p(y|x) stands for the conditional
entropy of Y given X. If the state spaces are X and Y , then the maximum value of the
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mutual information is min{log |X |, log |Y|}. This value is attained by any joint distribu-
tion for which one of the variables is uniformly distributed and its state is fully determined
by the observation of the other variable.
The data processing inequality states that if a joint distribution satisfies the Markov
chain p(x,h,y) = p(x)p(h|x)p(y|h), then the mutual information behaves monotoni-
cally in the sense that MI(X;Y) ≤MI(X;H). Note that this inequality is independent
of how the conditional distributions are parametrized, and in special cases there might ex-
ist stronger inequalities. From the generic inequality given above we infer the following.
Proposition 22. Consider a sigmoid stochastic feedforward network with d inputs and s
outputs. If the network is a universal approximator of Markov kernels in ∆d,s, then each
hidden layer has at least min{d, s} units.
Proof. The network is a universal approximator of Markov kernels if and only if the model
augmented to include arbitrary probability distributions over the inputs is a universal ap-
proximator of joint distributions over inputs and outputs. In view of the data processing
inequality, if any of the hidden layers has less than min{d, s} units, then the joint distri-
butions of inputs and outputs represented by the network satisfy non-trivial inequalities
of the mutual information, meaning that an open nontrivial set of joint distributions is
excluded.
We can further strengthen this result in the case where the number of inputs is smaller
than the number of outputs.
Proposition 23. Consider stochastic feedfoward networks with d inputs and s > d out-
puts.
• If d ≥ 0 and s ≥ 2, the last hidden layer of a universal approximator has at least
s− 1 units when s is even, and at least s units when s is odd.
• If d ≥ 1, the last hidden layer of a universal approximator has at least s units.
Proof. Note that the output distribution is a mixture of the conditional distributions of the
output layer given all possible values of the second last layer, all of which are factorizing
distributions. Further, note that if a factorizing distribution has support strictly contained
in the set of even (or odd) parity strings, then it must be a point measure.
Consider d ≥ 0 and, as a desired output distribution, the uniform distribution on
strings of even parity. In order for the the network to represent this, the last kernel needs
to contain the 2s−1 point measures on even parity strings as rows. In turn, the last hidden
layer must have at least s − 1 units. The lower bound s results from the fact that the
rows of the kernels are not arbitrary product distributions. Indeed, for a module with m
input units, the 2m rows of the kernel are factorizing distributions with shared parameters
of the form Wh + b, h ∈ {0, 1}m. The parameter vector of a point measure that is
concentrated on a given vector y ∈ {0, 1}s is a vector on the y-th orthant of Rs. The
set of parameters Wh + b, h ∈ {0, 1}m intersects all even parity orthants of Rs only if
m ≥ s [see Montu´far and Morton, 2015, Proposition 3.19].
Now consider d ≥ 1 and, as a desired pair of output distributions for two different
inputs, a distribution supported strictly on the even parity strings and a distribution sup-
ported on the odd parity strings. This requires that the last kernel has all 2s point measures
as rows, and hence at least s inputs.
An example of Proposition 23 is shown in Figure 7.
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Figure 7: By Proposition 23, this network is not a universal approximator of ∆1,4, although
it has more than dim(∆1,4) = 32 parameters.
9 A Numerical Example
The previous theory is constructive in the sense that given a specific Markov kernel
P ∈ ∆d,s, then for any choice of the shape coefficient j, the parameters are explicitly
determined. To validate this for the d = 2, s = 2 case, 500 Markov kernels in ∆2,2 were
generated uniformly at random by sampling from the Dirichlet distribution with parameter
1. For each kernel, a network consisting of the parameters specified by the theory above
was instantiated. We consider the architecture with j = d = 2. As the magnitude of the
non-zero parameters grows, the network will converge to the target kernel according to
Theorem 14.
Let P ∗ be the target kernel and P the approximation represented by the network
(for the relatively small number of variables, it could be calculated exactly, but here
we calculated it via 25,000 samples of the output for each input). The error is E =
maxi,j |Pij −P ∗ij |. In the table below, we report the average error over 500 target kernels,
Eavg =
1
500
∑500
k=1Ek, and the maximum error Emax = maxk Ek, for the various values
of the coefficient  from our theorem, along with the corresponding parameter magnitude
bound α, and the error upper bound of Theorem 14 |p(y|x)−p∗(y|x)| ≤ 1−(1−)N+2.
10 α Error Bound of Thm. 14 Eavg Emax
2−2 14.65 0.4160 0.0522 0.1642
2−3 17.47 0.2276 0.0248 0.1004
2−4 20.28 0.1192 0.0134 0.0541
2−5 23.06 0.0610 0.0077 0.0425
2−6 25.84 0.0308 0.0060 0.0306
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One
section
Input
layer
Output
layer
One
section
Input
layer
Output
layer
Figure 8: The network architecture used in the numerical example of Section 9 to demon-
strate our results. The non-zero connections are shown in black. Notice that even within
sections the connectivity does not need to be full.
34
We now describe the explicit construction. Write a given kernel as
P =

p(0, 0|0, 0) p(0, 1|0, 0) p(1, 0|0, 0) p(1, 1|0, 0)
p(0, 0|0, 1) p(0, 1|0, 1) p(1, 0|0, 1) p(1, 1|0, 1)
p(0, 0|1, 0) p(0, 1|1, 0) p(1, 0|1, 0) p(1, 1|1, 0)
p(0, 0|1, 1) p(0, 1|1, 1) p(1, 0|1, 1) p(1, 1|1, 1)

=

p11 p12 p13 p14
p21 p22 p23 p24
p31 p32 p33 p34
p41 p42 p43 p44
 .
Given a fixed kernel of this form, the following choices of network parameters will make
the network exactly approximate the kernel as we allow the maximum magnitude of the
parameters α→∞.
We consider the widest deep architecture with j = d. Since we have d = 2 inputs and
s = 2 = 2b−1+b outputs, with b = 1, the network has 2d−j( 2
s
2(s−b) +2(s−b)−1)−1 = 2
hidden layers of width 2j(s + d − j) = 8. Here, since j = d, we can save one layer
in comparison to the general construction. This network consists of 2j = 4 independent
sections, one for each possible input. See Figure 8 for an illustration of the overall network
topology.
The sharing schedule of the single subsection of each section will follow the 2b =
2(d− b) = 2 partial Gray codes
S1 =
(S1,1
S1,2
)
=
(
1 0
0 0
)
and S2 =
(S2,1
S2,2
)
=
(
1 1
0 1
)
. (24)
For a given 0 <  < 1/4 we set γ = σ−1(1− ). The parameters will have magnitude at
most α = 2mσ−1(1− ), where m = max{j, s+ (d− j)} = 2. The weights and biases
of the first hidden layer are
W1 =

−2γ −2γ
−γ −γ
−2γ 2γ
−2γ 2γ
2γ −2γ
2γ −2γ
2γ 2γ
γ γ

, b1 =

γ
σ−1(p12 + p14)
−γ
σ−1(p22 + p24)− 2γ
−γ
σ−1(p32 + p34)− 2γ
−3γ
σ−1(p41 + p44)− 2γ

. (25)
This will map x = (0, 0) to a1(1) = (1, 0) with probability (1 − )(1 − (p12 + p14)) =
(1 − )(p11 + p13) and to a1(1) = (1, 1) with probability (1 − )(p12 + p14). The other
transitions are similar. When P ∈ ∆2,2, one necessarily has that  ≤ 1/4, otherwise ∆2,2
is empty, pij ≤ 1− 3, and pij + pik ≤ 1− 2 for any i, j, k. This in turn means the bias
parameters in (25) are bounded by 3γ.
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The second hidden layer has weights
W2 =

γ ω1 0 0 0 0 0 0
0 2γ 0 0 0 0 0 0
0 0 γ ω2 0 0 0 0
0 0 0 2γ 0 0 0 0
0 0 0 0 γ ω3 0 0
0 0 0 0 0 2γ 0 0
0 0 0 0 0 0 γ ω4
0 0 0 0 0 0 0 2γ

, (26)
where
ωi = σ
−1
(
pi4
pi2 + pi4
)
− σ−1
(
pi3
pi1 + pi3
)
, (27)
for i = 1, 2, 3, 4. The second hidden layer biases are chosen as
b2 =

σ−1(p13/(p11 + p13))− γ
−γ
σ−1(p23/(p21 + p23))− γ
−γ
σ−1(p33/(p33 + p31))− γ
−γ
σ−1(p43/(p43 + p41))− γ
−γ

. (28)
This will map a1(1) = (1, 0) to a
2
(1) = (1, 0) with probability p13/(p11 + p13)(1 − )
and to a2(1) = (0, 0) with probability (1− p13/(p11 + p13))(1− ). In particular, for input
x = (0, 0) we have
Pr
(
a2(1) = (0, 0),a
1
(1) = (1, 0)|x = (0, 0)
)
=
(
1− p13
p11 + p13
)
(1− ) · (1− )(p11 + p13)
= p11(1− )2.
Note that if  ≤ pij ≤ 1−  for all i, j, then the factors p13/(p11 + p13) and (p11 + p13)
are also between  and 1− . The other transitions are similar.
The weights and biases of the output layer are
W3 =
(
2γ 0 2γ 0 2γ 0 2γ 0
0 2γ 0 2γ 0 2γ 0 2γ
)
, b3 =
(−γ
−γ
)
. (29)
This will map, for example, h2 = (a2(1),a
2
(2),a
2
(3),a
2
(4)) = (0, 0, 0, . . . , 0) to y = (0, 0)
with probability (1 − σ(−γ))2 = (1 − )2. Furthermore, to see that the parameters in
(27) and (28) are bounded by 2γ, it needs to be shown that pijpij+pik ≤ 1 − , or that
1 + pikpij ≥ (1 − )−1. The smallest possible
pik
pij
is 1−3 , and
1
1− ≤ 1 + 1−3 is easily
verified for  ∈ (0, 1/4].
Note that exactly 22(22 − 1) = 12 parameters depend on the values of the target
Markov kernel itself, while the other parameters are fixed depending only on the desired
level of accuracy.
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10 Conclusion
In this work we made advances towards a more complete picture of the representational
power of stochastic feedforward networks. We showed that a spectrum of sigmoid stochas-
tic feedforward networks are capable of universal approximation. In the obtained results,
the shallow architecture requires less hidden units than the deep architectures, while the
deep architectures achieve the minimum number of trainable parameters necessary for
universal approximation. At the extreme of the spectrum discussed is the j = 0 case,
where a network of width s + d and depth approx 2d+s/2(s − b), b ∼ log2(s) is suf-
ficient for universal approximation. At the other end of the deep spectrum is the j = d
case, which can be seen as an intermediate between the j = 0 case and the shallow uni-
versal approximator since its width is exponential in d and its depth is exponential in s.
Further, we obtained bounds on the approximation errors when the network parameters
are restricted in absolute value by some α > 0. In our construction, the error is then
bounded by 1 − (1 − )N + 2, where  is the error of each unit, which is bounded by
σ(−α/2(d+ s)).
Open Problems
We collect a few open problems that we believe would be worth developing in the future.
• Determine the dimension of the set of distributions represented at layer l of a deep
stochastic network. In this direction, the dimension of RBMs has been studied
[Cueto et al., 2010, Montu´far and Morton, 2017].
• Determine the equations and inequalities that characterize the set of Markov kernels
that are representable by a deep stochastic feedforward network. Works in this di-
rection include studies of Bayesian networks [Garcia et al., 2005], the RBM with
three visible and two hidden binary variables [Seigal and Montu´far, 2018], and naive
Bayes models with one hidden binary variable [Allman et al., 2019].
• Obtain maximum approximation error bounds for a network which is not a universal
approximator by measures such as the maximum KL-divergence, and evaluate the
behavior of different network topologies depending on the number of trainable pa-
rameters. There are a number of works in this direction, covering hierarchical graph-
ical models [Matu´sˇ, 2009], exponential families [Rauh, 2011], RBMs and DBNs
[Le Roux and Bengio, 2008, Montu´far et al., 2011, 2013, 2015]. For the RBM with
three visible and two hidden units mentioned above, Seigal and Montu´far [2018]
obtained the exact value.
• Is it possible to obtain more compact families of universal approximators of Markov
kernels than the ones that we presented here? We constructed universal approxima-
tors with the minimal number of trainable weights, but which include a substantial
number of non-zero fixed weights. Is it possible to construct more compact universal
approximators with a smaller number of units and non-zero weights? Can we refine
the lower bounds for the minimum width and the minimum depth given a maximum
width of the hidden layers of a universal approximator? This kind of problem has
traditionally been more difficult than refining upper bounds. A few examples are
listed by Montu´far and Rauh [2017].
• Our construction uses sparsely connected networks to achieve the minimum possible
number of parameters. How does restricting the connectivity of a network affect the
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distributions it can represent? Describe whether and which advantages are provided
by sparsely connected networks over fully connected networks.
• Generalize the analysis to conditional distributions other than sigmoid, and non-
binary variables. Works in this direction inlcude the treatment of RBMs with non-
binary units [Montu´far and Morton, 2015] and that of DBNs with non-binary units
[Montu´far, 2014b].
• Another interesting direction are the theoretical advantages of stochastic networks in
relation to deterministic networks, and the development of more effective techniques
for training stochastic networks. In this direction, Tang and Salakhutdinov [2013]
discuss multi-modality and combinations of deterministic and stochastic units.
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