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Partially analytical derivation of matrix Gy,vib 
To speed up the evaluation of the derivative of matrix 𝐆୷,୴୧ୠ(𝐲) = 𝐌୷,୴୧ୠିଵ (𝐲), the following 
analytical formulae can be used based on the relationships 𝐌୷,୴୧ୠ (𝐲) = 𝐂୘(𝐲)𝐌୴୧ୠ(𝐱(𝐲))𝐂(𝐲), 
𝐌୴୧ୠ(𝐱(𝐲)) = 𝐌ଵ/ଶ𝐏୴୧ୠ(𝐱(𝐲))𝐌ଵ/ଶ and 𝐏୴୧ୠ൫𝐱(𝐲)൯ = 𝐄 − 𝐏୲୰ୟ୬ୱ−𝐏୰୭୲(𝐱(𝐲)) (see also Eqs. (24) 
and Eqs. (22) and (13)), where 𝐲 = (𝑦ଵ, … , 𝑦௡)୘ are the non-constrained set of independent in-
ternal coordinates and 𝐱 = ൫𝑥ଵ௫, 𝑥ଵ௬, 𝑥ଵ௭ , … , 𝑥ே௭൯
୘
 are the Cartesian coordinates in the body-
fixed frame.   
∂𝐆୷,୴୧ୠ(𝐲)
∂𝑦௜
= −𝐆୷,୴୧ୠ(𝐲)
∂𝐌୷,୴୧ୠ(𝐲)
∂𝑦௜
𝐆୷,୴୧ୠ(𝐲) (S1) 
ப𝐌౯,౬౟ౘ
 (𝐲)
ப௬೔
= ቀ𝐂୘(𝐲)𝐌୴୧ୠ൫𝐱(𝐲)൯
ப𝐂(𝐲)
ப௬೔
+ its tranposeቁ  
+𝐂୘(𝐲)𝐌ଵ/ଶ ப𝐏౬౟ౘ(𝐱(𝐲))
ப௬೔
𝐌ଵ/ଶ𝐂(𝐲), 
(S2) 
ୢ𝐏౬౟ౘ൫𝐱(𝐲)൯
ୢ𝐲
= − ୢ𝐏౨౥౪൫𝐱(𝐲)൯
ୢ𝐲
. (S3) 
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Matrices 𝐆୷,୴୧ୠ(𝐲) , 𝐌୷,୴୧ୠ(𝐲) and 𝐏୰୭୲൫𝐱(𝐲)൯are symmetric, thus their partial derivatives are 
also symmetric (in the row and column variables), which can also be exploited during the evalu-
ation of Eqs. (S1-S3). When the square root and products of matrix 𝐌 are evaluated, its diagonal 
structure should be exploited to avoid unnecessary multiplications with zero. 
Method of Lagrange multipliers for holonomic and scleronomic constraints 
The Lagrange’s multipliers method offers an easy means to determine constraint forces origi-
nating from geometric (holonomic and scleronomic) constraints. Good descriptions for the de-
termination of Lagrange multipliers in practice can be found in Refs. 1–4. For completeness, the 
equations are repeated here for immediate availability for the readers. 
The internal motion allowed by the 𝑛 unconstrained internal coordinates (𝑦ଵ, … , 𝑦௡) of the 
system of reactants, can be reformulated as a 3𝑁-dimensional motion in Cartesian coordinates 
in the presence of 𝑐 = 𝑓– 𝑛 constraints, where 𝑓 is the internal degrees of freedom of the un-
constrained system. To derive constraint forces, we introduce function vector 𝐠(𝐗) =
൫𝑔ଵ(𝐗), … , 𝑔௖(𝐗)൯, whose elements are the deviations of the constrained internal coordinates 
𝑦௡ା௜(𝐗)  ( 𝑖 = 1, … , 𝑐 ) from their corresponding frozen values  𝑦௡ା௜,଴  at a given 𝐗 =
൫𝑋ଵ௫, 𝑋ଵ௬, 𝑋ଵ௭, … , 𝑋ே௭൯
୘
geometry in a lab-fixed Cartesian coordinates. Setting them to zero ex-
presses the constraints.  
 𝐠(𝐗) = 𝟎 (S4) 
These type of constraints are holonomic as they depend only on the position coordinates (and 
not on higher derivatives) and they are also scleronomic as they do not depend on time explicitly. 
Component 𝑖 of Eq. (S4) constrains the system to the 3𝑁 − 1 dimensional surface which fulfill 
𝑔௜(𝐗) = 0 and thus the corresponding constraint force 𝐅௜ୡ୭୬ୱ୲୰ for constraint 𝑖 is looked for in a 
form perpendicular to the surface, consequently 𝐅௜ୡ୭୬ୱ୲୰ is parallel with ∇𝑔௜. They are added to 
Hamilton’s equations (supplementing potential forces) for the lab-frame Cartesian momentum 
𝐏௑ with so-called 𝛌 = (𝜆ଵ, … , 𝜆௖) Lagrange’s multipliers. 
?̇?௑ = −∇௑𝑉 + 𝐀୘𝛌 (S5) 
Matrix 𝐀 denotes the derivative matrix of function 𝐠(𝐗), whose elements are 𝐴௜௝ = 𝜕𝑔௜/𝜕𝑋௝ . To 
determine Lagrange’s multipliers , the term ?̇?௑ needs to be expressed from known quantities. 
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Swapping the sides of Eq. (S5), rearranging it and exploiting that in Cartesian coordinates ?̇?௑ =
𝐌?̈? holds (where 𝐌 is the diagonal Cartesian mass-matrix), the following is obtained. 
𝐀୘𝛌 = 𝐌?̈? + ∇௑𝑉 (S6) 
Acceleration ?̈? can be algebraically related to velocity ?̇? by differentiating Eq. (S4) twice with re-
spect to time. 
?̈?(𝐗) = ?̇??̇? + 𝐀?̈? = 𝟎 (S7) 
The time-derivative ?̇? can be expressed with known quantities: the second derivative of the con-
straints and the velocities: 
?̇?௜௝(𝐗) = ∑
డ஺೔ೕ
డ௑ೖ
ଷே
௞ୀଵ ?̇?௞ = ∑
డమ௚೔
డ௑ೕడ௑ೖ
ଷே
௞ୀଵ ?̇?௞. (S8) 
Multiplying Eq. (S6) with the diagonal inverse mass matrix 𝐆 (i.e. 𝐆𝐌 gives unit matrix 𝐄) and 
then with matrix 𝐀 from the left, term 𝐀?̈? appears, which can be expressed with velocities (Eq. 
(S7)), which are known along a trajectory. 
𝐀𝐆𝐀୘ᇣᇤᇥ
ୌ
𝛌 = 𝐀 𝐆𝐌ต
𝐄
?̈? + 𝐀𝐆∇௑𝑉 = 𝐀𝐆∇௑𝑉 − ?̇??̇?ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
𝐛
  (S9) 
The obtained 𝐇 = 𝐛 equation is a system of linear equations for  with a symmetric positive 
definite (square) coefficient matrix 𝐇 = 𝐀𝐆𝐀୘. For such problems efficient solution can be ob-
tained via Cholesky decomposition5, which gives matrix 𝐇 in the form 𝐔୘𝐔, where 𝐔 is an upper 
triangular matrix, whose inverse can be computed much easier. After solving Eq. (S9), the La-
grange-multipliers and the constraint forces can be formally written as: 
𝛌 = (𝐀𝐆𝐀୘)ି𝟏(𝐀𝐆∇௑𝑉 − ?̇??̇?), (S10) 
𝐅 ୡ୭୬ୱ୲୰ = ∑ 𝐅௜ୡ୭୬ୱ୲୰௖௜ୀଵ = 𝐀୘𝛌 = 𝐀୘(𝐀𝐆𝐀୘)ି𝟏(𝐀𝐆∇௑𝑉 − ?̇??̇?). (S11) 
 
Efficient form of constraints allowing simple analytic gradients and Hessians 
Equations (S5) and (S8) require the evaluation of the first and second derivative of the con-
straints. The constraints applied in this paper can be expressed as sum of scalar (or dot) products 
of vectors between coordinate vectors of atoms (see Table 1.). Such constraints can describe the 
equality of ZiZj atom-atom distances (e.g. 𝑔ଵ(𝐗) = 𝐑୞ଵ୞ଶଶ − 𝐑୞ଶ୞ଷଶ = 0 ,  𝑔ଶ(𝐗) = 𝐑୞ଶ୞ଷଶ −
𝐑୞ଷ୞ଵଶ = 0) and also CZi bond lengths (e.g. 𝑔ଷ(𝐗) = 𝐑େ୞ଵଶ − 𝐑େ୞ଶଶ = 0, 𝑔ସ(𝐗) = 𝐑େ୞ଶଶ − 𝐑େ୞ଷଶ =
0), or that a bond length (e.g. [𝑔ଷ(𝐗) = 𝐑େ୞ଵଶ − 𝑟 ୯ଶ = 0], [𝑔ସ(𝐗) = 𝐑େ୞ଶଶ − 𝑟 ୯ଶ = 0], 𝑔ହ(𝐗) =
𝐑େ୞ଷଶ − 𝑟 ୯ଶ = 0) or an angle (𝑔଺(𝐗) = 𝐑େଢ଼𝐑୞ଶ୞ଷ = 0) is constant. For example, expanding the 
products of constraint 𝑔଺(𝐗) gives: 
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𝑔଺(𝐗) = 𝐑େଢ଼୘ 𝐑୞ଶ୞ଷ = (𝐑ଢ଼ − 𝐑େ)୘(𝐑୞ଷ − 𝐑୞ଶ) = 
= 𝐑ଢ଼୘𝐑୞ଷ − 𝐑ଢ଼୘𝐑୞ଶ − 𝐑େ୘𝐑୞ଷ + 𝐑େ୘𝐑୞ଶ. 
(S12) 
This expression is built up from terms of the following type (i.e. for atoms 𝑖 and 𝑗), for which the 
derivatives, that are needed for the evaluation of 𝐀 and ?̇?, can be derived analytically: 
𝐑௜୘𝐑௝ = ∑ 𝑋௜ఈ𝑋௝ఈ𝟑ఈୀଵ . (S13) 
The 𝑘 component (𝑘 = 1, … , 𝑁 and  = 𝑥 , 𝑦, 𝑧) of the gradient of a single such term can be 
obtained as: 
ப(𝐑೔
౐𝐑ೕ)
ப௑ೖഁ
= ∑ 𝛿ఈఉ൫𝛿௜௞𝑋௝ఈ + 𝛿௝௞𝑋௜ఈ൯𝟑ఈୀଵ = 𝛿௜௞𝑋௝ఉ + 𝛿௝௞𝑋௜ఉ. (S14) 
Similarly, the (𝑘, 𝑙𝛾) component of the Hessian (𝑙 = 1, … , 𝑁 and  = 𝑥, 𝑦, 𝑧) of a single product 
term is also straightforward to derive: 
பమ(𝐑೔
౐𝐑ೕ)
ப௑ೖഁ ப௑೗ം
= 𝛿ఉఊ(𝛿௜௞𝛿௝௟ + 𝛿௝௞𝛿௜௟). (S15) 
This Hessian is independent of the geometry and has a very sparse structure, as only the diagonal 
elements (i.e.  𝛽 = 𝛾) of the 3x3 blocks corresponding to atoms (𝑖, 𝑗) or (j, 𝑖) will be 1 if 𝑖 ≠ 𝑗 or 2 
if 𝑖 = 𝑗 and the rest of the elements will be zero. Consequently, the Hessian of constraints built 
from sum of dot products of atomic coordinate vectors need to be evaluated only once, at the 
beginning of the simulation. 
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