By a new recursive algorithm for the auxiliary equation, in this paper, we will give some improvements for Waring's problem.
Introduction
Waring's problem is now to find ( ) G k , the least integer s , such that each sufficient large integer may be represented a sum of at most s kth powers of natural numbers. The Hardy-Littlewood method, that is, so called circle method is main analysis method, which is proposed by Hardy. Ramanujian and Littlewood in about 1920's, which have been applied successfully in solving some problems of number theory, e.g. Waring's problem and Goldbach' s problem. The known best results for Waring's problem up to now are as following For sufficiently large k (Wooley [5] ),
And for smaller k , (5) 17, (6) 24, (7) 33, (8) 42, .
For the details is referred to see the Vaughan and Wooley's survey paper [4] . In this paper, by a new recursive algorithm, we will give some improvements for ( ) G k . In section 4, there is further progress.
The Proof of Theorems 1.1.
Suppose that P is a sufficient large integer, ( ) P C is a subset of [0, ] P , k is a given integer, consider the equation 1 1 , , ( ),1 . In the following, we will take use of iterative method to construct ( ) P C . Suppose that  is a real number, 0
With respect to the construction, we will also consider following a relative equation     
In the following, it will be used the notation of difference of a function: As usual, for an integer coefficient of polynomial ( ) x  , recursively define the forward differences 
( ; , , ; , , ) ( ( ) ), 1 .
( ) ( , ) , 1 .
As usual, for a number , 
( ) ( ( ( ), ; )) ) ( , ) ( ( ( ), ; ) ( ( ), ; )) ) ( )
From the proof above, we can know that
Besides,
In general, we have Lemma 2.3.
,   will be decided later . Hence, it has
That is,
On the other hand,
Combine the two equalities,
Besides, by (2.12), it has
On the other hand, by Lemma 2.1 with 2 i  , it has
When k is greater, it may has
. 
Moreover, we know that (see [3] [2] , [3] ), we know that for two positive integers , t v , if satisfying And Theorem 1.2 is followed.
Further Improvements
Shortly after the paper appeared, we realize that the method of parameterized recursion applied in the sections 2,3 is also available for the recursive process applied in paper [1] ， and it is unexpected that the results are even better than the previous ones, the new results are that 
Lemma 7 of paper [1] will be used in the following proofs, we restate here 
The parameters ,   will be decided later.
Hence, it has  
Combine the two equalities, it has 
And it is easy to know that
On the other hand, by Lemma 2.1 with
Or,
When k is greater, it may has (1 ) .
And let ( 1) ( 1) (1 )
, (1 ) .
Substituting (4.13) and (4.14) in (4.12), it follows
where (1 ) . And Theorem 4.2 is followed.
Further Improvements (2)
In this section, we will present further improvement when k is larger. 
The Proof of Theorems 5.1:
The notations and symbols used here will be same as before. Define
There is Lemma 5.1.
Proof. By Cauchy inequality,
The parameters ,   will be determined later. So, it follows
Combine the two identities above, it follows
And, 1 1 2((2 2) (1 )) (1 ) . 
i.e.
It is easy to know that 
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Then it follows
And then 
( We have known that (see [3] ) ( ) 3 2 (4 (1)) ( ) log .
In fact, Theorem 5.1 can be also proved along the way of section 4 as following.
The Second Proof of Theorem 5.1: By (4.11) and (4.12), there is 3 (
From (5.21), we can know that ( ) i d   will approach zero as i tends to ( , )
Clearly, when k is greater,
( 
