Abstract| This paper is devoted to the problems of nding the power ow feasibility, saddle node and Hopf bifurcation boundaries in the space of power system parameters. The rst part contains a review of the existing relevant approaches including not so well-known contributions from Russia. The second part presents a new robust method for nding the power system load ow feasibility boundary on the plane de ned by any three vectors of dependent variables (nodal voltages), called the -plane. The method exploits some quadratic and linear properties of the load ow equations and state matrices written in rectangular coordinates. An advantage of the method is that it does not require an iterative solution of nonlinear equations (except the eigenvalue problem). Besides bene ts for visualization, the method is a useful tool for topological studies of power system multiple solution structures and stability domains. Although the power system application is developed, the method can be equally e cient for any quadratic algebraic problem.
I. Introduction
Power system transient behavior is described by di erential and algebraic equations -see 1] { 3] for example -of the form: dx s =dt = f s (x s ; x a ; y) (1) 0 = f a (x s ; x a ; y) (2) where x s 2 R m is the vector of dynamic state variables;
x a is the vector of algebraic variables; and y is the vector of power system parameters including any parameters of generators, control system, loads and network which can be varied in planning, tuning and control. The full state vector is x = (x t s ; x t a ) t 2 R n ; n m.
In small signal analysis of system (1), (2) , the steadystate stability of equilibrium points x satisfying algebraic equations F(x; y) = 0 (3) is studied. In principle, equations (3) may denote the set (1)- (2) , where all derivatives dx s =dt are set to zero. If so, the function F in (3) represents f s and f a in (1)- (2) .
However, in many cases, equations (3) are the load ow + Work performed while with the Department of Electrical Engineering, University of Sydney.
equations, and they imply particular simple models of generators, their control systems and loads. Then x usually just consists of bus voltages (in polar or rectangular form).
For these load ow equations, the mismatch function F does not exactly stand for the functions f s and f a in (1) and (2); it de nes the sum of power ows or currents into each bus from the rest of the network and xes the generator terminal voltages. The vector y usually represents the speci ed independent parameters such as active and reactive powers of loads and generators or xed voltages.
By solving (3) for a given y, the unknown nodal voltages x can be found, and the equilibrium point x s and x a can be then unambiguously derived to keep the right side of (1) and (2) equal to zero. In view of this fact, we will not make a distinction between x = (x t s ; x t a ) t in (1)-(2) and x in (3) for the sequel.
Let us go back to the system (1)- (2) . If the algebraic Jacobian matrix @f a =@x a is nonsingular, the algebraic constraint manifold M = fx 2 R n j f a (x) = 0g, where x = (x t s ; x t a ) t , is regular, i.e. the rank of @f a =@x equals to the number of algebraic equations n ?m, then there exists a locally de ned function x a = (x s ; y) that satis es f s (x s ; (x s ; y)) = 0 1], 2]. Under these conditions, the system (1) can be locally represented as follows:
dx s =dt = f s (x s ; (x s ; y); y) = f(x s ; y) (4) Under these conditions, the possibility of singularity induced bifurcations is avoided. The state matrix of (4) calculated at the equilibrium point (x; y) is 
Together with the state matrix J s , we will use the load ow Jacobian matrix J lf = @F=@x. To simplify expressions, we will use the common notation x for the vectors x s and x de ned for (3), and J(x; y) for J s (x s ; y) and J lf (x; y); the meaning of x and J(x) will be evident from each concrete context. Due to nonlinearity and physical structure, a power system operating state is subjected to limitations of di erent origins. The power ow feasibility and stability constraints play an important role among them. Operating conditions are to be kept inside the feasibility and stability domains which are de ned by constraint hypersurfaces satisfying one of the following general conditions detJ(x; y) = 0 (6) det J s (x; y) j!I] = 0 (7) where J(x; y) is either J lf or J s , x is a vector of load ow variables x or state variables x s , I is the identity matrix, and ! 6 = 0 is the imaginary part of an eigenvalue with zero real part. When parameters y are varied slowly, either conditions (6) or (7) can be achieved, and this means that the system is on the edge of its transfer capability, i.e.
J(x; y) J lf (x; y) and = lf , or small signal stability, i.e. J(x; y) J s (x s ; y). In the last case, once the conditions (6) or (7) are satis ed, the saddle node ( = sn ) or Hopf ( = h ) bifurcations (instabilities) occur in the system respectively. These hyperspaces can be in either state space or parameter space.
Among the requirements of power system control and planning is the provision of adequate stability and loadability margins. Knowledge of the stability boundary geometrical con guration gives guidance for development of control strategies and proper decision making. Hence it follows that study of the bifurcation surfaces is an important task. This paper contains a brief review of the existing and relevant approaches. However, as the conditions (6) and (7) correspond to very complicated surfaces, visualization of their geometry is a di cult problem. This is usually done in planes de ned by a pair of chosen parameters x or y. However, some important features of the bifurcation surfaces and multiple equilibrium points may not be observed in this way. For example, on a plane of two nodal voltages, it may not be represented completely to arrange bifurcation surfaces and certain equilibrium points, because these planes do not normally contain more than one equilibrium point. This work attempts to contribute to development of techniques for such visualization. The introduction of a -plane de ned by any three linearly independent vectors x 1 , x 2 and x 3 enables viewing of the bifurcation surface as it intersects this plane, i.e. a tool is provided for fully exible observation. For instance, any three equilibria can be chosen to form the -plane, and the relative positions of these points and bifurcation surfaces will be re ected on the -plane in all the details which are required.
The structure of the paper is as follows. Section II gives a review and discussion of some ideas associated with computing the feasibility and stability boundaries including not so well-known contributions from Russia. Section III contains theoretical results about the quadratic algebraic problems which form the basis of the -plane method. Section IV is devoted to the proposed -plane method itself. The method computes the power system load ow feasibility boundary on the -plane de ned by any three vectors of dependent variables (nodal voltages). An advantage of this new reliable method is that it does not require an iterative solution of nonlinear equations (except the eigenvalue problem).Results of numerical studies for the New England test system are given in Section V.
II. The current state-of-art
The study of nonlinear power system behavior associated with multiple equilibrium points (load ow solutions) and their relationship with bifurcations has attracted considerable attention recently -see 3] for a recent collection of review papers. Among these, the paper 2] contains an extended review of modern local bifurcation theory, its application to power system analysis and control, and some relevant computational aspects. An important reference is 4] which is devoted to mathematical and computational issues of bifurcation analysis, namely, to nding the closest saddle node, Hopf, transcritical and pitchfork bifurcation in parameter space. Many of the ideas reviewed and developed in 2]-4] can be used to study the bifurcation boundary geometry. Here we will consider some of these and other approaches. It should be noted that, in some of the reviewed work, the application of the ideas to exploration of the bifurcation boundaries is not addressed directly; in these cases, we will attempt to show the obvious developments.
In feasibility region is convex. Examples 8] show that this is not true in general. Though, under what situation it is true remains to be proven for further research. For vectors y within the feasibility region, the following optimization problem gives the tangent planes max y y t 1 y ( or min y y t 1 y) (9) y t 0 y = k (10) where y 0 is a vector corresponding to a positive de nite J(y 0 ) (where J(y 0 ) is a linear matrix function of y 0 5]-7]), and y 1 is a vector not parallel to y 0 , and k is a nonzero constant. The constraint (10) de nes a plane which intersects the cone (Fig. 1) . The problem (9)- (10) To get the supporting planes T y , the minimal ( = min ) and maximal ( = max ) eigenvalues of the problem (13) are used. The set of tangent hyperplanes for di erent y 0 and y 1 gives an approximation of the feasibility region boundary lf . Di culties may arise for nonconvex feasibility regions.
Similar ideas were developed in Russia 9]-12]. In 9], it is shown that the load ow feasibility domain boundary lf is a set of points where a linear combination of the mismatch functions F i (x; y) reaches its extreme values, i.e.
where w i , i = 1; ; n are direction cosines of a normal vector to lf . By optimizing (14) for distinct nonzero vectors w, the feasibility boundary can be traced. It is obvious that (8) directly follows from (14) . In 11] and 12], equations (8) are used to reveal lf . By solution of (8) for distinct w or v, points x of lf are obtained. Note that all dependent variables x and independent parameters y in F(x; y) (nodal powers and terminal generator voltages) are free to vary. In polar coordinates, the equality constraints such as xed generator voltages may be taken into account by xing and eliminating them from x and withdrawing the corresponding functions from F(x; y). where equations (15) and (17) are the load ow and w 6 = 0 conditions respectively, y 0 is the vector of independent parameters at a given operating point, y is a direction of variation of y, l is a scalar unknown parameter, and c is a nonzero vector. In 4] and 13], this system is used to obtain the locally closest bifurcation point, but it can give sequences of the saddle node bifurcation points as well. By successive rotations of y in a plane, it gives the intersection of lf (J J lf ) or sn (J J s ) by this plane. In the last case, the system (15)- (17) can be inconsistent if there is no saddle node bifurcation point detJ s = 0 along the straight line y 0 + l y within the load ow feasibility domain, i.e. the system is aperiodically stable, and its operating conditions are restricted by the network transfer capability only. The same internal feature applies in the Hopf bifurcation procedures described below.
There are some other questions regarding the technique for generating bifurcation boundaries:
(i) What is a reliable way to get an initial estimate of x; l; w on ?
(ii) How reliable is the procedure in view of the geometric peculiarities and nonsmoothness of ? (iii) Whether is it possible to obtain all the parts of ? (iv) How many points are to be found for an accurate assessment of ?
In 14], all the questions above are addressed. A high order numerical method is used to get the initial point and provide further motion along lf . This method may be considered as either a generalization of the NewtonRaphson method including nonlinear terms of the Taylor series, or a parameter continuation technique providing more reliable solution properties. The idea of the method is the following. A nonlinear system (z) = 0, which is the power ow problem or set (15)- (17), can be expressed as 
Formula (19) , where the upper in nite sum limit is replaced by a given nite number K, is used at each iteration of the method. The correction vectors z k are de ned recurrently through the values of the mismatch function ( ) computed at certain points, and is chosen within the range (0; 1] to get reliable convergence of (19) and good accuracy of the method 14]. The method provides many desirable features: reliable solution of nonlinear algebraic problems up to points of singularity; convergence to a singular point if it occurs on the way of the iterative process; almost straight line motion of the iterative process in the space of mismatches; and retention of zero mismatches of (18) .
To get an initial point on lf , the permanent loading technique can be used 14], 16]. In this application, z and (z) are dependent variables x and load ow mismatch functions F(x; y) respectively. For a speci ed direction y = y 1 in (15), and parameter l = l which gives a point outside the feasibility region, the method follows this direction unless a singular point detJ lf = 0 has been met -see Fig. 2 , Step 1. The system (15)- (17) Step 3. Again, the high order method is applied at the second stage. As mismatches of (16) and (17) are initially zeros, they are preserved close to zeros afterward, and due to this the high order method follows the feasibility domain Σ lf
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From the dimensions for (1),(2), the set (24) The procedure can be used to get the initial guesses for h including the eigenvectors and !. It allows choice of a particular oscillatory mode (for example, an inter-area mode) to get its bifurcation point. Di culties may be caused by the nonlinear dependence (l), and by tracing the selected mode between steps.
In Russia, approximations of the stability region boundaries are used for fast decision-making in realistic centralized 32) is satis ed for any scalar parameter . Condition (32) prevents the points x 1 , x 2 and x 3 belonging to a straight line in R n x . Once (32) is true, the points x 1 , x 2 and x 3 form a triangular which de nes a plane in R n x and gives the name for the proposed method. Any point on the -plane can be expressed by means of scalar parameters 1 and 2 ( Fig. 4 ): 7. Change = + , where is an increment, and go to step 2 unless .
The set of points x j ( ) computed for di erent forms a cut-set of the feasibility domain boundary by the -plane. The procedure does not require an iterative solution except as needed for the eigenvalue problem. The reliable QR technique is recommended to be used in step 4.
B. Visualization of the -plane in R n x Although the bifurcation points x j ( ) in (34) belong to the -plane, they are vectors in the multidimensional space R n x . To get a visual representation for them, it is convenient to use a new two-dimensional coordinate system associated with the -plane itself. For this purpose, we use the following oblique-angled coordinate system (Fig. 5 ). In the new two-dimensional coordinate system, the expression for computing the power ow singular points becomes the following:
C. -plane in R n y Consider a particular case when x 1 , x 2 and x 3 are distinct solutions of (31). It follows from Property 2 in Section III, that these points can not lie on a straight line in R n y .
Property 3 says that, from y = ?g(x), the straight lines x( 1 ; 0) = x 1 + 1 (x 2 ? x 1 )
x(0; 2 ) = x 1 + 2 (x 3 ? x 1 ) (38) in R n x are mapped into the straight lines the -plane in R n x is mapped by y = ?g(x) into a surface which is not a plane (Fig. 6, As the singular points belong to a nonlinear surface -see the surface ABDC in Fig. 6 -and we use their projections on the -plane, the resulting plot re ects a qualitative shape of the singular boundary in R n y . Nevertheless, all singular points along the lines AB and AC are de ned accurately.
V. Results for the New-England Test System
The proposed method has been tested for the New England Test System 27] . The system consists of 39 buses, 10 generators, and 18 loads. Bus number 31 is chosen as a slack bus. All other generators are represented by means of constant active powers and terminal voltages. Loads have xed active and reactive demands. We consider three distinct load ow solutions x 1 , x 2 and x 3 given in Table   1 . These solutions were selected from a solution set obtained by the method for computing multiple solutions of quadratic algebraic problems given tion of the feasibility boundary topology is not the main purpose of this paper. Nevertheless let us make some observations. Firstly, note that the singular points marked by small circles lie exactly in the middle of the dashed lines connecting the points x 1 , x 2 and x 3 . This fact is explained in a number of works -see 25] , 26], for example. Secondly, the singular curves in Fig. 7 have an open shape. This appears to say that, by certain unrestricted variations of independent parameters y in R n y , voltages x in R n x may be inde nitely increased without reaching the feasibility boundary. In more realistic situations, the limitations for y, for example, equality constraints for generator terminal voltages and zero power injections in empty buses, must be taken into account. Several approaches have been developed during the last fteen years to explore the power system load ow feasibility, saddle node and Hopf bifurcation boundaries. The main idea behind most of them is to use matrix eigenvalue conditions derived from the load ow or dynamic state matrices where the real parts of eigenvalues are put to zero, and imaginary parts are either zero (for the load ow feasibility and saddle node bifurcation boundaries) or not (for the Hopf bifurcations). These methods are reviewed, and some problems which need further investigations are considered. A number of techniques have been proposed to nd an initial point on the bifurcation boundary. As the 
