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Abstract
We introduce a class of so-called polynomial Bezoutian matrices. The operator represen-
tation relative to a pair of dual bases and the generalized Barnett factorization formula for
this kind of matrix are derived. An intertwining relation and generalized Bezoutian reduction
via polynomial Vandermonde matrix are presented. © 2001 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Given a pair of polynomials p(z) and q(z) with degree p(z) = n and degree
q(z)  n, the (classical) Bezoutian of p(z) and q(z) is the bilinear form given by
π(x, y) = p(x)q(y)− p(y)q(x)
x − y =
n−1∑
i=0
n−1∑
j=0
bij x
iyj (1.1)
and Bezoutian matrix of p and q is defined by the n× n symmetric matrix B(p, q) =(
bij
)n−1
i,j=0.
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Let
Bst = π(x) =
(
1, x, . . . , xn−1
) (1.2)
be the standard power basis of the linear space Cn[x] of complex polynomials with
degree less than n and
p(z) =
n∑
j=0
pj z
j (pn /= 0), q(z) =
n∑
j=0
qj z
j . (1.3)
Then Eq. (1.1) can be rewritten as matrix form by
π(x, y) = p(x)q(y)− p(y)q(x)
x − y = π(x)B(p, q)π(y)
T, (1.4)
and we have the well-known Barnett factorization formula [1] (see also [3,9])
B(p, q) = S(p)q(C(p)), (1.5)
where
S(p) = B(p, 1) =


p1 p2 · · · · · · pn
p2 p3 · · · pn 0
...
...
...
pn 0 · · · · · · 0

 (1.6)
and
C(p) =


0 1 · · · · · · 0
0 0 1 · · · 0
...
...
.
.
.
.
.
.
...
0 0 · · · 0 1
−p0
pn
−p1
pn
· · · · · · −pn−1
pn


(1.7)
stand for the “symmetrizer” [15] and the companion matrix of p(z), respectively. As
a special case of (1.4) (that is, q(x) = 1) we have the difference quotient form
Dp(x, y) = p(x)− p(y)
x − y = π(x)B(p, 1)π(y)
T = π(x)S(p)π(y)T. (1.8)
If we denote by
S =


pn pn−1 · · · p1 p0 0
pn
.
.
.
... p1 p0
.
.
. pn−1
...
.
.
.
.
.
.
0 pn pn−1 · · · p1 p0
qn qn−1 · · · q1 q0 0
qn
.
.
.
... q1 q0
.
.
. qn−1
...
.
.
.
.
.
.
0 qn qn−1 · · · q1 q0


=
[
S′1 S
′
2
S′3 S′4
]
(1.9)
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the 2n× 2n Sylvester matrix associated with p(z) and q(z) in (1.3), then it can be
easily shown that B(p, q) defined by (1.1) can also be given by
B(p, q) = (S′1S′4 − S′3S′2)J, (1.10)
where J is a reverse unit matrix of order n with 1’s along the secondary diagonal and
0’s elsewhere (see (1.14)).
Bezoutian has appeared in the literature for a long history. It has contact con-
nections with the theory of equations, polynomial stability and system theory, etc.
For a more detailed exposition we refer the reader to the survey article of Helmke
and Fuhrmann [12] and the books of Barnett [3] and Heinig and Rost [13]. Here we
emphasize its applications in polynomial stability theory. For example, let p(z) have
n simple 0’s x1, . . . , xn. Then Bezout matrix B(p, q) can be reduced to a diagonal
matrix by congruence [8], that is,
V (p)TB(p, q)V (p) = D = diag[p′(xj )q(xj )]nj=1, (1.11)
where V (p) = (xi−1j )ni,j=1 is the classical Vandermonde matrix corresponding to
p(z). Eq. (1.11) shows that Bezoutian matrix B(p, q) has the same signature or iner-
tia as diagonal matrix D, which was applied in [8] to prove the important
Lienard–Chipart and its equivalent criteria for polynomial stability.
In the case when p(z) has multiple 0’s xi with multiplicities ni (i = 1, . . . , r, n1 +
· · · + nr = n), the Bezoutian matrix was reduced to a block diagonal form by direct
computation and operator methods by Sansigre and Alvarez [19], Chen and Yang
[6], respectively. That is,
V (p)TB(p, q)V (p) = diag[Ripi(Ji)q(Ji)]ri=1, (1.12)
where V (p) denotes the confluent Vandermonde matrix defined by
V (p)T = col[V (xi)]ri=1 =


V (x1)
...
V (xr)

, (1.13)
in which
V (xi) = col
[
1
j !
djπ(xi)
dxj
]ni−1
j=0
=


π(xi)
π ′(xi)
1!
...
π(ni−1)(xi)
(ni − 1)!


and
168 Z.H. Yang / Linear Algebra and its Applications 331 (2001) 165–179
Ri =


0 0 · · · 0 1
0 0 · · · 1 0
...
...
...
1 0 · · · 0

, Ji =


xi 1 0 · · · 0
0 xi 1 · · · 0
...
.
.
.
.
.
.
.
.
.
...
0
.
.
.
.
.
.
.
.
. 1
0 0 · · · 0 xi


(1.14)
stand for the rotation matrix and Jordan block of order ni × ni corresponding to xi ,
respectively. Hereafter col(ai) denotes a column vector with ai as components.
Bezoutian matrix has been generalized in different ways, mainly in two directions.
One way is to define directly the Bezoutian matrix in the same manner as in (1.10)
and (1.9) by using Sylvester matrix. For example, in [9] the Sylvester matrix in (1.9)
is extended to the conjugate-Sylvester (CS) matrix Sc by
Sc =


pn pn−1 · · · p1 p0 0
c(pn)
.
.
.
... c(p1) c(p0)
.
.
. cn−2(pn−1)
...
.
.
.
.
.
.
0 cn−1(pn) cn−1(pn−1) · · · cn−1(p1) cn−1(p0)
qn qn−1 · · · q1 q0 0
c(qn)
.
.
.
... c(q1) c(q0)
.
.
. cn−2(qn−1)
...
.
.
.
.
.
.
0 cn−1(qn) cn−1(qn−1) · · · cn−1(q1) cn−1(q0)


=
[
S1 S2
S3 S4
]
, (1.15)
where cm(z) denotes complex conjugation m times of z.
Note that the matrices S1, S2, S3 and S4 in (1.15) are so-called conjugate-Toeplitz
matrices, that is, if S = [sij ], then si+1,j+1 = c(sij ). This generalization of Toeplitz
matrices is discussed in [4,10]. Associated with p(z) and q(z) two polynomials
c(z) =
n∑
k=0
ckz
k, d(z) =
n∑
k=0
dkz
k, cn /= 0, (1.16)
are introduced in [9] by the equations
m∑
k=1
ck(pk−1dm−k − qk−1cm−k) = 0, m = 1, 2, . . . , n+ 1, (1.17)
and
m∑
k=1
ck(pn+k−mdn−k+1 − qn+k−mcn−k+1) = 0, m = 1, 2, . . . , n. (1.18)
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If the CS matrix defined as in (1.15) associated with c(z) and d(z) is denoted by Tc
and partitioned as
Tc =
[
T1 T2
T3 T4
]
, (1.19)
then the conjugate-Bezoutian (CB) matrix Bc(p, q) associated with p(z) and q(z) is
defined by
Bc(p, q) = J cn+1
(
T T1
)
JS4J − J cn+1
(
T T3
)
JS2J (1.20)
and Bc(p, q) has the same form of expression as in (1.10) (see [9, Eqs. (2.10) and
(2.11)]).
The second approach is to expand the generating function in (1.1) under a more
general basis instead of the standard basis π(x) in (1.2). For example, in [5] Cheby-
shev–Bezoutian matrices BT (p, q) = (tij ) and BU(p, q) = (uij ) are discussed,
which are defined by
π(x, y) = p(x)q(y)− p(y)q(x)
x − y
=
n−1∑
i,j=0
tij Ti(x)Tj (y)
=
n−1∑
i,j=0
uijUi(x)Uj(y), (1.21)
where T (x) = {Ti(x)}n−1i=0 and U(x) = {Ui(x)}n−1i=0 stand for the Chebyshev poly-
nomials bases of the first and second kinds, respectively, that is,
T0(x) = 1, T1(x) = x, Tk(x) = 2xTk−1(x)− Tk−2(x) (1.22)
and
U0(x) = 1, U1(x) = 2x, Uk(x) = 2xUk−1(x)− Uk−2(x). (1.23)
In full generality, let {Qk(x)} be a sequence of polynomials with degree Qk(x) =
k (k = 0, 1, . . .) and set
Q(x) = {Q0(x),Q1(x), . . . ,Qn−1(x)}. (1.24)
Evidently, Q(x) is a basis of Cn[x], which is called a general polynomial basis and
has been studied extensively by Barnett and his co-authors [2,3,5,16]. General poly-
nomial bases such as Newton and Chebyshev polynomials, etc., appear frequently in
approximation theory and interpolation problems.
In the present paper, our idea is to expand the generating function in (1.1) and (1.4)
under the general polynomial basis Q(x) and define the so-called polynomial or gen-
eralized Bezoutian matrix with respect to Q(x), denoted by BQ(p, q) =
(
cij
)n−1
i,j=0,
that is,
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π(x, y) = p(x)q(y)− p(y)q(x)
x − y
=
n−1∑
i,j=0
cijQi(x)Qj (y)
= Q(x)BQ(p, q)Q(y)T, (1.25)
in particular,
Dp(x, y) = p(x)− p(y)
x − y = Q(x)BQ(p, 1)Q(y)
T. (1.26)
Our main aim is to give generalized Barnett formula similar to (1.5) for polynomial
Bezout matrix BQ(p, q) and derive reduction representation similar to (1.12) via
polynomial Vandermonde matrix. So our emphasis is in the connection of polynomi-
al Bezoutian matrix with polynomial stability. Our method is of operator approach
and does not involve complicated calculations. For an array of interpolation nodes
{(xi, ni)} (i = 1, . . . , r, ∑ri=1 ni = n), the polynomial Vandermonde matrix VQ(x)
with respect to the polynomial basis Q(x) is defined by
VQ(x)
T = col[VQ(xi)]ri=1, (1.27)
where
VQ(xi) = col
[
1
j !
djQ(xi)
dxj
]ni−1
j=0
=


Q(xi)
Q′(xi)
1!
...
Q(ni−1)(xi)
(ni − 1)!


.
Polynomial Bezoutian and polynomial Vandermonde matrices appeared recently
in a sequence of papers. For example, in [11] polynomial Bezoutian was used to de-
rive the fast inversion of Chebyshev–Vandermonde matrices, in [14,21] the displace-
ment structures, fast inversions and algorithms for VQ(x) are discussed in details.
The paper is organized as follows. In Section 2, we introduce a bilinear form
and show that the polynomial Bezoutian matrix is the matrix representation of an
operator polynomial relative to a pair of dual bases, then the generalized Barnett
factorization formula similar to (1.5) and an intertwining relation are derived. In
Section 3, we reduce the polynomial Bezoutian matrix via polynomial Vandermonde
matrix by using operator approach method. In Section 4, we consider a special case
when Q(x) denotes the so-called polynomial sequence of interpolatory type [20], we
point out that in this case the generalized Barnett formula and Bezout reduction have
almost the same forms as classical ones.
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2. Generalized Bezoutian with respect to a general basis
In this section, we use the ideas in [6,12] to give an operator representation rel-
ative to a pair of dual bases and the generalized Barnett factorization formula for
BQ(p, q). An intertwining relation connected with BQ(p, q) is also derived.
Let us begin by defining a bilinear form on linear space Cn[x]. Instead of ideas in
[6,12], we shall avoid the Laurent series expansion at infinity and define the bilinear
form directly by using matrix–vector product as in [17]. Indeed, for f, g ∈ Cn[x],
we set
〈f, g〉 = fTBQ(p, 1)−1g, (2.1)
where f and g are the generalized coordinate columns of f and g, respectively, relative
to the general basis Q(x) in (1.24), that is,
f (x) = [Q0(x),Q1(x), . . . ,Qn−1(x)]f
with f = [f0, f1, . . . , fn−1]T, (2.2)
and g is defined similarly. Here we note that the “generalized symmetrizer” SQ(p) =
BQ(p, 1) defined in (1.26) is symmetric, upper triangular and nonsingular as ordi-
nary symmetrizer in (1.6), but generally speaking, SQ(p) is not Hankel and
SQ(p) /=


θ1 θ2 · · · θn
θ2 · · · θn 0
...
...
θn 0 · · · 0


even if p(x) = θ0Q0(x)+ θ1Q1(x)+ · · · + θnQn(x) is the expansion of p(x) with
respect to the general polynomial basis
{
Qk(x)
}n
k=0.
With the aid of the bilinear form 〈f, g〉 defined in (2.1), we may induce a linear
functionalLf on Cn[x] by
Lf (g) = 〈f, g〉, g ∈ Cn[x].
Two ordered bases Ba = [u0, u1, . . . , un−1] and Bb = [v0, v1, . . . , vn−1] are said
to be dual of each other with respect to 〈 , 〉 if
Lui (vj ) = δij , (2.3)
where δij stands for Kronecker symbol. And we denote byB∗ the dual basis of basis
B.
We now give two criteria for investigating basis duality. The following lemma
and corollary are the analogues to Lemmas 5.1 and 5.2 in [17] for the case of general
polynomial basis.
Lemma 2.1. If Ba = Q(x)M and Bb = Q(x)N, then Ba and Bb are dual bases
with respect to 〈 , 〉 exactly when NMT = BQ(p,1) = MNT.
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Proof. SupposeBa = [u0, u1, . . . , un−1] and Bb = [v0, v1, . . . , vn−1]. Then ui =
Q(x)Mei and vj = Q(x)Nej , where ek denotes the kth unit column vector of length
n. Hence, their generalized coordinate columns in the general basis Q(x) are Mei
and Nej , respectively, and
〈ui, vj 〉 = eTi MTBQ(p, 1)−1Nej . (2.4)
So Eq. (2.4) shows that Ba and Bb are dual exactly when MTBQ(p, 1)−1N = I ,
completing the proof. 
Corollary 2.2. If F(x) = [f0(x), f1(x), . . . , fn−1(x)] and G(y) = [g0(y), g1(y),
. . . , gn−1(y)] are two arrays of polynomials such that
Dp(x, y) = p(x)− p(y)
x − y =F(x)G(y)
T, (2.5)
then F(x) and G(x) are bases for Cn[x] which are dual relative to 〈 , 〉 defined
before.
Proof. SupposeF(x) = Q(x)F andG(y) = Q(y)G. Then Dp(x, y) = Q(x)FGT
Q(y)T, and it follows from (1.26) that
Q(x)FGTQ(y)T = Q(x)BQ(p, 1)Q(y)T,
which ensures that
FGT = BQ(p, 1).
This shows not only that F and G are invertible and hence F and G are bases, but
also, by Lemma 2.1 that these bases are dual to each other. 
In view of (1.26) and Corollary 2.2 we obtain immediately that the dual basis of
Q(x) is Q(x)BQ(p, 1), that is,
Q∗(x) = Q(x)BQ(p, 1). (2.6)
Following [6,12], we define the shift operator Sp on Cn[x] by
Sp(f ) = x · f mod p(x), f ∈ Cn[x]. (2.7)
In other words, Sp(f ) gives the remainder when xf (x) is divided by p(x).
In the rest of this paper, we will denote by T the operator q(Sp). In this case, we
have
Tf = q(x)f mod p(x), f ∈ Cn[x]. (2.8)
The following theorem is a generalization of [12, Theorem 3.2] (see also [18, Prop-
osition 2.2]), which is our starting point of this paper.
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Theorem 2.3. The generalized Bezout matrix BQ(p, q) is the matrix representation
of operator T = q(Sp) in the dual bases Q∗(x) and Q(x). That is,
TQ∗(x) = Q(x)BQ(p, q). (2.9)
Proof. We prove the assertion by using the idea of [18, Proposition 2.2.]. Indeed,
the identity
q(x)[p(x)− p(y)] = p(x)q(y)− p(y)q(x)+ p(x)[q(x)− q(y)]
implies
q(x)Dp(x, y) = π(x, y) mod p(x).
In view of (1.25), (1.26) and (2.6), we obtain
q(x)Q∗(x)Q(y)T = Q(x)BQ(p, q)Q(y)T mod p(x),
and it follows from (2.8) that
TQ∗(x)Q(y)T = Q(x)BQ(p, q)Q(y)T mod p(x).
Thus,
TQ∗(x) = Q(x)BQ(p, q),
this proves the assertion. 
LetA be any linear operator defined on Cn[x] andB,B′ are two bases for Cn[x].
We introduce the notation of
[
A
]B′
B
to indicate the matrix representation of A rela-
tive to the basis pairB and B′. That is,
A ·B = B′ · [A]B′
B
. (2.10)
By using this symbol, Eqs. (2.9) and (2.6) can be rewritten as follows:[
T
]Q
Q∗ =
[
q(Sp)
]Q
Q∗ = BQ(p, q) (2.11)
and [
I
]Q
Q∗ = BQ(p, 1), (2.12)
hereafter I denotes the identity operator.
We now prepare to derive the generalized Barnett factorization formula. To this
end, we need a concept of so-called confederate matrix due to Barnett [16] (see also
[14]) which is a generalization of classical companion matrix. In the rest of the paper,
for the sake of convenience, we assume that all Qk(x) (k = 0, 1, . . . , n) are monic
polynomials. Let {Q0(x),Q1(x), . . . ,Qn(x)} satisfy the recurrence relations
Q0(x) = 1,
Qk(x) = xQk−1(x)− ak−1,kQk−1(x)− ak−2,kQk−2(x)
− · · · − a1,kQ1(x)− a0,kQ0(x),
(2.13)
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and define for the polynomial
p(x) = θ0Q0(x)+ θ1Q1(x)+ · · · + θn−1Qn−1(x)+Qn(x) (2.14)
its confederate matrix as
CQ(p) =


a01 a02 a03 · · · · · · a0n − θ0
1 a12 a13 · · · · · · a1n − θ1
0 1 a23 · · · · · · a2n − θ2
0 0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
.
.
.
.
...
0 0 · · · 0 1 an−1,n − θn−1


(2.15)
with respect to the general basis Q(x).
Note that all coefficients aij are uniquely determined by (2.13) since
{Q0(x),Q1(x), . . . ,Qk−1(x)} is a basis of Ck[x], and in the simplest case of
Q(x) = {1, x, . . . , xn−1}, CQ(p) reduces to the ordinary companion matrix CT(p)
as in (1.7).
From (2.14) we have Qn(x) = p(x)− θ0Q0(x)− θ1Q1(x)− · · · −
θn−1Qn−1(x), this and rewriting recurrence relations (2.13) as matrix form
lead to
x ·Q(x)−Q(x)CQ(p) = p(x)[0 · · · 0 1] (2.16)
which implies[
Sp
]Q
Q
= CQ(p), (2.17)
and by duality[
Sp
]Q∗
Q∗ = CQ(p)T. (2.18)
By taking jth derivatives at xi and dividing by j ! on both sides of Eq. (2.16) (i =
1, . . . , r, j = 0, . . . , ni − 1), using Leibnitz rule and combining all together as ma-
trix form, we obtain
J (x)TVQ(x)
T − VQ(x)TCQ(p) = 0
or, equivalently,
CQ(p)
TVQ(x) = VQ(x)J (x), (2.19)
where J (x) = diag(Ji)ri=1 and Ji is defined as in (1.14).
Remark that Eq. (2.19) reduces to the following well-known formula when Q(x)
denotes the standard power basis π(x):
C(p)V (x) = V (x)J (x),
see, e.g., [6]. In view of (2.12), (2.18) and Theorem 2.3, we get the following impor-
tant theorem.
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Theorem 2.4 (Generalized Barnett formula). Let BQ(p, q), BQ(p, 1) and CQ(p) be
defined as above. Then the following formula is satisfied:
BQ(p, q) = BQ(p, 1)q
[
CQ(p)
T]. (2.20)
Proof. It follows from the trivial identity T = I · T that[
T
]Q
Q∗ =
[
I
]Q
Q∗
[
T
]Q∗
Q∗ . (2.21)
Substituting (2.11), (2.12) and (2.18) into (2.21), formula (2.20) is easily obtained,
completing the proof. 
Theorem 2.5. The polynomial Bezoutian matrix BQ(p, q) and confederate matrix
CQ(p) satisfy the following intertwining relation:
BQ(p, q)CQ(p)
T = CQ(p)BQ(p, q). (2.22)
Proof. It follows from the trivial identity T · Sp = Sp · T that[
T
]Q
Q∗ ·
[
Sp
]Q∗
Q∗ =
[
Sp
]Q
Q
· [T ]Q
Q∗ . (2.23)
Substituting (2.11), (2.17) and (2.18) into (2.23), Eq. (2.22) is obtained immediately,
which completes the proof. 
We remark that Theorem 2.5 is a generalization of [7, Theorem 1.3] and the in-
tertwining relations connected with classical Bezoutian and companion matrices are
discussed in [7].
3. Generalized Bezoutian reduction via polynomial Vandermonde matrix
In this section, we give generalized Bezoutian reduction form for BQ(p, q) via
polynomial Vandermonde matrix by using representation (2.11) of operator T. To
this end, we need to introduce another pair of dual bases Bsp and Bin for Cn[x]
defined as in [6], which are called spectral and interpolation bases respectively. That
is,
Bsp = {F10, . . . , F1,n1−1, . . . , Fr0, . . . , Fr,nr−1}, (3.1)
where
Fkj (x) = p(x)
(x − xk)j+1 , k = 1, . . . , r, j = 0, . . . , nk − 1,
and
Bin = {G10, . . . ,G1,n1−1, . . . ,Gr0, . . . ,Gr,nr−1}, (3.2)
where Gkj satisfies the conditions
G
(l)
kj (xi) = j ! δkiδlj , i = 1, . . . , r, l = 0, . . . , ni − 1.
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For any polynomial f (x) of degree less than n, we have the Hermite interpolation
formula
f (x) =
r∑
k=1
nk−1∑
j=0
f (j)(xk)
j ! Gkj (x). (3.3)
Taking f (x) in (3.3) as Q0(x),Q1(x), . . . ,Qn−1(x) immediately leads to[
I
]in
Q
= VQ(x)T. (3.4)
Applying formula (3.3) again to different quotient Dp(x, y) as a function of variable
y, we get
Dp(x, y) =
r∑
k=1
nk−1∑
j=0
Fkj (x)Gkj (y),
which implies by Corollary 2.2 thatBsp andBin are dual of each other. This fact and
(3.4) mean that[
I
]Q∗
sp = VQ(x). (3.5)
The operator identity SpI = ISp implies[
Sp
]Q∗
Q∗
[
I
]Q∗
sp =
[
I
]Q∗
sp
[
Sp
]sp
sp (3.6)
and taking (2.18), (2.19) and (3.5) into account, Eq. (3.6) implies that[
Sp
]sp
sp = J (x) = diag
(
Ji
)r
i=1, (3.7)
and by duality[
Sp
]in
in = diag
(
J Ti
)r
i=1 = diag
(
RiJiRi
)r
i=1. (3.8)
Finally, the formula[
I
]in
sp = diag
[
Ripi(Ji)
]r
i=1 (3.9)
is a known fact (see [6, Eq. (16)]).
Now we can get another important result of this paper, that is:
Theorem 3.1. Let BQ(p, q) be the polynomial Bezoutian matrix corresponding to
p(x), q(x) and the general polynomial basis Q(x) in (1.24), and let VQ(x) be the
polynomial Vandermonde matrix corresponding to p(x) =∏ri=1(x − xi)ni and the
basis Q(x). Then
VQ(x)
TBQ(p, q)VQ(x) = diag
[
Ripi(Ji)q(Ji)
]r
i=1, (3.10)
where pi(x) = p(x)/(x − xi)ni and Ri, Ji are defined as earlier.
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Proof. It follows from the equality Iq(Sp)I = q(Sp)I that[
I
]in
Q
· [q(Sp)]QQ∗ · [I]Q∗sp = [q(Sp)]inin · [I]insp. (3.11)
Substituting (2.11), (3.4), (3.5), (3.8) and (3.9) into (3.11), (3.10) is obtained imme-
diately, completing the proof. 
Corollary 3.2. If p(x) =∏ni=1(x − xi) has simple roots, that is, xi distinct pair-
wise, then
VQ(x)
−1 = diag[pi(xi)−1]ni=1VQ(x)TBQ(p, 1), (3.12)
where pi(x) = p(x)/(x − xi) =∏nk=1,k /=i (x − xk).
Proof. Taking q(x) ≡ 1 in (3.10) and using the fact that Ri = 1, Ji = xi in the
simple case, we obtain
VQ(x)
TBQ(p, 1)VQ(x) = diag
[
pi(xi)
]n
i=1,
which is equivalent to (3.12). 
Note that when Q(x) denotes the Chebyshev polynomial bases T (x) and U(x)
formula (3.12) generalizes some of results of [11] for inversions of Chebyshev–
Vandermonde matrices, there BT (p, 1) and BU(p, 1) are explicitly calculated by
using recurrences relations (1.22) and (1.23) that T (x) andU(x) satisfy, respectively.
4. A special case
In this section, we consider a special case that the general polynomial sequence
{Qk(x)} is of so-called basic interpolatory type, that is, {Qk(x)} satisfies the func-
tional equation
Qn+1(x)−Qn+1(y)
x − y =
n∑
k=0
Qk(x)Qn−k(y), n  0. (4.1)
For many properties of the basic sequence of interpolatory type, we refer the reader
to the paper of Verde-Star [20], here we only list three equivalent expressions for
the basic sequence of interpolatory type and note that the standard power basis and
Chebyshev polynomial bases belong to this class of sequences.
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Proposition [20]. The following statements are equivalent:
(i) The sequence {Qk(x)} is a basic sequence of interpolatory type.
(ii) The sequence {Qk(x)} has a generating function of the form
H(t, x) = 1
d(t)− tx =
∑
k0
Qk(x)t
k,
where d(t) is any formal power series which has the form
d(t) = 1 + d1t + d2t2 + d3t3 + · · ·
(iii) The sequence {Qk(x)} satisfies the recurrence relation
Qn(x) = (x − d1)Qn−1(x)−
n∑
k=2
dkQn−k(x), n  1.
(iv) Qn(x) has determinant expression such that Qn(x) = det(xI −Dn), where Dn
is the Toeplitz matrix
Dn =


d1 1 0 · · · 0
d2 d1 1 · · · 0
...
.
.
.
.
.
.
.
.
.
...
dn−1 · · · . . . d1 1
dn dn−1 · · · d2 d1


, n  1.
When {Qk(x)} is a basic sequence of interpolatory type it is easily checked from
(1.26) that the generalized symmetrizer SQ(p) = BQ(p, 1) is a Hankel matrix and
has the same form as classical symmetrizer S(p), that is,
SQ(p) = BQ(p, 1) =


θ1 · · · θn−1 1
... 0
θn−1
...
1 0 · · · 1


which is expressed by the generalized polynomial coefficients of p(x) as in (2.14). In
this case, the generalized Barnett formula (2.20) and representation (2.11) of operator
T have almost the same forms as in the case of standard basis.
5. Concluding remark
In this paper, we define the polynomial Bezoutian matrix by generating function
expansion as in (1.25) and have given the generalized Barnett-type factorization for-
mula and other results for this new matrix. Unfortunately, however, it does not seem
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possible to derive the Sylvester-type expression as in (1.10) for this matrix using the
generalized polynomial coefficients of p(x) and q(x). There maybe exists a more
complicated version of this form, which will be discussed elsewhere.
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