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Abstract It is important to realize efficient load balancing mechanisms in P2P systems. We have proposed a P2P
protocol by integrating a replica management method of SCOPE with BATON. Our protocol can achieve good load
balancing for nodes having data with high request rates. In this paper, we evaluate our protocol under a simulation
in some environments where there are some data with high request rates or high update rates by comparing with a
simple replica management protocol for discussing the effectiveness and problems.
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Fig. 5 BATON tree structure and its partition vectors
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Fig. 6 Amount of data sent by each node in BATON
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Fig. 7 Amount of data sent by each node in simple replication
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Fig. 8 Amount of data sent by each node in our proposal(minimal
hop traversal)
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Fig. 9 Amount of data sent by each node in our proposal(random
traversal)
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Table 1 Experimental results
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Fig. 10 Number of replica addresses in simple replication
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Fig. 11 Number of partition vectors in our proposal
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Fig. 12 Amount of update data sent by each node in simple repli-
cation
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Fig. 13 Amount of update data sent by each node in our proposal
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Fig. 14 Amount of update data sent by each node in simple repli-
cation (partial replica update)
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Fig. 15 Amount of update data sent by each node in our pro-
posal(partial replica update)
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