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Abstract
This study investigated an automated classification and diagnosis process for 
Doppler ultrasound blood flow signals to support clinical decision making. This 
process is used in this study to diagnose the severity of vascular disease in the lower 
limb. The study reviewed the existing methods for clinical decision making and 
proposed a multi-stage process of pre-processing, feature extraction and classifica- 
tion. Each stage was investigated separately and then combined to an automated 
classification and diagnosis process. Clinical Doppler ultrasound blood flow signals 
from the lower limb were used to compare existing methods with the novel methods 
proposed in this study.
The pre-processing stage normally requires the intervention of an operator to 
select a noise reduction threshold. The novel approach of utilising the Wavelet-based 
noise reduction method in this study has removed the need for human intervention. 
Detailed investigations of the feature extraction stage were conducted with the aim 
to automate and improve the algorithms. Results from these investigations showed 
that the algorithms proposed in this study, not only automated, but also improved 
the extraction of the feature vector. Artificial Neural Networks (ANNs) were used 
to investigate the classification of the Doppler ultrasound blood flow signals into 
different classes of disease severity.
The results from the investigation into the overall process have proven the full 
automation of the classification and diagnosis process. This study demonstrated that 
the introduction of the algorithms proposed in this study significantly improved the 
diagnosis result over traditional manual methods.
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1.1 Background of study
Vascular disease is one of the major causes of mortality in the developed world, with 
atherosclerosis as one of the most common types. The factors associated with the 
development of arterial disease include high concentration of cholesterol in blood, 
smoking, high blood pressure and diabetes [1,2]. Atherosclerosis in the lower limb 
progresses over time and causes intermittent claudication due to the narrowing of 
the artery. Symptoms include pain and cramping in the leg muscles whilst walking.
In the past, angiography was considered the 'gold standard' for the assessment 
of lower limb arterial disease. Angiography relies on X-ray in conjunction with X- 
ray contrast media and provides an anatomical view of the vascular system. It is 
therefore, an invasive method with its associated risks to the patient [2].
However, in recent years the Doppler ultrasound spectrum and image were used 
for the investigation of vascular disease [2]. The advantage of Doppler ultrasound is 
that it is a non-invasive technique for the assessment of hemodynamic flow conditions 
within blood vessels and cardiac cavities [3]. Diagnostic information is extracted
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from the Doppler blood flow signal which results from the backscattering of the 
ultrasonic beam by moving red blood cells [4].
Duplex scanning provides a functional map of the vascular segment in the form 
of a colour flow image. Blood flow in arteries and veins is colour coded and superim- 
posed onto the anatomical view which is provided by pulse echo imaging. Spectral 
Doppler analysis allows the recording of Doppler waveforms from a vessel and to 
visualise flow patterns within the vessel. The shape of the Doppler waveform is 
linked to the severity of the disease and therefore, spectral Doppler analysis allows 
the clinician to grade the severity of the disease [2]. The indices extracted from 
the Doppler waveform are used to improve the diagnosis. Spectral Doppler analysis 
is used on its own in flowmeters or together with the Doppler image in a Duplex 
scanner.
Duplex scanning together with spectral Doppler analysis provide a functional 
view and a Doppler waveform from the vessel, enabling the diagnosis of the vascular 
system. Although, this is generally true, there are vascular segments that cannot 
be visualised using Duplex scanning. The aorto-iliac segment, for example, lies 
behind the peritoneum, which contains the bowel. Obesity and bowel gas can cause 
unsatisfactory results of the Duplex image scan. Spectral Doppler analysis using 
the Doppler waveform is in these cases the only available method. The spectrum 
of the Doppler blood flow signal, the extracted Doppler blood velocity waveform 
and indices can generally provide good diagnostic tools for the detection of disease 
in the aorto-iliac segment, but are less sensitive to disease in the femoral-popliteal 
segment [1,5]. In cases where the femoral-popliteal segment is also diseased the 
accuracy of the existing indices, such as the Pulsatility Index (PI), to detect arterial 
disease in the aorto-iliac segment is dramatically reduced [6,7].
Spectral Doppler analysis is a non-trivial problem. Due to the random spatial
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distribution of red blood cells and the dynamics of the cardiovascular system, the 
Doppler blood flow signal is a time-varying random signal which requires time- 
frequency analysis to determine its power and frequency variation over time [8]. The 
time-frequency distribution of the Doppler blood flow signal is usually computed 
using the Short-Time Fourier Transform, and the resulting distribution is called 
the spectrogram or sonogram. For most clinical applications, the three-dimensional 
sonogram is interpreted subjectively by clinicians and trained operators to determine 
clinical conditions, such as extracranial carotid disease and occlusive arterial disease 
of the lower limb [9].
Several computational techniques were suggested to remove the subjectivity from 
the blood flow Doppler ultrasound diagnosis process. The majority of these meth- 
ods utilised the maximum frequency envelope of the sonogram, thus discarding the 
information contained in the power components at other frequencies. Crude in- 
dices, such as the PI and Resistance index, were used to quantify the features of 
the sonogram and more complex methods such as the Laplace Transform and Prin- 
cipal Components Analysis were proposed [6,7,10 16]. Most of these computational 
techniques did not provide a reliable alternative to subjective visual inspection of 
the sonogram which is still widely used [17].
A pilot study carried out by the University of Glamorgan and the University of 
Wales College of Medicine demonstrated that new classification techniques, which 
use the maximum frequency envelope, can distinguish between Doppler ultrasound 
signals that are recorded from different parts of the body. The classification was 
performed by Artificial Neural Networks (ANNs) [18]. Although ANNs were also 
used to classify signals from diseased arteries [1,19,20], the pre-processing of the 
signals was still dependent on decisions by an operator. Such dependency can only 
be removed by introducing a fully automated classification and diagnosis system.
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An automated system will reduce the variability introduced by the operator and 
provide support to the clinician. Such a system will not be aimed to replace the 
decision making process for major surgery, but to indicate at an early stage if further 
investigations, such as angiography and colour Doppler imaging, are required.
Furthermore, more advanced analysis techniques have become available recently. 
Emerging multi-resolution signal analysis techniques, such as the Wavelet Trans- 
form, provided promising solutions to signal processing and analysis problems in 
a wide range of applications such as speech recognition, condition monitoring of 
machinery and medical diagnosis [21-25].
Commercial Doppler ultrasound blood flow diagnostic equipment range from 
low cost portable flowmeters to expensive stand-alone scanners. Portable flowmet- 
ers provide crude blood velocity measurement with audible output of the Doppler 
signal. Stand-alone scanners are available with analysis features including sono- 
gram generation and maximum frequency envelope extraction. Imaging Doppler 
ultrasound systems provide an accurate diagnosis of the disease in blood vessels, 
but they are very expensive and are not suitable for use in primary healthcare.
Therefore, there is a significant need for research work into reliable processing 
and analysis methods of Doppler ultrasound blood flow signals to provide automated 
diagnosis of cardiovascular disease. This requires investigation of the applicability 
of modern signal analysis methods and pattern recognition techniques to complex 
non-stationary Doppler ultrasound clinical signals.
1.2 Aims and objectives of the study
This study was aimed at addressing the limitations of existing analysis methods 
of blood flow Doppler ultrasound signals that have prevented the emergence of
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fully automated diagnosis systems for the assessment of vascular diseases. This was 
achieved by investigating the effectiveness of innovative signal processing techniques 
and their impact on transforming the complex non-stationary Doppler ultrasound 
signal into forms that are suitable for automated feature extraction and clinical 
decision making. More specifically, the objectives of the research work included:
  Review of previous research work and techniques, which were used in the field 
of Doppler ultrasound blood flow analysis.
  Investigation into novel techniques for processing Doppler ultrasound blood 
flow signals with emphasis on the Wavelet Transform for noise reduction and 
signal transformation.
  Investigation into feature extraction and classification methods for Doppler 
ultrasound blood flow signals.
  Application of signal processing and analysis techniques to real lower limb Dop- 
pler ultrasound blood flow signals for the purpose of fully automated clinical 
decision making. This involved the investigation of the feasibility of detect- 
ing the presence of significant aorto-iliac disease on the basis of the common 
femoral artery waveform, regardless of the state of the femoral-popliteal seg- 
ment.
1.3 Collaboration
This work was conducted with the support of the University of Wales College of 
Medicine and Huntleigh Healthcare Ltd who provided recordings of clinical Doppler 
ultrasound blood flow signals and advice on practical problems associated with the 
assessment of vascular disease.
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1.4 This thesis
This thesis addresses the issues identified earlier and presents the research work 
conducted in this study.
Chapter 2 presents the literature review and covers the origins of the Doppler 
ultrasound blood flow signal and its capture mechanisms. It details previous work 
in the processing and transformation of these signals to enable clinical personnel 
to assess the presence and degree of the cardiovascular disease. It outlines previous 
research into quantifying the profile of Doppler ultrasound signals, feature extraction 
and automated diagnosis.
Chapter 3 presents the investigations into the transformation of the blood flow 
signal into the time-frequency domain. Furthermore, the investigation of the auto- 
mation of the background noise reduction is described. Results from applying dif- 
ferent noise reduction techniques are presented.
Feature extraction from the sonogram is presented in chapter 4. This chapter 
presents the investigations into the required processing stages from the sonogram 
to the extraction of the feature vector that can be presented to a classifier. This 
included the computation of the maximum frequency envelope of the sonogram, 
as one of the most important feature vectors of the blood flow signal, and the 
extraction of a single cardiac cycle. A new approach of presenting the feature vector 
to the classifier using the Wavelet Transform is proposed and the calculation of an 
additional feature, the Spectral Broadening Index (SBI), is shown.
Chapter 5 presents the reasons for choosing ANNs as the preferred classifier and 
their performance measures. The clinical lower limb blood flow signals used in this 
study are detailed in chapter 5. The transformation of these signals into a range of 
ANN feature vectors is described. This is included with a full presentation of the
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overall results of the study.
The discussion of the individual investigations and the overall results of this 
study is presented in chapter 6, which include signal transformation and feature 
extraction together with classification and decision making processes. Each invest- 
igation covered in chapters 3 to 5 is discussed individually before the effects of the 
combination of the different processing algorithms are discussed.
Chapter 7 presents conclusions resulting from the comprehensive literature re- 
view and the research work conducted by the candidate. Suggestions of further work 
for the research are also presented.
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Chapter 2
Doppler Ultrasound blood flow 
measurements and analysis - 
Review of literature
This chapter presents a review of previous work in Doppler ultrasound blood flow 
measurements for the diagnosis of vascular disease. The literature review covers the 
physics and acquisition methods of Doppler ultrasound blood flow signals (section 
2.1). It presents the signal processing and transformation methods used to convert 
the blood flow signal into forms suitable for use in clinical diagnosis (section 2.2 
and 2.3). The analysis techniques utilised for extracting relevant features from 
the Doppler ultrasound signal to aid the clinical diagnosis process are presented 
with previous work on the interpretation of these features including classification 
and decision making (section 2.4 and 2.5). A review of the research into automated 
systems for Doppler ultrasound blood flow classification and decision making is given 
in section 2.6. The chapter concludes with section 2.7, which outlines the limitations 
of previous processing and analysis methods of blood flow signals. It also identifies
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the areas where further research work is needed to improve the automated clinical 
decision making process relating to the diagnosis of vascular diseases.
2.1 Doppler ultrasound blood flow measurements
2.1.1 Blood flow and cardiovascular disease
The vascular system consists of trees of elastic arteries and veins, which are connec- 
ted together at the very end of their branches. The heart represents a pulsatile pump 
driving the blood through the vascular system. The blood flow velocity profile in the 
arteries depends greatly on the pressure generated by the heart, the position within 
the tree, the elasticity of the artery segment and the impedance of the vascular bed 
supplying the organs [26].
Woodcock [27] suggested that the Doppler blood flow velocity waveform of each 
artery in the human body has a unique characteristic by which it may be identified. 
Figure 2.1 shows a typical blood flow velocity waveform of (a) a common carotid 
artery and (b) a common femoral artery (CFA) which respectively, provides a low 
and high resistance vascular bed.
The velocity waveform in figure 2.1 represents only the maximum blood flow 
velocity. Blood does not flow with one velocity through the cardiovascular vessels, 
rather it flows with a number of different velocities forming a velocity profile across 
the vessel diameter. The blood cells close to the vessel's wall flow slower than the 
cells in the middle of the vessel. This 'shearing' effect causes a parabolic velocity 
distribution over the diameter of the vessel [17] as shown in Figure 2.2.
In pulsatile arteries the shape of the velocity profile varies with time because the
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Figure 2.1: Typical blood flow velocity waveforms from healthy patients 
supplying (a) a low resistance (common carotid artery) and 
(b) a high resistance (common femoral artery) vascular bed. 
Both waveforms are normalised to 1.
Figure 2.2: Velocity profile for laminar flow in a vessel.
pressure is time variant. Some arteries even show reverse blood flow in some parts 
of the velocity profile (Figure 2.1).
Atherosclerotic plaque, termed stenosis, on the vessel's wall reduces its cross- 
section and can lead to a reduction in blood flow. The effects of the stenosis are a 
reduction in blood flow, only detectable in severe cases, turbulent blood flow and a 
dampening of the velocity waveform.
Figure 2.3 shows the effect of plaque on the arterial blood flow. The velocity of 
the blood increases within the stenosis, which causes flow disturbances at the exit of 
the stenosis when it interacts with the slower moving blood. The flow disturbance 
introduces new velocities and broadens the spectrum of blood velocities in this area.
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Figure 2.3: Effect of a stenosis on the blood flow velocity.
A damped velocity waveform is the result in the post-stenotic region. In severe 
stenosis, the human body tries to bypass this area to offset the reduced flow by ex- 
panding some of the smaller vessels [26]. In addition, some vessels show a decreased 
velocity, and in severe stenosis cases a delayed systolic upstroke and decreased pulsat- 
ility [28].
This is why many researchers have attempted to link the shape of the velocity 
waveform to the degree of vascular disease [29]. The velocity waveform of the CFA, 
for example, is in the absence of any cardiovascular disease triphasic, which means 
it consists of a forward flow component, followed by a reverse flow component and 
then a second forward flow component. In the presence of cardiovascular disease, the 
waveform can show some of the features mentioned above. It is therefore, important 
to extract and analyse features such as the maximum velocity waveform and the 
width of the velocity spectrum.
2.1.2 Blood flow measurement
The measurement of blood flow velocity in the cardiovascular system using commer- 
cial equipment is based on the transmission of ultrasound waves and the reception 
of their echoes. An ultrasound transducer emits an ultrasonic beam, normally in 
the range of 2 - 8 MHz, which penetrates the human tissue. To reduce attenuation, 
a gel material is used at the interface point between the skin and the transducer. 
The transducer receives the reflected ultrasound waves, also called back-scatter,
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from the moving blood cells. Figure 2.4 illustrates the measurement scheme of blood 




Figure 2.4: Ultrasound blood flow scan.
In ultrasonic blood flow velocity measurement it is assumed that the red blood 
cells are the major source of back-scattering of the ultrasonic wave. White blood 
cells, which are much larger, are found in a much smaller quantity in blood than red 
blood cells. Because red blood cells are much smaller than the incident ultrasonic 
beam wavelength, they are effectively point targets for this beam. The scattering 
coefficient of point targets depends only on the volume of the corpuscle and its 
acoustic mismatch with the suspending plasma [3]. Red blood cells are not the 
only source for the back-scatter of the ultrasonic wave. Boundaries between tissues 
with different densities reflect the ultrasound wave but do not introduce a frequency 
shift. Movements of these boundaries, such as the artery wall, cause a frequency 
shift in the reflected ultrasound beam. This represents a high energy component in 
the back-scattered wave relative to the energy of the blood flow components.
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2.1.3 The Doppler blood flow signal
The Doppler effect is used to measure blood flow velocity from the back-scattered 
ultrasound signal. The frequency shift between the transmitted and received ultra- 
sound signals, or the Doppler frequency (Fd), depends on the speed of the object, v, 
and the speed of the ultrasound wave in the surrounding material, c. For ultrasonic 
equipment there is also a need to take the angle, a, between the receiver and the 
moving particles into account. The equation for the Doppler Shift frequency is,
Fd = 2 - Ft • - • cos(a) (2.1) 
c
where Ft is the transmitted frequency.
In order to determine the absolute blood flow velocity the angle a and the prop- 
erties of the medium must be known. The speed of the ultrasound wave in tissue, 
c, is 1540 ms~l . Using typical transmission frequencies of 2 - 8 MHz in commer- 
cial devices, the Doppler shift frequency can be as high as 20 kHz in arteries with 
stenosis [29]. The Doppler shift frequency lies therefore, in the audible range of the 
human ear and can be listened to as an audio signal using Doppler ultrasound flow- 
meters. The received and demodulated back-scattered and Doppler shifted signal is 
also called the Doppler Signal.
It was mentioned earlier that blood does not flow with one velocity through the 
cardiovascular vessels, but rather with a number of different velocities forming a 
velocity profile across the vessel diameter. The Doppler signal, therefore, does not 
only contain a single frequency, but a spectrum of frequencies, termed the Dop- 
pler spectrum. The intensity of a frequency component in the Doppler spectrum 
relates directly to the amount of blood cells flowing with the corresponding velocity. 
The Doppler spectrum is normally displayed as a frequency-density or power spec-
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trum. This representation is used to display the velocity distribution over the with 
ultrasound insonated vessel diameter at one moment in time [17].
Another way to display the Doppler spectrum is to project it over time by pla- 
cing it in the time-frequency domain. The time-frequency domain representation, 
termed spectrogram or sonogram, allows the observation of blood flow over time 
and the comparison of the velocities over a cardiac cycle. The power spectrum can 
be considered as a slice of the time-frequency spectrum at a certain time.
The Doppler spectrum also contains frequencies independent from blood flow. 
These frequency components originate mainly from the vessel's wall movement and 
the movement of the probe itself. The two sources are based on reflection and can 
be very energetic, which may distort the spectrum [17].
2.1.4 Doppler ultrasound in the lower limb artery
The previous sections described the blood flow and its measurement using Doppler 
ultrasound. This study investigated the Doppler ultrasound blood flow signal in the 
lower limb artery, namely the CFA. The arterial anatomy of the vascular tree in 
the lower limb is presented before the previous research in this area of the vascular 
system is reviewed.
2.1.4.1 Lower limb anatomy
The arterial anatomy of the aorto-iliac and femoral-popliteal segment is shown in 
figure 2.5. The inguinal ligament marks the change from the external iliac artery 
(EIA) to the CFA. This point was the dividing point for the two segments used 
in this study. The first segment was the aorto-iliac segment, which runs from the 
infrarenal aorta down to the distal EIA, and was described as the proximal segment. 
The second was the femoral-popliteal segment, which was described as the distal
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segment. This segment comprised of the CFA, the superficial femoral artery and 
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Figure 2.5: Arterial anatomy of the aorto-iliac and femoral-popliteal seg- 
ment [2].
As the aorto-iliac segment lies behind the peritoneum, which contains the bowel, 
the imaging of these vessels can be difficult due to overlying bowel gas [2]. The 
signals used in this study were chosen to investigate the ability to recognise the 
absence or presence of significant aorto-iliac disease (proximal disease) from the 
CFA Doppler ultrasound blood flow signals, regardless of the state of the distal
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vascular tree. Significant disease was defined as a stenosis of 50 to 100%, which was 
in accordance with clinical practice.
2.1.4.2 Research in lower limb arteries
The research methodology employed consisted of analysing the acquired time do- 
main signals and extraction of the maximum frequency envelope (MFE) for direct 
diagnosis or further classification. Angiography was usually used to determine the 
state of the disease to provide a 'gold standard' for comparison with the results from 
the researched methods. It has also been the definitive test for lower limb arterial 
disease. However angiography provides an anatomic view and not a functional one. 
One of its limitations was that it was subject to wide inter-observer variability. Fur- 
thermore, angiography could be misleading, especially with unipolar views, due to 
an eccentric atherosclerotic lesion [30].
Blood flow in the CFA is normally oscillatory and triphasic. The presence of 
atherosclerosis changes the vessel size, elasticity and geometry of the affected artery. 
It can therefore, be expected that atherosclerosis would influence the shape of the 
waveform. Empirical observations, summarised by Johnston et al [31], indicated 
that the amplitude of the blood flow velocity wave decreased, the peak was delayed, 
and the reverse flow component became progressively attenuated, when measured 
distal to a stenosis.
One problem with the examination of the CFA is that the contribution of the 
stenosis in the distal and proximal segment in combined common femoral disease is 
difficult to estimate. For medical treatment it is important to identify if proximal 
disease is present, as it is treated before the distal disease [32]. Doppler ultrasound 
was therefore, investigated to overcome this problem.
The most widely used form of Doppler ultrasound waveform analysis is still visual
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interpretation by a human observer. Rosfors et al [33] found that a human observer 
achieved only a low sensitivity and specificity to proximal disease (56% and 39%) 
from the CFA waveform. Another study by Walton et al [34] also assessed human 
interpretation of the CFA waveform. They found that the experienced clinician 
had problems to differentiate between 0-25% and 25-50% proximal stenosis, but was 
able to identify a significant proximal stenosis or an occlusion (sensitivity = 87% 
and specificity — 88%).
The role of the Pulsatility Index (PI) in the quantification of stenosis in CFAs 
was investigated by Johnston et al [35]. Their study found that the PI is capable of 
separating signals into two classes of disease severity. The boundary of the classes 
was at 50%. Distal disease was not taken into account in their study. Humphries 
et al [36] investigated the Rise Time Ratio (RTR), the Pulse Wave Transit Time 
(PWTT), the PI and the Laplace damping factor for CFA and popliteal artery 
waveforms. Angiography was used as the 'gold standard'. The study found that the 
indices were able to differentiate between segments with no significant and significant 
disease, but were unable to separate the mild and moderate disease groups within the 
no significant disease class. No definitions for the boundaries of the different classes 
were given. In a study, Demorais et al [37] were able to distinguish significant from 
not significant disease using the PI. The results were compared with direct pressure 
measurements.
Nicolaides et al [38] derived several spectral parameters which were sensitive 
to proximal disease. These parameters included simple measurements such as the 
waveform height, acceleration and initial deceleration times, and were compared 
with angiography. The parameters did not prove very successful individually and 
a multivariate analysis was performed. Although the final result was a successful 
separation between less than 10% and greater than 10% stenosis in 86% of cases,
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the partition of the two classes makes the transferability of the result doubtful.
Johnston et al [6] investigated the PI, the Height Width Index (HWI), the Path 
Length Index (PLI) and the Laplace Transform Analysis (LTA). The classification 
rate was highest in the PI (96%), followed by the HWI (95.6%), the PLI (91.6%) 
and the LTA (88.9%). However, a significant decrease of the accuracy of these 
indices was noticed in the presence of significant distal disease. A study into the 
relationship between proximal stenosis and PI was carried out on dogs by Evans et 
al [10]. The study found that the PI distal to high stenoses was low, but otherwise 
the PI took on a wide range of values. This effect was also reported later by other 
researchers [7,15].
Hoskins [29], reviewing results of earlier research in the lower limb artery, stated 
that researchers found a loss of pulsatility in waveforms collected distal to occlus- 
ive vascular disease. Furthermore, the peak velocity increased in the presence of 
a stenosis. He discussed further results from the PI, the LTA and the Principal 
Component Analysis (PCA). Mixed results were found in the investigation of these 
three methods. The latter two methods were solely used as research tools as they 
are complex to implement and only offer little improvement over the PI.
Several papers previously examined the use of the LTA in Doppler ultrasound 
analysis. Baird et al [15] studied the Laplace damping factor and found that it could 
separate signals with no disease from signals with mild disease. Furthermore, the 
Laplace damping factor was able to differentiate between mild proximal disease and 
a significant proximal disease regardless of the state of distal segment (sensitivity = 
85% and specificity = 84%). However, the result showed that the sensitivity of the 
PI was reduced dramatically if the distal segment was occluded. This was confirmed 
in a study by Baker et al [7]. In a further study, Baker et al [39] found similar results 
when comparing the LTA to the mean frequency envelope and the MFE.
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A number of papers investigated the performance of PCA. Macpherson et al [12] 
compared the PCA with the LTA and the PI, using direct pressure measurements 
as 'gold standard'. The results showed that the PCA correctly identified 89% of 
signals from arteries with severe proximal disease, and 81% of signals from arteries 
with mild proximal disease. The study also showed that the PCA was less sensitive 
to significant distal disease.
In a study to separate normal and diseased proximal arteries, Smith et al [20] 
compared the performance of an ANN with a Bayesian classifier based on PCA. 
Although the study used only 11 features from the MFE, it found that the ANN 
outperformed the Bayesian classifier significantly. Another study using the ANN 
to classify arteries with and without proximal disease was conducted by Wright 
et al [1,18,19]. The study investigated two cases; the separation of the arteries 
into no significant (less than 50% stenosis) and significant disease (greater than or 
equal 50% stenosis), and the separation of the arteries into no significant, significant 
(50 to 99% stenosis) disease and occlusion (equal or above 99% stenosis). The 
study was conducted using arteries with disease in multiple segments and achieved 
classification rates of 82.5% and 71% for the separation into two classes and three 
classes, respectively.
2.2 Signal processing
Signal processing in the wider context normally includes all algorithms designed 
to modify a signal. In this study the signal processing stage refers to the early 
processing before the transformation of the Doppler signal into another domain.
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2.2.1 The time domain signal
Commercial Doppler ultrasound flowmeters and scanners provide unidirectional and 
bidirectional signals at their output. The unidirectional output signal consists of 
one channel containing the forward and reverse blood flow. In this format no dif- 
ferentiation of the flow direction can be made. In contrast, bidirectional Doppler 
ultrasound flowmeters and scanners provide a two channel output with separate for- 
ward and reverse flow components [17]. The bidirectional Doppler signal is normally 
used for research purposes as it provides more information about the blood flow.
2.2.2 Filtering
In section 2.1.3 it was shown that the Doppler signal does not only contain the 
blood flow velocity, but also components originating from the blood vessel wall and 
ultrasound probe movements. Although both components can be very energetic, 
high-pass filtering is able to reduce the amplitude of these low frequency components 
considerably [17]. Keenan et al [40] investigated the removal of wall-motion artefacts 
using linear prediction filtering. Although their study showed improved results for 
the linear prediction filtering when compared to high-pass filtering, it should be 
noted that the cut-off frequency of the high-pass filter was rather high at 200 Hz.
2.3 Signal transformation
The directional Doppler signal obtained from the Doppler scanner needs to be trans- 
formed into a format that can be interpreted more effectively than the time domain 
signal. The blood flow velocity waveform is usually used in the clinical application of 
Doppler ultrasound analysis as well as in research applications. The transformation 
into the blood flow velocity waveform can either be direct or via the time-frequency
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spectrum.
A simple direct transformation of the time domain Doppler signal into a wave- 
form proportional to the mean blood flow velocity utilises a zero-crossing detector. 
This method, which is effectively a simple frequency-to-voltage conversion, was 
widely used in the past due to its simplicity. However, it suffers from many in- 
herent errors including noise sensitivity, high amplitudes at low frequencies from 
unrelated sources and meaningless outputs due to simultaneous blood flow in both 
directions [31].
The presence of these errors made the zero-crossing detector inadequate for the 
quantitative analysis of Doppler signals. Johnston et al [31] reported two other 
methods to derive the blood flow velocity waveform directly from the Doppler signal. 
The first moment processor used an analogue operation to extract the mean velocity, 
while the frequency follower method employed a phase-locked loop to track the mean 
and maximum velocities. Both methods have some or all the problems associated 
with the zero-crossing detector.
The second approach for the determination of the blood flow velocity waveform 
is the transformation of the Doppler signal into the time-frequency domain followed 
by the application of a feature extraction algorithm. The extraction algorithm is 
reviewed in section 2.4.
Historically, the Fast Fourier Transform (FFT) has been the standard method 
used in blood flow Doppler ultrasound signal processing to derive the power spec- 
trum. Its algorithm decomposes a stationary signal into sinusoidal components [41].
To calculate the spectra of discrete signals, the discrete Fourier transform (DFT) 
is used. The DFT is defined as,
X[k] = £ x(n)e-j2™k/N fc = 0,1,.-, N - 1 (2.2)
n=0
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Where, X[k] is the Fourier transform, x the input signal, n the index of the 
discrete input sample, k the harmonic number of the transform component and N 
the number of consecutive samples of the signal. The transform component used in 
the Fourier Transform is a sinusoidal wave of infinite length [42].
Using the standard FFT to derive the frequency spectrum of a signal does not 
provide any time information, and is not suitable for the analysis of non-stationary 
signals. Since the Doppler blood flow signal varies with time, an alternative al- 
gorithm is required to process it.
In order to display the power spectrum of the Doppler signal over time the Short- 
Time Fourier Transform (STFT) has been utilised. The STFT uses a sliding window 
to analyse the part of the signal which falls within the boundaries of the window. 
It is the most popular time-frequency distribution (TFD) used in Doppler blood 
flow analysis. The square modulus of the STFT is also called the spectrogram. It 
transforms the signal using a moving window u>(m), with the window length Lw , in 
the interval 0 < m < Lw — I and is given by [42],
Lw -l
X(n, k}= ^2 x(n + rn)w(m)e-j2™k/N 0<k<N-l (2.3)
m=0
where, X(n, k) is the transformed input signal, x is the input signal, n the 
position of the discrete sample, k the harmonic number of the transform component 
and Af the number of consecutive samples of the signal. Although this approach 
creates a time-frequency representation without adding too much computational 
complexity, it suffers from limitations due to the fixed time-frequency resolution 
once a window length is chosen.
Because the Doppler ultrasound blood flow signal is assumed to be non-stationary 
[43], the FFT is not suitable for its analysis. The STFT, however, allows the pro-
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cessing of non-stationary signals by assuming that small sections of the signal are 
stationary [42]. The calculated spectrum for each time window is normally displayed 
with the previous spectra in a time-frequency plane using colour for power intens- 
ity. This complex spectrum is called a time-frequency spectrum and displays the 
Doppler frequency components, which represents blood flow velocity, over time [17]. 
The selection of the window length is always a trade-off between time resolution 
at higher frequencies and the frequency resolution at lower frequencies. The fact 
that the time and frequency resolutions cannot be made better simultaneously is 
known as the Heisenberg uncertainty principle [41].
A/   At > -i- (2.4)
47T
where A/ is the frequency resolution and At the time resolution.
One of the main drawbacks of the STFT is that it uses only a single window 
length to capture a slice of the signal under observation. The use of this single win- 
dow makes it difficult to optimally analyse the whole frequency spectrum of a signal. 
Higher frequencies require a short window to achieve good time resolution, whilst 
lower frequencies need a long window to obtain a sufficient frequency resolution.
The Wavelet Transform (WT) overcomes the time-frequency resolution problem 
by using short windows at high frequencies and long windows at low frequencies. 
The WT is therefore, able to analyse signals with a constant relative bandwidth 
(constant-Q) [44]. With BW being the bandwidth and /centre the centre frequency 
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The WT of a signal, x(t), is defined by,
n
(2.6)
with the analysing or mother wavelet ^ defined as,
* (2 ' 7)
In the above equations ^lb>a) is the complex conjugate of fy(b,a), n a constant, b 
the translation parameter and a the scale parameter, which can dilate and compress 
the wavelet and does not have units. The term translation corresponds to time and 
scale is defined as reciprocal of the frequency.
The principal operation of the WT is as follows: the 'mother', or analysing, 
wavelet is used as the basis for a set of orthogonal low-pass and high-pass filter 
parameters, which will be used to split the signal into a low frequency and a high 
frequency part at */4 of the sampling frequency. The low frequency part is called the 
approximation space, while the high frequency part is called the detail space. This 
decomposition process is repeated on the approximation space only. Because the 
maximum frequency of the approximation space is only */4 of the original sampling 
frequency, the approximation space is decimated by 2 before being decomposed 
again.
Figure 2.6 shows the decomposition tree of the WT, where W® and Wl denote 
the approximation and the detail, respectively. The subscript indicates the level of 
decomposition.
The approximation and detail spaces can be displayed in a two-dimensional 
plane, representing a TFD. Figure 2.7 shows an example of the time-frequency boxes 
for the WT. The scale has been relabelled to frequency (I /scale) to conform with




Figure 2.6: Decomposition tree of wavelet transform.
f *
Figure 2.7: Tiling of the time-frequency plane using time-frequency boxes 
of a wavelet basis.
Three main areas of application can be identified for the WT: signal transform- 
ation, signal compression, and noise reduction (denoising). The result of the signal 
transformation is similar to the STFT except that the resulting spectrum is in the 
time-scale domain. By varying the window size during the analysis, the WT is able 
to emphasise signal components that may not be detected using the STFT. Signal 
compression and noise reduction using the WT is achieved by decomposing the sig- 
nal into detail and approximation coefficients, calculating a threshold and removing 
coefficients below it and reconstructing the signal from the remaining coefficients. 
During signal compression all approximation coefficients are kept and the threshold
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is only applied to the detail coefficients. The noise reduction algorithm applies the 
threshold to all coefficients.
The WT has been used in various fields, including medical signal processing. In 
the area of Doppler ultrasound, the WT was utilised in parametric measurements 
of coronary blood flow [45], arterial pressure and blood velocity pulsations [46], and 
noise removal from the MFE [47]. Matani et al [48] compared the WT with the STFT 
using simulated and real Doppler ultrasound blood flow signals from an area near 
the mitral valve in the left ventriculus. Although using only half a cardiac cycle of 
the one directional signal, the study reported an improved time-frequency resolution 
of the WT over the STFT. A discussion of the application of the WT to Doppler 
ultrasound quadrature signals using an embolic Doppler signal was presented by 
Aydin et al [49]. Giiler et al [50] compared the STFT, AR modelling and the WT 
with Doppler ultrasound signals to detect aorta failure. Although their investigation 
showed that the WT performed best, it is important to note that the window used 
for the STFT was chosen to be 25.6 ms. Further research has been done in the area 
of speckle noise reduction in images taken from the replay of laser holograms [51].
The WT, compared to the STFT, has the ability to vary the time-frequency 
resolution. This leads to a multi-resolution representation for non-stationary data. 
A disadvantage of the WT is the relatively poor frequency resolution in the high 
frequency region (Figure 2.7). It is therefore difficult to discriminate between two 
close high frequency components within a signal. A difficulty also arises when com- 
paring two signals at their maximum frequency, as the frequency resolution may be 
poor.
The generalised form of the fixed dyadic construction of the WT is the Wavelet 
Packet Transform (WPT). The WPT does not only decompose the approximation 
spaces to construct new approximation and detail spaces, but also decomposes the
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detail spaces. The intervals on the frequency axis may, therefore, vary and each of 
the intervals is covered by the time-frequency boxes of wavelet packet functions [41]. 
This generalised form can provide a complete level-by-level decomposition, which 
is able to provide a better frequency resolution at higher frequencies than the WT. 
The recursive splitting of the approximations and detail spaces is represented in a 
binary tree. If L is the level at the root of the tree, then any node in the tree is 
labelled by the parameters j and p. The depth of the node is expressed by j — L > 0, 
while p gives the number of nodes on its left at the same depth. An example of a 




Figure 2.8: Binary decomposition tree of wavelet packet spaces. 
The calculation of the tree is defined by the following two equations [41],
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where ^^l (t) are the WPT coefficients over time, n the sample number, h[n] 
the low-pass filter and g[n] the high-pass filter.
Figure 2.9 shows an example of the time-frequency boxes for the WPT. In this 
example not all approximation and detail spaces are decomposed to the same level,
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resulting in time-frequency boxes of different sizes.
————*t
Figure 2.9: Arbitrary tiling of the time-frequency plane using time- 
frequency boxes of wavelet packet functions.
Areas where the WPT has been used include: speech compression [52], respirat- 
ory sound classification [53], classification of ferromagnetic objects in an underwater 
environment [54] and signal and image denoising [55-57].
Alternative spectral estimation methods were investigated by various researchers. 
David et al [58] applied the FFT method, the maximum likelihood method (MLM), 
the Burg autoregressive algorithm, and the modified covariance approach to autore- 
gressive modelling to simulated and experimental Doppler blood flow signals. The 
investigation compared the effects of the signal-to-noise ratio (SNR) and the signal 
bandwidth on the performance of the four methods. Their research showed that the 
autoregressive algorithm and the MLM performed best given that the model order 
was chosen appropriately.
Guo et al [8] compared three TFDs with the STFT and autoregressive modelling 
(AR) using simulated common femoral signals. The three methods used were the 
Choi-Williams distribution (CWD), the Reduced Interference distribution (RID) 
and the Bessel distribution (BD), all of which can be used with non-stationary 
signals. The study found that the BD performed best, but that the CWD and AR
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also provided a good TFD of Doppler signals.
Spectral estimation methods were investigated by Vaitkus et al [59,60]. Spe- 
cifically the DFT, AR, moving average (MA) and autoregressive moving average 
(ARMA) models were used. It was found that the AR and ARMA models provided 
better results than the DFT, whilst computationally more complex.
More studies were conducted using these and other methods as alternatives to 
the STFT. These studies investigated AR, MA and ARMA, CWD, BD, RID, the 
Smoothed Pseudo Wigner Distribution (SPWD) and the Adaptive Constant-Q Dis- 
tribution (AQD) [25,50,61-64]. They reported that the alternative methods offered 
advantages over the STFT, but not sufficient to replace the STFT in the analysis 
of Doppler ultrasound blood flow signals.
Kadado et al [61], for example, found that the ARMA estimator was potentially 
superior to the STFT, but this depended on the correct estimation of the system 
order. Jensen et al [62], on the other hand, found that the AR algorithm yielded 
good results on simulated data, but no conclusive result could be found for in-vivo 
data. Contradicting results were reported by Forsberg et al [64] and Guo et al [8]. 
Both investigated the BD, and whilst Guo et al reported a good result for the BD, 
Forsberg et al did not confirm this. In fact, their study showed that the BD had 
problems even with noise free signals. Forsberg et al concluded that while the AQD 
yielded the best result, it required a long processing time of 10 minutes compared 
to 0.3 s for the STFT.
For in-vivo data the STFT proved to be the best TFD. Overall, all studies con- 
cluded that the STFT was the best compromise due to its simplicity and processing 
speed. Furthermore, none of the alternative spectral estimation methods provided a 
practical approach for analysing Doppler ultrasound signals. This might be due to 
the added complexity of these methods and the small improvement offered by them.
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2.4 Feature extraction
The Doppler blood flow velocity waveforms or spectra are usually treated as N- 
dimensional vectors. The separation of normal and abnormal waveforms is a problem 
of separating individual vectors in this vector space. In general, the input vector, 
in the time or time-frequency domain, is too large to process directly. Feature 
extraction methods are employed to produce feature vectors of a lower dimension. 
This can be achieved by combining significant features of the waveform into one 
parameter or by using a model to describe the shape of the waveform [17].
The Doppler spectrum in the time-frequency plane is used in two ways to analyse 
blood flow. Firstly, the spectral content is utilised as an image of the velocity profile. 
Secondly, the outline of the velocity spectrum, called the MFE, is used on its own 
for the purpose of assessing blood flow or as a basis for further processing.
2.4.1 The Maximum Frequency Envelope (MFE)
Typically, the MFE of the spectrogram describes the boundary which encloses 95% 
of the signal energy with reference to the zero line. This is often referred to as 
the 95% MFE. Figure 2.10 shows an example of the spectrogram (square modulus 
of the STFT) for the forward blood flow component of a CFA and its 95% MFE. 
The spectrogram of figure 2.10a was generated by the candidate using an 128-point 
STFT with a Hamming time window and an overlap of 50%.
Each column in figure 2.10b represents a time interval equivalent of 128-points. 
The 95% MFE is normally calculated from the sonogram by adding all frequency 
components in each time interval. The 95% MFE for this time interval is found 
where 95% of the total power is.
A general definition was given by Mo et al [43],





Figure 2.10: Spectrogram of common femoral forward flow (128-point 
STFT, 50% overlap, Hamming window) and 95% MFE.
_(100-a)
fmax 100 (2.10)
where PT is the total cumulative power of each time interval, Pfmax the cumu- 
lative power at the maximum frequency and a a chosen parameter, usually 5%.
High frequency noise in the sonogram has a strong influence on calculating the 
MFE and is generally removed by setting all values below a certain threshold to 
zero. This process is commonly referred to as grass-cutting [17].
2.4.2 Normalised frequency indices
The MFE is a simple method of describing the maximum blood flow velocity over 
time, which is an important feature of a vessel under observation. When blood flows
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through a stenosis its velocity increases to maintain the same flow rate as in the pre- 
and post-stenotic regions of the vessel [17]. The absolute value of the frequency shift 
at a particular point in the cardiac cycle such as the peak systole is therefore, used 
for quantitative assessment purposes, or alternatively, indices are derived from the 
shape of the MFE [29]. Several of the indices are based on the ratio of the height 
of one feature to another within a cardiac cycle. The advantage of having a ratio 
is the independence of the attack angle, which is the angle between the ultrasound 
probe and the vessel.
The most widely used index is the Pulsatility Index (PI). The PI is calculated by 
the peak-to-peak excursion divided by the mean height of the MFE over one cardiac 
cycle [4,65,66]. This is given by,
PI = Vmax ~ Vmin (2.11)
'mean
where Vmax, Vmin , and Vmean describe respectively the maximum, minimum and 







Figure 2.11: Pulsatility index (PI)
The simplicity of calculating the PI made it a popular method to quantify the 
pulsatility or the damping of a Doppler waveform, and therefore, providing inform- 
ation about the severity of the stenosis [17].
Studies related to the PI and cardiovascular disease have covered various cardi-
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ovascular segments [7,12,15,16,32,67]. Although the PI can be a useful objective 
method to assess the pulsatility of a waveform, great care must be taken in util- 
ising it as it is affected by changes in distal arteriolar resistance [10] and by distal 
disease [12].
Other indices, such as Pourcelot's Resistance Index (RI), are used to describe 
waveforms from common carotid arteries and in neonatal cerebral haemodynamics 
[17]. The RI is a widely used index of pulsatility, and is given by,
RI = Vmax ~ Vmin (2.12)
Vm' ax
where Vmax , Vmin , and Vmean were already defined in figure 2.11.
A variety of studies were performed using the RI to detect waveform changes for 
different conditions [17].
Special indices were introduced to take into account the physiological peculiar- 
ities of the vessel under observation. The A/B ratio is an example of an index that 
uses special features of the waveform from the common carotid and supraorbital 
arteries [17]. The index uses the two peaks of the waveform during systole and is 
calculated by dividing the amplitude of the first peak by that of the second (Figure 
2.12),
A/B = | (2.13)
Several researchers did not only include the height of recognisable features of 
the waveform, but also their time relationship. Examples of these indices are the 
Systolic Decay Time Index (SDTI), Height Width Index (HWI), Path Length Index 
(PLI) and Relative Flow Rate Index (RFRI) [17].
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Figure 2.12: A/B index parameters for common carotid and supraorbital 
arteries.
2.4.3 Spectral broadening indices
All indices mentioned above were concerned with the MFE and ignore the remaining 
contents of the Doppler spectrum. The Doppler spectrum includes information 
about the velocity distribution within the ultrasound beam, which is thought to be 
of diagnostic importance [2,14]. Sonograms from normal vessels, for example, show 
a clear window under the systolic peak, whilst diseased vessels show a smaller or no 
window. It is believed that the window is the result of the flat velocity profile found 
in healthy vessels. Proximal stenosis introduces turbulence (figure 2.13) which leads 
to a spectral broadening of the Doppler spectrum and to a reduction of the window 
below the systolic peak [17].
Figure 2.13: Flow disturbance
An early definition of fractional broadening was proposed by Bodily et al. [68]. 
This definition led to the empirical relationship for a spectral broadening index 
(SBI),
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= k • max mn (2.14)
Jmax < Jmin
where fmax and fmin are the maximum and minimum frequency at peak systole, 
and k an experimentally derived constant (k=0.47).
Kassam et al [69, 70] identified the relative stability of the maximal and mean 
Doppler frequencies in contrast with the variability of the minimal frequency. As a 
result, Kassam et al proposed another definition of the SBI,
SBI(2) = max mean • 100 (2.15)
Jmax
where fmax and /mean are the maximum and mean frequency at peak systole, 
respectively. Although the SBI(2) is potentially affected by other factors, a close 
linear relationship was observed between the severity of the stenosis and the SBI (2} 
[9,71]. Figure 2.14 shows the sonogram of the forward flow of a CFA used in this 
study. Superimposed on the sonogram are the maximum (95% MFE), minimum 
(5% MFE) and mean frequency envelopes.
Other researcher denned similar spectral broadening indices. Many studies com- 
pared quantitative indices of spectral broadening with known disease conditions. 
Rittgers et al [72] found that the systolic window decreased with the increase of the 
degree of the stenosis. In a study, Brown et al [73] found that the SBI was linearly 
related to the degree of the stenosis with severities exceeding 45%. An increased 
sensitivity and specificity for stenoses of more than 25% diameter reduction was 
reported by Sheldon et al [74].
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Figure 2.14: Spectral Broadening Parameters in the spectrogram. The 
solid line represents the 95% MFE, the dot-dashed line the 
mean frequency, and the dashed line the 5% MFE.
2.4.4 Laplace Transform
More complex analysis methods have been applied to relate the Doppler velocity 
waveform shape to vascular disease. The Laplace Transform Analysis (LTA) method 
was developed to model the waveform shape mathematically from a simple equival- 
ent electrical circuit of flow in the lower limb [75,76]. Studies using the LTA produced 
three parameters from the frequency domain [76] or time domain [77]. These para- 
meters were related to the arterial wall elasticity, distal impedance and proximal 
arterial diameter. Although initially this technique was thought to be an attractive 
approach, several investigations showed contradictory results and illustrated that 
some features of the Doppler waveform were unaccounted for in the LTA [11,17,77]. 
Evans et al [11] compared the LTA method to the PI and the Principal Component 
Analysis (PCA) in an animal model and found that the LTA method could only 
distinguish clearly very tight stenosis (greater than 92%). Furthermore, the chief
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advantage of the LTA method was reported to be its independence of changes in 
the peripheral resistance. Evans's study could not verify this and reported that 
the dampening factor S may be subject to considerable variation at low values of 
peripheral resistance. This result was supported in a study by Law et al [77].
2.4.5 Principal Component Analysis
Principal Component Analysis (PCA) is an alternative approach that resembles 
Fourier analysis. In both methods, a waveform is broken down into a number of 
basic components. Fourier analysis uses sinusoids as base components, whilst PCA 
uses base components determined by an analysis of the population of waveforms un- 
der consideration. The shape of the base components is chosen so that a minimum 
number of components are needed to reconstruct individual waveforms of the popu- 
lation signals [29]. For this reason PCA is included as a feature extraction method 
rather than a signal transformation method.
PCA was applied to the MFE of common carotid waveforms where it only demon- 
strated marginal improvement in diagnostic performance over the A/B ratio [78]. 
It was also applied to the whole spectrum where the overall accuracy was 89% for 
PCA compared to 75% for the A/B ratio [79].
2.5 Decision making and diagnosis
After the feature extraction stage the information available for classification and 
diagnosis are reduced to a lower dimension. In the case of an index, it is reduced to 
one dimension. Traditionally, classification and diagnosis is performed by subjective 
analysis. For automated diagnosis, the extracted features are used as inputs for pat- 
tern recognition algorithms such as Artificial Neural Networks (ANN) or statistical
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algorithms.
2.5.1 Subjective interpretation
The subjective interpretation of blood flow, either by visual examination of the 
Doppler spectrum and MFE, or audibly from the Doppler Shift signals provided by 
commercial equipment, are common methods for the assessment of blood flow char- 
acteristics. These can be very powerful methods when utilised by an experienced 
clinician [34]. However, they rely on the experience of the user and are subject- 
ive. Furthermore, it is not easy to compare diagnostic results with other medical 
centres. On the other hand, some clinicians believed that more objective methods 
may sometimes ignore details, that are obvious to the experienced operator [1].
2.5.2 Direct interpretation of indices
By using the indices from the feature extraction stage a more objective method 
of classifying blood flow signals was provided. Simple thresholding methods can 
be applied to the indices to separate healthy and diseased vessels. Although these 
indices neglected much of the information available in the Doppler signal, research 
showed that they provide indications of the the state of the vessel under observation. 
Although research showed that this is true in the majority of the cases, it also 
demonstrated that misclassification happened for healthy and diseased vessels.
2.5.3 Statistical Methods
Statistical signal classification is based on probabilistic terms. A hypothesis, Hk , 
defines that an unknown signal belongs to a certain class ck with a probability 
density ph. In a two class situation it is the task of the classifier to place the unknown
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signal into one of the classes based on the hypothesis. The probability densities for 
each class, which are normally a priori unknown, are needed to make this decision. 
Bayes decision theory, for example, requires a priori knowledge of the conditional 
probability densities. These give the probability that a signal belongs to a certain 
class when certain features are present. Other statistical classification algorithms, 
such as the k-Nearest Neighbour (k-NN) classification, do not use a priori knowledge 
for the probability density. Instead the probabilities of the features are estimated 
from available data [80].
Different diagnosis and decision making methods for vascular disease using Dop- 
pler ultrasound blood flow signals were utilised by a number of researchers. Evans 
and Caphrihan [81] investigated one statistical and three deterministic classification 
methods of Doppler ultrasound blood flow signals from the hind limb of a dog. The 
methods used were the Bayes, nearest neighbour, generalised linear function itera- 
tion and the potential function methods. No single best method was identified in 
Evans's study. Similar results were obtained by Greene et al [82], who investigated 
five different statistical methods.
2.5.4 Artificial Neural Networks
Artificial Neural Networks (ANNs) are modelled on the structure of the human 
brain. These mathematical tools are based on modelling how the human brain 
learns to recognise patterns. ANNs offer promising solutions for problems which 
are difficult to solve by traditional mathematical and statistical approaches. A 
number of different network types were proposed and the selection of the optimum 
paradigm and structure for a specific problem is normally based on experience or 
by experimentation. ANNs are generally considered to be suitable for different 
application areas including [83-85]:
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• Decision theory, including non-linear mapping between high-dimensional spa­ 
ces.
• Associative memory.
• Clustering or compression.
• Generation of structured sequences or pattern.
• Classification.
• Pattern Recognition.
ANNs were successfully used in a diverse range of pattern recognition tasks, 
such as character recognition, speech recognition, radar signal analysis, adaptive 
noise cancellation, classification of seismic waves, radar signal classification and 
fault detection of motors [83,86]. Amongst the benefits of using an ANN for pattern 
recognition and classification are [87,88]:
• Ability to learn - ANNs are normally not programmed, but trained using a set 
of training vectors. This allows the ANN to be adaptable.
• Parallel processing with reduced execution time.
• Fault tolerance due to distributed knowledge representation in neuron weights.
• Associative storage of information - recall of similar pattern from input pattern 
or generalisation.
• Robustness against noise and faults.
• Contextual information - knowledge is part of the structure and the computa­ 
tion process.
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Some of the disadvantages of ANNs include [87,88],
• Knowledge is only possible through learning - it is difficult to built an ANN 
with basic knowledge.
• No analysis of knowledge or the problem solving process is possible.
• Training can be relatively slow.
• Trial-and-Error approach when training the ANN.
• Variety of ANN paradigms and architectures exist, making selection difficult.
ANNs were also widely used in medical signal classification and recognition. In 
EGG analysis, back-propagation (BP) ANNs were able to classify the ST-T segments 
of EGG signals with accuracies of 90% to 95% [89].
A number of researchers applied ANNs to Doppler shift signals [18-20, 90]. 
Baykal et al [90] used a Self-Organising Map (SOM) ANN to classify umbilical 
arterial blood flow. The study reported 92% to 98% classification rates. ANNs 
were also applied to Doppler ultrasound blood flow waveforms by Smith et al [20]. 
Smith's study investigated and compared the classification of a multi-layer ANN 
with a Bayesian classifier based on the PCA of the MFE. The study showed that 
classification using the ANN was superior to the Bayesian classifier. The work of 
Wright et al [1,19] showed that Doppler ultrasound diagnostics can also benefit from 
the application of ANNs. Results from a feasibility study into the classification of 
different arteries of the human body showed a high success rates, which included 
100% for the common carotid, 92% for the common femoral and 96% for the pop­ 
liteal arteries [18]. Another study showed that ANNs can be used successfully in 
the classification of the severity of aorto-iliac disease from CFA signals [19].
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So far, ANN applications in Doppler blood flow analysis have used the MFE 
as an input vector. Although this approach produced encouraging results, it still 
neglected other information present in the Doppler signal, which may support the 
classification process.
ANNs consists of interconnected artificial neurons as shown in figure 2.15 and 
figure 2.16. The key parameters that determine the behaviour of a neuron are its 
activation function and the pattern of weighted connections over which it sends and 
receives signals [91].
Figure 2.15: Artificial neuron model.
Output Layer
Figure 2.16: An example of an artificial neural network.
The input signal, x^ at input i is first multiplied by a parameter, u>i, known as 
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The final output, z, of the neuron is the result of applying an activation function, 
g, to the sum of the weighted inputs,
z = g(a] (2.17)
There are a number of activation functions commonly used for neurons including 
linear, threshold, threshold linear and sigmoidal functions. The sigmoid function is 
the most frequently used activation function and is given by [91],
g (a) = -——— with 0 < g(a) < I (2.18)
J. ~T~ C
or
g(a) = ~_ with - 1 < g(a) < 1 (2.19)
J. I o
ANNs are normally classified by the way they are trained and interconnected. 
In terms of training, learning can either be supervised or unsupervised. Also, the 
network may have feedback from the output of a neuron to its input. Three main 
neural network paradigms have been widely reported in the literature:
• Feed-forward error back propagation (BP) network.
• Massively interconnected networks, such as Hopfield nets.
• Self-Organisation networks or Kohonen networks.
The back propagation and Hopfield network are examples of supervised learning 
paradigms, whilst the Kohonen network maps input signals to its output classes 
without supervised training [91].
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The majority of ANNs used were feed-forward networks. The term feed-forward 
refers to the signal flow, which is from the input to the output. No feedback is 
implemented, although the learning error may be propagated back from the output 
to the previous layers in some learning paradigms.
The back propagation paradigm is the most frequently used algorithm for ad­ 
justing the weights of a multilayer neural network during training. The training 
uses three steps:
• Feed-forward of the input training vector.
• Calculation and back-propagation of the error.
• Adjustment the network weights.
2.6 Automated Doppler ultrasound analysis
The automation of the Doppler ultrasound blood flow analysis was only addressed 
by a few previous studies. Fully automated analysis system were not reported in 
the literature.
A semi-automatic algorithm for the extraction of the cardiac cycle from the MFE 
was reported by Evans [92]. The study described a pulse-foot-seeking algorithm that 
was used successfully on a large number of Doppler ultrasound blood flow signals. 
The algorithm relied on the manual selection of the heart rate range by an operator 
and therefore, was not completely automated.
A microcomputer-based system with a waveform identification process to extract 
a cardiac cycle for the calculation of the PI was described by Johnston et al [93]. 
The system was able to identify and extract 96% of the waveforms, using visual 
feedback as guidance. Although the system automated some tasks in the extraction
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process, it was not an automated system for Doppler ultrasound blood flow analysis. 
A similar system was reported by Greene et al [82].
Automated systems were reported by Ba§aran et al [94] and Das et al [95]. 
Ba§aran et al reported an automated system based on the PI, HI and AB ratio, but 
no results were given. A knowledge-based Doppler ultrasound blood flow measure­ 
ment system was described by Das et al. This system used a statistical database 
with known classifications for comparison with the obtained data set. Feature ex­ 
traction was performed using ARMA. The time-varying ARMA coefficients were 
determined by using an ANN. Unfortunately, the work did not provide any res­ 
ults for comparison. The main reason for this was that the system was not fully 
implemented.
An automated analysis system for Doppler ultrasound was reported by Tschirren 
et al [96-98]. This system processed VCR-recorded image sequences and extracted 
the MFE. No further analysis or classification of the signals was performed.
2.7 Summary
This chapter has provided an overview of the literature survey that was conducted 
during the study. The survey covered the diagnostic methodologies of vascular 
diseases based on the processing, analysis and interpretation of Doppler ultrasound 
blood flow signal.
Although most researchers and clinical practioners believe that the blood flow 
signal contains a wealth of information about the state of the monitored blood vessel 
and any disease condition present, limited work was done to extract a wide range of 
significant features from the Doppler ultrasound signal.
To date medical diagnosis of vascular disease is based on the subjective inter-
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pretation of the Doppler signal or its derivatives by experienced clinicians. These 
diagnoses can be as crude as assessing the disease condition by listening to the au­ 
dio output of the blood turbulence or reading the average blood velocity, both of 
which are produced by low cost commercial flowmeters. Subjective diagnosis by 
visual interpretation of the spectrogram of the Doppler signal, which is produced 
by more sophisticated blood flow analysis medical instruments, can be inaccurate, 
inconsistent and significantly limit the involvement of more medical practitioners 
in diagnosing vascular disorders, especially at the primary healthcare level. Fur­ 
thermore, certain vascular segments, such as the aorto-iliac segment, are difficult to 
visualise using Doppler imaging techniques due to their anatomic location.
Previous research work was conducted to extract features from blood flow signals 
and relate these features to the disease condition. All previous methods relied on the 
MFE of the Doppler signal's spectrogram, which was in turn derived by using the 
well established STFT. Various indices were proposed to quantify the profile of the 
MFE and relate it to specific disease conditions. Unfortunately, these indices were 
too simple to provide a significant improvement over subjective analysis methods 
and could not provide a reliable approach for detecting the state of a blood vessel.
Other researchers proposed more complex signal analysis and classification meth­ 
ods such as PCA and LTA. However, the degree of success of these methods was 
limited relative to the utilisation of simple indices. More encouraging results were 
reported in relation to the application of ANNs to the MFE of the spectrogram as 
a direct feature vector. As with previous approaches, this work was only based on 
the MFE and neglected any other information present in the Doppler signal and its 
spectrogram.
In summary, the review of literature in this study has revealed the following 
shortcomings in previous research work conducted to process, analyse and achieve
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objective interpretation methodologies of Doppler ultrasound blood flow signals:
• The initial processing stages of the Doppler signal, especially in relation to 
noise reduction were not covered by previous work, despite the fact that the 
noise content of any signal can have a significant effect on subsequent pro­ 
cessing and feature extraction processes including the generation of the spec­ 
trogram.
• The transformation of the Doppler signal to the time-frequency domain was 
mostly conducted using the STFT, although researchers acknowledge the fact 
that the signal is non-stationary, thus potentially limiting the validity of this 
method. Very little work has been reported on investigating modern multi- 
resolution transforms, such as the WT, as viable and more accurate alternat­ 
ives to the STFT.
• To date, almost all research work on interpreting the Doppler signal was based 
on the MFE of the spectrogram and the indices derived from it. Possible 
features which may be embedded in the Doppler signal and its transforms, 
such as the SBI, were investigated but not combined with the MFE.
• All previous methodologies proposed to automate the interpretation of the 
Doppler signal and the diagnosis of vascular disease, did not eliminate the 
need for human intervention to establish various parameters during the signal 
processing stages, thus limiting their practical benefits.
• It is currently difficult to detect the presence of disease in the aorto-iliac seg­ 
ment (proximal) using Doppler imaging methods due to the location of the 
vessels. The accuracy of current indices and methods decreases when a dis­ 
ease in the femoral-popliteal segment (distal) is present. This represents a
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serious diagnostic limitation.
The initial objectives of this study were aimed at investigating new methodo­ 
logies to overcome the above limitations. The literature review has confirmed the 
importance of these objectives in filling a significant gap in previous research work 
in the field.
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Chapter 3
Signal Conditioning and 
Transformation
This chapter presents the experimental work that was conducted in relation to signal 
conditioning and transformation. Section 3.1 provides a description of the Doppler 
ultrasound blood flow signal and the processing stages which were utilised in the 
study to investigate automated clinical decision making. The sources of the Doppler 
ultrasound blood flow signals which were used in this study are described in section 
3.2. This section also presents the clinical signal acquisition programme.
Signal processing for the rejection of low frequency components in the blood 
flow signals is presented in section 3.3. An investigation into the use of the Wavelet 
Packet Transform (WPT) as an alternative Doppler ultrasound blood flow signal 
transformation algorithm is presented in section 3.4 and compared with the Short- 
Time Fourier Transform (STFT).
Section 3.5 presents the investigations conducted into overall noise reduction 
strategies for the Doppler signal. Wavelet denoising is applied to the time and the 
time-frequency domain and compared with traditional thresholding.
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3.1 Processing of the blood flow signal
The Doppler ultrasound blood flow signal received by the transducer of the flowmeter 
is a complex and non-stationary waveform. The signal contains information on blood 
flow resulting from the back-scatter of the incident ultrasound signal from the red 










Figure 3.1: Time domain Doppler ultrasound signal from a common 
femoral artery, with (a) representing forward and (b) reverse 
blood flow.
The complex Doppler signal is usually demodulated at the receiver section of a 
standard flowmeter to produce two quadrature signals. These quadrature signals 
can be used directly in a STFT process to generate the sonogram. However, it 
is common to process the quadrature signals further to convert them into forward 
and reverse blood flow signal components. Figure 3.1 shows an example of these 
two components for a common femoral artery (CFA) signal. Each of these com­ 
ponents can be transformed into the time-frequency domain using the STFT. The
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forward and reverse blood flow signals are available as outputs from most commer­ 
cial flowmeters and scanners. Therefore, all the processing stages up to the point 
of generating these two signal components did not form part of this study, but they 
were utilised for data collection.
This study was concerned with investigating signal processing techniques and 
methodologies that will enable the utilisation of the forward and reverse blood flow 
signals to provide automated clinical decision making strategies. The signal pro­ 
cessing and analysis strategy proposed for this study is shown in the block flow 
diagram of figure 3.2. This strategy enables the partitioning of the ultimate aim 
of achieving an automated clinical decision making methodology into four distinct 
stages: signal conditioning, signal transformation, feature extraction and classific­ 














Figure 3.2: Automated clinical decision making strategy for Doppler ul­ 
trasound blood flow.
3.2 Data acquisition
The starting point of the signal processing flow is the time domain forward and re­ 
verse blood flow signal. To enable the evaluation and assessment of the investigated 
processing methods, clinical signals were obtained through collaboration with the 
University of Wales College of Medicine (UWCM). UWCM has an active clinical and 
research section covering the diagnosis of vascular disease using Doppler ultrasound 
at its Department of Bioengineering and Medical Physics.
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The signals for this study were collected by UWCM from the CFAs of patients 
with and without lower limb vascular disease. Details about the severity of vascular 
disease associated with the selected signals is given in section 5.4.
The collection was made from the two-channel audio outputs of a Toshiba 270A 
Duplex scanner with a 5 MHz linear array probe (3.75 MHz Doppler reference fre­ 
quency) and recorded to metal audio cassettes. An analogue cassette tape recorder 
(Pioneer CT-1160R) was used for these recordings. Figure 3.3 shows the config­ 
uration of the data collection system. The angle between probe and vessel has a 
direct impact on the absolute value of the Doppler frequency (equation 2.1) and 
was kept between 50 and 60 degrees during data collection. This ensured that the 
signals could be compared with each other and corresponds with the clinical prac­ 
tice. Furthermore, the sample volume was kept to approximately half the size of 
the vessel, as a large sample volume which encompasses almost the entire vessel 
would have resulted in spectral broadening from the slower blood flow close to the 
vessel wall [99]. This type of spectral broadening cannot be distinguished from the 
clinically relevant spectral broadening caused by turbulence in the proximity of a 






Figure 3.3: Block diagram of the data collection system.
The maximum Doppler shift frequency encountered in all signals was always less
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than 7 kHz. Digitisation of the flow signals was performed using a TMS320C30 PC 
signal processing board at a sampling rate of 15 kHz. The digitised signals were 
stored in individual files on a Personal Computer (PC). The digital data acquisition 
system is shown in figure 3.4.
PC signal processing board
Filter 
Filter
Figure 3.4: Block diagram of the digital data acquisition system.
3.3 Signal conditioning
In addition to the blood flow related components, Doppler ultrasound signals contain 
a number of components that originate from other sources. Two of these components 
are caused by the movement of the blood vessel's wall and the ultrasound probe 
during the measurement. Reflections of the ultrasonic beam from other sources, 
such as tissue boundaries, may also result in noise and a significant reduction in the 
quality of the signal.
The removal or reduction of these components is very important to ease any 
further processing of the Doppler ultrasound signals and improve the accuracy of 
the results. The investigation covered in this section focused on the removal of 
the unwanted low frequency components with known sources and characteristics. 
Section 3.5 concentrates on the removal or reduction of the noise components in 
the Doppler ultrasound signal, which emanates from various sources and cannot
3. Signal Conditioning and Transformation 54
be removed by simple filtering, because their characteristics are unknown and time 
variant.
The pulsatile nature of blood flow, which has its source in the heart, causes 
the diameter of the blood vessel to change. This vessel wall movement results in a 
frequency component below 100 Hz [1] . Another major unwanted signal component 
originates from the movement of the ultrasound probe during the measurement and 
also results in low frequency components. Because these components have lower 
frequencies than the components resulting from blood flow, a high-pass filter can be 
used to reduce their amplitude.
A suitable high-pass filter must attenuate the low frequency components without 
influencing the higher frequency ones. The filter chosen in this study was a digital 
filter with the following characteristics,
• 8th order finite impulse response (FIR) filter.
• Cut-off frequency of 100 Hz.
• Roll-off of 48 dB/octave.
The filter parameters were chosen to provide sufficient attenuation without un­ 
necessary computational complexity. To avoid distorting the blood flow signal a 
zero-phase-shift FIR filter was used. In comparison with linear phase filters, which 
delay the filter output by a fixed number of samples, the delay using the zero-phase- 
shift FIR filter is zero. It also reduces the filter startup transients. The roll-off was 
chosen to provide good attenuation without the startup effects of a higher order 
filter. The 8th order FIR filter provided the optimum characteristic in this study.
Although it is possible to use the high-pass filter which is part of the Doppler 
ultrasound scanner, it was decided not to do so and to perform this operation as
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part of the signal conditioning stage. This allowed the flexibility to change the filter 
characteristics and observe the effect. The FIR filter was implemented in software 
after digitising the signal.
3.4 Signal transformation
Section 2.3 outlined the algorithms used commercially or in research to analyse 
Doppler ultrasound blood flow signals in the time-frequency domain. Traditionally, 
the STFT algorithm is used to display the time-frequency distribution (TFD) of 
the Doppler ultrasound signal. Various other spectral estimation methods were 
investigated by different researchers. The WT and the WPT offered alternative 
approaches for spectral estimation.
The aim of the spectral estimation of Doppler ultrasound blood flow signals is to 
obtain a true representation of the spectrum, a good time and frequency resolution 
and a high signal-to-noise ratio (SNR). The WT features a good time but a poor fre­ 
quency resolution at high frequencies, and a poor time but good frequency resolution 
at low frequencies. In particular, the poor frequency resolution at high frequencies 
makes the WT unsuitable for the estimation of the spectrum as a dampening of 
the blood flow would be difficult to detect. Another disadvantage is the poor time 
resolution at low frequencies, which would make it difficult to detect the start of the 
cardiac cycle.
The WPT is a relatively new tool and has not yet been applied to the Doppler 
ultrasound signal. Unlike the WT it does not lack the frequency resolution at high 
frequencies or the time resolution at low frequencies.
Two methods were used to compare the STFT and the WPT. The first method 
was to generate a number of artificial signals and to compare the results of the
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two techniques. The second method was to visually compare the algorithms when 
applied to a real CFA blood flow signal.
3.4.1 Short-Time Frequency Transform (STFT)
The STFT produces a TFD by multiplying the signal by a sliding time window and 
analysing the resulting time domain frames using the FFT. Each frame is trans­ 
formed into the frequency domain and provides the frequency spectrum for the time 
interval covered by the frame in the time domain. Placed alongside each other, with 
the frequency along the y-axis and the amplitude along the z-axis, the frames form a 
time-frequency plot. The mathematical description of the discrete STFT was given 
by Oppenheim [42] and is listed in chapter 2 (equation 2.3).
Figure 3.5 shows an example of the STFT. The instantaneous frequency of an ar­ 
tificially created signal is shown in Figure 3.5a. This signal is used as an example to 
illustrate the properties of the STFT. The properties of this signal and the reasoning 
for its use are explained in section 3.4.3, where the STFT and the WPT are com­ 
pared. A number of STFT windows were used such as the Hanning, Hamming and a 
rectangular function, however the Hamming window function was found to perform 
best. The signal was sampled at 15kHz and a STFT with a Hamming window of 
128 points and a 50% overlap was used. Figure 3.5b shows the three-dimensional 
time-frequency plot or spectrogram. In this plot, the amplitude is represented by 
colours for convenience.
The time and frequency resolution are important measures for the accuracy 
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Figure 3.5: Time-frequency representation of a single sinusoidal wave ana­ 
lysed using the STFT with an 128-point Hamming window 
with 50% overlap (b). The frequency of the sinusoidal wave 
is governed by the vector in (a).
The time and frequency resolutions of the STFT can be found from the TFD 




where w is the length of the window used and fa the sampling frequency. A 
sampling frequency of 15 kHz and an 128-point STFT window were used.
From equation 3.2 it follows that the time and the frequency resolutions amoun­ 
ted to 8.53 ms and 117.19 Hz, respectively. The STFT assumes that the signal is 
stationary during the time period of 8.53 ms. No overlap was taken into account in 
this calculation and transitions between two consecutive time intervals may exhibit 
discontinuities. The Heisenberg product (A/ • At) for these parameters is equal to
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1.
By including a 50% overlap, the spectrogram appears smoother as more FFTs 
were performed. The division of the signal length by the increased number of FFTs 
gives the appearance of a higher time resolution, which is not the case because the 
underlying FFT was still performed on an 128-point long section of the signal [100].
3.4.2 Wavelet Packet Transform (WPT)
The WPT decomposes a signal into wavelet packet coefficients, which can be used 
to represent the signal in the time-frequency domain. The calculation of the wavelet 
packet coefficients is performed using a filter bank algorithm that generalises the 
fast discrete Wavelet Transform (WT) [41]. The equations for the approximation 
and detail spaces were listed in chapter 2 (equations 2.6 and 2.7).
An example of the WPT TFD for the same signal of figure 3.5 is shown in figure
3.6. The instantaneous frequency of the signal is shown in figure 3.6a. Figure 3.6b 
shows the time-frequency matrix of this signal, which was sampled at 15 kHz and 
analysed using a discrete Meyer wavelet packet at decomposition level 6.
Unlike the STFT, which uses sinusoidal bases, the WPT can use a number of 
different wavelet packets as its bases. Amongst these bases are:
• Haar • Daubechies 1-10
• Symlets 2-8 • Coiflets 1 - 5
• Bi-orthogonal • Reverse Bi-orthogonal
• Discrete Meyer
The importance of choosing the correct wavelet packet base can be seen in figure
3.7. The signal described by the instantaneous frequency in figure 3.6a has been 
analysed using a discrete Meyer (figure 3.7a) and a bi-orthogonal 1.3 wavelet packet














Figure 3.6: Time-frequency representation of a single sinusoidal wave ana­ 
lysed using the WPT at decomposition level 6 with a discrete 
Meyer wavelet packet (b). The frequency of the sinusoidal 
wave is governed by the vector in (a).
base (figure 3.7b). It was found in this study that the discrete Meyer wavelet packet 
base provides the best TFD amongst the investigated bases.
The time and frequency resolutions of the WPT were derived here and are ex­ 
pressed using equation 3.3.
(3.3)
where fs is the sampling frequency and D the level of decomposition. For a 
sampling frequency of 15 kHz and a decomposition level of 6, the time resolution is 
4.267 ms and the frequency resolution is 117.1875 Hz. The Heisenberg product for 
the WPT is equal to \.
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Figure 3.7: Time-frequency representation of a single sinusoidal wave ana­ 
lysed using the WPT at decomposition level 6 with a discrete 
Meyer wavelet (a) and a bi-orthogonal 1.3 (b) wavelet packet.
3.4.3 Comparison of the STFT and the WPT
The comparison of the STFT and the WPT was conducted using artificially created 
signals and an example of a real common femoral blood flow signal. The sampling 
frequency of all signals was 15 kHz. All signals were analysed with the STFT of an 
128-point window and 50% overlap. The signals were also transformed using the 
WPT with a discrete Meyer wavelet packet base and a decomposition level of 6. In 
order to observe the effect of noise on the time-frequency matrix, gaussian noise was 
added to the artificial signals to give a SNR of 10 dB.
The power in the TFD plots were set to a range between -100 dB and 0 dB to 
ease the visual comparison between them. The calculated time-frequency matrix 
was also scaled so that the maximum power of the matrix was at OdB.
The two artificial signals were constructed using the following frequency equa­ 
tions,
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and
: 0 < n < f/V 
" + 14987.96875ffz : f TV < n < TV
5000#z : f < n < f + 50 samples
550QHz : f < n < f + 750 samples (3.5)
SQQQHz : otherwise
where /i and /2 are the frequencies of the two signals, TV the length of the signal 
in samples, and n describes the position of the sample. The length of the artificial 
signals were set to 0.2 s, which is equivalent to 3000 samples.
Signal /i was created to show the time and frequency resolution using a ramp 
signal. The signal is divided into a slow rising and a fast falling section. The slopes 
of the frequency were derived from the time and frequency resolution of the STFT 
and the WPT. The frequency in the first section rises with a gradient of 7031.25 
Hz/s, which is equivalent to 60 Hz/8.53 ms (STFT) or 30 Hz/4.267 ms (WPT). 
This gradient was chosen because the changes in frequency over one time-frequency 
bin is approximately 50% of the frequency resolution of the STFT (A/ = 117.19 
Hz). The gradient of the second section of the signal f\ is -56250 Hz/s, which is 
equivalent to -480 Hz/8.53 ms (STFT) or -240 Hz/4.267 ms (WPT). This choice 
was made because the frequency has to change faster than the frequency resolution 
over one WPT time slot (64 points or 4.267 ms). The WPT was used as a reference 
because it has a higher time resolution than the STFT. The frequency change is 
approximately 200% of the frequency resolution. The constant terms in equation 
3.4 were derived from the values described in this paragraph.
The second signal, /2 , was created to investigate the time-frequency spectrum
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when sudden frequency changes occur within a signal. The signal consisted of a 
base frequency and two frequency pulses. The first pulse had a very short duration, 
which was shorter than the time resolution of the WPT. The second pulse was 
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Figure 3.8: Time-frequency representation of a single sinusoidal wave ana­ 
lysed using the STFT with an 128-point window and 50% 
overlap (b) and the WPT at decomposition level 6 with a dis­ 
crete Meyer wavelet packet (c). The instantaneous frequency 
is given by the vector in (a).
To compare the TFDs of the two methods both distributions are shown together 
in figure 3.8. The same signal of figures 3.5 and 3.6 was used. The figure shows that 
both methods resulted in the correct spectrum, although the WPT displayed the 
signal with a wider frequency bandwidth than that of the actual signal. Notably, 
the noise floor of the STFT is lower than that of the WPT.
The two observations were repeated in figure 3.9. It shows the TFD of a sinus­ 
oidal wave with a constant frequency, which changes to a different frequency for 
two different periods of time. The signal broadens in the frequency direction but
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there is little leakage in the direction of the time axis. The result of the WPT is 
almost the reverse with most of the leakage being in the direction of the time axis 
and a reduced frequency broadening. The figure shows that the STFT represents 
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Figure 3.9: Time-frequency representation of a single sinusoidal wave ana­ 
lysed using the STFT with an 128-point window and 50% 
overlap (b) and the WPT at decomposition level 6 with a dis­ 
crete Meyer wavelet packet (c). The instantaneous frequency 
is given by the vector in (a).
Figures 3.8 and 3.9 displayed the result of the two methods when applied to a 
noise free signal. In order to evaluate the effect of noise on the TFD, Gaussian noise 
with an amplitude of -10 dB below the signal amplitude was added to both artificial 
signals in the time domain. A SNR between 0 and 20 dB can typically be found 
at the output of a Doppler ultrasound scanner [101]. The resulting TFDs for the 
STFT and the WPT are shown in figure 3.10 for signal /t and figure 3.11 for signal
h-
In both figures it can be seen that the noise floor of the TFD is higher than shown
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Figure 3.10: Time-frequency representation of a noisy single sinusoidal 
wave analysed using the STFT with an 128-point window 
and 50% overlap (b) and the WPT at decomposition level 6 
with a discrete Meyer wavelet packet (c). The instantaneous 
frequency is given by the vector in (a).
previously. Although the noise floors of both methods were quite close, the STFT 
still yielded a better result. As before the time-frequency signal representation from 
the WPT created a wider signal with some additional frequency components.
The level of the noise floor in the STFT and the WPT was investigated further. 
Three different levels of noise were added to the time domain signal /i (equation 
3.4), and the noise floor of these three and the noise-free signal was measured in the 
time-frequency domain. The measurement was taken by averaging the four lowest 
frequency bins over half the length of the TFD. This area did not contain any signal 
components. The results of the measurement showed that the STFT had generally 
a lower noise floor, although the difference between the noise floor in the STFT and 
the WPT decreased with higher noise levels in the time domain signal. Table 3.1 
presents the results of this experiment.
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Figure 3.11: Time-frequency representation of a noisy sinusoidal wave 
analysed using the STFT with an 128-point window and 50% 
overlap (b) and the WPT at decomposition level 6 with a dis­ 
crete Meyer wavelet packet (c). The instantaneous frequency 
is given by the vector in (a).


















Table 3.1: Level of the noise floor in the STFT and the WPT.
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Table 3.2 compares the time and frequency resolution of the STFT and the 
WPT for different parameters using a sampling frequency of 15 kHz. These values 
were calculated using equations 3.2 and 3.3. The table shows that the WPT at 
decomposition level 6 provides a frequency resolution equal to the 128-point STFT 
with and without 50% overlap. The time resolution of the STFT when used without 
the 50% overlap is only half of the WPT's time resolution. The time resolution of 
the STFT seems to improve when a 50% overlap is used, which is misleading as 
the underlying analysis is still based on an 128-point FFT. The use of the overlap 
resulted in a smoother display with more data points on the time axis. Therefore, 
the WPT at level 6 provides a better time resolution compared with STFT (128- 
point window). A decomposition to level 7 improved the frequency resolution but 
had the same time resolution as the STFT with an 128-point window.
The second investigation was the use of the two above analysis methods on a real 
common femoral blood flow signal. Figure 3.12 shows the TFD of a common femoral 
signal. The result from the STFT, with an 128-point window and 50% overlap, is 
displayed in figure 3.12(a), whilst the result of the WPT is shown in figure 3.12(b). 
The WPT used a discrete Meyer wavelet packet base and a decomposition level of 
6. Because the lowest power in the STFT matrix was at -120 dB, the scale of figure 



























Table 3.2: Time and frequency resolution of the STFT and WPT at /s =15 
kHz. Values in brackets give the apparent and not the real 
resolution.

















Figure 3.12: Time-frequency representation of a common femoral signal 
using the STFT with an 128-point window and 50% overlap 
(a) and the WPT at decomposition level 6 with a discrete 
Meyer wavelet packet (b).
From figure 3.12 it can be clearly seen that the STFT matrix in part a has a 
lower noise floor than the WPT in part b.
Another method to visually compare the two techniques was to utilise the ex­ 
tracted maximum frequency envelope (MFE). Figure 3.13 shows the MFE extracted 
from both, the STFT and the WPT spectrograms. The same, manually selected, 
threshold was applied to both matrices before the MFE was extracted. In addition 
a 10-point moving average filter was used to smoothen the MFE. It can be seen that 
the WPT delivers a very similar result to the STFT when using a discrete Meyer 
wavelet packet. The MFE extraction algorithm is described in chapter 4.
Another comparison between the two algorithms was made in the area of com­ 
putational complexity. A number of different implementations exist for both the 
STFT and the WPT. Equations 3.6 and 3.8 give the numbers of multiplications and 
additions necessary for the STFT and WPT, respectively [100,102]. These equations





Figure 3.13: MFE of a common femoral signal extracted from the sono- 
gram (STFT, 128-point window, 50% overlap) (blue) and the 
WPT (decomposition level 6, discrete Meyer wavelet packet) 
(red).
are based on a standard implementation of the algorithms, with the STFT using 




- ow ) • Nu
(3.7)
and
O(N}WPT = 4- (3.8)
where O(N) is the number of multiplications and additions required, j the num-
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her of STFT windows fitting into the signal of length Ns , M the length of the filter 
bank used, r the level of the WPT decomposition, ow the overlap of the STFT 
window and Nw the length of the STFT window.
A 10,000 sample long signal was used to compare the numbers of multiplications 
and additions quantitative. The STFT used an 128-point window and 50% overlap. 
The length of the filter for the WPT was 62 points for the discrete Meyer wavelet 
base and the decomposition level was 6. The ratio between both numbers of mul­ 
tiplications and additions was 106.3 in favour for the STFT. The measurement of 
the execution time on a Pentium II 450 MHz computer using Matlab 6.1 showed 
that the STFT required 50 ms, whilst the WPT required 1.81 s. This is a ratio of 
36.2 in favour of the STFT. The difference in the result is likely to be due to the 
implementation of the algorithms in Matlab 6.1.
3.4.4 Summary of the STFT and WPT investigations
The previous section compared two spectral estimation algorithms with regard to 
their time-frequency resolution and noise performance. The STFT was used because 
it is the traditional algorithm employed in Doppler ultrasound blood flow analysis. 
The alternative approach, the WPT algorithm, was chosen as it had not been applied 
to the Doppler ultrasound blood flow signal previously. It was preferred to the WT 
because of the improved frequency resolution at high frequencies and the improved 
time resolution at low frequencies.
The investigations showed that both algorithms provided a good representation 
of the underlying spectrum. The WPT showed either an improved time or frequency 
resolution, depending on the chosen decomposition level. Although this was an 
advantage for the WPT, it had the disadvantage of a higher noise floor than the 
STFT. The noise floor is a very important factor for the automated processing of
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Doppler ultrasound blood flow signals. The lower the noise floor, the better and 
simpler the feature extraction process.
The STFT was preferred in this study because of its lower noise floor. The 
disadvantage of having a lower time resolution, based on equal frequency resolutions, 
did not influence the extraction of the MFE. When used with an overlap the STFT 
provided as many samples for the MFE as the WPT. The fact that the underlying 
time resolution was less did not effect the outcome (figure 3.13).
3.5 Overall noise reduction
The Doppler ultrasound signal is a very low level signal with noise components 
from various sources. The main source of noise is the scattering and reflection of 
the transmitted ultrasound wave from objects other than red blood cells, such as 
tissue boundaries. Other sources are electronic noise components from the amplifier 
and filter stages of the receiver, and quantisation noise added during digitising. It 
is believed that the noise floor is also a function of the probe positioning and is 
influenced by the experience of the clinician [2,3].
Figure 3.14 shows the spectrogram of the forward blood flow of one of the com­ 
mon femoral Doppler ultrasound signals used in this study. In this three dimensional 
plot, the signal power in dB (decibel) is represented by colours ranging from blue to 
red. This signal was transformed into the time-frequency domain using an 128-point 
STFT with a Hamming window and 50% overlap.
The signal components of interest (red) have a higher power and can easily be 
separated from the noise floor (yellow/blue) by visual examination. Automated 
separation is more difficult and requires significant reduction or complete removal 
of the noise components.
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Figure 3.14: Spectrogram of a common femoral artery using an 128-point 
Hamming window and 50% overlap.
A possible method of reducing noise in a signal is to employ a low-pass filter. 
The drawback of a low-pass filter is that it can only be used when the signal and 
the noise occupy fixed and separate frequency bands. In cases where the signal and 
noise cannot be clearly differentiated, which is the case with Doppler Ultrasound 
blood flow signals, other methods must be considered.
Several methods were investigated in this study to reduce noise in the Doppler 
ultrasound signal. These methods felt into three categories. The first applied a 
manually selected threshold, also known in the literature as grass-cutting. The 
other two methods were novel in their application to noise reduction in Doppler 
ultrasound blood flow signals and used the WT in the time and time-frequency 
domains.
3.5.1 Thresholding
The thresholding technique, also known as grass-cutting in Doppler ultrasound pro­ 
cessing, sets all points in a spectrogram to zero power level if they fall below an
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empirically determined threshold level. This is aimed at removing background noise 
and enabling the extraction of specific features from the spectrogram, such as the 
MFE.
The threshold is based on the maximum power level of either the entire spec­ 
trogram or the current time window. The first approach uses a percentage of the 
maximum power in the spectrogram, usually 3% - 15%, to express the threshold, 
whilst the second approach uses a dB value based on the current time window, 
usually 6 dB to 9 dB. Both methods were reported in the literature [17]. The 
first approach was used to determine the grass-cutting threshold and to compare 
the thresholding method with the other noise reduction methods proposed in this 
study.
The selection of the threshold value for grass-cutting has a significant impact 
on the resulting spectrogram and the subsequently extracted features. To illustrate 
the effect of different threshold values, one of the signals recorded from the CFA 
was utilised as an example. The spectrogram of this signal was subjected to grass- 
cutting at 0%, 3% and 7% of the maximum power level. The three MFEs extracted 
from the spectrogram are shown in figure 3.15. Since the MFE defines the profile 
of the blood flow signal in the time-frequency domain, it is clear that this profile is 
greatly influenced by the selection of the threshold value. The MFE plots of figure 
3.15 were calculated using the 95% MFE algorithm defined in section 4.1.
Appropriate thresholds for all signals used in this investigation were determined 
manually during this study to provide a comparison for the automated process. 
Figure 3.16 shows the distribution of the optimum thresholds found for these signals. 
It illustrates that the optimum threshold level varied considerably.
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Figure 3.15: 95% MFEs extracted with 0% (blue), 3% (red) and 7% 
(black) grass-cutting thresholds.
3.5.2 Time domain noise reduction
The reduction of the noise in the spectrogram is very important for the following 
signal processing stages. Figure 3.15 demonstrated the importance of the selection of 
the appropriate grass-cutting threshold for the identification of the blood profile and 
further processing. To eliminate the need for user interaction, namely the selection 
of the correct grass-cutting threshold, this study investigated the application of 
wavelet-based noise reduction, or denoising, algorithms.
Wavelet denoising is based on the orthogonal decomposition of the signal using 
the WT. The wavelet-based decomposition of a signal produces a low-pass and a 
high-pass filtered signal, each half the length of the original signal. The high-pass 
filtered signal is the difference between the original signal and the low-pass filtered 
signal, which is also called approximation. The high-pass filtered signal is also 
named detail. The approximation of the original signal is further decomposed into 
another set of detail and approximation. The number of decompositions performed 
can be identified by the value of the wavelet decomposition level. A decomposition
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Figure 3.16: Distribution of the grass-cutting thresholds for the signals 
used in this study separated by disease severity.
of the original signal at level 1 therefore, produces one detail and one approximation. 
Another feature of the WT is that it allows the full reconstruction of the original 
signal from the approximation and detail coefficients.
The decomposition of a noisy signal produces detail and approximation coeffi­ 
cients linked to the noise and the signal of interest. The wavelet coefficients as­ 
sociated with the noise are much lower in value than the signal coefficients. It is 
therefore, possible to calculate a threshold for the wavelet coefficients, and to set all 
coefficients below the threshold to zero. Two algorithms exist for the tresholding of 
the wavelet coefficients. Hard-thresholding sets all coefficients below the threshold 
level to zero, whilst soft-thresholding subtracts, in addition, the threshold value 
from the remaining coefficients. The denoised signal can be reconstructed from the 
thresholded wavelet coefficients.
The denoising algorithm utilised in this study is based on the WT introduced in 
section 2.3. Equation 3.9 defines the transformation of the original signal x[n] into 
the wavelet coefficients w, consisting of the coefficients corresponding to the signal,
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9, and the noise, z [103].
w = W(x[n]) = 0 + z (3.9)
The algorithm used to find the threshold for the coefficients is defined by the 
following equation [104]:
T = a • ^llogN (3.10)
where a is the standard deviation and N the length of the coefficient vector. 
An individual threshold was derived for each wavelet coefficient vector (details and 
approximation) and applied as a soft-threshold. The soft-thresholding algorithm is 
described in the following equation:
Wthresh = sgn(w) • (\w\ - T) (3.11)
where wthTesh a^6 the thresholded wavelet coefficients.
Two approaches were considered for investigating the time domain denoising 
of the Doppler ultrasound signal using wavelets. In the first approach, wavelet 
denoising was applied to individual sections of the signal. In the second approach, 
wavelet denoising was applied to the whole signal.
The investigation included denoising using the following wavelets:
• Haar • Daubechies 1-10
• Symlets 2-8 • Coiflets 1 - 5
• Bi-orthogonal • Reverse Bi-orthogonal
• Discrete Meyer
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Figure 3.17: Spectrogram (a) and MFE (b) of a common femoral artery 
blood flow signal, pre-processed (128-points) using a discrete 
Meyer wavelet at Level 5.
The discrete Meyer wavelet at level 5 produced the best results by visual inspec­ 
tion of the spectrogram and by comparing the extracted MFE with that produced 
using thresholding.
Figure 3.17 (a) shows the spectrogram of the blood flow signal of figure 3.14 after 
applying wavelet denoising to the time domain signal using the first approach. To 
avoid boundary effects, denoising was applied to signal sections equivalent to those 
of the STFT window used to create the spectrogram. The wavelet used in denoising 
the signal was the discrete Meyer wavelet at decomposition level 5.
Figure 3.17 (b) shows the MFE of the denoised signal as derived from the spec­ 
trogram of figure 3.17 (a) and the MFE produced from the original spectrogram 
of figure 3.14 after applying a 5% thresholding. Both MFEs were calculated using 
the 95% MFE algorithm described in section 4.1. It can be observed that wavelet 
denoising of the individual sections of the signal reduced the background noise level
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in some areas of the spectrogram, but the separation between the signal and the 
noise components is not sufficiently clear. Furthermore, the MFE of the denoised 




Figure 3.18: Spectrogram (a) and MFE (b) of a common fermoral artery, 
pre-processed using a discrete Meyer wavelet at Level 5.
Denoising the whole 1 s signal using the same discrete Meyer wavelet at level 
5 produced significantly better results as shown in figure 3.18. Figure 3.18 (b) 
illustrates that the gap between the MFE of the denoised signal and the MFE of 
the thresholded signal has narrowed significantly in comparison with the results of 
figure 3.17 (b). With this approach, the results showed that the reduction of the 
noise floor was larger than that achieved with the first approach. However, local 
maxima or spikes relating to the noise components are still evident.
3.5.3 Time-frequency domain noise reduction
An alternative noise reduction approach was investigated by applying the wavelet 
denoising algorithm to the Doppler signal after its transformation into the time-
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frequency domain. Here a two-dimensional wavelet decomposition was performed 
on the spectrogram using the definitions from equations 3.9 to 3.11. The resulting 
details and approximations were, like the original matrix, two-dimensional matrices.
The same set of wavelets investigated for the time domain denoising were used 
here. The bi-orthogonal 1.1 and Haar wavelets, both at decomposition level 9, 
produced the best result in terms of lowering the noise floor. Because these two 
wavelets are identical and often used in image processing, the Haar wavelet was 
used.
Figure 3.19 (a) shows the spectrogram of figure 3.14 after applying the two- 
dimensional wavelet noise reduction algorithm. A Haar wavelet at decomposition 
level 9 was used in this example and almost completely removed the background 
noise. It was found in this study that the two-dimensional wavelet denoising al­ 
gorithm left a residual value in the area where the background noise was reduced. 
This residual value was constant over the entire matrix and was therefore removed.
Figure 3.19 (b) shows that the MFE derived from the denoised spectrogram of 
figure 3.19 (a) closely matched the one derived from the spectrogram of figure 3.14 
after thresholding by 5%. Both MFEs were extracted using the 95% MFE algorithm. 
The result is clearly a significant improvement over wavelet-based denoising applied 
in the time domain and allows the automation of the MFE extraction process.
One problem that can still occur is the appearance of spikes within the denoised 
spectrogram. This occured when the background noise of the Doppler ultrasound 
signal was high. Figure 3.20(a) shows the spectrogram of such a signal together with 
the result of the wavelet denoising algorithm (figure 3.20(b)).
A sliding neighbourhood algorithm was used to remove these spikes from the 
denoised spectrogram. The algorithm used a 4-by-4 window and set the point under 
observation to one when 11 or more points in the window were not equal to zero






—— 5% thresholded MFE
—— 2-0 denoised MFE
0.5 0.6 0.7 0.8 0.9
(b)
Figure 3.19: Spectrogram (a) and MFE (b) of a common fermoral artery, 






where pc is the point under observation and pk the kt/l-point in the window. The 
use of this sliding neighborhood algorithm was described by Baykal et al [90] and 
it was found in this study that the 4-by-4 window provided an optimal response on 
these signals than a 3-by-3 or 5-by-5 window. The entire spike removal algorithm is 
described below,
1. A second matrix was created by copying the spectrogram matrix.
2. All non-zero components in the second matrix were set to one.
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Figure 3.20: Spectrogram of a noisy common femoral artery (a) and the 
result of the wavelet-based denoising algorithm (b).
3. A 4-by-4 window was moved over the second matrix and the point under 
observation was set to 1, if the sum of all points in the window was greater 
than 10.
4. The modified second matrix was multiplied by the denoised spectrogram.
The result of this operation on the spectrogram in figure 3.20(a) can be seen in 
figure 3.21(b).
3.6 Summary
This chapter investigated the application of new and existing methods in the signal 
conditioning and feature extraction stages of the Doppler ultrasound blood flow 
signal analysis process for clinical decision making. These two stages present the
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Figure 3.21: Denoised spectrogram of a noisy common femoral artery (a) 
and the result of the sliding neighbourhood operation (b).
basis for further processing and are key in improving the classification of Doppler 
ultrasound blood flow signals. Furthermore, the development of signal conditioning 
and feature extraction algorithms that eliminate any user intervention are crucial 
for achieving an automated clinical decision making process to diagnose vascular 
disease.
This chapter has investigated and proposed new signal conditioning and trans­ 
formation methods and compared them to the methods reported in the literature. 
These novel approaches showed good results on the clinical signals used in this study. 
The main findings of this chapter were,
• The STFT was compared with the WPT with regard to true representation of 
the Doppler signal, noise floor, time and frequency resolution. Although the 
WPT offered a better underlying time resolution, the STFT performed better
3. Signal Conditioning and Transformation___________ 82
overall.
• The novel approach of wavelet-based noise reduction for Doppler ultrasound 
blood flow signals in the time domain showed an improved SNR in the TFD, 
but was inferior to standard thresholding or grass-cutting approaches.
• The wavelet-based two-dimensional noise reduction algorithm, which was ap­ 
plied to the spectrogram of the Doppler ultrasound blood flow signal, showed 
very good results. This novel approach removed the noise floor of the spectro­ 
gram almost entirely without the need for any intervention by an operator.
Overall this chapter has shown that it is possible to automate the noise reduc­ 
tion stage in the analysis of Doppler ultrasound blood flow signals. This is a very 
important step towards the automation of the entire decision making and diagnosis 
process.
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Chapter 4
Feature Extraction
The previous chapter presented the research conducted into the signal condition­ 
ing and transformation of Doppler ultrasound blood flow signals. The methods 
investigated formed the basis for the feature extraction stage of the decision making 
and diagnosis process. This chapter describes investigations relating to the feature 
extraction stage using the findings from the previous chapters.
The extraction of the features from the spectrogram consists of a number of 
steps. The most important feature of the Doppler ultrasound spectrogram is the 
maximum frequency envelope (MFE). Its extraction is presented in section 4.1, 
where the commonly used percentile method is compared with the newly proposed 
distance method. The blood flow of the common femoral artery (CFA) is normally 
triphasic. The next step is therefore, the combination of the forward and reverse 
blood flow signals to one MFE. Different approaches are presented in section 4.2 to 
combine these two signals. The classification of the Doppler ultrasound blood flow 
signals only requires a single cardiac cycle. Section 4.3 presents the extraction of 
this cardiac cycle from the combined MFE and compares two existing methods with 
a newly proposed method.
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The MFE does not include all the information present in the spectrogram. The 
extraction of the Spectral Broadening Index (SBI) from the spectrogram was in­ 
vestigated in order to determine the relevance of this additional parameter for the 
classification stage in chapter 5 (section 4.4). Section 4.5 of this chapter presents 
the investigation into a new approach for length reduction of the MFE to improve 
the performance of the classification stage described in chapter 5.
The algorithms described in this chapter were applied to 320 signals, which were 
equally split between signals pre-processed using thresholding and wavelet denoising. 
On average, 5 cardiac cycles were present in each signal, giving approximately 1500 
cardiac cycles for the testing and assessment of the algorithms.
4.1 Extraction of the maximum frequency envel­ 
ope (MFE)
The spectrogram of the Doppler ultrasound blood flow signal is a complex plot relat­ 
ing the frequency and power of the signal at different time frames or STFT windows, 
which is shown in figure 4.1. The shape of the spectrogram relates the frequency and 
power variation in each cardiac cycle. Due to the complexity of the spectrogram, 
clinical decision making is usually based on its profile, a two dimensional view that 
illustrates changes in the maximum blood velocity over time. The profile of the 
spectrogram has become the main tool for the clinician to assess the presence of 
cardiovascular disease and its severity.
The MFE is widely used to quantify the blood velocity profile of the Doppler 
ultrasound signal. As a one dimensional vector enclosing the blood velocity spec­ 
trogram, it simplifies both, the visual and the mathematical analyses of the inform­ 
ation provided by the Doppler ultrasound signal in comparison with the full three
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Figure 4.1: Spectrogram of a common femoral artery using an 128-point 
Hamming window and 50% overlap.
dimensional spectrogram. Although the MFE is an important feature of the Dop- 
pler ultrasound signal, the spectrogram may have additional diagnostic information. 
Part of this information can be captured in indices such as the Spectral Broadening 
Index (SBI). The SBI has been reviewed in chapter 2 and is introduced into the 
investigative part of this study in section 4.4.
This section presents the investigation into the techniques for extracting the 
MFE from the spectrogram. Chapter 3 showed the effects of the noise contents of 
the Doppler signal on the quality of the spectrogram and the accurate calculation 
of the MFE. Reducing the noise floor of the spectrogram produced a significant 
improvement in the MFE computation. In this part of the study the noise rejection 
capabilities of the MFE computation algorithms were investigated.
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4.1.1 The percentile method
The 95% MFE of the spectrogram is denned as the envelope that encloses 95% of 
the signal's power with respect to the zero line or time axis. The 95% MFE was 
used in the past by researchers and can be found as a built-in function in many 
commercial Doppler ultrasound equipment [1,18,19,43].
To illustrate the standard method of calculating the 95% MFE, the spectrogram 
of figure 4.1 is used. This figure can be viewed as a two-dimensional matrix, or image, 
with the value of each matrix element, or pixel, representing the signal power. Each 
column in the spectrogram represents the FFT of one time window or a section of the 
signal. In the case of figure 4.1 the window size is 128 samples, which is equivalent 
to 8.53 ms at a sampling frequency for the time domain signal of 15 kHz. Therefore, 
the spectrogram can be visualised as a horizontal stack of the FFTs applied to 
successive signal windows of equal length. The spectrogram was calculated using 
a STFT with a 50% overlap. The overlap provides an increased number of points 
in the time axis of the spectrogram and therefore, gives a smoother appearance. It 
does not increase the time resolution of the FFT as this depends on the size of the 
STFT window employed. Due to the 50% overlap the time period between each 
column of the spectrogram is halved to 4.27 ms. Each individual pixel is referred to 
as a frequency bin. The 95% MFE is calculated by locating the pixel or frequency 
bin in each column, below which lies 95% of the signal power.
To describe the percentile method, it is assumed that y[n,t] represents each 
matrix element of the spectrogram. In this representation,
• Q < n < N — 1 is the number of the element along the frequency axis or the 
number of the frequency bin.
• 0 < t < M — I is the number of the element along the time axis. As an
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example, t=2 represents the FFT of the third window of the signal.
The vector containing the total power for each column of the spectrogram matrix 
is,
PT (t}= £t/M] (4.1)
n=0
The power enclosed by any matrix element, y[n, t], and the zero line for any 
column, t, is given by,
6
, t] = X) y\-n ' *1> for Q<b<N -1 (4.2)
n=0
where b is the row number, or frequency bin, in the new cumulative sum matrix 
PB- Therefore, the matrix element that encloses 95% of the signal power for a matrix 
column t is termed as A 9̂5 [t] and denned by the following equation:
PN95 (t] = 0.95 - PT [t] = £ y[n, t] (4.3)
n=0
where PNQ^] contains the value for 95% of the total power at time interval t. 
The MFE for the whole spectrogram, MFE95 , is the vector that consists of the 
index A^5 of each column and is defined by,
MFE95 = {AWO], ^95 [1], ...,N95 [M-l}} (4.4)
or
MFEg5 [t] = N9s[t] (4.5)
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To investigate the accuracy of the percentile method, analyses were conducted 
on clinical signals. Figure 4.2 illustrates a sample result from these analyses. This 
figure shows the FFT result of the 50th time window of the signal shown in figure 
4.1. This FFT plot illustrates the variation of signal power with frequency within 
the one time window. Clearly, the maximum frequency of this section of the blood 
flow signal is less than 500 Hz. The low power frequency components beyond 500 
Hz are the noise components within the signal.
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Figure 4.2: Frequency spectrum of a common femoral Doppler blood flow 
signal of the 50th time interval (M=49) of the spectrogram in 
figure 4.1.
To calculate the maximum frequency point for the FFT in figure 4.2, the cu­ 
mulative signal power was plotted against frequency as shown in figure 4.3. The 
horizontal line in this figure represents 95% of the maximum signal power level. 
The intersection of this line with the cumulative power graph should provide the 
required 95% MFE point. In this example, the MFE point was found to be close to 
3500 Hz instead of the expected value of less than 500 Hz. The difference between
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the calculated and expected values of the MFE was caused by the presence of noise. 
Figure 4.4 illustrates this weakness of the 95% MFE computation algorithm over the 
entire spectrogram in figure 4.1. The MFE is unusable if the algorithm is applied 
to the spectrogram without any prior noise reduction.
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Figure 4.3: Cumulative sum and the 95% power level of the total power 
of the frequency spectrum of figure 4.1.
Previous researchers have used the thresholding algorithm described in section 
3.5.1 to lower the noise floor and reduce the error in calculating the MFE.
Figures 4.5 and 4.6 show the result for the same time window of figure 4.2 after 
applying a 5% threshold. The MFE point in this case was calculated correctly. 
However, the problem here is the differences in the quality of the signal. A signal 
with a high noise floor requires a higher threshold value than a signal with a low 
noise floor. This requires manual variation of the threshold value for each Doppler 
ultrasound signal. Alternatively, the threshold can be set high enough so that it may 
cover several signals. The weakness of the first approach is the need for continuous 
human intervention and results in inconsistencies between different operators. The
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Figure 4.4: MFE of the common femoral Doppler blood flow signal shown 
in figure 4.1 without thresholding and calculated using the 
standard 95% algorithm.
second approach may cause the loss of a significant part of the actual signal with 
the noise components and may result in an inaccurate 95% power point calculation. 
Figure 4.7 shows the frequency content of the signal in figure 4.1 at a different 
time interval. Instead of having a sharp power drop like the frequency spectrum in 
figure 4.2, this frequency spectrum trails off much slower. To illustrate the problem 
with thresholding the frequency spectrum, three example thresholds are indicated 
in the figure. Thresholds (a) and (b) shown in figure 4.7 give an example of the 
first approach, where two operators might have selected a different threshold. The 
difference in the maximum frequency between these two operators would be around 
200 Hz. Threshold (c) is used to illustrate the second approach. In this case a 
threshold was selected so that it would cover a range of signals with different signal- 
to-noise ratios (SNR). It can be seen that a number of high frequency components 
with relatively high power content were removed. This might result in a lower max­ 
imum frequency than otherwise expected. The difference in the maximum frequency 
between threshold levels (a) and (c) is around 800 Hz.
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Figure 4.5: Frequency spectrum of a common femoral Doppler blood flow 
signal of the 50th time interval (M=49) of the spectrogram in 
figure 4.1 after grass-cutting.
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Figure 4.6: Cumulative sum and 95% of the total power level of a common 
femoral Doppler blood flow signal of time interval 49 after 
grass-cutting.
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The usual practice of selecting the appropriate threshold for a signal is to vary the 
threshold until a smooth MFE appears. This method is not practical for automated 
processing. It was therefore, necessary to remove the need for this adjustment either 
by reducing the noise floor (chapter 3) or using an extraction algorithm that is less 
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Figure 4.7: Frequency spectrum of the Doppler blood flow signal in figure 
4.1 at time interval 125 with thresholds (a), (b) and (c).
4.1.2 The MFE distance method
To eliminate the need of threshold selection, an alternative method for the MFE 
extraction was developed and investigated in this study. This method is based on 
the fact that the cumulative sum of the frequency spectrum rises fast where the 
power of the frequency component is high. Above the maximum frequency the 
gradient of the cumulative sum is reduced because of the smaller power of the noise 
components. The graph of the cumulative sum therefore bends at the maximum 
frequency (figure 4.6). Connecting the start and end points of the cumulative power
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vector with a straight line forms a triangle. This triangle has its greatest distance, 
with respect to the straight line base, at the maximum frequency, where the knee 
of the cumulative power graph presents the apex of the triangle. The frequency of 
the apex of the difference graph represents the maximum frequency point.
A mathematical description of this novel algorithm is given in equations 4.6 to 
4.8. The matrix of the spectrogram is named y[n,t], with 0 < n < N — 1 and 
0 < t < M — 1. Where N and M are the number of elements along the frequency 
and time axes, respectively.
The matrix of the cumulative power, PB , of the spectrogram matrix was defined 
earlier (equation 4.2), and is repeated here for convenience,
b 
Ps[b, t] = ]T y[n, t], for 0 < b < N - I (4.6)
n=0
where y[n, t] represents each matrix element in the spectrogram and b the row, 
or frequency bin, of the newly formed cumulative power matrix PB-
The matrix containing the straight lines, g[n, t], connecting the start and end 
points of the cumulative power matrix PB is defined as,
(4.7)
The point for the MFE within a column t is given by the largest value of the 
difference between the cumulative power vector and a straight line connecting the 
start and end points of this vector (equation 4.8).
MFEDist [t] = max (PB [n, t] - g[n, t}} (4.8)
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Therefore, the MFE over the entire spectrogram is given by,
MFEDist = max (PB [n] - g[n}) (4.9)
Figure 4.8 shows the spectrogram of one of the common femoral signals used in 
this study. The noise floor in this signal ranged between -20dB and -30dB. Figure 
4.9 investigates the signal further by considering the frequency content of the 181st 









Figure 4.8: STFT spectrum of a clinical common femoral artery blood 
flow signal used in this study.
Figure 4.9a shows the FFT of this particular time interval and the maximum 
frequency, which was derived using the proposed distance method (figure 4.9b). 
The amplitude of the FFT spectrum drops off at the maximum frequency and the 
higher frequency noise components have a relatively low amplitude. The knee in the 
cumulative sum could be clearly identified at this frequency.
Figure 4.10a shows the FFT spectrum of a different time interval with its centre
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Figure 4.9: FFT spectrum of a common femoral Doppler blood flow signal 
without noise reduction (figure 4.8) at time interval t=0.7686s 
(interval 180)(a). Cumulative sum (blue), straight line (green) 
and difference graph (red) of the same time interval (b).
at t=0.8967s (column 210). Although the amplitude of the higher frequency noise 
components are the same as in figure 4.9a, the amplitude of the signal is much lower. 
This caused the cumulative sum not to have a pronounced knee compared to figure 
4.9b, and in fact, it shows a second knee at a higher frequency. The second knee 
in the cumulative sum was caused by the drop off of the amplitude of the noise 
components. This was always present in the signals used in the study although 
it was much less pronounced in signals with larger signal amplitudes. The small 
amplitude of the signal resulted in the maximum frequency being estimated at a 
much higher value than what it should be.
Another example of the problem with time intervals where the amplitude of the 
signal was relatively low is shown in figure 4.11. The FFT spectrum of the signal with 
a relatively high noise floor is shown in figure 4.1 la. Figure 4.lib shows that a clear 
knee cannot be identified in the cumulative sum vector and therefore, the maximum
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Figure 4.10: FFT spectrum of a common femoral Doppler blood flow 
signal without noise reduction (figure 4.8) at time interval 
t=0.8967s (interval 210)(a). Cumulative sum (blue), straight 
line (green) and difference graph (red) of the same time in­ 
terval (b).
frequency would be estimated wrongly. This is similar to the the spectrum found in 
the reverse flow region where there was no significant reverse flow. This means that 
the reverse flow region was primarily composed of noise components. The frequency 
marked as true maximum frequency was detected from the sonogram.
By squaring the spectrogram, the SNR can be increased. Figure 4.12 shows the 
same signal and time interval as that of figure 4.10. It can be seen that in this case 
the maximum frequency was estimated correctly due to the increased SNR.
Increasing the SNR by squaring the FFT spectrum worked well for spectra where 
the signal was generally larger than the noise components. Otherwise, the problem 
remained or got worse. Figure 4.13 shows the MFE of the entire common femoral 
signal from figure 4.8. The MFE was extracted using the percentile method (95%) 
on a thresholded spectrogram (a), the distance method (b) and the distance method
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Figure 4.11: FFT spectrum of a noisy common femoral Doppler blood 
flow signal without noise reduction. Cumulative sum (blue), 
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Figure 4.12: Squared FFT spectrum of a common femoral Doppler blood 
flow signal without noise reduction (figure 4.8) at time in­ 
terval t—0.8967s (column 210)(a). Cumulative sum (blue), 
straight line (green) and difference graph (red) of the same 
time interval (b).
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with squared FFT spectra (c). The figure shows that the distance method was able 
to deliver a MFE close to the one extracted by the percentile method, but failed 
where only noise is present.
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Figure 4.13: MFE of a common femoral signal (figure 4.8) using the per­ 
centile method (95%) (a), the distance method (b) and the 
distance method with squared FFT spectra (c).
Applying the distance method to the thresholded or wavelet denoised spectro­ 
gram yielded good results. The MFEs were very similar to the ones extracted using 
the percentile method, and had higher amplitudes as they were not only using 95% 
of the FFT spectrum power. Figures 4.14a and b show the MFE calculated using 
the distance and percentile methods (95%), respectively.
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Figure 4.14: MFE of a common femoral signal using the distance method 
(a) and the percentile method (95%) (b).
4.2 The combination of the forward and reverse 
flow MFE
Section 4.1 described the extraction of the MFE using the forward flow only. The 
common femoral artery (CFA) does not only have forward but also reverse flow. 
In order to obtain the complete MFE, the forward and reverse flow envelopes must 
be combined. Figure 4.15 shows the MFE of the forward flow in blue and that of 
the reverse flow in red, both MFEs were created using the percentile method. To 
generate a smoother MFE a moving average algorithm was applied to both MFEs. 
In the literature, Evans [92] used a 5-point moving average algorithm in his attempt 
to smooth the MFEs, which had a sample period of 12.5 ms. As the MFEs in this 
study had a higher sample period (8.56 ms), it was found that a 10-point moving 
average was needed.
Although both MFE vectors could be used separately in the classification stage,
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Figure 4.15: Forward (blue) and reverse (red) flow of a healthy common 
femoral artery.
it would mean that the feature vectors double in numbers. It is therefore, com­ 
mon to combine the forward and reverse flow envelopes to one MFE vector. Three 
methods of combination were investigated in this study. Two of these methods, the 
subtraction and the comparison methods were mentioned in the literature [18]. The 
third method, which is proposed in this study, is an improvement on the comparison 
method.
The subtraction method subtracts, or adds if the sign is taken into account, the 
reverse flow from the forward flow.
e[n] = ef [n] - er [n] (4.10)
where e/ is the forward flow MFE, er the reverse flow MFE, e the combined flow 
MFE and n the sample index.
This method delivered good results when no overlap between the forward and 
reverse flow occurred. Figure 4.16 shows the problem using the MFEs from figure 
4.15 as an example. It shows that a forward flow component reduced the amplitude
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of the reverse flow of the combined envelope at point 1. On four other positions 
(points 2 to 5), the amplitude of the forward flow waveform of the combined MFE 
was reduced or reversed by a reverse flow component. However, the advantage of 
this method was the smooth transitions from forward to reverse flow and vice versa.
3.0 3.5
Figure 4.16: Combined MFE using the subtraction method.
The comparison method did not suffer from the problem of distorting the MFE 
amplitude. It simply compares the forward and reverse flow MFEs, point for point, 
and only utilises the largest value of the two MFEs.
e[n] = (4.11)
ef [n] : e/[n] > \er [n}\ 
-\er [n}\ : \er [n}\ > ef [n]
where e/ is the forward flow MFE, er the reverse flow MFE, e the combined flow 
MFE and n the sample index.
Figure 4.17 shows the combined MFE using the comparison method. The figure 
shows that there was no reduction in amplitude of the forward or reverse flow sections 
of the combined MFE. Large flow components still influenced the combined MFE. 
This is especially noticeable at points 1 to 4 of figure 4.17, where reverse and forward
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flow components changed the direction of the combined MFE.
Figure 4.17: Combined MFE using the comparison method.
The points 2 and 4 in figure 4.17 showed spikes during the transition from reverse 
to forward flow. During these transitions the individual forward and reverse flow 
waveforms overlapped naturally. These spikes were caused by one signal being larger 
than the other for a short time, before it dropped to a lower value.
To reduce the influence of these components on the combined MFE during trans­ 
itions, hysteresis was added to the comparison method. This third method is a novel 
way of combining the forward and reverse flow waveforms. The method did not only 
compare the forward and reverse flow MFEs point by point, but also looked at the 
previous point. In order to change the value from forward to reverse flow the re­ 
verse flow value must be larger than the forward flow value plus a small incremental 
value, the hysteresis parameter, and vice versa. Equations 4.12 and 4.13 describe 
the algorithm mathematically,






|er [n]| < (e/[n] + A/) and e[n - 1] = e/[n - 1] 
e/N > (l er-NI + Ar ) and e[n - 1] = er [n - 1] 
|er [n]| > (e/[n] + A/) and e[n - 1] = ef [n - 1] 
e/[n] < (|er [n]| + Ar ) and e[n - 1] = er [n - 1]
(4.12)
and
A/ = 0.05 • max(e/[n]), Ar = 0.05 • max(er [n]) (4.13)
where ef is the forward flow MFE, er the reverse flow MFE, e the combined flow 
MFE, A/ forward hysteresis parameter, Ar the reverse hysteresis parameter and n 
the sample index. The hysteresis parameter, A/ and Ar , were set empirically to 5% 
of the maximum value in the forward or reverse flow, respectively.
Figure 4.18 shows an example of the hysteresis method. The forward flow (blue), 
reverse flow (red) and the combined flow (black) in this figure were taken from one 
of the clinical signals used in this study. It can be seen that the combined and 
the forward flow MFE at point A had the same amplitude even though the reverse 
flow, point B, was larger. A change is only triggered when the absolute difference 
between the forward and the reverse flow MFE exceeded the forward flow hysteresis 
parameter A/. Here, sample point D exceeded sample point C by this value and the 
combined flow MFE took the value of the reverse flow.
The overall result is shown in figure 4.19. Although there was still a change of 
direction at point 1, the other sections improved considerably. Also, the amplitude 
of the forward and reverse flow sections of the MFE in this method, like in the
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Figure 4.18: Principle of the hysteresis method. The blue curve is the 
forward flow MFE, the red curve is the reverse flow MFE 
and the black curve represents the combined flow MFE. The 
circles indicate the sample points.
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Figure 4.19: Combined MFE using the hysteresis method.
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comparison method, were equal to the original respective forward and reverse flow 
MFEs.
4.3 Extraction of the cardiac cycle
The previous section investigated the extraction and combination of the MFE over 
the length of the available data record. For analysis, processing and comparison only 
one cardiac cycle was required to represent the signal. A number of strategies were 
used in the literature to define an individual cycle. These strategies ranged from 
using successive R-waves of the EGG signal [105] to windows around the cardiac 
peak [93]. A more natural dividing point for the cardiac cycle is the beginning of 
the systolic upstroke [106]. This point was also used for more complex analysis of 
the MFE [1,13,18,107]. A cardiac cycle was therefore, defined as the section between 
two successive starts of the systolic upstroke (figure 4.20).
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Figure 4.20: Start of cardiac cycle of a MFE extracted from a common 
femoral artery.
To achieve an automated extraction of the cardiac cycle, the start of the systolic 
upstroke needs to be found. This study investigated and compared two algorithms
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for the determination of the start of the systolic upstroke and therefore, cardiac 
cycle. The first algorithm is the first-derivative method [18], the second is a pulse- 
foot-seeking algorithm based on the second derivative of the MFE, which was applied 
to a large number of waveforms [92]. In addition to these two algorithms, a third was 
proposed in this study, which was a modification of the pulse-foot-seeking algorithm 
to improve automated processing.
A further method for the extraction of the cardiac cycle was given by Wright [18]. 
This method was based on a matching filter using a portion of one cycle of the MFE. 
It was not taken into account because it depended on an operator selecting a portion 
of the envelope as the transfer function of the filter and was therefore, not suitable 
for automated processing.
4.3.1 Detection of the cardiac peak
The detection of the cardiac peak is a very important step in the extraction of the 
cardiac cycle. The cardiac peak consistently appears in almost all cardiac cycles and 
therefore, provides a reliable starting point. All algorithms for the extraction of the 
cardiac cycle investigated in this study used the cardiac peak as a starting point. 
Park [108] used an algorithm based on the direction of the slope and an adaptive 
threshold to select fundamental and harmonic peaks in music. A similar approach 
was made by Touch [109] to identify peaks in electrocardiogram signals using a fixed 
threshold. Other researchers also used the direction of the slope to detect peaks in 
physiological pressure signals. Two approaches were used in literature to avoid the 
detection of false peaks. A coarse beat detection using a low-pass filter [110] and a 
peak-to-peak rate estimation using the FFT of the signal [111].
The difficulties of finding the cardiac peak in a Doppler ultrasound blood flow 
signal is illustrated in figure 4.21. The figure shows three common femoral signals
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with different properties. The frequency axes were scaled equally to highlight the 
differences. Figure 4.21 (a) shows a common femoral MFE with significant disease. 
The minimum and maximum amplitudes in the signal are very close together and 
make it difficult to identify the peak of the systolic upstroke. Figure 4.21(b) in com­ 
parison shows a MFE with no significant disease. The signal had no offset and the 
peaks of the systolic upstroke are clearly identifiable. Another MFE with significant 
disease is shown in figure 4.21(c). Although, the minimum and maximum amp­ 
litudes are close, the peak of the systolic upstroke can be identified. One property 
that this signal had was its rather large offset, which was higher than the maximum 


















Figure 4.21: Three common femoral MFEs with different disease condi­ 
tions. The MFEs in (a) and (c) are signals with significant 
disease, while the MFE in(b) has no significant disease.
Wright et al [18] presented a threshold-based approach to detect the cardiac peak 
when using the first-derivative method. Here the cardiac peak was found by setting 
a fixed threshold of 80% of the maximum value in the MFE. The method detected
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the cardiac peaks correctly as long as all cardiac peaks in the MFE were larger than 
the threshold. Figure 4.22 shows the result of this method on two real signals used 
in this study. This approach worked well with the signal in figure 4.22(a), but failed 






















Figure 4.22: Cardiac peak detection using a fixed threshold, (a) Com­ 
mon femoral signal where all cardiac peaks exceed the fixed 
threshold, (b) Common femoral signal where not every car­ 
diac peak exceeds the threshold.
The pulse-foot-seeking algorithm described by Evans [92] featured an automated 
method to detect the cardiac peaks. First the MFE was partitioned into sections 
of equal length. The length of each section depended on the heart rate and, for 
adults, was set to 375 ms for heart rates between 64 and 144 beats per minute 
(bpm) and 750 ms for heart rates between 32 and 72 bpm. The next step in this 
algorithm was the detection of the maximum in each section. Furthermore, maxima 
at the boundary of a section might have even greater values on the other side, or 
the next section, of the boundary. In this case they must be eliminated to find 
the true maxima. The last step was to search ±375 ms, or ±750 ms, from each
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detected peak and to eliminate all peaks with smaller amplitudes. This method has 
reportedly been used successfully on a large data set [92].
Although Evans's pulse-foot-seeking algorithm was automated, it still depended 
on the correct setting of the current heart rate. This caused a problem as the heart 
rate of the signals used in this study varied between 50 and 130 bpm. In order to 
make the algorithm fully automated, a different cardiac peak detection algorithm 
was proposed in this study. The proposed algorithm could be partitioned into the 
following four steps,
1. Estimation of the cardiac peak-to-peak rate.
2. Rough detection of all peaks.
3. Removal of false peaks.
4. Marking of the detected peaks.
Estimation of the cardiac peak-to-peak rate
Before the cardiac peak-to-peak rate could be estimated, the MFE was filtered with 
a low-pass filter. This band-limited the signal and emphasised the fundamental 
frequency of the MFE, which was equal to the peak-to-peak frequency. The cut-off 
frequency of the low-pass filter was selected based on the highest possible frequency 
of the fundamental. The highest possible frequency for the fundamental in the MFE 
could be calculated from the maximum heart rate supported by the algorithm, which 
in this study was set to 150 bpm (2.5 beats per second). This heart rate is equivalent 
to 2.5 Hz for the fundamental frequency. The low-pass filter was a 4t/l order zero 
phase-shift filter with Butterworth characteristic and a cut-off frequency of 2.5 Hz. 
The Butterworth filter characteristics was chosen for its flat frequency response in
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the pass-band compared to other filter types. The filter order was selected to offer 
a good compromise between a good attenuation and the settling-time of the filter. 
A higher order filter would have provided more attenuation of the frequencies above 
the cut-off frequencies, but would have also increases the settling-time of the filter. 
This could lead to distortions at the beginning and the end of the signal waveform. 
The estimation of the cardiac peak-to-peak rate was performed using the FFT. 
The fundamental frequency of the MFE was given by the position of the first peak 
in the FFT spectrum. The calculation was performed over the entire MFE, which 
consisted of a number of cardiac cycles. To simplify the FFT calculation it was 
assumed that the MFE had a length of one second. The resulting fundamental 
frequency of the MFE was therefore, equal to the number of expected peaks within 
the MFE. Figure 4.23 shows an example of the FFT of a common femoral MFE. 
























Figure 4.23: Cardiac peak-to-peak distance estimation using the FFT. (a) 
Common femoral MFE with 5 cardiac peaks, (b) FFT of a 
common femoral signal.
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Rough detection of peaks
Once the fundamental frequency of the MFE, /MFE, was found, the second stage 
of the algorithm was entered. The rough peak detection stage of the cardiac peak 
detection algorithm used the slope of the MFE to determine if a peak was present. 
The algorithm marked all points of the MFE where the slope turned from positive 
to negative. To avoid detecting every small peak, the original MFE was first filtered 
with a low-pass filter to smooth it. The cut-off frequency of the zero phase-shift 
low-pass filter was chosen to be 10 Hz, which is 4 times higher than the highest 
supported fundamental frequency. This smoothed the MFE without attenuating 
the signal. A 4*h order filter was chosen as it provided a good compromise between 
attenuation and settling-time.
To further reduce the number of false peaks, the DC offset of the MFE was filtered 
out with a high-pass filter. Removing the DC offset shifted the MFE around the 
zero-line and therefore, changed the amplitudes of some smaller peaks from positive 
to negative (figure 4.24 (a)). The cut-off frequency of the high-pass filter should be 
smaller than the lowest anticipated fundamental frequency. The algorithm covered 
a heart rate range between 50 and 150 bpm. The lowest fundamental frequency 
was therefore, 0.83 Hz. The filter was implemented as a zero phase-shift high-pass 
filter with a cut-off frequency 0.2 Hz, which was 4 times smaller than the lowest 
anticipated fundamental frequency. The filter order was set to two, because of the 
lower settling-time of the filter.
Removal of false peaks
The next stage of the cardiac peak detection was the removal of all false peaks. 
First, the markers for all detected peaks with negative amplitude were set to zero 
amplitude (figure 4.24 (b)). Second, the region of ±N sample points around each










Figure 4.24: Common femoral MFE with detected peaks, (a) High-pass 
filtered MFE before removing non-positive peaks, (b) After 
removal of false peaks.
peak was searched for other peaks with a larger amplitude. If a larger peak was 
found in this region the marker for the current peak was set to zero. The length of 
the search window was based on the estimated cardiac peak-to-peak distance, Dest , 




where d is the length of the MFE in samples and /MFE its fundamental frequency. 
The length of the search window was set to a percentage of the estimated cardiac 
peak-to-peak distance. This was to allow for estimation errors and any variation in 
the heart rate. The minimum length of the search window should be 50% of the 
estimated cardiac peak-to-peak distance in order to cover the whole MFE. It was 
found that a length of 60% of the cardiac peak-to-peak distance worked well as a 
search window. Figure 4.25 shows an example of this process.
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Figure 4.25: False cardiac peak elimination using a N-point long search 
window.
A different problem were peaks detected at the beginning and end of the MFE. 
These detected peaks might not be true peaks but local to the MFE if it was extended 
beyond the boundaries. One way of dealing with these peaks was to discard them 
completely if they fell within the search window at the beginning or the end of 
the MFE. Another approach was to discard only low amplitude peaks within these 
areas. This approach is illustrated in figure 4.26. The peak detection algorithm 
detected three peaks in this envelope. The first peak is a local peak and should not 
be included, otherwise the algorithm for detecting the start of a cardiac cycle would 
assume the start at this point, which is clearly wrong. The other two detected peaks 
were true cardiac peaks and should included. The search window introduced earlier 
eliminated all smaller peaks around the cardiac peaks (figure 4.25). Unfortunately, 
the falsely detected peak at the beginning of the MFE was outside this search 
window. In order to eliminate this local peak, the algorithm assumed a virtual peak 
at the beginning of the MFE. The amplitude of this virtual peak was set to 50% of
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the mean amplitude of all detected cardiac peaks in the signal. A search window 
was placed on this virtual peak and all smaller peaks within this search window were 
removed. Larger peaks were retained and made true peaks. The 50% amplitude for 
the virtual peak was found empirically and worked well on all signals.
300
Figure 4.26: Boundary cardiac peak elimination using the search window.
Marking of the detected peaks
The final step of the algorithm was to mark the detected peak on the original MFE. 
Within the peak detection algorithm the MFE was filtered. Although a zero phase- 
shift filter was used a small deviation between the detected peak position and the 
actual peak position was found (figure 4.27). To adjust the position of the cardiac 
peak, the MFE sample points in a region around the detected cardiac peak position 
were compared with the value of the detected cardiac peak. The final detected peak 
marker was set to the largest value within this region. It was found that a region of 
±10 sample points around the detected peak was sufficient to adjust the final peak 
position.
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Figure 4.27: Adjustment of the detected cardiac peak using a ±10-point 
window, pw .
4.3.2 The first-derivative method
The first-derivative method determined the beginning of the cardiac cycle as the 
steepest point on the MFE during the systolic upstroke. Wright et al [18] described 
the process as follows:
1. The cardiac cycle peaks were identified as the sections of the MFE with amp­ 
litudes above 80% of the maximum value present in the MFE.
2. The first derivative of the MFE was computed.
3. The maxima of the first derivative were located. Only the maxima that ex­ 
ceeded a threshold of 40% of the maximum value in the first derivative were 
included.
4. The start of the cardiac cycle was selected to be the point of the largest 
maxima of the first derivative in the rising portion of a cardiac cycle peak
4. Feature Extraction 116
(systolic upstroke).
Figure 4.28 shows the relationship between the MFE, first derivative of the MFE, 
the 80% and the 40% thresholds. Both thresholds identified the peaks of the re­ 
spective waveforms. The 80% threshold was applied to the MFE and identified the 
cardiac peak. The 40% threshold identified the steepest part of the MFE when 
applied to the first derivative. The 40% threshold in figure 4.28 appears very high 
in relation to the first derivative waveform because it is 40% of the maximum value 
within the entire waveform. Figure 4.28 only shows a section of the waveform. The 
first derivative algorithm determined the start of a cardiac cycle by setting it to the 
maximum within the previously identified first derivative peak. This should be in 
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Figure 4.28: Calculation of the start of the cardiac cycle using the First- 
derivative method. MFE with 80% threshold, first derivative 
with 40% threshold and start of cardiac cycle marker (red).
The implementation of this algorithm in this study used a 64 ms window to 
define the maximum distance between the first derivative and the cardiac cycle
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peak. Although Wright et al [19] did not mention the use of a window in their 
implementation, it was needed to ensure that the start of cardiac cycle marker was 
set within the systolic upstroke. If no window was used, the algorithm could find 
a large peak of the first derivative that occured before the systolic upstroke of the 
cardiac cycle. The window size was found empirically, but based on 10% of an 
average heart beat of 70 bpm (857 ms per cardiac cycle).
4.3.3 The pulse-foot-seeking algorithm
The pulse-foot-seeking algorithm described by Evans [92] used the first and second 
derivative of the MFE to determine the point where the change of steepness of the 
MFE was greatest. This point was termed as the pulse-foot of the MFE's cardiac 
cycle. The algorithm could be partitioned into the following stages:
1. Detection of the cardiac cycle peaks.
2. Calculation of the first derivative of the MFE.
3. Marking of the maximum values of the first derivative occurring within the 
first window prior to the cardiac cycle peaks.
4. Calculation of the second derivative.
5. Marking of the maximum values of the second derivative occurring within the 
second window prior to the first derivative markers. This marks the pulse-foot.
Figure 4.29 shows the steps of the pulse-foot-seeking algorithm. Part (a) shows 
the MFE with markers at the positions of the cardiac peaks (step 1). The results 
of step 3 are shown in part (b) of the figure. The red marker identifies the maxima 
of the first derivative within the systolic upstroke. The markers in part (c) identify 
the maxima of the second derivative of the MFE and therefore the pulse-foot.
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Time
Figure 4.29: Operation of the pulse-foot-seeking algorithm using a MFE 
from a common femoral artery. The MFE and its cardiac 
cycle peak marker (a), the MFE and the first derivative peak 
marker (b), and the MFE with the second derivative peak 
marker (pulse-foot) (c).
To calculate the pulse-foot correctly the algorithm assumed that the cardiac cycle 
peak of the MFE and the first and second derivative peaks lied within a certain 
distance from each other. The algorithm therefore, denned two windows. The 
first window was used for the distance within which the peak of the first derivative 
should lie in relation to the cardiac peak of the MFE. The second window limited 
the maximum distance between the peaks of the first and second derivatives. In his 
study, Evans described these windows as being constant over a wide range of heart 
rates (32 - 144 bpm) for an adult. He gave these empirically determined windows 
as 187.5 ms and 100 ms, respectively. Figure 4.30 shows the relationship of the 
windows to the peaks.
The cardiac peak detection algorithm used in Evans's original pulse-foot seeking 
method and described in section 4.3.1, was not used here because it depended on
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Figure 4.30: Calculation of the start of the cardiac cycle using the pulse- 
foot-seeking method.
the selection of a specific range of heart rates. Instead the fully automated method 
proposed in section 4.3.1 was used.
4.3.4 The modified pulse-foot-seeking algorithm
The pulse-foot-seeking algorithm worked with most signals and delivers better res­ 
ults than the first derivative method (section 4.3.2). Although the general perform­ 
ance was good, the two algorithms failed with some signals. A modified pulse-foot- 
seeking algorithm was therefore proposed in this study.
This modification to Evans's pulse-foot-seeking algorithm was related to the use 
of the second derivative. The modified pulse-foot-seeking algorithm is described 
below,
1. Detection of the cardiac cycle peaks.
2. Calculation of the first derivative of the MFE.
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3. Marking of the maximum value of the first derivative occurring within the first 
window prior to the cardiac cycle peaks.
4. Starting from the first derivative marker to the left, search for the first non- 
positive first-derivative value prior to the first-derivative marker. The next 
sample is the pulse-foot.
The first three steps of the modified algorithm are identical to Evans's pulse- 
foot-seeking algorithm (section 4.3.3) and only step 4 was changed so as to provide 
an improved detection of the change of direction of the MFE and therefore, the 
pulse-foot. Similar to Evans's algorithm, the modified algorithm used a second 
window to select a region prior to the first-derivative marker. Within this region the 
modified algorithm searched, starting from the first derivative peak, to the left for 
the first non-positive value of the first derivative vector. The point to the right of 
it, which was a positive sample, represented the start of the cardiac cycle. This was 
the point where the MFE turned from falling or no change into the rising section, 
or the systolic upstroke. Figure 4.31 shows the algorithm with an example on a real 
common femoral MFE. The first window (blue) was set to the left of the cardiac 
peak and was used to find the first derivative peak, which is marked with a blue 
vertical line in the figure. The second window (green) defined a region to the left 
of the newly found first derivative peak and the algorithm searched for the first 
non-positive value of the first derivative within this window. The sample point after 
this was the pulse-foot, which was marked with a green vertical line. The length of 
the windows were found empirically. The first window had a length of 187.73 ms, 
which was equivalent to 44 samples of the MFE and equal to length of Evans's first 
window. The second window had a length of 426.67 ms, equivalent to 100 samples 
of the MFE.
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Figure 4.31: Calculation of the start of the cardiac cycle using the modi­ 
fied pulse-foot-seeking method.
The advantage of the proposed algorithm was that, whilst the second window 
was important, its maximum length was not critical. It could in fact extend to the 
beginning of the MFE. The minimum length of the second window, on the other 
hand, should cover at least the systolic upstroke.
4.3.5 Comparison of the cardiac cycle extraction algorithms
This section presents the results of comparing the performances of the first de­ 
rivative, pulse-foot-seeking and modified pulse-foot-seeking algorithms. Three real 
common femoral MFEs were used to demonstrate the differences between the al­ 
gorithms. Figures 4.32 to 4.34 show MFEs from healthy and diseased CFAs. The 
vertical markers in these figures identify the start of the cardiac cycle found by 
the modified pulse-foot-seeking (a), the Evans's pulse-foot-seeking (b) and the first 
derivative (c) algorithms. In all three figures it can be seen that the modified 
pulse-foot-seeking algorithm identified the start of the cardiac cycle correctly at
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the beginning of the systolic upstroke. The start of the cardiac cycle found by the 
pulse-foot-seeking algorithm on the other hand varied between the pulse-foot and 
the rising section of the MFE. The first derivative algorithm worked correctly and 
located the start of the cardiac cycle in the rising section of the MFE. The algorithm 
was included for comparison.
4000
-1000 -
Figure 4.32: Comparison between the three cardiac cycle extraction al­ 
gorithms. Modified pulse-foot-seeking algorithm (a), Evans's 
pulse-foot-seeking algorithm (b) and first-derivative al­ 
gorithm (c).
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Figure 4.33: Comparison between the three cardiac cycle extraction al­ 
gorithms. Modified pulse-foot-seeking algorithm (a), Evans's 










Figure 4.34: Comparison between the three cardiac cycle extraction al­ 
gorithms. Modified pulse-foot-seeking algorithm (a), Evans's 
pulse-foot-seeking algorithm (b), first-derivative algorithm 
(c).
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4.4 The Spectral Broadening Index
A number of indices were denned to aid the classification and diagnosis of arterial 
disease (section 2.4). Most of these indices can be calculated from the MFE and do 
not offer much more information than the MFE itself. To obtain more information 
about the signal without significantly increasing the size of the feature vector, the 
MFE together with other indices were considered.
A suitable index that provided additional information is the Spectral Broadening 
Index (SBI). A number of definitions for the SBI were found in literature. Johnston 
et al [71] defined the SBI as,
SBI = fmax ~ fmean • 100 (4.15)
Jmax
where fmax is the maximum frequency and fmean the mean frequency at the 
systolic peak. The mean frequency was calculated using equation 4.16.
M
E /* • Al
fmean = ^ ————— (4-16)
fc=l
where f/, indicates an individual frequency bin in the spectrogram, M the max­ 
imum frequency index in the spectrogram and Ak the amplitude of an individual 
frequency bin [71].
The SBI gives a measure of the width of the window below the systolic peak, 
which is believed to be related to the severity of the disease [17]. Figure 4.35 shows 
the principle of the SBI calculation. The frequencies fmax and fmean identify the 
maximum and the mean frequency at the cardiac peak, respectively.
Johnston's [71] approach was followed in this study and five samples at the 
systolic peak were used to calculate the SBI. These five samples of the maximum





Figure 4.35: Calculation of the Spectral Broadening Index, fmax and 
fmean identify the maximum and the mean frequency at the 
cardiac peak.
and mean frequency were added before they were used in equation 4.15. Equation 
4.17 summarised this operation for the calculation of the SBI.
SBI = 100 - 100 (4.17)
_ 
N=l
Figure 4.36 shows the distribution of the SBI over the signals used in this study. 
It shows a considerable overlap of the SBI value over the three diagnostic classes 
making it difficult to use the SBI on its own as an indicator for the presence of 
disease and its severity. However, the SBI might have some diagnostic value when 
used together with the MFE.
It can also be seen in figure 4.36 that some SBI values were negative. A neg­ 
ative value for the SBI is not possible as the mean frequency is normally lower 
than the maximum frequency. However, both noise reduction methods, threshold-























Figure 4.36: Distribution of the Spectral Broadening Index over the three 
diagnostic classes used in this study.
ing and wavelet denoising, used in this study reduce the bandwidth significantly in 
some signals. These signals had high noise contents, leading to a high threshold or 
strong wavelet denoising. Because of this narrow bandwidth the result of the mean 
frequency calculation was higher than the result of the 95% percentile algorithm, 
resulting in a negative SBI.
Figure 4.37(a) shows the original spectrogram of a signal. It can be seen that 
it has a very high noise floor, which is in some parts as high as the signal. The 
threshold to remove the noise floor must therefore be quite high, resulting in the 
thresholded spectrogram shown in figure 4.37(b). The remaining signal has a very 
narrow bandwidth, in fact the signal is only one or two frequency bins wide. Due to 
the fact that the maximum frequency was calculated as the frequency enclosing 95% 
of the power, it yields a lower frequency than the mean frequency algorithm. This 
fact is shown in figure 4.37(c), which shows the MFE and the mean frequency en­ 
velope for the forward blood flow only. During the cardiac peak the mean frequency
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Figure 4.37: Original spectrogram (a), thresholded spectrogram (b) and 
MFE and mean frequency envelope (c).
exceeds the maximum frequency, giving a negative SBI value. Only 16 cardiac cycles 
out of approximately 1500 cardiac cycles used here gave a negative SBI value. All 
of these cardiac cycles came from signals that had a high noise floor.
It was reported in the literature that although there is a link between the SBI and 
the severity of the disease, the SBI is influenced by a number of other factors [69-71]. 
Chapter 5 evaluates the success rate of the classification and diagnosis stage with 
and without the SBI as a feature.
4.5 MFE Wavelet coefficients
In automated diagnosis approaches investigated in this study, the MFE was utilised 
as the feature vector, representing the profile of the velocity waveform over time.
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Unfortunately, the required length of the MFE feature vector was rather long if it 
was to represent the velocity profile accurately. As an example, for a heart rate of 
75 bpm, the cardiac cycle length was 0.8 s. Using a 15 kHz sampling frequency and 
an 128-point STFT with 50% overlap required a MFE with 187 points to cover the 
whole cardiac cycle.
Generally, it is advantageous to reduce the size of a feature vector to the few­ 
est number of points. This reduces the computation complexity and increases the 
processing speed of the classification stage. It may even improve the performance. 
However, reducing the number of points of the MFE feature vector may reduce its 
information contents and compromise the performance of the diagnosis process.
Another issue of significant importance was the variability of the heart rates 
between different patients. This resulted in the need to use MFE vectors of different 
lengths to represent complete cardiac cycles for different heart rates. However, this 
was not a feasible option in automated classification as the length of the feature 
vectors have to be maintained at the same value for consistency.
Other researchers [18] who utilised ANNs in the classification of Doppler ultra­ 
sound blood flow signals, only used the first 100 points of the cardiac cycle. They 
argued that the area of interest within the cardiac cycle lied at the beginning of 
the cycle. This was further reduced to 50 points by simply removing every second 
sample.
This study investigated a different approach by keeping the entire cardiac cycle 
and maintaining a constant vector length. This was achieved by re-sampling the 
vector to a fixed length. The algorithm utilised here assumed that the length of the 
original cardiac cycle spanned one time unit. Based on this time unit the re-sampling 
algorithm changed the number of points in the vector to a constant number (Figure 
4.38). The required filtering was implemented using zero-phase-shift FIR filters.








Figure 4.38: Original (blue) and re-sampled (red) MFE of a cardiac cycle 
from a healthy common femoral artery.
After the length of the feature vector was fixed to a constant length, this part of 
the study investigated an alternative approach to reduce the length of the feature 
vector whilst covering the entire cardiac cycle. Chapter 5 gives full details about all 
used feature vector length reduction methods.
One of the three main applications of the Wavelet Transform (WT) is compres­ 
sion (section 2.3). Although this is a lossy compression, the reconstructed signal 
matches the original signal quite closely even when only few coefficients were re­ 
tained. The principle of WT based compression is the decomposition of the original 
signal into approximation and detail coefficients. Only the approximation wavelet 
coefficients and the most dominant detail coefficients are kept. The number of de­ 
tail coefficients needed to achieve an acceptable reproduction of the original signal 
depends on the signal, the level of decomposition and the chosen wavelet base. The 
minimum number of coefficients is equal to the length of the approximation coef­ 
ficients, which is a function of the chosen wavelet base, the level of decomposition
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and the length of the input signal. Figure 4.39 shows the MFE of a cardiac cycle of 
a healthy CFA. The decomposition of the cardiac cycle is shown in figures 4.40 and 
4.41, where two different wavelet bases were used.
Sample
Figure 4.39: MFE of a cardiac cycle from a healthy common femoral 
artery.
Both figures highlight the fact that the choice of the wavelet base is very im­ 
portant for the efficiency of the wavelet compression. Although the approximation 
coefficients in figure 4.41(a) show a closer resemblance to the original vector than 
the one in figure 4.40(a), the reconstruction of the original vector is the same. The 
main difference in these two decompositions becomes clear when the length of the 
approximation coefficient vector is considered. The biorthogonal 3.1 wavelet has a 
much shorter vector and therefore, greater efficiency.
In addition to the decision on the optimum wavelet base, it is necessary to decide 
how many detail coefficients need to be retained and the depth of the decomposition. 
The selection of these parameters was made by calculating the root-mean-square 
error (RMSE) between the original and the reconstructed vectors. The following









Figure 4.40: Wavelet Transform decomposition at level 3 of the MFE 
using the discrete Meyer wavelet, (a) Approximation, (b) 












10 20 30 40
Figure 4.41: Wavelet Transform decomposition at level 3 of the MFE 
using the biorthogonal 3.1 wavelet, (a) Approximation, (b) 
detail level 3, (c) detail level 2, (d) detail level 1.
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wavelet bases, which are widely used for signal processing applications, were used 
in this part of the study:
• Haar • Daubechies 1-10
• Symlets 2-8 • Coiflets 1 - 5
• Biorthogonal • Reverse Biorthogonal
• Discrete Meyer
Using a decomposition level of 1 will result in many approximation coefficients, 
reducing the efficiency of the compression. Although resulting in less approximation 
coefficients, higher decomposition levels need more detail coefficients to represent 
the signal. Decomposition levels 2 and 3 gave a good range of length of approx­ 
imation coefficients. The number of retained detail coefficients was set to 0, 5, 10 
and 15. Retaining too many detail coefficients again reduces the efficiency of the 
compression. Because each detail coefficient needed to be associated with a posi­ 
tion, the efficiency is quickly reduced when including too many detail coefficients. 
An adaptive algorithm was developed in this study to select the threshold at which 
to remove the detail coefficients. The threshold was varied until only the required 
number of detail coefficients were left.
The wavelet compression was applied to all cardiac cycles and the mean and 
the standard deviation of the RMSE for all cardiac cycles of each wavelet base was 
calculated. Tables 4.1 and 4.2 show an extract of the error analysis results. The full 
results for the decomposition at levels 2 and 3 are shown in appendix A. The first 
column indicates the wavelet base and the length of the approximation coefficients 
in brackets.
Prom these results it can be seen that the biorthogonal wavelets, although they 
were not necessarily the best in terms of the RMSE, performed well. The biortho­ 
gonal 3.1 wavelet base, for example, yielded the best compression rate against
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Table 4.1: Mean of the Root Mean Square Error (RMSE) for wavelet de­ 
composition at level 2 over all Doppler signals with standard 
deviation given in brackets. All numbers are rounded to three 
digits after the decimal point. The length of the approximation 




































Table 4.2: Mean of the Root Mean Square Error (RMSE) for wavelet de­ 
composition at level 3 over all Doppler signals with standard 
deviation given in brackets. All numbers are rounded to three 
digits after the decimal point. The length of the approximation 
coefficient vector a3 is given in brackets in the first column.
Tables 4.1 and 4.2 also show the difference between compressions using a two and 
a three level decomposition. Decomposing the MFE to only two levels gave a much 
better reconstruction of the original MFE from the compressed MFE. This came 
with the cost of having a longer approximation coefficients vector. In the case of 
the biorthogonal 3.1 wavelet base, the approximation coefficients vector was almost 
twice as long using a level two rather than a level three decomposition.
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Figure 4.42 shows the approximation and detail coefficients of a CFA decom­ 
posed with a discrete Meyer at level 3. The detail coefficients were thresholded and 
the number of retained detail coefficients was set to 5. The total number of coeffi­ 
cients was therefore 70, 65 for the approximation plus 5 for the detail coefficients. 
The original and the reconstructed MFE are shown in figure 4.43. Although the 
compressed signal contains 70 coefficients, the reconstructed MFE did not match 
the original MFE very well.
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Figure 4.42: Wavelet coefficients of a common femoral MFE using the 
discrete Meyer wavelet. Coefficients thresholded to retain 5 
detail coefficients, (a) Approximation, (b) detail level 3, (c) 
detail level 2, (d) detail level 1
Choosing the biorthogonal 3.1 wavelet as a base for the compression led to a 
much better result. Figure 4.44 shows the decomposition of the same waveform 
as in figure 4.42. Because the decomposition resulted in only 15 approximation 
coefficients the total number of coefficients for the compressed vector was only 20. 
Comparing the original and the reconstructed MFE in figure 4.45, it can be seen 
that the reconstructed MFE matched the original well.
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Figure 4.43: Reconstruction of the MFE from tresholded wavelet coef­ 
ficients using 5 detail coefficients. Decomposition with the 
discrete Meyer wavelet at level 3.
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Figure 4.44: Wavelet coefficients of a common femoral MFE using the 
bi-orthogonal 3.1 wavelet. Coefficients thresholded to retain 
5 detail coefficients, (a) Approximation, (b) detail level 3, 
(c) detail level 2, (d) detail level 1
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Figure 4.45: Reconstruction of the MFE from tresholded wavelet coef­ 
ficients using 5 detail coefficients. Decomposition with the 
bi-orthogonal 3.1 wavelet at level 3.
After compressing the MFE by retaining only a limited number of detail coeffi­ 
cients, a new feature vector must be constructed. The new feature vector consisted 
of three sections: the approximation coefficients, the retained detail coefficients and 
the positions of the retained detail coefficients within the decomposition.
The wavelet decomposition vector was used to create the new feature vector. 
Figure 4.46 shows the decomposition vector of the MFE in figure 4.45 with all 
but the 5 most dominant detail coefficients set to zero. The beginning and end 
of each section is marked with a vertical dashed line. Section A3 consist of the 
approximation coefficients, while sections D3 to Dl hold the detail coefficients for 
levels 3 to 1, respectively.
Figure 4.47 shows an example of the composition of the new feature vector. 
Section (a) in the figure shows the approximation coefficients. In this example there 
are 15 approximation coefficients. The next section of the signal (b) holds the
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Figure 4.46: Wavelet decomposition vector. Approximation coefficients 
(A3), detail coefficients level 3 (D3), detail coefficients level 
2 (D2) and detail coefficients level 1 (Dl).
retained detail coefficients. The last section (c) is used to indicate the position of 
the retained detail coefficients within the decomposition. The length of section (c) is 
always the same as the length of section (b), as it is a direct map between value and 
position of the detail coefficient in the decomposition vector. The positions for the 




Figure 4.47: Wavelet coefficients classification input vector, (a) Approx­ 
imation coefficients, (b) retained detail coefficients (c) posi­ 
tion of the retained detail coefficients
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4.6 Summary
This chapter has presented the feature extraction stage of the Doppler ultrasound 
blood flow analysis. It concentrated on three areas of feature extraction: the extrac­ 
tion of the MFE and the cardiac cycle, the calculation of the SBI and the reduction 
of the MFE length using wavelet-based compression.
All the processing stages for the extraction of the MFE were investigated. Ex­ 
isting methods were compared with new methods and the selection of the best 
performing methods were described.
The calculation of the SBI was presented and reasons were given for its selection. 
A new approach for the reduction of the MFE length was also presented and a 
selection of parameters for this method were given.
The key findings of this chapter can be summarised as follows:
1. The comparison of the MFE extraction algorithms showed that although the 
distance method was less susceptible to noise, the percentile method provided 
better results. Two reasons were attributed to the poorer performance of the 
distance method. An incorrect estimation of the maximum frequency occurred 
when a second knee was present in the spectrogram, and the distance method 
suffered from spikes when no signal was present.
2. The combination of the forward and reverse blood flow signal was improved 
by introducing a new algorithm that utilised a hysteresis parameter.
3. The extraction of the cardiac cycle was improved and automated by introdu­ 
cing a modified pulse-foot-seeking algorithm that included:
(a) A new method of detecting the cardiac peak of the Doppler ultrasound 
blood flow signal.
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(b) An improved detection of the gradient of the systolic upstroke, and there­ 
fore, the start of the cardiac cycle.
4. The SBI was extracted and was used as an additional feature in the decision 
making and diagnosis process described in chapter 5.
5. A lossy wavelet-based compression was able to reduce the length of the MFE 
considerably without losing significant details of the waveform shape. The 
best performing wavelets were the following,
(a) Bi-orthogonal 3.1 at decomposition level 2.
(b) Bi-orthogonal 3.1 at decomposition level 3.
(c) Bi-orthogonal 2.2 at decomposition level 3.
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Chapter 5
Decision Making and Diagnosis
The aim of this study is to investigate and develop methodologies for the automated 
diagnosis of vascular disease using Doppler ultrasound blood flow signals to support 
the clinical decision making process. This chapter presents the investigations con­ 
ducted in this study in relation to the classification and decision making part of the 
process.
A number of classification techniques were previously applied to the common 
femoral artery (CFA) blood flow signal as stated in chapter 2. Artificial Neural 
Networks (ANNs) were used by several researchers to classify Doppler ultrasound 
blood flow signals [1,18-20,90,112]. These researchers used the maximum frequency 
envelope (MFE) as an input vector and presented it to a back-propagation ANN. 
Due to the nature of the problem and the characteristics of ANNs a similar approach 
was used in this study. A number of different data sets were used to investigate the 
influence of data set parameters on the classification performance.
The first section of this chapter (section 5.1) describes the reasons for the se­ 
lection of the classifier. A review of statistical classifier and ANNs in Doppler 
ultrasound was already presented in section 2.5 of the literature review.
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The structure and the size of each layer of the ANNs axe presented in section 
5.2. The ANN paradigm and training algorithm as well as the initial conditions are 
also described in this section.
Section 5.3 presents the performance metrics for the ANN. While a number of 
different performance metrics were considered in this study, only the percentage 
correct and the receiver operating characteristics were used.
The investigation into the influence of parameters, such as the feature vector 
length and automated pre-processing, required the generation of different data sets. 
Section 5.4 describes these data sets. It also includes a description of the clinical 
data used in this study.
The clinical CFA signals in this study were used in two investigations. The first 
investigation separated the signals into CFAs with no significant and significant 
proximal disease. This investigation was called the two-class problem. The results 
are presented in section 5.5 of this chapter. The second investigation partitioned 
the significant proximal disease into two classes: significant proximal disease and 
occlusion of the proximal segment. This investigation was called the three-class 
problem and the results are present in section 5.6.
5.1 The classification approach
ANNs model the human brain by using a set of interconnected artificial neurons thus 
forming a single or multi-layer network. A review of the benefits and disadvantages 
of ANNs was given in chapter 2.
The classification process of Doppler ultrasound blood flow signals is character­ 
ised by the following:
• Non-linear process.
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• Unknown mathematical relationship between input and output.
• Long feature vector, when the MFE is used.
• Noisy and imperfect MFEs are possible.
Because ANNs are well suited to deal with such problems robustly, it was decided 
to use them as the classifier for the Doppler ultrasound signals in this study. Fur­ 
thermore, studies carried out by other researchers showed that ANNs were successful 
in classifying Doppler ultrasound blood flow signals [1,18-20,90,112].
5.2 Choice of ANN structure and parameters
The principle of ANNs was presented in chapter 2, but before an ANN can be 
constructed a number of issues need to be considered. These issues are covered in 
sections 5.2.1 to 5.2.6.
5.2.1 ANN paradigm and training algorithm
The choice for the ANN paradigm fell on the supervised network algorithm because 
the classification of the input signals is known. The network structure chosen for 
this study is the multi-layer perceptron as this has been used successfully in different 
signal classification problems, including Doppler ultrasound blood flow [1,18,19,112], 
EEG signal analysis [85, 113, 114] and speech recognition [88]. There are three 
distinctive characteristics that can be identified in a multi-layer perceptron:
• A smooth non-linear activation function at the output of each neuron.
• One or more hidden layers.
• A high degree of connectivity.
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The most popular learning algorithm for these networks is the error back-propa­ 
gation. It is also the most widely used algorithm for most successful applications of 
supervised learning algorithms [88]. Using the back-propagation learning algorithm 
a network is trained by forming an error signal from the comparison of the desired 
and actual network responses. The error is propagated backwards through the 
network. The free parameters of the network, usually the bias and the weights of 
the neurons, are adjusted to minimise the sum of squared errors.
A disadvantage of the back-propagation and other supervised learning algorithms 
is their poor scaling behaviour. Scaling, in this context, refers to the ability to train 
networks of large sizes. The time to train a network increases exponentially with the 
number of neurons and their interconnections. The learning process of large, and 
especially, heavily multi-layered networks may become unacceptably slow [88]. The 
networks in this study had a maximum of two hidden layers with a maximum of 40 
neurons in each hidden layer. The number and size of the hidden layers is discussed 
in section 5.2.4.
5.2.1.1 Learning rate and momentum
One of the parameters of the back-propagation learning algorithms is the learning 
rate, which influences the speed of training. A small rate of learning will only gen­ 
erate small changes to the weights. This leads to longer learning periods but offers 
smoother adjustment of the weights and is less likely to find a local minimum [115]. 
On the other hand, if the rate of learning is set too high, training will be shortened 
but the network can become unstable. One method of avoiding the problem associ­ 
ated with the selection of the learning rate is to include a momentum term to the 
weight update [88]. The momentum acts like a low-pass filter and avoids radical 
changes to the weights. Without the momentum the network may incorrectly stop
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at a local minimum [115,116].
In this study a variable learning rate and a momentum term were used. The 
employed back-propagation learning algorithm adjusted the weight, w, and bias, 6, 
variables according to the following rules [117]:
1. Should the squared error increase by more than a set percentage, £, after a 
weight update, then the weight update is discarded, the learning rate, Ir, is 
multiplied by a factor, p (0 < p < 1), and the momentum, me, is set to zero.
2. If the squared error decreases after a weight update, then the weight update 
is accepted, Ir is multiplied by a factor, 77 (77 > 1), and me is restored to its 
original value if it had been set to zero previously.
3. If the squared error increases by less than £, then the weight update is accepted, 
IT and me remain unchanged.
The following typical parameter values were chosen in this study [116,117],
me = 0.9, Ir = 0.01, rj = 1.05, p = 0.7, and f - 4% (5.1)
5.2.1.2 Termination of training
Another important issue for a back-propagation ANN is when to stop the training 
period. In theory, the back-propagation algorithm cannot converge and no well- 
defined criteria for terminating the training are defined [88]. In practice, the ter­ 
mination criteria are chosen depending on the application. Common conditions are 
the error goal, the number of epochs and the error gradient.
The error goal is the accepted error for the ANN and is the difference between 
the target and the actual outputs. When the error goal is reached, the training 
algorithm stops.
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The second method to stop the training process is to limit the number of epochs 
of the training stage. The number of epochs determines how often the full data set 
is presented to the ANN. A high number of epochs does not automatically equate to 
best performance. Trained for too long, an ANN can memorise the input data set 
and fails on the classification of previously unseen signal vectors. In other words, it 
may lose its ability to generalise.
A third criterion is used in some algorithms and terminates the learning process 
when the change of the error between one epoch and the next is below a minimum 
value.
All of the above three criteria were used to stop the training process in this study. 
The associated parameters were set to the following typical values,
• Error goal: 0.001.
• Maximum number of epochs: 5000.
• Error gradient: 10~ 10 .
The maximum number of epochs was chosen to be 5000 because it offered a time 
long enough to train the network without stopping the training prematurely. The 
number of epochs were varied between 500 and 10000 in order to study its effect. 
It was found that a limit of 500 epochs terminated the training prematurely, while 
10000 epochs did not provide any improvement in performance.
The error goal is calculated as the mean square error between the target and 
actual output of the network [116],
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where N is the number of presented signal vectors, e(k) the error of the kth 
signal vector, t(k) and a(k) the target and actual output of the kth signal vector, 
respectively.
5.2.2 Number of ANN inputs
The input layer of an ANN serves as a buffer to fan out the inputs to the next layer. 
There are two main issues that affect the input layer: its size and its range of the 
values for the input data.
The size of the input data is determined by the resolution and dimension of the 
input vector. The ANN becomes increasingly complex with longer input vectors. 
Each input is normally fully interconnect to the next layer and therefore, adding a 
multiplication and addition operations to the ANN. For fast processing, and small 
implementations, the ANN input layer should be as small as possible. The signal 
vectors in this study, which are presented in section 5.4, were all one dimensional 
with lengths between 16 and 121 points. In order to observe the effect of additional 
information on the classification process, each signal vector was presented to the 
ANN on its own and with the SBI as an appended additional input. The SBI 
is fully interconnected with the next layer. Figure 5.1 shows an example of the 
organisation of the input layer when the SBI was used.
The second issue concerning the input layer is the maximum and minimum value 
of the input data points. It was reported that the performance of an ANN might 
improve if the data points in the input vector are below 1 [115]. The values in the 
MFE vectors ranged between ±65. Scaling was therefore used to reduce the range to 
±1 for the uncompressed MFE data. No scaling was applied to the compressed input 
vectors as part of the vector identified the position of the retained detail coefficient.




Figure 5.1: Example of the input data set using the MFE and the SBI.
5.2.3 Number of outputs
The number of outputs for the ANN is determined by the number of classes for 
input signal separation. Although it is possible to use only one output neuron for 
all classes by partitioning the range of output values. However, the decision making 
by the ANN is generally more robust when more than one output neuron is used [88]. 
This study looked at two cases of classification and diagnosis. The first case was 
to differentiate between signals from vessels with and without significant proximal 
disease. The second case went one step further and split the significant proximal 
disease class into two separate classes. These were significant proximal disease and 
proximal occlusion. The number of output neurons for the two-class problem was 
set to two, whilst the three-class problem networks had three output neurons, one 
for each class.
5.2.4 Number of hidden layers and number of neurons
No fixed rules exist to determine the optimal number of hidden layers and neurons in 
each hidden layer. The approach used to determine the most successful combination 
of hidden layers and neurons is usually trial and error. This approach was followed
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here. A combination of one and two hidden layer ANNs were used to find the best 
performing network configuration. The number of neurons in each hidden layer were 
varied between 5 and 40 neurons. The following list shows the number of neurons 































A single number represents the number of neurons of the hidden layer in a 
single hidden layer ANN. Two numbers separated by a dash describe the numbers 
of neurons in the two hidden layer networks, with the first number representing the 
first hidden layer.
5.2.5 Transfer function of the neurons
One of the three characteristics of a multi-layer perceptron is the non-linearity at 
the outputs of its neurons. This non-linearity is usually called the transfer function 
as it transfers the sum of the weight-input product to the output of the neuron. 
Figure 5.2 shows a single neuron with the transfer function as a separate block.
Figure 5.2: Single neuron with sum of input-weight product and transfer 
function.
A number of smooth non-linear neuron transfer functions exist, such as the hy-
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perbolic tangent and sigmoid functions. The most commonly used transfer function 
is the sigmoid function and it was also used with all neurons in this study. This 
function is defined as [117],
= 9(a) = sig(a) = (5.3)










Figure 5.3: Sigmoid transfer function.
In the test, the output layer neurons only were subjected to an additional 'winner- 
takes-it-air function. This function sets the output neuron with the largest value 
to one and the others to zero, giving a clear indication of the classification as the 
neuron outputs were mutually exclusive.
5.2.6 Initial conditions
Before the training of an ANN with a back-propagation learning algorithm can com­ 
mence, the free parameters of the network must be initialised. If prior information
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is available, the free parameters can be initialised using this information. No prior 
information was available in this study and all weights and biases were initialised 
to random values. Setting the initial weights to the wrong values can result in a 
situation known as premature saturation. This refers to a scenario where the error 
stays constant for some period of time and only starts to decrease afterwards. Early 
termination of the training stage due to a low error gradient may occur in this situ­ 
ation [88]. To avoid premature saturation, each network structure was trained with 
10 runs. On each training run the free parameters were initialised to new random 
values. The best result was taken as the performance for the particular network 
structure.
5.3 ANN performance metrics
After extensive simulations of different ANN structures and different data sets the 
classification performance must be measured and compared. A number of different 
performance metrics were considered and are presented in the following sections.
5.3.1 Percentage correct
The simplest way to assess the performance of a classifier is to consider the number 
of correctly classified inputs. The signals in this study were judged against the clas­ 
sification obtained during the data collection, the 'gold standard'. The percentage 
correct was therefore, the ratio between the number of signals correctly identified 
by the ANN and the number of correct signals according to the 'gold standard'.
In this study, each data set used the same set of common femoral signals. The res­ 
ults for the percentage correct metric were therefore comparable between all ANNs. 
Furthermore, the percentage correct was only used as an initial indicator of per-
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formance and additional performance metrics were used to identify the best ANN 
performance.
5.3.2 Average sum-squared error
The average sum-squared error is determined by calculating the difference between 
the actual output value and the target output value of the ANN. The error is com­ 
pared with the error goal, which is one of the three training termination conditions 
used here. It was not used to evaluate the performance of the ANN.
5.3.3 Receiver operating characteristics
A useful tool to evaluate the performance of diagnostic systems are receiver operating 
characteristic curves, or ROC curves. The calculation of a ROC curve is used to 
evaluate the performance of the system for one given result, or a particular class [83]. 
The ROC curve is a plot of the true positive ratio over the false positive ratio, which 
is achieved by varying the decision threshold of the output. The larger the area 
underneath the ROC curve the better is the performance of the ANN. Because a 
'winner-takes-it-air strategy was implemented at the output stage of the ANN, the 
ROC curve was not used to compare the ANNs in this study.
Although ROC curve itself was not applied, the performance metrics used to 
calculate the ROC curve were used. Four possibilities exist with a single decision. 
The first is the true positive decision (TP), which gives the number of positive 
decisions of the ANN that coincide with the positive diagnosis of a 'gold standard'. 
The second possibility is the false positive decision (FP), in which the ANN made a 
positive decision that was not included in the 'gold standard'. The third is the false 
negative decision (FN), where a positive diagnosis of the 'gold standard' was not
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made by the ANN. The last possibility is the true negative decision (TN), in which 
both the ANN and the 'gold standard' agree on the absence of a positive diagnosis. 
Table 5.1 shows these definitions [83], which can be absolute numbers or percentages 
of the total signal set.
A number of parameters can be derived from these definitions,
• The sensitivity gives the probability that an event is detected provided it is 
present.
• The specificity is the probability that the absence of an event is detected 
provided the event is absent.
• The false alarm rate is the probability that an event is falsely detected provided 
that the event did not occur.
The relationship between the ROC curve measures and these parameters is 




























Table 5.1: ROC curve metrics definitions.
(5.5)
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FP
False alarm rate = ————— = 1 - specificity (5.6) 
r r + 1 JV
5.3.4 Recall and Precision
Recall and Precision are two performance metrics from the field of expert systems 
and databases [83]. They are defined as follows:
• Recall gives the ratio of the number of correct positive decisions made by the 
ANN and the total number of positive diagnoses made by the 'gold standard'.
• Precision is the ratio of the number of correct positive decisions made by the 
ANN and the total number of positive decisions made by the ANN.
Recall and precision can be linked to the ROC curve definitions using equations 
5.7 and 5.8, respectively.
TP
TP 
Precision = Tp + pp (5-8)
5.3.5 Chi-Square Test
The chi-square test examines the frequency distribution of all possible classes from 
an ANN. It measures how often a class has occurred compared to how often it should 
occur. Its main application is in situations where the correct answer is unknown. 
This may be the generation of music or the simulation of some process. In this 
study all answers were known and the chi-square test was not used as a performance 
metric.
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5.4 Data selection and preparation
In order to train and validate an ANN, the appropriate training and test data sets 
must be selected. To avoid any bias for one class during training, the network was 
presented with an equal number of signals or input vectors per class. The maximum 
number of signals per class was therefore, determined by the size of the data set 
of the smallest class. Furthermore, to validate the performance of the network and 
its ability to generalise, a number of signals from each class were reserved for the 
test data set. To increase the number of signals in each class it is valid to use two 
cardiac cycles from each subject due to the known physiological differences from one 
cardiac cycle to the next [17].
Sections 5.4.1 and 5.4.2 describe the selection and preparation of the data sets 
which were presented to ANNs of this study.
5.4.1 Data selection
The signals used in this study were obtained from a database which was recorded, 
digitised and categorised by the University Hospital of Wales, Cardiff [1]. The signals 
were categorised into three classes:
• No significant aorto-iliac disease (less than 50% stenosis).
• Significant aorto-iliac disease (50% to 99% stenosis).
• Occlusion (over 99% stenosis) in the aorto-iliac segment.
The classification was made with reference to the proximal disease condition. The 
classes were chosen in accordance with general clinical management procedures of 
patients with peripheral vascular disease at the University Hospital of Wales [1]. All 
classes contained signals with and without multiple stenoses (proximal and distal)
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in order to investigate the ability of the ANN to detect proximal disease even in the 
presence of distal disease.
Out of this database, 160 lower limb signals from 134 patients were used to 
develop the algorithms in chapters 3 and 4. For the investigation of the classification 
only 120 signals were used. The reason for this reduction is the requirement to 
provide equal number of signals of each class to the ANNs. The maximum number 
of signals in each class was therefore, determined by the smallest class.
The training set for the two-class problem comprised of 160 cardiac cycles with 
each signal contributing two cardiac cycles. The three-class problem used 120 cardiac 
cycles for the training data set, due to a smaller number of signals in the class of 
occlusive disease. The test sets for both problems were smaller and contained 80 
cardiac cycles from 40 signals. There was no overlap between the training and test 
sets. This ensured that the performance of the ANN was based entirely on its ability 
to generalise.
All subjects underwent Doppler ankle-brachial systolic blood pressure (ABPI) 
measurements and those with a normal ABPI and normal-sounding (triphasic) ankle 
Doppler ultrasound waveforms were assumed to have no significant lower limb ar­ 
terial disease. Those with a lower ABPI or an abnormal-sounding ankle waveform 
underwent Duplex scanning of the aorto-iliac and femoral-popliteal segments us­ 
ing a Toshiba SSA-270A Duplex ultrasound scanner incorporating a 5 MHz linear 
array probe with a Doppler reference frequency of 3.75 MHz. Furthermore, these 
subjects underwent arteriography and biplanar views were taken of the aorto-iliac 
segment. There was a mean interval of 7 days (0 - 90 days) between Duplex scan­ 
ning and arteriography for those patients, with 92% of the entire cohort undergoing 
arteriography within 15 days of the Duplex scan. [1]
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5.4.2 Data preparation
A number of algorithms were investigated in this study and presented in chapters 3 
and 4 to convert the time domain signal into a MFE vector. Some of these algorithms 
improved on existing techniques, whilst others provided alternative approaches. In 
order to compare these algorithms different data sets were prepared. A data set 
was denned as a set of all signals prepared as ANN input vectors using a predefined 
algorithm. The data sets are labelled with a running number from AO to A12.
The length of the ANN input vectors should be kept constant for all MFE vectors 
within a data set. However, the length of the cardiac cycle MFE varied depending 
on the heart rate of the patient. In order to eliminate this dependency, the input 
data should be either truncated or transformed to a constant length. Three methods 
were investigated in this study to maintain a constant length for the cardiac cycle. 
These methods were:
• Re-sampling the cardiac cycle MFE to a constant length (data sets Al and 
A6).
• Truncating the cardiac cycle to different lengths and ignoring the remaining 
part of the cardiac cycle (data sets AO and A2 to A5). This method was also 
used by Wright et al [1,18].
• Compressing the cardiac cycle MFE using a wavelet compression algorithm.
Using these three methods the size of the input vector varied between 16 and 
120 points.
All data sets were transformed using the STFT to calculate the spectrogram 
from the time domain signal. The STFT used an 128-point Hamming window with 
50% overlap. Before further processing algorithms were applied to create the data
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sets, the forward and reverse flow spectrogram sections were combined into a single 
time-frequency domain matrix.
A manually selected threshold was applied to remove the noise floor in two data 
sets (AO and Al). This followed the approach used by previous researchers [1,19] 
and was used here for comparison with the automated algorithms developed in this 
study. All other data sets (A2 - A12) used the new automated method proposed in 
this study, which reduced the noise floor using wavelet denoising. A Haar wavelet 
at decomposition level 9 provided sufficient noise reduction to extract the MFE 
without user intervention. Because the distance method did not provide the correct 
MFE when used without noise reduction algorithms, the percentile method (95%) 
was used to extract the MFE. The cardiac cycles were separated by applying the 
modified pulse-foot-seeking method.
Figure 5.4 gives a summary of the characteristics of the data sets. Each node on 
the right hand side (AO - A12) represents one data set. The path from the original 
data set on the left to a data set on the right shows the pre-processing route. The 
pre-processing algorithms which were common to all data sets, such as the STFT, 
the MFE and the cardiac cycle extraction algorithms, are not shown in this figure.
To investigate possible performance improvements with additional features, the 
SBI was used together with the cardiac cycle MFE. All data sets were therefore, 
used twice in this study, with and without the SBI.
The data sets are grouped by investigation. The following sections describe the 
data sets and the associated investigations.
5.4.2.1 Investigation into the impact of noise reduction algorithms
A number of noise reduction or removal algorithms were investigated in this study 
and section 3.5 presented these algorithms in detail. Two methods were identified
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Figure 5.4: Tree for the generation of the data sets. Each node on the 
right hand side (AO - A12) represents one data set.
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to produce sufficient noise reduction for further processing. These were manual 
thresholding and two-dimensional wavelet denoising. The first method was not 
suitable for an automated processing of the Doppler ultrasound signals, but was 
included for comparison with the proposed wavelet denoising method and previous 
work.
This investigation was split into two parts. In each part two data sets were com­ 
pared. The only difference between the data sets was the noise reduction method.
In the first part, the MFE was truncated to a constant length. The two data 
sets, AO and A3, followed the same pre-processing route described above with the 
exception of the noise reduction. Data set AO used a threshold that was manually 
selected for each signal to remove the noise components, while data set A3 used 
wavelet denoising. The MFE was first truncated to 120 points and then reduced 
to 60 points by taking every second point. This approach was also used by Wright 
et.al. [1,19] and allowed comparison with these studies.
A similar investigation was performed in the second part. However, here the MFE 
was re-sampled to 100 points rather than truncated. This presented the entire MFE 
for one cardiac cycle to the ANN. It was felt necessary to investigate this case for 
both noise reduction methods in order to observe the effect of presenting the entire 
cardiac cycle MFE to the ANN. Data set Al was created using the manual threshold 
approach, while data set A6 used the automated wavelet denoising algorithm. A 
sampling rate of 100 samples per cardiac cycle was chosen as it resulted in a sample 
period of 11.67 ms when based on an average heart rate of 70 bpm. Previous research 
suggested that the Doppler ultrasound blood flow signal can be assumed stationary 
for this period [43].
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5.4.2.2 Investigation into the impact of MFE vector length reduction
This investigation was conducted to observe the impact of truncating the MFE of 
the cardiac cycle on the ANN results. All data sets used the same automated pre­ 
processing route. Noise reduction was performed by applying wavelet denoising. 
A number of different methods were used to truncate the MFE, all of which were 
based on the work of Wright et.al [1, 19]. Two main methods for the reduction of 
the MFE were followed. The first method was to truncate the MFE to a constant 
length. Data set A2 and A5 followed this approach. Data set A2 was truncated 
to 120 points, whilst data set A5 was truncated to 80 points. The second method 
was to reduce the resolution of the MFE by removing every second point from the 
vector. This was used in data set A3, which was based on a 120 point long truncated 
MFE and gave a 60 point MFE. Data set A4 combined these two methods again 
and truncated the data set A3 to only 50 points. For comparison, data set A6 was 
included in this investigation as it used the entire MFE, re-sampled to 100 points, 
as an ANN input vector.
Figure 5.5 shows the cardiac cycle MFE of one of the Doppler ultrasound blood 
flow signals used in this study. Part (a) of the figure displays the entire re-sampled 
MFE (data set A6). Figures 5.5(b) - (d) show data sets A2, A5, and A4, respectively. 
Data set A3 is not included in figure 5.5 as it is of almost identical shape to data set 
A2. From the figure it is apparent that the cardiac cycle is only fully represented in 
data set A6.
5.4.2.3 Investigation into the impact of MFE compression
A new approach of presenting the MFE to an ANN was proposed in this study. The 
previous data sets (A2 to A5) reduced the length of the MFE by truncating the 
signal vector. This method was not able to present the entire cardiac cycle to the
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Figure 5.5: Example of MFEs: re-sampled to 100 points (data set A6) 
(a), truncated to 120 points (data set A2) (b), truncated to 
80 points (data set A5) (c) and truncated to 50 points after 
reducing the resolution from 120 to 60 points (data set A4) 
(d).
ANN. The new approach, which was detailed in section 4.5, applied a wavelet-based 
compression algorithm to the MFE. This reduced the length of the MFE but retained 
the most dominant features of the entire cardiac cycle. To provide a consistent basis 
for the compression, the 100 sample point long cardiac cycle MFE from data set A6 
formed the basis of this data set.
The data sets described in this section were used to investigate the effectiveness 
of the proposed approach on the classification results of the ANN. Six data sets (A7 
to A12) were used for this investigation. The selection of these data sets was made 
from tables A.I and A.2 in appendix A. These tables list the root mean square 
error (RMSE) between the reconstructed and the original MFE for different para­ 
meters. The parameters of the selected data sets were chosen to form an optimum 
compromise between low RMSE and a short vector length. The vector composition
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was described in section 4.5. The data sets were,
• Data set A7; biorthogonal 3.1 wavelet at level 2 with 10 detail coefficients. 
(RMSE = 0.048, Length = 47 points)
• Data set A8; biorthogonal 3.1 wavelet at level 2 with 5 detail coefficients. 
(RMSE = 0.08, Length = 37 points)
• Data set A9; biorthogonal 3.1 wavelet at level 3 with 15 detail coefficients. 
(RMSE = 0.071, Length = 45 points)
• Data set A10; biorthogonal 3.1 wavelet at level 3 with 10 detail coefficients. 
(RMSE = 0.112, Length = 35 points)
• Data set All; biorthogonal 3.1 wavelet at level 3 with 5 detail coefficients. 
(RMSE = 0.207, Length = 25 points)
• Data set A12; biorthogonal 2.2 wavelet at level 3 with 0 detail coefficients. 
(RMSE = 0.49, Length - 16 points)
5.5 Classification of proximal disease: The two- 
class problem
This section presents the results of the ANN performance on separating the input 
signals into two classes: no significant proximal disease (less than 50% stenosis) 
and significant proximal disease (over 50% stenosis). All the data sets previously 
introduced in section 5.4 were applied to all network structures presented in section 
5.2.
The different network structures were identified by their number of hidden lay­ 
ers and the size of each hidden layer. A 10-20 layer network structure, therefore,
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indicates a two hidden layer network with 10 neurons in the first and 20 neurons in 
the second hidden layer. The number of input neurons depended on the data set 
and ranged between 16 and 121, including the SBI. Two output neurons, one for 
each class, were used, and all ANNs were trained for 5000 epochs unless the error 
goal or the minimum error gradient was reached.
Each network structure was trained 10 times with each data set to avoid the 
influence of the initial values of the ANN, which were chosen randomly. The best 
performing ANN for each data set was initially selected by the percentage of cor­ 
rectly classified signals. Graphs that show the percentage correct for each network 
structure are included in appendix B.I. To further differentiate the performance 
of the ANNs with equal percentage correct, additional performance metrics were 
applied. These were sensitivity, specificity and false alarm rate. In cases where two 
or more ANNs achieved the same percentage correct performance, the ANN with 
the lowest false alarm rate in the no significant proximal disease class was selected. 
This criteria was chosen as it is important to have as few cases as possible where 
a significant proximal disease is falsely detected as no significant proximal disease. 
When ANNs had equal performance the one with the fewest number of neurons was 
selected. The following sections present the best ANN performance results for the 
smallest ANN structures only. The metrics for all the best performing ANNs are 
included in appendix B.2.
The results are split into the same groups as described in section 5.4. Each data 
set was used without and with the SBI. Both results are given here.
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5.5.1 Investigation into the impact of the noise reduction 
algorithms
Four data sets were used to investigate the effect of the noise reduction algorithm, 
and therefore, the possibility of automating the diagnosis and decision making pro­ 
cess. The first two data sets (AO and A3) used a 60-point cardiac cycle MFE as an 
input vector for the ANN.
The best performing ANNs using data set AO, which utilised manual thresholding 
for noise reduction, had a classification rate of 92.5% without the SBI. That was 
reduced to 91.25% when the SBI was included. The smallest network that achieved 
this performance for data set AO with and without SBI had one hidden layer with 
20 neurons. Tables 5.2 and 5.3 show the result summary for data set AO without 























































Table 5.3: Best achieved classification result for data set AO with the SBI for the smallest
ANN.
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ANNs using data set A3, which used the automated algorithm with the wavelet 
denoising, achieved slightly higher classification rates of 93.75% without and 95% 
with the SBI. The results are shown in tables 5.4 and 5.5. The smallest ANN 
achieving these classification rates had one hidden layer with 10 neurons. This was 























































Table 5.5: Best achieved classification result for data set A3 with the SBI for the smallest
ANN.
The use of the SBI as an additional feature resulted in a slightly decreased 
performance for data set AO, but an increased performance for data set A3. Also, 
the performance of the automated noise reduction algorithm produced better ANN 
perfomance results than those with manual thresholding.
The second pair of data sets (Al and A6) used a 100-point re-sampled cardiac 
cycle MFE as an input vector for the ANN. Without the SBI as an additional 
feature the best performing network structures for data set Al, which employed 
manual thresholding, had a classification rate of 88.75%. The ANN had two hidden
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layers with 10 neurons each. When the SBI was included in the input vector the 
network with 5 neurons in the first hidden layer and 20 neurons in the second hidden 
layer performed best. The classification rate was the same as for the input vector 























































Table 5.7: Best achieved classification result for data set Al with the SBI for the smallest
ANN.
Data set A6, which used the automated noise reduction algorithm, achieved a 
classification rate of 92.5% in both cases, without and with SBI. The best performing 
network structure without the SBI used one hidden layer with 10 neurons. When 
the SBI was included in the input vector the network with 5 neurons in the first and 
5 neurons in the second hidden layer performed best. The classification matrices are 
shown in tables 5.8 and 5.9.
These results show that the data sets with the automated algorithm, A3 and A6, 
yielded improved performance results over data sets AO and Al, which used manual 
thresholding. Furthermore, the introduction of the SBI into the ANN input vector























































Table 5.9: Best achieved classification result for data set A6 with the SBI for the smallest
ANN.
only improve the classification in data set A3 by 2.5%. It can also be observed that 
the truncated ANN input vectors performed better than the entire cardiac cycle 
MFE, which was re-sampled to 100 points.
5.5.2 Investigation into the impact of MFE vector length 
reduction
Truncating the cardiac cycle MFE to obtain a constant length ANN input vector was 
a technique previously used by other researchers [1,19,112]. The previous section 
has already shown that the truncated ANN input vector performed better than the 
ANN input vector with the entire cardiac cycle MFE.
This investigation used four different data sets, all of which used truncated car­ 
diac cycle MFEs. For comparison data set A6, which used the entire cardiac cycle 
MFE, was included. All data sets used algorithms that automated pre-processing,
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including the automated wavelet denoising algorithm.
Data set A2 presented the first 120 points of the cardiac cycle MFE to the ANN. 
When used without the SBI the best performing ANN had 5 neurons in the first 
hidden layer and 10 neurons in the second hidden layer. The classification rate for 
this ANN was 95%. This decreased to 92.5% when the SBI was used with an ANN 
























































Table 5.11: Best achieved classification result for data set A2 with the SBI for the smal­ 
lest ANN.
The next data set, A3, reduced the input vector to 60 points by taking every 
second sample. The performance decreased to 93.75% when no SBI was used, but 
increased to 95% when the SBI was included in the input vector. The ANN had in 
both cases 10 neurons in the hidden layer. Tables 5.12 and 5.13 show the perform­ 
ance for this data set. The tables are repeated here for convenience.























































Table 5.13: Best achieved classification result for data set A3 with the SBI for the smal­ 
lest ANN.
The third data set, A4, truncated the input vector from data set A3 further to 
include only 50 points. Without the SBI an ANN with 10 neurons in the hidden layer 
achieved a classification rate of 93.75%. Including the SBI increased the classification 
rate to 96.25% using an ANN with 10 neurons in its hidden layer. The results are 



























Table 5.14: Best achieved classification result for data set A4 without the SBI for the 
smallest ANN.
Data set A5 is similar to data set A2 in the way that it simply truncated the 
cardiac cycle MFE. The difference with data set A2 was that data set A5 only used



























Table 5.15: Best achieved classification result for data set A4 with the SBI for the smal­ 
lest ANN.
the first 80 points of the cardiac cycle MFE as an input vector. The classification 
rate for this data set without the SBI decreased further to 92.5%, which was the 
lowest rate of all four data sets. This performance was achieved with an ANN that 
had 10 neurons in its hidden layer. Including the SBI increased the classification 
rate to 95% with an ANN that had 5 neurons in the first and 30 neurons in the 























































Table 5.17: Best achieved classification result for data set A5 with the SBI for the smal­ 
lest ANN.
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Data set A6 was included in this investigation for comparison reasons and the 
tables are repeated here for convenience (tables 5.18 and 5.19). The classification 
rate without and with the SBI was 92.5%, which was equal to or worse than the 























































Table 5.19: Best achieved classification result for data set A6 with the SBI for the smal­ 
lest ANN.
The investigation showed that the use of the entire cardiac cycle MFE did not 
give the best performance. In fact, the best classification rate was achieved with the 
shortest input vector (50 points) when used with the SBI (96.25%). The use of the 
SBI improved the classification rate of most data sets.
5.5.3 Investigation into the impact of wavelet compression
This investigation examined the performance of the newly proposed method of re­ 
ducing the feature vector length of the cardiac cycle MFE. Six data sets were used 
in this investigation.
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The first data set, A7, compressed the cardiac cycle MFE to 47 points using a 
bi-orthogonal 3.1 wavelet at level 2 with 10 retained detail coefficients. The classi­ 
fication rate without the use of the SBI was 91.25% and increased to 92.5% when 
the SBI was included. Without the SBI an ANN with 10 neurons in the first and 5 
neurons in the second hidden layer performed best. When the SBI was included the 
best performing ANN had a first hidden layer with 10 neurons and a second hidden 























































Table 5.21: Best achieved classification result for data set A7 with the SBI for the smal­ 
lest ANN.
The next data set, A8, reduced the length of the input vector to 37 points by 
retaining only 5 detail coefficients. The performance improved slightly and the 
classification rate was 92.5% without and 93.75% with the SBI. The first ANN had 
10 neurons in the hidden layer, whilst the second ANN had 30 neurons in the first 
and 20 in the second hidden layer. The results are shown in tables 5.22 and 5.23.























































Table 5.23: Best achieved classification result for data set A8 with the SBI for the smal­ 
lest ANN.
The wavelet decomposition of data set A9 was increased to level 3, giving a 
shorter approximation coefficient length. After retaining 15 detail coefficients the 
ANN input vector had a total length of 45 points. The classification rate decreased 
when compared with data sets A7 and A8. Without the SBI the ANN achieved 90% 
and with the SBI 91.75% classification. The first ANN had only 5 neurons in its 
hidden layer, whilst the second ANN used 40 neurons in the first and second hidden 



























Table 5.24: Best achieved classification result for data set A9 without the SBI for the 
smallest ANN.



























Table 5.25: Best achieved classification result for data set A9 with the SBI for the smal­ 
lest ANN.
Reducing the number of retained detail coefficients to 10, data set A10, improved 
the classification rate for the ANN when the SBI was included. The performance 
was 90% without and 92.5% with the SBI. The network structure for the ANN was a 
single hidden layer with 5 neurons and a two hidden layer structure with 20 neurons 
in the first and 30 neurons in the second hidden layer, respectively. Tables 5.26 and 























































Table 5.27: Best achieved classification result for data set A10 with the SBI for the 
smallest ANN.
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Data set All reduced the input vector length further by only retaining 5 de­ 
tail coefficients, therefore, creating a 25 point input vector. The classification rate 
without and with the SBI was 92.5%. The ANN had 10 neurons in the first and 
5 neurons in the second hidden layer to achieve this performance without the use 
of the SBI. When the SBI was included the ANN structure had 10 neurons in the 























































Table 5.29: Best achieved classification result for data set All with the SBI for the 
smallest ANN.
The last data set in this investigtion used a bi-orthogonal 2.2 wavelet at level 
3 without any detail coefficients. The ANN input vector had a length of 16 points 
only. The classification rate improved to 96.25% without the SBI and 95% with the 
SBI. The ANN for the data set without the SBI had 20 neurons in the first and 
5 neurons in the second hidden layer. This changed to 20 neurons in the first and 
30 neurons in the second hidden layer when the SBI was included. Tables 5.30 and 
5.31 show the result.























































Table 5.31: Best achieved classification result for data set A12 with the SBI for the 
smallest ANN.
The investigation showed that the ANN that used data set A12 performed the 
best amongst all six data sets. It is also the data set with the shortest ANN input 
vector.
5.6 Classification of proximal disease: The three- 
class problem
This section presents the results of the ANN performance in solving the three- 
class problem. The three-class problem involved the separation of the input signals 
into three classes. These were, no significant proximal disease, significant proximal 
disease and proximal occlusion. All of the data sets described in section 5.4 were 
applied to the network structures presented in section 5.2. Three output neurons, 
one for each class, were used for all ANNs. All ANNs were trained as described in
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section 5.5.
The same procedure as in section 5.5 was used to select the best performing ANN. 
Graphs that show the percentage correct for each network structure are included in 
appendix C.I and tables with detailed information of the best performing ANN are 
included in appendix C.2. The results were split into the same groups as introduced 
in section 5.4.
5.6.1 Investigation into the impact of noise reduction al­ 
gorithms
The investigation into noise reduction algorithms for the two-class problem showed 
improvements in the classification rate when the wavelet denoising algorithm was 
applied. In this investigation the same four data sets were used to investigate the 
effect on the three-class problem.
First, data sets AO and A3 were compared. Both data sets used a 60-point 
cardiac cycle MFE as the ANN input vector. The best performance for data set 
AO, which used a manually selected threshold for noise reduction, without the SBI 
was achieved by an ANN with 10 neurons in the first and 5 neurons in the second 
hidden layer. This ANN classified 72.5% of all signals correctly. Including the SBI 
into the input vector improved the classification rate to 77.5% using an ANN with 
20 neurons in the first and 5 neurons in the second hidden layer. Both results are 
detailed in tables 5.32 and 5.33.
Exchanging the method of manually selecting the threshold for the automated 
wavelet denoising algorithm, data set A3, improved the classification result without 
and with the SBI by 10% and 3.75%, respectively. The classification rate was there­ 
fore, 82.5% and 81.25%, respectively. The structure of the ANN changed to 5 neur-









































Table 5.32: Best achieved classification result for data set AO without the SBI for the 
smallest ANN.
ons in the first and 30 neurons in the second hidden layer for the case without the 
SBI. When the SBI was included, the ANN had one hidden layer with 20 neurons. 









































Table 5.33: Best achieved classification result for data set AO with the SBI for the smal­ 
lest ANN.
Using the SBI as an additional feature had a positive effect only with data set 
AO. Data set A3, which showed a considerable improvement over data set AO, did 
not indicate an improvement in classification rate when the SBI was included.
The second pair of data sets that were used to investigate the effect of the noise 
reduction algorithms on the classification rate of the ANN were Al and A6. Both 
data sets used the entire cardie cycle MFE, which was re-sampled to 100 points. 
Data set Al, which used the manually selected threshold, achieved a classification 
rate of 76.25% using an ANN with 20 neurons in the first and 30 neurons in the 
second hidden layer. This classification rate improved to 81.25% when the SBI was









































Table 5.34: Best achieved classification result for data set A3 without the SBI for the 
smallest ANN.
included in the input vector of the ANN. The ANN that achieved this performance 
had two hidden layers with 40 neurons each. The classification matrices are shown 









































Table 5.35: Best achieved classification result for data set A3 with the SBI for the smal­ 
lest ANN.
The performance of the ANN improved by 1.25% when the manual selection of 
the threshold was replaced by the automated wavelet denoising algorithm. Data set 
A6 achieved a classification rate of 77.5% using a two hidden layer ANN with 10 
neurons in the first and 40 neurons in the second hidden layer when the SBI was 
not used. The two hidden layer ANN with 5 neurons in each hidden layer achieved 
the best classification rate of 82.5% with the use of the SBI. Results are shown in 
tables 5.38 and 5.39.
The investigation showed that using the wavelet denoising algorithm as a replace­ 
ment of the manual thresholding for noise reduction did not only allow automation




























































































































Table 5.38: Best achieved classification result for data set A6 without the SBI for the 
smallest ANN.









































Table 5.39: Best achieved classification result for data set A6 with the SBI for the smal­ 
lest ANN.
of the process but also improved performance.
5.6.2 Investigation into the impact of MFE vector length 
reduction
The same investigation as described in section 5.5 was conducted here to compare 
the performance of ANNs with feature vectors of different lengths for the three-class 
problem.
The performance of the ANNs using the input vector of data set A2 without and 
with the SBI was 83.75%. This was achieved by an ANN with 5 hidden neurons 
when the SBI was not used and by an ANN with 5 neurons in the first and 30 
neurons in the second hidden layer when the SBI was used. Tables 5.40 and 5.41 
show the results in detail.
The second data set, A3, reduced the input vector to 60 points by taking every 
second sample from data set A2. Tables 5.42 and 5.43 show that the classification 
rate decreased in both cases. Without the use of the SBI an ANN with 5 neurons 
in the first and 30 neurons in the second hidden layer achieved a classification rate 
of 82.5%. By including the SBI into the input vector an ANN with 20 neurons in 
its hidden layer achieved a classification rate of 81.25%.





























































































































Table 5.42: Best achieved classification result for data set A3 without the SBI for the 
smallest ANN.








































Table 5.43: Best achieved classification result for data set A3 with the SBI for the smal­ 
lest ANN.
The third data set, A4, in this investigation was created by reducing the length 
of data set A3 further by truncating it to 50 points only. An ANN with 40 neurons 
in the hidden layer and without the use of the SBI achieved a classification rate of 
82.5%. This performance increased by 1.25% to 83.75% when the SBI was included. 
The ANN achieving this performance had 5 neurons in the first and 10 neurons in 
the second hidden layer. Overall the performance decreased when compared to data 









































Table 5.44: Best achieved classification result for data set A4 without the SBI for the 
smallest ANN.
Data set A5 truncated the cardiac cycle MFE to 80 points. The classification 
rate for this data set improved by 1.25% to 83.75% without the SBI when compared 
to data set A4. This was achieved with an ANN that had a single 5 neuron hidden 
layer. The performance improved by 2.5% to 86.25% when the SBI was included. 
The ANN achieving this had 30 neurons in the first and 5 neurons in the second









































Table 5.45: Best achieved classification result for data set A4 with the SBI for the smal­ 
lest ANN.









































Table 5.46: Best achieved classification result for data set A5 without the SBI for the 
smallest ANN.
The results from data set A6, which used the entire cardiac cycle MFE, is re­ 
peated here for comparison. Tables 5.48 and 5.49 show that this data set had the 
lowest classification rate (77.5%) of this investigation when used without the SBI. 
This only improved marginally when the SBI was included. The data set achieved 
82.5% classification, which ranked amongst the lower classification rates in this in­ 
vestigation.
The results of this investigation reaffirmed those from the investigation conducted 
with the two-class problem. It showed that the best performance is not achieved 
with the entire cardiac cycle MFE, but with data set A5 when used with the SBI. 
Data set A5 used an 80-point long input vector by truncating the cardiac cycle MFE 
to that length. The use of the SBI improved the performance of the ANN in all





























































































































Table 5.49: Best achieved classification result for data set A6 with the SBI for the smal­ 
lest ANN.
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but two cases. In one case it did not show any change and in the other case the 
performance decreased marginally.
5.6.3 Investigation into the impact of wavelet compression
The investigation into ANNs using wavelet compressed feature vectors conducted for 
the two-class problem in section 5.5 was repeated here for the three-class problem. 
The classification rate of data set A7 without the SBI was 77.5%. The ANN 
had two hidden layers with 30 neurons in the first and 20 neurons in the second 
hidden layer. Including the SBI into the input vector improved the classification 
rate to 81.25% using an ANN with 10 neurons in its hidden layer. The classification 



















































































Table 5.51: Best achieved classification result for data set A7 with the SBI for the smal­ 
lest ANN.
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The performance for both cases improved with data set A8. Without the SBI 
of the signals were correctly classified. This increased to 82.5% when the SBI 
was included. The ANNs used to achieve these performances had 10 neurons in its 
hidden layer when used without the SBI and 20 neurons in its hidden layer when 



















































































Table 5.53: Best achieved classification result for data set AS with the SBI for the smal­ 
lest ANN.
The classification rate for data set A9 increased in both cases by 2.5%. Without 
the SBI an ANN with 30 neurons in the first and 5 neurons in the second layer 
achieved a classification rate of 82.5%. Including the SBI improved the classification 
rate to 85% using a two hidden layer ANN with 20 neurons in the first and 10 neurons 
in the second hidden layer. Details are shown in tables 5.54 and 5.55.
Reducing the number of retained detail coefficients to 10, data set A10, decreased 
the classification rate by 7.5% and 5% compared with data set A9. The classification
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rate without the use of the SBI was 75% using an ANN with 20 neurons in the first 
and 30 neurons in the second hidden layer. The classification rate improved to 80% 
when the SBI was included. This was achieved with an ANN that had 10 neurons 
in the first and 40 neurons in the second hidden layer. Tables 5.56 and 5.57 show 



















































































Table 5.55: Best achieved classification result for data set A9 with the SBI for the smal­ 
lest ANN.
Without the SBI, data set All achieved a better classification rate than data set 
A10. The classification rate of 78.75% was achieved using an ANN with 5 neurons in 
its hidden layer. This improved to 80% when the SBI was used. The ANN achieving 
this performance had 10 neurons in the first and 20 neurons in the second layer. The 
classification matrices are shown in tables 5.58 and 5.59.
The performance of the ANN using data set A12 without the SBI was the second 
lowest in this investigation. The ANN had 10 neurons in the first and 30 neurons in





























































































































Table 5.58: Best achieved classification result for data set All without the SBI for the 
smallest ANN.









































Table 5.59: Best achieved classification result for data set All with the SBI for the 
smallest ANN.
the second hidden layer and achieved a classification rate of 76.25%. This improved 
by 7.5% to 83.75% when the SBI was included in the input vector. The ANN had 
two hidden layers with 5 neurons in each hidden layer. The results are shown in 









































Table 5.60: Best achieved classification result for data set A12 without the SBI for the 
smallest ANN.
This investigation showed that the proposed method of compressing the fea­ 
ture vector using the Wavelet Transform (WT) delivered a good performance. The 
best performing data set used a bi-orthogonal 3.1 wavelet at level 3 with 15 detail 
coefficients retained (data set A9).









































Table 5.61: Best achieved classification result for data set A12 with the SBI for the 
smallest ANN.
5.7 Summary
This chapter has presented the classification approach that was used to identify the 
severity of the vascular disease from the Doppler ultrasound blood flow signals. It 
focused on both the classification approach itself and the data sets used for classi­ 
fication.
Different classification methods were presented and the reasons for selecting the 
ANN approach were described. Furthermore, this chapter presented the key issues 
associated with the design of ANNs. Performance metrics were introduced to meas­ 
ure the success of each ANN in classifying the Doppler ultrasound blood flow signals 
correctly.
The pre-processing methods, which were proposed and investigated in chapters 
3 and 4, were combined with different approaches. Each of these approaches led to 
a data set that was used as a collection of input vectors for the ANNs. All data sets 
were detailed in this chapter. A number of different ANNs were used to determine 
the optimal structure for a particular data set.
The ability to classify the Doppler ultrasound blood flow signals was investigated 
using two problems: the two-class and the three-class problems. The key findings 
of this chapter can be summarised as follows:
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1. The introduction of the wavelet denoising algorithm in the noise reduction 
stage did not only automate this stage but also improved the classification 
performance.
2. In general, data sets with truncated cardiac cycle MFE performed better than 
data sets with the entire cardiac cycle MFE. Only when data set A3, which 
used a truncated cardiac cycle MFE, was combined with the SBI in the three- 
class problem the performance worsened relative to the entire cardiac cycle 
MFE (data set A6) with the SBI.
3 . Compressing the ANN input vector using the WT gave good results. In the 
two-class problem these data sets delivered the best performing ANN, together 
with a data set that used truncation. For the three-class problem the wavelet 
compressed data sets delivered the third best result.
4. The introduction of the SBI into the ANN input vector did improve the per­ 
formance in a majority of the cases. In the two-class problem only three out 
of 13 data sets decreased their performance when the SBI was introduced. 
The three-class problem performance was generally better with the SBI than 
without. Only one data set performed worse when the SBI was included.
5. The size and structure of the best performing ANNs was independent from the 
length of the ANN input vector. The introduction of the SBI seemed to have 
resulted into more complex ANN structures in general. The best performing 
ANNs in the two-class problem without the SBI had a low number of hidden 
layer neurons. The ANNs for the three-class problem generally required larger 
hidden layers.
Table 5.62 shows a summary of the results for all data sets in both problems
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with and without the SBI. The classification rate of the best performing ANN is 
shown in the table for each data set, with the best results for each data set shown 
in bold. The size and the structure of the best performing ANNs for each data set 




























































































Table 5.62: Best classification result for data sets AO to A12. The value 
in bold face shows the best value for the data set. The length 
of the data set is given without the SBI appended.




























































































Table 5.63: Size and structure of the best performing ANNs for data sets 





The aim of this study was to investigate techniques for the automated classifica­ 
tion and diagnosis of Doppler ultrasound blood flow signals. To achieve this aim, 
previous research work was reviewed and a signal processing and analysis strategy 
was proposed. Doppler ultrasound blood flow signals recorded from the common 
femoral artery (CFA) were selected to provide the data sets for this investigation. 
Algorithms at each stage of the proposed strategy were identified and investigated. 
New approaches to improve and automate the Doppler ultrasound blood flow clas­ 
sification and diagnosis were developed and compared with existing methods. The 
processing and analysis methods used in this study provided improved results in the 
classification and diagnosis of Doppler ultrasound blood flow signals when compared 
with previous work.
This chapter discusses the results of the investigations conducted during this 
study. Section 6.1 discusses the importance of signal pre-processing and the results of 
the investigations into signal transformation and noise reduction algorithms. Feature 
extraction and data reduction are discussed in section 6.2. This includes the results 
of the comparative investigation into existing and newly developed algorithms. The
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classification and decision making stage is covered in section 6.3 together with the 
results of the overall investigation.
6.1 Signal transformation and noise reduction
This section presents the discussion of the investigations into signal transformation 
and noise reduction, which were described in chapter 3.
6.1.1 Signal transformation
The transformation of the Doppler ultrasound blood flow signal into the time- 
frequency domain is a very important step in the analysis of these signals. It forms 
the basis for further processing and therefore, influences the classification results and 
clinical diagnoses. In order to achieve a good classification result, the signal trans­ 
formation algorithm should represent the Doppler signal as accurately as possible in 
the time-frequency domain. But not only the accuracy of the signal representation 
is important. Other factors to consider are the signal-to-noise ratio (SNR) in the 
time-frequency domain and computational complexity. A high SNR will improve the 
performance of the following processing stages, whilst a low computational complex­ 
ity allows the implementation of the algorithm into lower cost equipment, therefore 
enabling their acceptance in the primary healthcare market.
An investigation into available signal transformation algorithms, which are suit­ 
able for Doppler ultrasound blood flow signals, was conducted in chapter 3. The 
investigation was performed with respect to the three points identified above and 
focused on new techniques compared to traditional approaches.
One of the signal transformation algorithms that has received significant atten­ 
tion in the past decade is the Wavelet Transform (WT). Chapters 2 and 3 reviewed
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the WT and its suitability for the transformation of Doppler ultrasound blood flow 
signals. It was concluded that the WT was incompatible to the requirements of 
Doppler ultrasound blood flow signal analysis. This was mainly due to the poor 
frequency resolution at high frequencies and the poor time resolution at low fre­ 
quencies. Due to this disadvantages, the WT was not investigated further in this 
study.
Recently, researchers have studied the application of the WT to Doppler ul­ 
trasound signals [48-50]. Matani et al [48] avoided the problem of low frequency 
resolution at high frequencies by introducing wavelet voices between the integer 
wavelet scales. Although this approach yielded good results, it is not economically 
viable as it required the use of a parallel computer with 36 CPUs.
The continuous WT was also applied successfully to Doppler ultrasound quad­ 
rature signals [49]. Giiler et al [50] compared the STFT, autoregressive modelling 
(AR) modelling and the WT with Doppler ultrasound signals to detect aorta failure. 
Although their investigation showed that the WT performed best, it is important 
to note that the window used for the STFT was chosen to be 25.6ms. This was too 
long to assume stationarity and therefore, might have invalidated the results. Mo 
et al [43] stated that the Doppler signal can be assumed stationary for a period of 
approximately 10 ms.
A solution to the time and frequency resolution problem of the WT that was 
considered was its generalisation, the Wavelet Packet Transform (WPT) described 
in chapters 2 and 3. The WPT has a uniform time and frequency resolution based on 
wavelet packet bases. Furthermore, the WPT was not applied to Doppler ultrasound 
blood flow signals previously. The WPT and the STFT were therefore, investigated 
in this study (chapter 3).
As with the STFT the time and frequency resolution of the WPT depended
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largely on the selected parameters. The WPT showed its best result on the Doppler 
signal when a discrete Meyer wavelet packet base was used. It was further shown 
that the STFT with an 128-point window yielded a time resolution of 8.53 ms and 
a frequency resolution of 117.19 Hz. Whilst the frequency resolution for the WPT 
was identical, the time resolution was improved to 4.27 ms, when using a decom­ 
position level of 6. The introduction of a 50% overlap improved the apparent time 
resolution of the STFT to 4.27 ms, matching the WPT's time resolution. Although 
the underlying signal was only analysed on a basis of a window length of 8.53 ms 
(128-points at 15 kHz sampling frequency), a spectral point was generated for every 
4.27 ms. The comparison of the maximum frequency envelope (MFE) extracted 
from the STFT and WPT showed that both MFEs had almost the same timing 
(figure 3.13).
Further comparisons between the STFT and the WPT in this study showed that 
the time-frequency distribution (TFD) of the WPT gave a higher noise floor than 
the STFT. Using a noise free signal the noise floor of the STFT was -65.7 dB, whilst 
the noise floor of the WPT was only -42 dB. By adding a -10 dB noise component 
to an artificially created time domain signal both TFDs had higher noise floors. For 
the STFT it increased to -40 dB and for the WPT to -37.7 dB. This is interesting as 
the noise floor of the WPT only increased by a small amount compared to that of 
the STFT. Further investigations in section 3.4.3 showed that the difference between 
the noise floors of the STFT and the WPT became smaller with increased levels of 
noise. Overall the STFT offered a better signal-to-noise ratio (SNR), especially at 
lower levels of noise in the time domain signal, where the difference is significant.
The overall result from the comparison between the STFT and the WPT was 
unexpected. It was assumed that the WPT would yield a noticeably better time- 
frequency resolution in the extracted MFE, which was not the case when the overlap
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for the STFT window was introduced. Although this did not mean that the STFT 
had the same time-frequency resolution as the WPT, it showed that the resolution 
provided by the STFT is sufficient for Doppler ultrasound signal analysis. The 
reason for this may be that the Doppler ultrasound blood flow signal can be assumed 
to be stationary for 8.53 ms, and that the improved time resolution of the WPT is 
not required.
The WPT also showed more spectral broadening in some signal parts and an 
overall higher noise floor than the STFT. This may be explained by the fact that both 
algorithms use different principal components to analyse the time domain signal. 
While the STFT uses infinitely long sinusoidal waves, the WPT uses a finite length 
wavelet similar to a sinusoid (discrete Meyer wavelet packet base). The finite length, 
and the fact that the wavelet contracts and dilates during the analysis, may cause 
the higher noise floor and broader spectrum in some parts.
Overall the STFT was preferred because of its simplicity and higher SNR. Fur­ 
thermore, the processing time of the STFT was significantly shorter than of the 
WPT. The investigations in section 3.4.3 showed a ratio of 36.2 between the STFT 
and the WPT in favour of the STFT with the same computer running Matlab 6.1. 
Equations 3.6 and 3.8 in the same section showed a similar relationship between the 
numbers of multiplications and additions for the STFT and the WPT.
Studies by other researchers concluded similarly in favour for the STFT [8,25,50, 
61,62,64]. Problems found with alternative algorithms included increased compu­ 
tational complexity, high dependency on correctly estimated parameters and incon­ 
clusive results with in-vivo data. Overall, all studies agreed with this investigation 
that the STFT was the best compromise due to its simplicity and processing speed. 
More details about these studies were given in chapter 2.
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6,1.2 Noise reduction
The spectrogram that was generated from the Doppler ultrasound blood flow signals 
by the STFT is normally noisy. Frequency components generated by wall and probe 
movement, reflection from tissue boundaries and electronic noise are part of a noise 
floor of the Doppler signal spectrum. This noise floor should be lowered or removed 
before extracting the features from the spectrum of the Doppler ultrasound blood 
flow signal. The noise reduction process is normally performed by an operator, who 
selects a threshold that sets all elements of the spectrogram below it to zero. The 
threshold is usually varied until the operator is satisfied with the visual appearance 
of the spectrogram. This iterative method is very subjective, and very difficult to 
repeat. To achieve consistent classification results the selection of the threshold 
should be removed from the operator's control. Furthermore, the removal of the 
operator from this stage would allow the automation of this stage.
Because the thresholding method normally used is not suitable for automated 
processing, wavelet denoising was investigated in this study. It was shown in chapter 
3 that the use of the soft-thresholding wavelet denoising algorithm gave very good 
results when applied to the spectrogram rather than to the time domain signal. The 
two-dimensional algorithm achieved an almost complete removal of the background 
noise and improved the spectrogram significantly when compared to results reported 
in the literature [118,119]. A sliding neighbourhood window was used to remove 
the occasional remaining spikes in the spectrogram. Although this method did 
not remove or reduce the background noise before the signal was transformed into 
the time-frequency domain, it removed the background noise before the feature 
extraction stage. Furthermore, this method can be used without the interaction of 
an operator, unlike the manual thresholding method reported by Wright et al [1] 
and used in commercial Doppler ultrasound scanners.
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Recently, researchers investigated the wavelet denoising approach in Doppler 
ultrasound. Liu et al [118] investigated wavelet denoising using the soft-thresholding 
approach proposed by Donoho [104]. The algorithm was applied to the time domain 
signal of unidirectional Doppler ultrasound signal and enhanced the spectrogram. 
The approach was further studied by Zhang et al [119], who used Wavelet Frames. 
The study showed an improvement on the work of Liu et al and was also applied to 
unidirectional signals.
Wright et al [1,18,19] used a simple thresholding method to remove the back­ 
ground noise in the spectrogram. Although this method was very effective in the 
removal of the unwanted components, it needed manual intervention of an operator. 
Hoskins et al [120] compared two noise reduction algorithms: the double window 
modified trimmed mean (DWMTM) filter and a method using a two-dimensional 
filter. The DWMTM was applied to the MFE after its extraction from the spec­ 
trogram. It therefore, did not reduce the background noise from the spectrogram 
itself but reduced the effect of noise after it had already propagated into the feature 
extraction stage. The second method was more successful in smoothing the spikes 
in the spectrogram, but it did not remove the background noise.
The effect of the thresholding method used by Wright et al [1,18,19] and the 
wavelet denosing algorithm on the classification of clinical signals was investigated 
in this study. The results were given in chapter 5 and are discussed in section 6.3 
of this chapter.
6.2 Feature extraction
This section presents the discussion of the work reported in chapter 4. It is divided 
into five parts, each discussing a section of the chapter.
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6.2.1 Extraction of the MFE
Although the MFE ignored information present in the spectrogram of the Doppler 
ultrasound blood flow signal, it is the most common feature extracted from the 
spectrogram. It is a simple representation of the maximum blood flow velocity over 
time and the basis for a number of indices.
Four MFE extraction methods were previously investigated in a study by Mo et 
al [43]. The study compared the percentile method with the D'Alessio's threshold 
crossing method, the modified threshold crossing method and the hybrid method. 
The study used simulated continuous wave Doppler signals of the carotid arteries 
with SNR between 9 dB and 17 dB, which were used without prior noise reduction 
of the spectrogram. Although the alternative methods showed improvements over 
the percentile method, the study found that none of the methods exhibited marked 
superiority over all performed tests.
In this study, the percentile method was used because of its simplicity and com­ 
pared with a new algorithm, the distance method. The distance method was pro­ 
posed with the aim of reducing, or avoiding, the need of a background noise reduc­ 
tion or noise removal algorithm for the spectrogram. Although the distance method 
showed an improved ability to deal with background noise in the spectrogram, it 
suffered from spikes in the extracted MFE. These spikes occurred in time intervals 
where no signal was present. Spikes could also occur when the spectrogram of the 
signal had a reduced amplitude in the higher frequency band. This amplitude drop 
in the spectrogram presented a second knee in the cumulative power vector which 
caused the wrong estimation of the maximum frequency. The integration of the 
signal collection and digitising stages would reduce or avoid this effect.
Although the distance method showed a number of problems, the performance 
improved when used on a spectrogram where noise reduction had been applied. On
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the other hand, when the noise floor was lowered, the percentile method delivered 
a more reliable MFE with less spikes.
6.2.2 Combination of the MFE
The blood flow of the CFA is normally triphasic. It has a forward flow, followed by 
a reverse flow and another forward flow component. The MFEs for both, forward 
and reverse flows, were extracted separately and therefore, needed to be combined. 
The combination of the two flows also halved the overall length of the feature vector. 
This is a non-trivial process, as the forward and reverse flow components overlapped 
in parts.
Wright et al [18] described the comparison method for the combination of the 
forward and reverse flow envelopes. This method was compared with the subtraction 
method and a modified comparison method proposed in this study. The MFE 
created by the subtraction method suffered from reduced absolute values due to 
reverse flow during the systolic peak. Although this was avoided by the comparison 
method, the transitions between forward and reverse flow showed oscillations when 
the forward and reverse flow components subsided gradually. The method proposed 
in this study, the modified comparison method, reduced the frequency with which the 
oscillations occurred and showed the best result of the three combination algorithms. 
The success of the modified comparison method can be attributed to the hysteresis 
parameter. It forms a tolerance band around the combined MFE, therefore allowing 
only definite changes in direction to affect the combined MFE.
The combination of the forward and reverse blood flow of the CFA using the 
R-wave was described by Gibbons et al [105]. Their study investigated the use of 
a microcomputer to calculate the Pulsatility Index (PI), for which the combination 
of the forward and reverse flow was necessary. The R-wave was used to remove the
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whole reverse flow component between the R-wave peak and the forward flow peak. 
Furthermore, the reverse flow was removed when a significant forward flow existed. 
This method required the acquisition of the EGG in order to detect the R-wave. 
This is impractical, as it increases the demand on the operator and increases the 
complexity of the measurement.
6.2.3 Extraction of the cardiac cycle
The information provided by the MFE is repetitive and based on the cardiac cycle. It 
is therefore, only necessary to use one cardiac cycle of the MFE for the classification 
of Doppler ultrasound blood flow signals. This provides the feature vector for further 
processing stages. The automated extraction of the cardiac cycle MFE is difficult 
due to the possible range of different MFEs. Figure 4.21 in section 4.3.1 showed 
three examples of possible MFE waveform shape.
A semi-automatic algorithm was proposed by Evans [92]. His study described a 
pulse-foot-seeking algorithm that was used successfully on a large number of Doppler 
ultrasound blood flow signals. The algorithm was not completely automated, as it 
relied on the manual selection of the heart rate range by an operator. Because this 
algorithm gave good results, it was included in this study and compared to the first 
derivative algorithm described by Wright et al [18] and to a modified pulse-foot- 
seeking algorithm, which was proposed in this study. The first derivative algorithm 
did not perform well and missed some cardiac cycles completely due to the variability 
in the amplitude of the cardiac cycle peaks. The pulse-foot-seeking algorithm by 
Evans performed well, but was restricted to a limited heart rate range. One reason 
for this was the requirement of setting the length of windows, in which the start 
of the cardiac cycle was to be found. This limited the suitability of the algorithm, 
as the required window length varied with the heart rate. The proposed modified
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algorithm avoided this dependency by automatically detecting the heart rate from 
the MFE. A second modification eased the constrains on the maximum length of 
the processing windows. This algorithm showed improved results and worked with 
a larger range of heart rates (50 bpm to 150 bpm).
Two main reasons for the success of the modified pulse-foot-seeking method can 
be found. Firstly, the proposed algorithm for the detection of the cardiac cycle peaks 
allowed the modified pulse-foot-seeking method to extend the range of heart rates it 
can operate with. Secondly, the modification in the determination of the beginning 
of the systolic upstroke enabled the new method to extend the search window for 
this point. This was the major contributor to the improved detection performance.
Another approach to find the start of the cardiac cycle, which is necessary for 
the extraction of the cardiac cycle, was reported by Hoskins et al [121] and Wright 
et al [18]. Both described a matched filter approach, where the start of the cardiac 
cycle was detected by correlating the MFE with a selected transfer function. This 
approach was not suitable for this study as it required the manual selection of the 
transfer function.
Johnston et al [93] described a microcomputer-based system with a waveform 
identification process to extract a cardiac cycle for the calculation of the PI. The 
system was able to identify and extract 96% of the waveforms, using visual feedback 
as guidance. This algorithm was based on identifying the maximum values and 
averaging five cardiac cycles with less than 20% beat-to-beat rate variance. This 
approach was not suitable for this study, as the averaging of the cardiac cycles of dif­ 
ferent lengths distorted the waveform shape, which carries the required classification 
features.
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6.2.4 Spectral broadening
The MFE is the most commonly extracted feature of the spectrogram of the Doppler 
ultrasound blood flow signal. However, it is believed that the blood flow signal 
and its time-frequency representation include additional information of value in the 
clinical diagnosis of vascular disease and the assessment of its severity. This view 
has been confirmed by the human observers who classified the signals used in this 
study. Their classification results are discussed in section 6.3.
An important item of information in the spectrogram that is not represented by 
the MFE is the spectral broadening, which is believed to provide an indication of the 
severity of the disease condition in the blood vessel. Kassam et al [69] stated that 
there are at least two features in the carotid spectral waveform that can be used for 
classification, the peak frequency of the cardiac cycle and spectral broadening. As 
a result it was decided in this study to utilise the Spectral Broadening Index (SBI) 
as an additional parameter alongside the MFE and to investigate its impact on the 
classification of the clinical blood flow signals. The results of using the SBI were 
presented in sections 5.5 and 5.6 and are discussed in section 6.3.
This study used the definition given by Johnston et al [71] to calculate the SBI. 
With the exception of three cardiac cycles, the calculation of the SBI gave good 
results. Three cardiac cycles caused problems as their signal bandwidth during the 
cardiac peak was very small. Due to the different algorithms used to calculate the 
maximum frequency (95% percentile) and the mean frequency, the mean frequency 
was calculated to be larger than the maximum frequency in these cases. This resulted 
in a negative value for the SBI as described in section 4.4. The cardiac cycles, 
however, were still used in the classification process.
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6.2.5 MFE Wavelet coefficients
The possibility of reducing the length of the feature vector was also investigated. 
Pittner et al [122] reported an algorithm for reducing the number of features for clas­ 
sification problems that was based on clustering wavelet coefficients. In this study a 
different approach was followed. The feature vector, MFE, was lossy compressed us­ 
ing a method called wavelet compression. It was shown that the compressed feature 
vector maintained the dominant features of the original vector by measuring the 
root-mean-square-error (RMSE) of the reconstructed feature vector against the ori­ 
ginal one. This method was also used to select the wavelet compression parameters. 
The good reconstruction results of the lossy wavelet compression can be attributed 
to the selection of the wavelet base. As the investigation showed in figures 4.40 
and 4.41, an optimally selected wavelet base is able to present the signal with the 
minimum of wavelet coefficients.
The effect of the compression on the classification and diagnosis was presented 
in sections 5.5 and 5.6 and is discussed in section 6.3.
Overall the investigations in chapter 4 showed that it is possible to fully auto­ 
mate the feature extraction stage of the Doppler ultrasound blood flow classifica­ 
tion and diagnosis process. Although the individual automation of some of existing 
algorithms were previously reported [92], the combination and automation of all 
algorithms necessary to extract one cardiac cycle MFE from the spectrogram were 
not reported by other researchers.
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6.3 Classification and decision making
Chapter 5 has presented the reasons for selecting Artificial Neural Networks (ANNs) 
as the classification algorithm in this study. In principle, ANNs are suited for 
applications where there are no established mathematical relationships between the 
input feature vectors and the classification results, which is the case for Doppler 
ultrasound blood flow signals and the vascular disease condition. Although the 
shape of the MFE provides an indication of the severity of vascular disease, the 
exact relationship between the two is not fully understood.
In addition, ANNs have been previously used in signal recognition tasks and lend 
themselves to automation, which is one of the main objectives of this study. Their 
suitability for use in Doppler ultrasound blood flow applications was confirmed by 
previous researchers [1,18-20,112].
The Doppler ultrasound blood flow signals used in this study came from the CFA 
in the lower limb. The aim of the classification of these signals was to detect the 
presents of proximal disease regardless of presence of distal disease. The problem 
with the detection of proximal disease using Duplex scanners is related to the loc­ 
ation of the aorto-iliac segment. Bowel gas and obesity in patients make an image 
scan less reliable. Furthermore, the classification of proximal disease using indices 
derived from the MFE is reduced in the presence of distal disease.
The signals for this study were collected over a period of one year from different 
patients and changes in the day to day performance of the operator provided a wide 
range of signals. This approach ensured that the recorded Doppler ultrasound blood 
flow signals were comparable to signals used normally in clinical investigations. The 
availability of signals with a wide quality range has enabled this study to be very 
realistic. Software simulation and data collection from controlled environments, such
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as flow model and animals, have the advantage of giving well denned signals, but 
lack the variety of quality that are exhibited by real signals. Furthermore, controlled 
signals do not show the impact of real clinical conditions such as distal or multiple 
stenoses unlike the signals used in this study. These clinical conditions were reported 
to reduce the classification abilities of different indices significantly [7,15].
The following sections discuss the classification results together with the effect 
of noise reduction, feature vector length, SBI and overall automation of the clinical 
decision making process.
6.3.1 Classification results
The results of the investigations presented in chapter 5 showed good classification 
rates for both, the two-class and the three-class problem. The two-class problem 
achieved a maximum classification rate of 96.25%, whilst the highest rate for the 
three-class problem was 86.25%. The lower result for the three-class problem was 
expected, as it is generally more difficult to separate three classes than two. Fur­ 
thermore, the third class was very narrow and only covered arteries with 99 to 100% 
occlusion. This was likely to be a factor contributing to the lower classification 
result in the three-class problem.
The best result for the two-class problem was achieved by two ANNs. The 
first used a 50-point feature vector that was truncated, decimated and truncated 
again (data set A4). The second ANN used the 16-point wavelet compressed feature 
vector, which was the shortest feature vector available (data set A12). The SBI was 
utilised in the first ANN but not in the second. The ANN achieving the best result 
in the three-class problem utilised a feature vector truncated to 80 points and used 
the SBI (data set A5). The third best performance was achieved by the shortest 
feature vector, the 16-point wavelet compressed MFE, plus the SBI (data set A12).
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As the two highest performances were achieved by ANNs using short feature vec­ 
tors, it might be possible that there was a trend. It was reported that a high ratio 
between the numbers of training vectors and the number of ANN inputs normally 
delivers a better trained ANN [123]. As the number of training vectors stayed con­ 
stant, this would be the case for the shorter feature vectors of this study. Figures 6.1 
and 6.2 show the classification results, ordered by increasing feature vector length, 
for the two-class and three-class problem, respectively. It can be seen that there is 
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Figure 6.1: Classification result from the two-class problem, re-ordered 
by length of the feature vector. Only the results from the 
automated approaches are displayed, (a) results without SBI, 
(b) results with SBI.
A study conducted by Wright [1] used Doppler ultrasound blood flow signals 
from the same database as this study. Wright used manual thresholding for noise 
reduction and an ANN for classification. The best performing ANN was presented 
with truncated and decimated 20-point feature vectors and achieved a classification 
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Figure 6.2: Classification result from the three-class problem, re-ordered 
by length of the feature vector. Only the results from the 
automated approaches are displayed, (a) results without SBI, 
(b) results with SBI.
The classification rates of this study were significantly better than those reported 
by Wright for both, the two- and three-class problems. A comparison of Wright's 
results and the results of this study can be seen in table 6.1 for the two-class problem 
and in table 6.2 for the three-class problem. The classification results used for 
the comparison were the best performing ANNs from this study. The 16-point 
long wavelet compressed feature vector without the SBI was used for the two-class 
problem as it was the smaller of the two best performing ANNs. The ANN for 
the three-class problem used an 80-point truncated feature vector with the SBI (81
points in total).
Both studies showed a similar pattern, where signals with significant disease per­ 
formed worst than the other classes in both problems. Also interesting to note is that 
the third class, occlusion, in the three-class problem showed only a small improve­ 

































Table 6.2: Best classification result of the three-class problem for this and 
Wright's study [1].
This suggests that the initial reason given earlier for the poorer performance of the 
three-class problem might be correct, and that the class is too narrow. The differ­ 
ence in performance cannot be explained directly with these results, as a number of 
parameters differed between the two studies. Wright's study used manual threshold­ 
ing and the first derivative method for the cardiac cycle extraction, whilst this study 
used an automated process for both. The influence of the different parameters were 
investigated in this study and are discussed later in this section.
The Pulsatility Index (PI) was calculated for all signals used in the test set of 
this study because of the reported high classification rate associated with its use [6]. 
Figure 6.3 shows the distribution of the PI for each class of the Doppler ultrasound 
signals. The figure shows that a separation of the signals using the PI into two 
classes would achieve a classification rate of approximately 85 to 90%. Separating 
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Figure 6.3: PI of the Doppler ultrasound signals used in this study.
In an earlier study Johnston et al [124] found that the PI had values between 3 
and 17 for the no significant disease class, 1 and 7 for the significant disease class, 
and 0.5 and 4 for the occlusion class. Similarly, Demorais et al [37] reported that no 
significant stenosis was present when the PI was greater than 6, whilst a significant 
disease was found when the PI was less than 5. This not only confirmed the results 
of the calculations of the PI in this study, but also that there is a significant overlap 
between all three classes.
A number of studies were conducted to investigate the classification of Doppler 
ultrasound blood flow signals using the MFE [1, 6, 11, 12, 18-20, 39, 112]. These 
studies used a number of different approaches and signal features. A summary of 
these studies and the reported best classification figures are shown in table 6.3.
Although the classification figures listed in table 6.3 are high, it was reported 
that the classification rate is reduced for Doppler ultrasound blood flow signals with 
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Johnston et al [6]
Macpherson et al [12]
Johnston et al [6]
Evans et al [11]
Johnston et al [6]
Johnston et al [6]
Wright [1]
Table 6.3: Best reported classification result of studies using the MFE for 
classification of Doppler ultrasound blood flow signals.
table 6.3 used manual intervention by an operator at different levels and were not 
automated. This clearly demonstrates the approaches proposed in this study and 
their objectivity due to the elimination of the need for human intervention.
6.3.2 Misclassification
Analysing the results of the best performing ANNs for each data set showed that a 
small number of signals were misclassified across the data sets in more than 50% of 
the cases. For the two-class problem the result for the 106 best performing ANNs 1 
can be summarised as follows:
• 21 out of 80 cardiac cycles were at least misclassified once.
• 6 out of these 21 cardiac cycles were misclassified in at least 50% of the ANNs.
• The 6 misclassified cardiac cycles came from 4 different Doppler ultrasound 
signals.
most data sets more than one ANN network structure achieved the best classification result.
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Two of the four most misclassified Doppler ultrasound signals were from the 
significant disease class, whilst the other two were from the no significant disease 

















Figure 6.4: Cardiac cycle MFE of the most often misclassified signals in 
the two-class problem, (a) - (d): significant diseased signals, 
(e) - (f): no significant diseased signals.
Figures 6.4(a) to (d) show the four cardiac cycles of the significant diseased 
signals, all of which exhibit reverse flow components. The loss of the reverse flow, 
with the dampening of the amplitude and spectral broadening, are some of the 
features of a stenosed common femoral Doppler ultrasound blood flow signal as 
described in chapter 2. The fact that these signals were still showing reverse flow 
may be because their stenosis is close to 50%, which was the degree of stenosis 
separating the two classes. In fact, the cardiac cycles in figure 6.4(c) and 6.4(d) 
are from a CFA that was labelled during the initial classification by the operator 
as showing a stenosis of around 50%. These two cardiac cycles were misclassified in 
72.6% (figure 6.4(c)) and 98.1% (figure 6.4(d)) of all cases.
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Figure 6.4(f) shows the reverse behaviour, where the reverse flow vanished al­ 
though the signal did not represent significant disease. It is very likely that this 
signal also represented a degree of stenosis close to 50%, and as such it was misclas- 
sified as representing significant disease. Comments in the signals database by the 
operator showed that this signal represented distal occlusion, a situation that can 
also be found in other signals. Figure 6.4(e) on the other hand shows a considerable 
spike into the reverse flow region at the cardiac peak. The reason for this can be 
seen in its spectrogram (figure 6.5). The spectrogram indicates that the quality of 
the recording was poor and that part of the forward flow is mirrored into reverse 
flow, showing in some areas the same power amplitude as the forward flow. The 
pre-processing and feature extraction algorithms were not able to cope with such a 
signal, as the mirrored forward flow was recognised as a genuine reverse flow com­ 
ponent. This type of misclassification, which can affect any classification approach, 
can be avoided in a system by only recording signals of reasonable quality level. 
These cardiac cycles showed misclassification rates of 99% (figure 6.4(a)), 98.1% 
(figure 6.4(b)), 79.2% (figure 6.4(e)) and 64.2% (figure 6.4(f)).
For the three-class problem the misclassification by the 38 best performing ANNs 
can be summarised as follows2 :
• 52 out of 80 cardiac cycles were at least misclassified once.
• 10 out of these 52 cardiac cycles were misclassified in at least 50% of the ANNs.
• The 10 misclassified cardiac cycles came from 7 different Doppler ultrasound 
signals.
• All cardiac cycles misclassified in the two class problem were also misclassified 
in the three-class problem.
2 In most data sets more than one ANN network structure achieved the best classification result.
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Figure 6.5: Spectrogram of the misclassified cardiac cycle MFE in figure 
6.4 (e).
Four of the most misclassified signals belonged to the significant disease class and 
three belonged to the no significant disease class. The six most misclassified cardiac 
cycles in the two-class problem formed a subset of the misclassified cardiac cycles 
in the three-class problem and their discussion is not repeated here. The remaining 
four cardiac cycles are presented in figure 6.6.
All four cardiac cycles were classified as occlusions. Three of the cardiac cycles 
belonged to the significant disease class, whilst one belonged to the no significant 
disease class (figure 6.6(d)). The cardiac cycles in figure 6.6(a) and 6.6(b) are very 
damped, which is normally the case for MFEs from occluded arteries. It is therefore, 
very likely that the source of the two cardiac cycles is highly stenosed, causing the 
misclassification. The cardiac cycle in figure 6.6(c) resembled the one in figure 6.6(a), 
although the amplitude was higher. The similarities between these two waveforms 
and between the waveform in figure 6.6(a) and an occluded waveform, is likely to 
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Figure 6.6: Cardiac cycle MFE of the most often misclassified signals in 
the three-class problem, (a) - (c): significant diseased signals, 
(d): no significant disease.
an unusual shape, which was likely to be the cause of the misclassification. The 
spectrogram of this signals (figure 6.7) was of very poor quality. The background 
noise was very high and had almost the same level as the signal. The cardiac cycles 
showed misclassification rates of 52.6% (figure 6.4(a)), 81.6% (figure 6.4(b)), 89.5% 
(figure 6.4(c)), 86.8% (figure 6.4(d)), 73.7% (figure 6.4(e)), 55.3% (figure 6.4(f)), 
94.7% (figure 6.6(a) and (figure 6.6(b))), 71.1% (figure 6.6(c)) and 57.9% (figure 
6.6(d)). The signals that provided the cardiac cycles shown in figure 6.4(e) and 
figure 6.6(d) should not have been included in the classification because of their 
poor quality.
From the above analysis of the misclassified signals the reasons for misclassific­ 
ation can be attributed to the following two reasons
• Signals with a degree of stenosis close to the border between two classes.
Poor quality Doppler ultrasound signals.
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6000
Figure 6.7: Spectrogram of the misclassified cardiac cycle MFE in figure 
6.6(d).
6.3.3 Comparison with human observers
The study conducted by Wright [I] compared the classification results with those 
achieved by two human observers using the same Doppler ultrasound signals. The 
human observers were experienced personnel from the University of Wales College 
of Medicine and used the MFE and the sonogram (tables 6.4 and 6.5) for their 
classification. The results for the two-class problem showed classification rates of 
79.5% for observer 1 and 82.5% for observer 2 using the MFE, and 87.5% for observer 
1 and 85.5% for observer 2 using the sonogram. The three-class problem produced 
classification rates of 66.7% by observer 1 and 64.7% by observer 2 using the MFE, 
and 72% by observer 1 and 72.3% by observer 2 for the sonogram.
A comparison of Wright's results, the best human observer and the results of 
this study can be seen in table 6.6 and 6.7. The classification results used for 
the two-class problem in this study were from an ANN with 16-point long wavelet 

















































overall 66.7 72 64.7 72.3
Table 6.5: Classification results produced by human observers [1] for the three-class prob­ 
lem.
used an 80-point truncated feature vector with the SBI (81 points in total). The 
classification rate of this study outperformed the other two results. This is a clear 
indication that the algorithms and methodology proposed in this study did not only 
provide an automated approach to assist in clinical decision making, but can improve 
on the performance of experienced operators.
Interestingly, the tables show that the human observer classification using the 
sonogram was better than using the MFE. This supports the suggestion that the 
MFE does not include all the disease related features of the spectrogram.
6.3.4 Noise reduction
The automation of the noise reduction algorithm was one of the main aims of this 




















overall 96.25 82.5 82.5 87.5
Table 6.6: Comparison of the best classification rates achieved in this study, Wright's 































Table 6.7: Comparison of the best classification rates achieved in this study, Wright's 
study and the human observers for the three-class problem.
jectivity and variability from the extracted features. The use of an algorithm that 
allows the automation of the noise reduction stage is only valid if the classification 
rate does not suffer. This study has investigated the wavelet denoising algorithm 
and compared it to the manual thresholding method. Four different feature vectors 
were prepared to investigate the effect of the noise reduction on the overall classi­ 
fication result. Two feature vectors were used for each noise reduction method as 
described in section 5.4.2.
The results of the investigation showed clearly that the automated noise re­ 
duction approach delivered a superior performance over the manual grass-cutting 
method. For the two-class problem the performance improved by 2.5% and 3.75% 
for the two feature vectors, whilst an increase of 5% was achieved for both feature 






























Table 6.8: Comparison between automated (wavelet denoising) and 
manual (grass-cutting threshold) noise reduction. Feature vec­ 
tor A: MFE truncated to 120 points and decimated to 60 points 
(data set AO & A3). Feature vector B: MFE re-sampled to 100 
points (data set Al &; A6).
This study has shown that the automation of the noise reduction stage using the 
wavelet denoising algorithm was not detrimental to the performance, but actually 
improved the classification. This indicates that the manual selection of the grass- 
cutting threshold introduced a variability that decreased the classification rate.
6.3.5 Feature vector length
In order to optimise the complexity and performance of the ANN the impact of the 
feature vector length was investigated. Two different methods were used. The first 
method was used by Wright et al [1,18,19] and simply truncated and decimated 
the feature vector. The second method used a different approach of selecting and 
retaining the most dominant features of the vector by utilising wavelet compression. 
Both methods were compared with each other and with a feature vector containing 
the entire cardiac cycle as described in section 5.4.2.
Table 6.9 shows the ANN classification results for different levels of cardiac cycle 
truncation. Interestingly, the performance of the ANN using the entire cardiac cycle 
as a feature vector was not as good as the one using truncated cardiac cycles. The 
difference in performance was up to 3.75%. The best performing ANN in the two-
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class problem achieved 96.25% using a 50-point feature vector. In the three-class 
problem an 80-point feature vector achieved 86.25%. Both results were the highest 
within the study.





































Table 6.9: Comparison between truncated and entire cardiac cycles.
The second method of reducing the feature vector length was the reduction of the 
feature vector length using the wavelet compression algorithm. Table 6.10 shows the 
results. The shortest feature vector achieved the highest classification rate (96.25%) 
in the investigation of the two-class problem. This was the same rate as the one 
from the 50-point truncated feature vector. The result is interesting as no detail 
coefficients were retained and only the approximation coefficients were used. It 
suggests that the basic shape of the MFE, after being transformed by the WT, is 
enough to detect the state of the artery. In the three-class problem the shortest 
feature vector only achieved the second highest classification rate of this group and 
the third highest of the study. The 45-point feature vector, which was compressed 
at level 3 with a bi-orthogonal 3.1 wavelet, performed best in this group when the 
SBI was used (46 points in total).
Comparing the results of the two methods, it is evident that the wavelet com­ 
pression method delivered classification results which were similar to the ones from 
the truncation method. The advantage of the wavelet compression method, however,
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Table 6.10: Comparison between the wavelet compressed and the entire cardiac cycle 
feature vectors.
was the shorter feature vector, which was 16 versus 51 points for the two-class prob­ 
lem and 46 versus 81 points for the three-class problem3 . The performance of the 
wavelet compressed feature vector was 1.25% lower than with the truncated feature 
vector in the three-class problem.
The good result of the truncated feature vectors indicates that the most import­ 
ant information is located within the first part of the cardiac cycle. This means 
that only the first two phases of the common femoral MFE are required. Wright [1] 
reported a similar conclusion, but did not compare the results of the truncated MFE 
with a MFE containing the entire cycle.
Wavelet compression of the MFE performed equally well as the truncated MFE. 
The advantage of wavelet compression was that it allowed fine details to be sep­ 
arated from larger trends. This enabled the compression of both the fine details 
and the larger trends with suitable quantisation. The favourable results of using 
the compressed feature vector as an input to the ANN suggested that the ANN 
performed some kind of decompression internally. It is also interesting to note that 
3An additional point for the feature vector was necessary to accommodate the SBI
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the maximum and minimum performances of the wavelet compressed feature vectors 
within one data set were generally closer together in ANN networks with 30 or 40 
neurons in the first hidden layer than in ANNs with smaller first hidden layer. The 
exception of this general trend iwas the smallest feature vector (data set A12). This 
data set retained only the approximation coefficients. This trend can be observed 
in figures B.8 to B.13 in appendix B.I for the two-class problem and figures C.8 to 
C.13 in appendix C.I for the three-class problem. The reason may be that the ANN 
required a sufficient number of neurons to perform the operation consistently with 
less dependency on the initial weights and biases of the ANN.
Furthermore, it is also interesting that the wavelet compressed feature vector, 
which was based on the entire MFE cardiac cycle, performed better than the fea­ 
ture vector that contained the entire cardiac cycle. This may indicate that wavelet 
compression performs a form of additional feature extraction.
6.3.6 Spectral Broadening Index
The SBI was introduced as an additional feature to the MFE in this study. Whilst 
the MFE offers only information about the maximum blood flow velocity, the SBI 
adds information about the range of the blood flow velocities at the cardiac cycle 
peak. Spectral broadening normally increases due to turbulence in diseased arteries. 
Sheldon et al [74] and Johnston et al [71] suggested that the SBI is of diagnostic 
value.
All 13 data sets in this study were investigated with and without the SBI as 
an additional feature. In the two-class problem, from the best performing ANN of 
each data set, 7 showed an improvement, 3 did not show a change and 3 showed a 
decrease in performance. The best performance of all ANNs was shared between a 
truncated feature vector that included the SBI and a compressed feature vector that
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did not include the SBI. Both achieved a classification rate of 96.25%. The effect 
of the SBI on classification increased further in the three-class problem, where 11 
feature vectors showed an improvement, one did not show any change and only one 














Table 6.11: Effect of the SBI on the ANN classification performance.
The results clearly show that the SBI improved the ANN classification perform­ 
ance. In both problems the best performing ANN and data set used the SBI as an 
additional parameter. This supports the initial reasoning for the introduction of the 
SBI in this study. It was argued that the SBI would provide useful information be­ 
cause an increase of spectral broadening at the cardiac peak indicates an increased 
number of blood flow velocities as found in diseased arteries. Severe cases of vascular 
disease can cause turbulence, which increases the spectral broadening even further. 
The window underneath the cardiac peak, which is reduced by spectral broadening, 
is normally one indicator used by clinicians to detect vascular disease. Most often, 
the SBI is used in carotid arteries, but this study showed that it also improved the 
classification performance in the diagnosis of vascular disease in lower limb arteries.
6.3.7 Automation of the classification and diagnosis process
The automation of the Doppler ultrasound blood flow classification and diagnosis 
process was a fundamental aim of this study. The entire classification and diagnosis 
process of Doppler ultrasound blood flow signals starting from the digitised signal 
was investigated in this study. To achieve the automation of this process two areas
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were targeted specifically. These were noise reduction and the extraction of the 
cardiac cycle.
The reduction, or removal, of background noise was successfully shown using 
a two-dimensional wavelet denoising process. This eliminated the interaction of 
an operator and therefore, removed the variability and subjectivity introduced by 
manual selection of the grass-cutting threshold. Furthermore, it allowed automation 
of this stage of the process. A similarly successful method has not yet been reported 
in literature.
The automated extraction of the cardiac cycle over a wide range of heart rates 
was successfully achieved in this study. The proposed algorithms performed well 
on very damped MFEs, MFEs with different offsets and MFE waveforms with a 
variability in the amplitude of the cardiac cycle peak over a number of cycles. A 
semi-automated cardiac cycle extraction method was reported previously, but relied 
on the setting of some parameters by an operator [92,105].
The ANN was chosen as the classifier for this study, as it lends itself well for 
automation. Once trained, no interaction with an operator is needed to perform 
classification. The automated calculation of the SBI and the wavelet compression 
complemented the overall process and allowed a fully automated classification and 
diagnosis of the Doppler ultrasound blood flow signals.
Automated systems were reported by Ba§aran et al [94] and Das et al [95]. 
Ba§aran et al described an automated system based on the PI, Pourcelot's Resistance 
Index (RI) and A/B ratio, but no results were given. A knowledge-based system, 
which used the autoregressive moving average (ARMA) model and an ANN for the 
determination of the parameters for the ARMA model was described by Das et al. 
The results for this system were not reported in the literature.
Overall this study was able to demonstrate that by combining the investigated
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and proposed algorithms and presenting them to an ANN, it is possible to automate 
the classification of Doppler ultrasound blood flow signals for the purpose of disease 
assessment. An integration of these algorithms with the Doppler ultrasound signal 
collection system would improve the classification process further. For this study 
the Doppler ultrasound signals were collected using commercial Doppler ultrasound 
scanner. Digitisation was performed off-line after the analogue Doppler ultrasound 
signals were recorded from the Doppler scanner onto an audio tape. It is very 
likely that the SNR of the Doppler ultrasound signal was reduced through this 
process. An integration of the signal collection and digitising stages would improve 
the classification process, by enhancing the SNR and linking the different filter stages 
together.
It was noticed in this study that some Doppler signals showed a reduced amp­ 
litude at higher frequencies in the spectrogram. Figure 4.8, which is repeated here 





Figure 6.8: STFT spectrum of a real common femoral artery
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It is believed that this amplitude reduction is caused by a low-pass filter within 
the Doppler scanner. The integration of the collection and digitisation stage could 
allow to match the parameters of the low-pass filter to the parameters of the di­ 
gitising process, and vice versa. The low-pass filter could be set to have a cut-off 
frequency equal to the required anti-aliasing filter frequency. Alternatively, the low- 
pass filter cut-off frequency could be held constant for all signal acquisitions, which 
would allow the simple removal of this frequency band in the spectrogram. Both 
approaches would optimise the overall performance.
The low amplitude in these signals caused problems in the noise reduction and 
the MFE extraction stages. The algorithms used for the two stages were robust 
enough to cope with this problem, but the removal of this amplitude reduction 
could improve the classification process. Furthermore, it could simplify the noise 
reduction stage, which would only have to deal with a uniform noise floor.
The study showed successfully the full automation of the classification of the 
Doppler ultrasound blood flow signals. The two major problems which had to be 
overcome were the elimination of the operator from the noise removal and the car­ 
diac cycle extraction processes. Both problems have not been solved previously to 
a level that would allow the complete automation of the classification process. The 
complete automation of the process achieved in this study and the moderate com­ 
plexity of its stages make it suitable for implementation in a low cost commercial 
instrument. Such an instrument can deliver objective and more reliable diagnoses, 
which will be reproducible at different health centres. Offering objective diagnosis, 
such an instrument can also be used very effectively for training purposes. Primary 
healthcare is another major application area where an objective and more reliable 
first line of diagnosis is very useful prior to making decisions about patient referrals 
to specialists.
6. Discussion______________________ _ 230
Furthermore, looking at the signals used in this study, the developed methodo­ 
logy was able detect disease in the aorto-iliac segment regardless of the state of the 
femoral-popliteal segment to a high degree of accuracy. This is an important res­ 
ult, as the accuracy of traditional methods were reduced when the femoral-popliteal 
segment was diseased. The results from this study therefore, did not only offer 
an automated process for the classification of Doppler ultrasound blood flow sig­ 
nals, but also a more reliable detection of proximal disease in the presence of distal 
disease.
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Chapter 7
Conclusion and further work
This chapter presents the conclusion of the study (section 7.1) and provides recom­ 
mendations for further work (section 7.2).
7.1 Conclusion
The primary aim of this study was to investigate the signal processing algorithms 
and decision making methodologies for the purpose of automating the process of 
assessment of lower limb vascular disease from Doppler ultrasound blood flow sig­ 
nals. Real clinical signals from the common femoral artery were used in the various 
investigations of this study to enable a valid analysis of the investigated processing 
algorithms and classification methods.
All aspects of the problem definition in section 1.1 were covered in this study 
and the objectives of this research project outlined in section 1.2 were achieved. 
The literature survey has shown that the classification and diagnosis of Doppler ul­ 
trasound blood flow signals has not been investigated as an integrated process and 
that no results were reported for a fully automated process. The work presented in
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this thesis and the associated signal processing, analysis and classification results 
have demonstrated a fully integrated and automated diagnosis system for the as­ 
sessment of vascular disease in the lower limb that removes the need for any human 
intervention. This clearly shows that the study has achieved its main objective and 
that the original work described in this thesis represents a significant contribution 
to knowledge in the field of Doppler ultrasound blood flow analysis. 
The investigations in this study led to the following conclusions:
1. An experienced clinician can achieve a good result in classifying the Doppler 
ultrasound blood flow signals by visual inspection of their spectrograms only 
[34]. Unfortunately, this method relies on years of experience and is subject 
to the bias of the clinician, and the results are generally not reproducible. 
This study has shown that objective methods based on robust classifiers, such 
as Artificial Neural Networks (ANN), can produce better results than human 
observers.
2. The pre-processing stages of Doppler ultrasound blood flow analysis tradition­ 
ally requires a number of manual interventions by an operator in order to 
produce a feature vector for a classifier stage. One stage is the noise reduc­ 
tion from the spectrogram, where the operator traditionally selects a manual 
threshold. The results of this study have proven that it is possible to remove 
the operator from this stage by introducing a two-dimensional wavelet denois- 
ing process. This novel approach did not only automated this pre-processing 
stage, but also improved the classification result over the traditional threshold­ 
ing approach.
3. The cardiac cycle is normally used as a feature vector for the classifier in 
Doppler ultrasound blood flow analysis. The extraction of the cardiac cycle is
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difficult and usually performed by an operator. Only a few approaches were 
made to extract the cardiac cycle from the MFE automatically. This study 
has shown that it is possible to extract the cardiac cycle accurately from the 
MFE over a wide range of heart rates. This was achieved by introducing new 
methods for the detection of the cardiac cycle peak and the gradient of the 
systolic upstroke in to this stage.
4. The MFE is the most important, and most commonly used, feature in the 
classification of Doppler ultrasound blood flow signals for the assessment of 
vascular disease. However, using only the MFE discards other information 
available in the sonogram. The results of this study showed that the Spectral 
Broadening Index (SBI) yields valuable information when used as an additional 
feature in the classification phase. The SBI improved the performance of the 
classification process in the majority of cases (greater than 69%). Only 15% 
of the cases showed a reduced classification rate, while the remaining ANNs 
showed no change.
5. The length of the cardiac cycle MFE is not constant and varies with the heart 
rate. Truncation of the MFE is the usual method of obtaining a constant length 
vector. Although re-sampling the cardiac cycle MFE to a constant length 
should provide more information, it was shown in this study that truncation 
of the cardiac cycle MFE yielded better results. This has confirmed that the 
important information is located in the first section of the MFE.
6. Wavelet compression has been applied to one- and two-dimensional data for 
the reduction of storage or transmission bandwidth requirement. The applic­ 
ation of wavelet compression, to reduce the length of the feature vector, is 
a novel approach to Doppler ultrasound blood flow analysis. The results of
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this investigation showed that an optimally selected wavelet base was able to 
reduce the length of the feature vector dramatically, while retaining the prom­ 
inent features. In fact, in the two-class problem, the best performance was 
achieved by a compressed feature vector. In this case, the feature vector was 
compressed to 16% of its original length, and 32% of the length of a truncated 
feature vector with equal performance. Wavelet compression is therefore, a 
valid alternative to truncation, yielding shorter feature vectors with similar 
classification performance.
7. The detection of disease in the aorto-iliac segment from Doppler ultrasound 
blood flow signals is difficult in the presence of disease in the femoral-popliteal 
segment using standard methods. The investigations in this study showed 
that it is possible to detect proximal disease in the presence of distal disease 
to a high degree of accuracy. The results showed a classification rate of up to 
96.25% for the two-class and 86.25% for the three-class problem. This was a 
significant improvement over previously reported results in the literature.
7.2 Further work
This study has shown that the classification and diagnosis of Doppler ultrasound 
blood flow signals can be automated and that the classification can be improved over 
the performance of human observers. During the investigations existing algorithms 
were modified and new algorithms were proposed to achieve this aim. From the 
literature review and the investigations in this study, the following recommendations 
are given for future research work in this field:
1. Investigation into the possible integration of the Doppler ultrasound flowmeter 
and scanner circuitry and the digitising stage of the Doppler ultrasound sig-
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nals. This would lead to improvements of the system hardware and link the 
pre-processing and the data collection stage, avoiding filter cut-off frequency 
mismatch and intermediate signal storage on tapes. This will potentially im­ 
prove the classification performance.
2. Verification of the classification approach proposed in this study using more 
clinical data. This may include the collection of data for a larger group of 
patients and the classification of theses signals into alternative bands of disease 
severity. As an example these bands may be 0-30%, 30%-70%, and 70% 100% 
stenosis.
3. Investigation into more advanced use of the spectral broadening information in 
the classification process. Spectral broadening can be calculated at a number 
of key points in the cardiac cycle and presented to the ANN as a separate 
feature vector.
4. Investigation of the use of additional feature vectors for presentation to the 
ANN in order to enhance the disease assessment. Instead of using only the 
MFE, the mean frequency envelope may be used together with the MFE to 
supply information about the spectral width of the Doppler signal.
5. Investigation into the detection of proximal and distal disease as individual 
cases and a combination.
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The reduction of the feature vector using wavelet-based compression was investigated 
in section 4.5 of this study. The root mean square error (RMSE) between the original 
and the reconstructed feature vector was used to determine the best wavelet bases 
for the compression. The bases were chosen to offered the best comprise between 
the length of the compressed feature vector and the RMSE. The tables 4.1 and 4.2 
in section 4.5 gave only an extract of the results of the investigation. This appendix 
presents the full results of the work conducted. Tables A.I and A.2 show the results 
for the wavelet compression at decomposition level 2 and 3, respectively. The RMSE 
and the standard deviation are listed for each of the used signals.
Table A.I: Root Mean Square Error (RMSE) for wavelet decomposi­ 
tion at level 2 over all Doppler signals with standard deviation given 























































































































































































































































































































Table A.2: Root Mean Square Error (RMSE) for wavelet decomposi­ 
tion at level 3 over all Doppler signals with standard deviation given 


























































































































































































































































































































The results of the classification for the two-class problem were presented in chapter 
5. The results given showed only the best classification for each data set. This 
appendix presents the full results.
B.I Percentage correct
Each data set was classified by a number of ANNs with different network structures. 
Details about the ANN network structures used can be found in chapter 5. In addi­ 
tion, each data set was used 10 times with every network structure. The following 
figures (B.I - B.13) show the best, the worst and the median classification result 
in percentage correct for each data set and network structure. The data sets that 
did not use the Spectral Broadening Index (SBI) as an additional feature are shown 
in blue, while the ones that used the SBI are shown in red. Figure B.14 shows a 
summary of the best classification results over all data set.
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Figure B.I: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the AO data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure B.2: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the Al data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).


































Figure B.3: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A2 data set over the network 





Figure B.4: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A3 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure B.5: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A4 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure B.6: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A5 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure B.7: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A6 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure B.8: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A7 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure B.9: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A8 data set over the network 
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Figure B.10: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A9 data set over the net­ 
work structure (5000 epochs). Performance with (red) and 
without SBI (blue).
1 1 1 1
S S S S
Hidden Layer Structure
Figure B.ll: Best, worst and median performance, measured as per­ 
centage correct, of ANNs using the A10 data set over the 
network structure (5000 epochs). Performance with (red) 







Figure B.12: Best, worst and median performance, measured as per­ 
centage correct, of ANNs using the All data set over the 
network structure (5000 epochs). Performance with (red) 
and without SBI (blue).
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Figure B.13: Best, worst and median performance, measured as per­ 
centage correct, of ANNs using the A12 data set over the 
network structure (5000 epochs). Performance with (red) 
and without SBI (blue).
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Figure B.14: Best performance, measured as percentage correct, of ANNs 




Chapter 5 presented a summary of the performance metrics for the best ANN net­ 
work structure for each data set. Only the smallest ANN was presented earlier when 
more than one ANN network structure achieved the best classification result. This 
section presents the performance metrics for all best performing ANNs.
Table B.I: Performance metrics of the best performing ANN structures 
presented with data set AO. Best performing network struc­ 
tures without SBI: 20, 30, 10-40, 20-20, 20-40, 30-20, 30-40, 
40-20, 40-30 and 40-40. Best performing network structures 












































Table B.2: Performance metrics of the best performing ANN structures 
presented with data set Al. Best performing network struc­ 
tures without SBI: 10-10 and 20-10. Best performing network 











































Table B.3: Performance metrics of the best performing ANN structures 
presented with data set A2. Best performing network struc­ 
tures without SBI: 5-10, 5-30 and 10-30. Best performing net­ 
work structures with SBI: 5, 5-5 and 5-20 (all group A); 10 







































































Table B.4: Performance metrics of the best performing ANN structures 
presented with data set A3. Best performing network struc­ 
tures without SBI: 10, 30, 10-20 and 10-40. Best performing 











































Table B.5: Performance metrics of the best performing ANN structures 
presented with data set A4. Best performing network struc­ 
tures without SBI: 10, 5-30 and 5-40 (all group A); 10-40, 
20-10, 30-5 and 30-10 (all group B). Best performing network 


























































Table B.6: Performance metrics of the best performing ANN structures 
presented with data set A5. Best performing network struc­ 
tures without SBI: 5 (group A); 10, 20, 40, 5-5, 5-10, 5-30, 
5-40, 10-5, 10-10, 10-30, 20-5 and 20-20 (all group B). Best 

























































Table B.7: Performance metrics of the best performing ANN structures 
presented with data set A6. Best performing network struc­ 
tures without SBI: 10, 5-10, 5-40, 10-20 and 20-10 (all group 
A); 5-5 and 5-20 (both group B). Best performing network 
structures with SBI: 5-5, 10-10, 10-40 and 20-30 (all group A); 






































































Table B.8: Performance metrics of the best performing ANN structures 
presented with data set A7. Best performing network struc­ 
tures without SBI: 10-5, 20-5, 20-40, 40-10, 40-20, 40-30 and 
40-40 (all group A); 5-40 and 30-40 (both group B). Best per- 

























































Table B.9: Performance metrics of the best performing ANN structures 
presented with data set A8. Best performing network struc­ 













































Table B.10: Performance metrics of the best performing ANN structures 
presented with data set A9. Best performing network struc­ 
tures without SBI: 5, 30, 5-5, 5-30, 10-10, 10-30, 20-40, 30-10, 
30-20, 30-30, 30-40, 40-5, 40-10, 40-20, 40-30 and 40-40. Best 











































Table B.ll: Performance metrics of the best performing ANN structures 
presented with data set AID. Best performing network struc­ 
tures without SBI: 5, 5-5, 5-10, 5-30, 5-40 and 30-20. Best 












































Table B.I2: Performance metrics of the best performing ANN structures 
presented with data set All. Best performing network struc­ 
tures without SBI: 40, 10-5 and 20-20. Best performing net­ 
work structures with SBI: 10, 10-40, 30-30, 40-5 and 40-20 (all 
























































Table B.13: Performance metrics of the best performing ANN structures 
presented with data set A12. Best performing network struc­ 















































The results of the classification for the two-class problem were presented in chapter 
5. The results given showed only the best classification for each data set. This 
appendix presents the full results.
C.I Percentage correct
Each data set was classified by a number of ANNs with different network structures. 
Details about the ANN network structures used can be found in chapter 5. In addi­ 
tion, each data set was used 10 times with every network structure. The following 
figures (C.I - C.13) show the best, the worst and the median classification result 
in percentage correct for each data set and network structure. The data sets that 
did not use the Spectral Broadening Index (SBI) as an additional feature are shown 
in blue, while the ones that used the SBI are shown in red. Figure C.14 shows a 
summary of the best classification results over all data set.
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Figure C.I: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the AO data set over the network 





Figure C.2: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the Al data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure C.3: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A2 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure C.4: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A3 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure C.5: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A4 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
Hidden Layer Structure
Figure C.6: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A5 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure C.7: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A6 data set over the network 
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Figure C.8: Best, worst and median performance, measured as 
age correct, of ANNs using the A7 data set over the 
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Figure C.9: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A8 data set over the network 
structure (5000 epochs). Performance with (red) and without 
SBI (blue).
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Figure C.10: Best, worst and median performance, measured as percent­ 
age correct, of ANNs using the A9 data set over the net­ 
work structure (5000 epochs). Performance with (red) and 
without SBI (blue).
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Hidden Layer Structure
Figure C.ll: Best, worst and median performance, measured as per­ 
centage correct, of ANNs using the A10 data set over the 
network structure (5000 epochs). Performance with (red) 
and without SBI (blue).
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Figure C.12: Best, worst and median performance, measured as per­ 
centage correct, of ANNs using the All data set over the 
network structure (5000 epochs). Performance with (red) 
and without SBI (blue).
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Figure C.13: Best, worst and median performance, measured as per­ 
centage correct, of ANNs using the A12 data set over the 
network structure (5000 epochs). Performance with (red) 
and without SBI (blue).
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Figure C.14: Best performance, measured as percentage correct, of ANNs 




Chapter 5 presented a summary of the performance metrics for the best ANN net­ 
work structure for each data set. Only the smallest ANN was presented earlier when 
more than one ANN network structure achieved the best classification result. This 
section presents the performance metrics for all best performing ANNs.
Table C.I: Performance metrics of the best performing ANN structures 
presented with data set AO. Best performing network struc­ 
































































Table C.2: Performance metrics of 
presented with data set 
tures without SBI: 20-5. 
with SBI: 20-30.
the best performing ANN structures
Al. Best performing network struc-



















































































































Table C.3: Performance metrics of the best performing ANN structures 































































Table C.4: Performance metrics of the best performing ANN structures 


































































































Table C.5: Performance metrics of the best performing ANN structures 














































































Table C.6: Performance metrics of the best performing ANN structures 































































Table C.7: Performance metrics of the best performing ANN structures 


































































































































Table C.8: Performance metrics of the best performing ANN structures 














































































Table C.9: Performance metrics of the best performing ANN structures 































































Table C.10: Performance metrics of the best performing ANN structures 































































Table C.ll: Performance metrics of the best performing ANN structures 































































Table C.I2: Performance metrics of the best performing ANN structures 
















































































Table C.13: Performance metrics of the best performing ANN structures 
presented with data set A12.
Performance metric
Percentage correct
No significant 
disease
Significant 
disease
Occlusive 
disease
Recall
Precision
Sensitivity
Specificity
False Alarm Rate
Recall
Precision
Sensitivity
Specificity
False Alarm Rate
Recall
Precision
Sensitivity
Specificity
False Alarm Rate
Perform 
without SBI 
10-30
76.25%
0.825
0.892
0.825
0.9
0.1
0.6
0.632
0.6
0.883
0.117
0.8
0.667
0.8
0.867
0.133
ance 
with SBI 
5-5
83.75%
0.925
0.902
0.925
0.9
0.1
0.55
0.846
0.55
0.967
0.033
0.95
0.731
0.95
0.883
0.117
