Vector tomography is the reconstruction of vector elds from measurements of their projections. In previous work it has been shown that reconstruction of a general 3-D vector eld is possible from the so-called inner product measurements. It has also been shown how reconstruction of either the irrotational or solenoidal component of a vector eld can be accomplished with fewer measurements than that required for the full eld. The present paper makes three contributions. First, in analogy to the 2-D approach of Norton, several 3-D projection theorems are developed. These lead directly to new vector eld reconstruction formulas which are convolution backprojection formulas. It is shown how the local reconstruction property of these 3-D reconstruction formulas permits reconstruction of point ow or of regional ow from a limited data set. Second, simulations demonstrating 3-D reconstructions, both local and nonlocal, are presented. Using the formulas derived herein and those derived in previous work, these results demonstrate reconstruction of the irrotational and solenoidal components, their potential functions, and the eld itself from simulated inner product measurement data. Finally, it is shown how 3-D inner product measurements can be acquired using a magnetic resonance scanner.
I. Introduction
Vector tomography is the reconstruction of vector elds | e.g., the velocity of uid ow or the displacement of a deformed object | from projections of components of the eld. In this paper we consider the following general projection measurement g p (l; ! ! !) = Z IR 3 p(l;! ! !) q(x) (l ? ! ! ! x)dx; (1) which we call the inner product measurement or probe transform of vector eld q. The e ect of probe p(l;! ! !) is to convert the vector eld q(x) into a scalar by taking a point-by-point inner product. The resultant scalar eld is then integrated over planes as in the 3-D Radon transform. This transformation generalizes a type of measurement equation that has been studied in 2-D and almost exclusively in the context of acoustic ow imaging using time-of-ight measurements | e.g., ultrasonic imaging in medicine 1], ow imaging in nondestructive evaluation 2, 3] , and ocean acoustic tomography 4, 5] . In this application, the acoustic time-of-ight along a line is measured, re ecting a change about its nominal value due to the component of uid velocity along the line. It is a 2-D problem (because it integrates on lines rather than planes) and is limited to a probe direction coinciding with the line of integration. Norton showed in 6] that only the divergencefree component of the eld can be reconstructed from these measurements. More recently, Braun and Hauck 7] showed that use of an orthogonal probe allows one, in principle, to reconstruct the irrotational component as well. However, it is not known how to make acoustic probe transform measurements using orthogonal probes. Recently, Rouse and Winters 8] formulated an acoustic ow measurement approach using physically realizable acoustic di raction measurements. Their approach uses a di erent measurement model than (1) and is strictly two-dimensional.
More recently Norton conceived of an optical analog of the time-of-ight acoustic imaging problem in which \the quantity measured is the change in optical path length of a collimated laser beam directed through the region of ow " 9] . In this technique, optical phase shifts arising from ow can be measured interferometrically leading to an analogous measurement as the acoustical time-of-ight measurements. Norton also described a new vector tomographic approach to ow measurement based on Doppler measurements, which might be either acoustical or optical. Juhlin independently proposed a Doppler approach and conducted simulations for its use in the reconstruction of blood ow in vessels 10]. Prince suggested that inner product measurements of three-dimensional velocity elds can be made using magnetic resonance imaging techniques 11], a topic that is addressed further in the present paper. The concept that vector elds can be reconstructed from direction-dependent integral measurements has also been discovered in elds other than ow measurement. For example, Zahn proposed to reconstruct the electric eld in a Kerr material by measuring the polarization of light passing through the sample from many directions 12]. In the monograph 13], Sharafutdinov proposed the use of optical polarization measurements to reconstruct material stress using the Brewster e ect. The mathematical framework of the probe transform applies to special cases within these applications, although the general framework can be very much more complicated (cf. 13]). Because the number of applications is growing, there is a clear need to examine the general theoretical properties related to reconstructing vector elds from the probe transform.
The theory and practice of vector tomography has been studied in the past by several investigators. Johnson et al. 1] considered 3-D uid velocity reconstruction from acoustic transmission measurements. They developed a numerical approach and identi ed a lack of uniqueness in their solution. Norton 6] considered the 2-D problem, developed a 2-D projection theorem, and showed through Helmholtz's decomposition of vector elds that the irrotational component is invisible to standard line integral measurements. This accounted for the lack of uniqueness in Johnson et al.'s solution. Norton proposed boundary measurements to reconstruct the irrotational component separately under the assumption that there are no sinks or sources within the domain. Braun and Hauck 7] considered the 2-D problem again, independently developed the use of Helmholtz's decomposition, but proposed the use of another probe direction to recover the irrotational component. Their approach does not require the absence of sinks and sources, but the required measurements cannot be made using acoustical time-of-ight 9]. Prince 14] extended the results of Braun and Hauck to 3-D vector elds and to arbitrary probe directions. It was shown in 14] that the irrotational and solenoidal components of an arbitrary 3-D vector eld can be reconstructed from the measurements obtained using one and two probes, respectively. Finally, Desbat and Wernsdorfer have developed an e cient direct algebraic reconstruction algorithm for 2-D vector tomography using an interlaced sampling scheme 15] .
In this paper we rst develop a set of projection theorems for 3-D vector tomography. This theory con rms the main results in 14] using the frequency domain. The main theorem, which relates the 1-D Fourier transform of the probe transform to the 3-D Fourier transform of a component of the vector eld, is then used to develop several new reconstruction formulas. These formulas are of the convolution backprojection variety, while those in 14] are not. While the formulas given here can be derived directly from those in 14], the Fourier approach given here is more straightforward and intuitively appealing. Furthermore, this approach starts from \ rst principles", rather than from an existing inverse 3-D Radon transform formula. Next, we present an extensive set of simulations to demonstrate the behavior of the new reconstruction formulas and also those of 14], in which no simulations were provided. Finally, we describe how the 3-D probe transform can be measured using a magnetic resonance scanner.
II. Background f(x) (l ? ! ! ! x)dx; (2) where l is a real scalar parameter, ! ! ! is a unit vector in IR 
It is assumed here and throughout this paper that both f and the elements of q belong to either L, the class of rapidly decreasing C 1 functions, or D, the class of C 1 functions with compact support. This implies that all elds have homogeneous boundary conditions | i.e., they go to zero on the boundary. Unless otherwise indicated, vectors are designated using bold symbols and are assumed to be column vectors. From (1) and (2) it follows that
This implies that for three probes p 1 , p 2 , and p 3 , which are linearly independent at each (l; ! ! !), we
In this equation and many of those that follow explicit functional dependence on l and ! ! ! is omitted for convenience. The vector eld can be recovered using the inverse Radon transform 16], which can be symbolically written q = R ?1 q. Here, the inverse transform is applied separately to each element of the vector q to produce the vector q. For our purposes it is useful to write the inverse 3-D Radon transform of f as
where where it is required that p 1 , p 2 , and ! ! ! be linearly independent.
Note that these reconstruction formulas rst reconstruct the respective potential functions and then take derivatives | gradient in the case of the irrotational eld and curl in the case of the solenoidal eld. Two pertinent comments follow from this observation. First, any information about the eld derivable from a potential function can be extracted without reconstructing the full eld. Second, these formulas are not convolution backprojection formulas since the gradient and curl operators represent an additional convolution after backprojection. Thus, the formulas (8a) and (9a) potentially provide shortcuts to the calculation of key eld properties, while the completion of these formulas using derivatives in 3-D, represented by (8b) and (9b), are costly and potentially unstable ways to reconstruct the actual elds. This paper addresses this problem through the development of convolution backprojection formulas for e and b.
The irrotational and solenoidal components of an arbitrary eld q can be imaged separately and then added together to form the total eld. The irrotational part is imaged using the probe ! ! !; the solenoidal part is imaged using probes p 1 and p 2 which are linearly independent and orthogonal to ! ! !. With these probes, the reconstruction formulas given in (8a) and (9a) give the potential functions for the irrotational and solenoidal components of q, respectively, and (8b) and (9b) give the components themselves.
III. Projection Theorems and Reconstruction Formulas
Use of the frequency domain has proven to be extremely important in the development of reconstruction formulas for projection imaging. In this section we develop three new projection theorems for vector tomography. As in standard computed tomography, these theorems help both in understanding the action of the probe transform and in the development of new reconstruction formulas. It should be noted that two projection theorems for 2-D vector tomography have already been reported in the literature (see 6, 9, 18] ). The results in this section extend the 2-D results of 9] to three dimensions.
A. Projection Theorems
The standard (12) is the 1-D Fourier transform of f(l; ! ! !). The well-known Fourier reconstruction method is based directly on this theorem; the ltered backprojection and convolution backprojection methods are readily derived from this theorem (cf. 16]). A projection theorem for vector tomography is found by taking the 1-D Fourier transform of the probe transform equation (1) . Accordingly, we get
where the nal equation follows from the sifting property of the impulse function. This equation is recognized as a 3-D Fourier transform with the frequency variable = ! ! !. This leads to a very general vector projection theorem:
An important special case follows immediately by restricting the probe direction to depend only on ! ! ! | i.e., the orientation of the planes of integration, not their spatial position. In this case p(l;! ! !) = p(! ! !), and it follows from (14) that
where Q is the 3-D Fourier transform of q. Using (15) and the Helmholtz decomposition of q leads to a very powerful projection theorem. Since q = q I + q S it follows that Q = Q I + Q S , where Q I and Q S represent the 3-D Fourier transforms of the irrotational and solenoidal components of q, respectively. It can be shown using well-known vector theorems that
where ( ) = F 3 f (x)g and A( ) = F 3 fa(x)g. Therefore, from (15) 
which is a projection theorem relating the probe transform directly to the potential functions. This theorem is the starting point for the reconstruction formulas developed below. It should be noted that this theorem is completely general except that the probe direction is required to depend only on ! ! !.
B. Reconstruction Formulas
We now use the projection theorem given in (17) to develop a collection of new reconstruction formulas. These formulas can also be derived from the results in 14]; but the overall approach here begins from rst principles, not from existing formulas for the 3-D Radon transform.
1) Irrotational Fields
First, suppose that the total eld e is known to be irrotational. Then, since by assumption e is zero on the boundary, a = 0 and A = 0. From (17) it follows that the Fourier transform of the scalar potential can be reconstructed using (18) provided that p(! ! !) ! ! ! 6 = 0. It follows that e(x) is given symbolically by e(x) = rF ?1
(19) The actual implementation of this inverse Fourier transform requires some form of polar to rectangular coordinate transformation. One possibility is to interpolate the Fourier data given by ( ! ! !) in polar coordinates onto a rectilinear grid; then take the inverse discrete Fourier transform. This approach is known in the classical CT literature as the Fourier method. Another approach is to write the inverse Fourier transform in polar coordinates and develop an analytic formula for inversion. We pursue this second approach now.
The inverse 3-D Fourier transform of ( ) is given by
To relate this to the projection theorem (17) we make the substitution = ! ! !, where ?1 < < 1
and ! ranges over half of the unit sphere, which we denote by IH 
From this expression and using the de nition of the 1-D Fourier transform it is straightforward to write both a ltered backprojection formula
and a convolution backprojection formula e(x) = ?1
where the double subscript indicates second derivative with respect to l.
Equations (21) and (22) are new reconstruction formulas for irrotational elds given a single set of probe measurements where the probe depends only on ! ! !. Two derivatives of each probe projection are required. In theory, this can either be accomplished by convolving the projection with a triplet, or by ltering it with a rho-squared lter. This ltered projection is backprojected into IR 3 by substituting ! ! ! x for l. Next, a weight is applied to the backprojection function according to its backprojection orientation, and these weighted backprojection functions are integrated to produce a reconstructed irrotational eld. Comparing (22) to a standard 3-D reconstruction formula for scalar functions (cf. 19]) reveals only one key di erence: the weighting ! ! !=p(! ! !) ! ! !. This is a very minor di erence which does not a ect the overall computational complexity of the reconstruction algorithm. Thus, reconstructing an irrotational vector eld from its 3-D probe transform has the same fundamental complexity as reconstructing a scalar eld from its 3-D Radon transform.
2) Solenoidal Fields
If the total eld b is solenoidal then ( ) = 0 (since b is zero on the boundary). From (17) 
where the second equality follows from a basic property of the triple product. From Helmholtz's theorem we know that the vector potential is solenoidal | i.e., r a(x) = 0 | which implies 
a remarkably simple formula for reconstructing a vector eld from its probe transform measurements.
IV. Simulation Results

A. Full 3-D Reconstructions
Three vector elds were de ned on the unit cube (?1 x; y; z 1) and sampled on a 16 3 lattice.
The continuous elds are all from the space D, with support on the unit sphere. The small lattice size was used both to reduce computation time and to improve visualization of the results. The rst eld is irrotational, the second is solenoidal, and the third is the sum of these two. The scalar and vector potentials 
which obviously has both irrotational and solenoidal components. Also, it is readily veri ed that r e = 0, r a = 0, and r b = 0. All ve elds | , a, e, b, and q | are shown in Fig. 1 . By design the magnitudes of all ve elds are zero on the boundary of the cube and larger near the center. The value of the scalar potential , shown in Fig. 1a , is proportional to the diameter of the ball. The corresponding irrotational eld e, shown in Fig. 1c , shows vectors pointing toward the origin, implying the existence of a sink at the origin. Note that the magnitude of these vectors is largest on a shell enclosing the origin. There is, of course, no rotation (curl or vorticity) in this eld. The vector potential a, shown in Fig. 1b, shows a 2 -D circulation around one axis. It is not surprising that this eld would demonstrate this type of circulation since we know that the vector potential is itself solenoidal. The corresponding solenoidal eld b, shown in Fig. 1d , demonstrates a more complicated circulation through and around the origin. This eld has no divergence; therefore, no particles moving through this eld could either be lost from the cube or emanate from or converge to a point. The total eld q, shown in Fig. 1e , shows evidence of both eld components | some convergence toward the origin and some swirling through and around the origin.
The probe transforms of the three elds e, b, and q were computed numerically as follows.
Fifty-four orientations of ! ! ! were chosen to sample the top half of the unit sphere with nearly equal areas. Fig. 2 gives a view of the top of the unit sphere indicating the placement of these 54 samples. The ordering from 1 to 54 is shown primarily to make it easier to display the acquired data (see below); however, it also suggests that a spiral is one possible way to generate ! ! !-samples in practice. Given the elevation and azimuth angles of an ! ! ! sample, an Euler matrix was constructed to rotate the unit vector pointing in the +z direction directly to ! ! !. The probe vectors p 1 and p 2 were generated by applying this same Euler matrix to the unit vectors pointing in the +x and +y directions, respectively. The resultant set of probes fp 1 ; p 2 ; ! ! !g is a right-handed orthonormal basis.
A di erent right-handed orthonormal basis is generated for each of the 54 samples ! ! ! i , i = 1; : : : ; 54.
Given a direction ! ! ! i , three planar integrals approximating (1) for each of the three probes p 1 , p 2 , and ! ! ! i were numerically calculated at 29 evenly spaced lateral positions l j , j = 1; : : : ; 29.
For a particular pair (l j ; ! ! ! i ), three scalar elds were created by taking the inner product of the three probes with the vector eld on the plane L(l j ; ! ! ! i ) = fx j l j = ! ! ! i xg. Each eld was then numerically integrated by sampling the plane using 32 2 samples on a square section of the plane covering the unit sphere. Trilinear interpolation was used to determine the value of a vector eld for sample points not falling on a lattice point.
Sinograms representing the probe transforms are shown in Fig. 3 . Each row of a sinogram corresponds to a given ! ! ! i , i = 1; : : : ; 54, where the top row corresponds to ! ! ! 1 and the bottom row to ! ! ! 54 . The columns correspond to the lateral displacements l j , j = 1; : : : ; 29, with the center column corresponding to integration through the origin. Thus, a row of a sinogram is a projection, and there are 54 projections. Alternately, a sinogram can be viewed as a grayscale representation of the matrix g p (l j ; ! ! ! i )] where i indexes the rows and j indexes the columns. Note that there is a periodicity re ected in the sinograms of p 1 and p 2 . This periodicity has an increasing period from top to bottom because there are more samples around the unit sphere at the equator. This sampling strategy is necessary to give nearly equal-area sampling of the sphere. Also note that two of the sinograms of e are nearly zero (a neutral gray color is zero) because irrotational elds are invisible to probes orthogonal to ! ! !. Similarly, one of the sinograms of b is nearly zero because solenoidal elds are invisible to probes parallel to ! ! !. The nonzero sinograms of e and b agree to good approximation with those of q, indicating that the probes can separate the components of an arbitrary eld quite well.
We now focus on reconstructing the potentials and elds from the probe transform measurements of the total eld q; thus, we reconstruct from the sinograms on the bottom row of Fig. 3 .
The scalar and vector potential elds were reconstructed using discrete approximations to (8) and (9), respectively. The irrotational and solenoidal components and the full eld were reconstructed using discrete approximations to (22) , (32), and (33), respectively. These discrete approximations used central di erences to approximate derivatives and replaced the backprojection integral with a summation in which the samples were weighted by the areas accorded to each angular sample. These reconstructions are shown in Fig. 4 . Note that the respective elds appearing in Figs. 1 and 4 are plotted using the same scale so visual comparison is meaningful (however, di erent elds are scaled di erently so that at least some detail within each eld is visible). The error is very small despite the relative sparsity of data; it is in fact, di cult to see any di erence between the reconstructions and the truth. A plot of the error vectors shown on the same scale as the truth has vectors so small that little qualitative information is available. In a more detailed comparison, however, we have observed that the reconstructed vectors are somewhat too short on average, and the orientations of the largest vectors are very nearly exact. Quantitative results for reconstructing the potentials and elds are given in Table 1 . This table gives average errors for simulations in which the source elds were purely irrotational, purely solenoidal, and the sum of these two. Since it is not possible to reconstruct a, b, and q from e alone or , e, and q from b alone, these entries are denoted n/a for \not applicable". All remaining boxes contain a number in the leftmost part, which gives the square root of the average squared error | i.e., the root-mean-square-error or RMSE, de ned as
where N is the number of lattice points in the unit sphere. The boxes corresponding to the reconstruction of vector elds (including a) have two additional numbers corresponding to average percent magnitude error and average angular error. For reference when discussing the RMSE, Table 2 gives the ranges and average values of the magnitude of the true elds. The RMSE captures the performance of each reconstruction in a single number. Since the RMSE values in Table 1 have the same units as the entries in corresponding rows in Table 2 , we can think of RMSE as an average deviation from the truth in the same physical units as the eld being measured. Overall, the RMSE's are less than 18% of the average magnitude of their corresponding true elds and less than 9% of the maximum magnitude. These RMSE values also indicate that the presence of an \interfering" eld only very slightly degrades our ability to extract a given potential or eld component. For example, the presence of the solenoidal eld b causes the RMSE for reconstructing to go up from 0:364 10 ?2 to 0:367 10 ?2 , less than a 1% change in the RMSE. Percent magnitude error or angular deviation is another indicator of the performance in reconstructing vector elds; these measures have the advantage of separating out quantities which may be of particular interest in a given application. From Table 1 we see that all eld reconstructions in this simulation |ê,b, andq | have vectors that are on average too short; interestingly, reconstructing from the total eld tended to reduce this error. The angular error in these same reconstructions, however, shows the exact reverse e ect | i.e., the direction of a eld component is better reconstructed from measurements of the eld component by itself.
B. Local Reconstruction
Consider reconstructing the eld q at the point x 0 using Equation (33). All that is required are second derivatives (with respect to l) of the probe transforms g p 1 , g p 2 , and g ! ! ! at the point l 0 = ! ! ! x 0 for all ! ! !. This property is called local reconstruction, a property inherited from the Radon transform, where it is known that the inverse Radon transform operator is local in odd dimensions 20]. Thus, in 3-D vector tomography it is theoretically possible to reconstruct a vector at x 0 given only measurements on planes passing through x 0 . In practice, two approximations must be made in order to compute the required derivatives. First, since ! ! ! is sampled the integral in (33) must be approximated by a sum. Second, since l is sampled the second derivatives in (33) must be calculated by nite di erences. Still, an experiment designed to reconstruct only q(x 0 ) would require only three plane integrals for each ! ! !, provided that those planes could be positioned precisely. A retrospective experiment (or one that allows only coarse placement of the planes) would require at least four plane integral measurements for each ! ! ! to allow for interpolation of the second derivatives. In our simulations we used a combination of the two schemes: four plane integrals per ! ! ! were used, where the four planes were equally spaced and centered at l 0 . Central di erences were used to approximate the two derivatives, and linear interpolation was then used to determine the second derivatives at l 0 .
Given the above scenario, the remaining free parameters in a local reconstruction experiment are the number of angles M and the spacing T between the planes. To study the relationship between these parameters and the reconstruction accuracy we simulated noise-free local measurements of q see (38)] for many pairs (M; T ). The arrangement of the M angles was chosen to sample the halfsphere with nearly equal-area samples. For each ! ! !, the lateral positions of four planes were centered at l 0 = ! ! ! x 0 where x 0 = (0:0666667; 0:0666667; 0:0666667) and were separated by T . The eld was reconstructed using a numerical approximation to (33) in which the integral was replaced by a summation (weighted by the areas accorded to each angular sample) and the derivatives were approximated by central di erences as described above. The resultant errors | that is, jq(x 0 ) ? q(x 0 )j | are shown in Table 3 .
The local reconstruction errors shown in Table 3 reveal several interesting properties. First, when the planes are far apart | i.e., T is large | the error is very large and largely independent of the number of angles. This indicates that for large T the derivative calculations are largely erroneous and cannot be corrected by taking more angles. Second, for smaller xed T , increasing the number of angles reduces the error, although the e ect is relatively small. Third, except for the region in which both M and T are small, the error decreases strongly with decreasing plane spacing. Finally, there is a clear anomalous behavior for small M and T . At this time, we have no conclusive explanation for the anomalous region. We speculate that the sampled angles are not su cient in number nor suitably oriented to capture the true eld at that point | i.e., that this is a type of aliasing phenomenon related to the interaction of sampling grids. Thus, except for this anomalous region, we can conclude that performance is improved by taking more angles and moving the imaging planes closer together. In particular, for the M and T pair closest to that of our previous full reconstruction simulation (M = 54 and T = 0:08), the particular error here is 2:22 10 ?2 , about three times smaller than RMSE of 6:574 10 ?2 in Table 1 . From Table 3 , we see that it is possible to reduce this particular error by almost a factor of 10 (to 0:24 10 ?2 when M = 3221 and T = 0:04), which by analogy would reduce the average error to below 2% of the average eld value.
V. Application to MRI
Under a small phase-angle approximation (explained below) the 3-D probe transform of a vector eld can be measured for arbitrary probe directions using magnetic resonance imaging (MRI) methods. It requires blending two imaging approaches: 3-D planar imaging 21] and phase-contrast imaging 22]. 3-D planar imaging uses a single 90-degree RF pulse to excite the entire sample followed by a constant gradient during which the free induction decay (FID) is recorded. An echo can be employed to refocus the FID. The gradient direction during readout determines the direction ! ! !; the readout signal gives a series of planar integrals at di erent positions. To make these integrals sensitive to velocity, the gradient waveforms are manipulated before readout to provide rst a velocity-nulled readout and then a velocity-sensitized readout. The three components of the probe vector are given by the rst moments of the gradient waveforms. Taking the di erence between these readouts gives a signal that under a small phase-angle approximation is a 3-D probe transform with a completely arbitrary probe direction. We now give a brief mathematical treatment of this new imaging approach.
After a non-selective 90-degree pulse, the FID is given to good approximation by 23]
where (x; v) represents spin density as a function of spatial position x and velocity v and M 0 (t) =
are the zeroth and rst moments of the gradient waveform G(t). Making the assumption that at any given spatial position the velocity takes on only one value we have (x; v) = (x) (v ? v(x)).
After the 90-degree pulse, the x, y, and z gradients are manipulated twice in order to achieve both velocity encoding and planar imaging. The rst manipulation is the combined application of a dephasing pulse and a bipolar ow-encoding gradient pulse (cf. 24]), applied to all three gradients. This independently sets the zeroth and rst moments of the gradient waveform. Next, a 180-degree radio frequency pulse is applied in order to generate a spin-echo although a gradient echo could also be used (cf. 25])]. At time t = t r , just prior to the echo, the gradients are set to constant values, represented by the readout gradient vector G r .
Choosing M 0 (t r ) = G r t r (using the dephasing pulse) yields the following signal during readout 
When this approximation is not valid | either because of large velocities or small readout gradients | the e ect is to integrate over planes that have some thickness. This is analogous to nite-width detectors in computed tomography.
Equation (43) 
VI. Summary and Conclusion
This paper presented three new projection theorems for vector tomography. The third theorem was used to develop several new convolution backprojection reconstruction formulas for vector elds and their irrotational and solenoidal components. Signi cant simpli cation resulted when the probes were chosen as a 3-D right-handed orthonormal basis with ! ! ! as one of the basis directions. These formulas and those of a previous paper were veri ed in simulation by synthetically scanning and reconstructing a vector eld and its components. A limited data algorithm was also implemented and evaluated to demonstrate the local reconstruction property of these formulas. Finally, an approach to measure the 3-D probe transform using a magnetic resonance scanner was presented.
The theoretical results of this paper complete a basic analogy between vector tomography and standard computed tomography by developing projection theorems and convolution backprojection reconstruction formulas. Many other theoretical questions remain, including the issue of boundary conditions, which as Braun and Hauck point out in 7] are often of critical importance in the study of vector elds. Also, the formulation and study of new transformations similar to the probe transform is of importance in some applications | e.g., magnetic resonance imaging | where approximations are required to cast the physical problem into the probe transform model. On the practical side, the implementation of the probe transform reconstruction formulas are scarcely more di cult than those for the standard inverse 3-D Radon transform. While the simulations presented herein used probes that comprise a 3-D right-handed orthonormal basis, it is important to realize that linear independence is all that is required, and that eld components can be reconstructed from fewer than three probes. This may allow the use of the probe transform formalism in new applications. Finally, it should be noted that the approach used to generate simulations in this paper | i.e., synthetically scanning a discrete vector eld and reconstructing the potentials or eld components | represents (as far as we know) a completely new way to extract both potential functions and eld components from a sampled vector eld. 
