ТЕНДЕНЦІЇ ЗАСТОСУВАННЯ СУЧАСНОЇ ЕЛЕМЕНТНОЇ БАЗИ ДЛЯ ПОБУДОВИ ВИСОКОПРОДУКТИВНИХ ОБЧИСЛЮВАЛЬНИХ СИСТЕМ by Клименко, І.А.
90   
УДК 044.272.43(045) 
Клименко І.А., канд. техн. наук 
ТЕНДЕНЦІЇ ЗАСТОСУВАННЯ СУЧАСНОЇ ЕЛЕМЕНТНОЇ БАЗИ 
ДЛЯ ПОБУДОВИ ВИСОКОПРОДУКТИВНИХ 
ОБЧИСЛЮВАЛЬНИХ СИСТЕМ 
Інститут комп’ютерних технологій  
Національного авіаційного університету 
Швидкодія та степінь інтеграції сучасних ПЛІС відкривають нові перспективи у вироб-
ництві й поліпшенні параметрів високопродуктивних обчислювальних систем за рахунок 
реалізації їх за технологією системи-на-кристалі. Наведені особливості сучасної елеме-
нтної бази в контексті побудови високопродуктивних обчислювальних систем 
Вступ 
Підвищення продуктивності обчис-
лювальних систем реального часу є важ-
ливою загально-технічною задачею, акту-
альність якої обумовлена різноманітними 
галузями застосування автоматичних сис-
тем управління, до яких належить управ-
ління різними технологічними процесами, 
робототехніка, системи управління 
польотною інформацією, тощо. Причому 
сучасний рівень і швидкий розвиток тех-
нологій пред'являє все більш високі вимо-
ги до таких систем, з точки зору їх швид-
кодії, вирішення надскладних задач 
управління, масштабування як програм-
ного так і апаратного забезпечення, зруч-
ності використання, простоти адаптації до 
різних об’єктів управління. 
Загальний стан проблеми 
Підвищення продуктивності обчис-
лювальних систем (ОС) потребує викори-
стання сучасних технічних досягнень на 
всіх рівнях їх проектування. На нижньому 
логічному рівні це використання сучасної 
швидкодіючої елементної бази. На рівні 
архітектури основним напрямком підви-
щення продуктивності є перехід від по-
слідовної машини фон-Неймана до пара-
лельних обчислювальних систем.  
Вдосконалювання елементної бази 
завжди було одним з ефективних методів 
підвищення продуктивності обчислюва-
льних систем. Протягом декількох деся-
тиріч єдиною альтернативою ефективної 
реалізації спеціалізованих пристроїв для 
рішення задач високої складності були 
замовлені інтегральні мікросхеми класу 
ASIC [1]. Такі пристрої виготовляються на 
кристалах з високою щільністю монтажу, 
за рахунок відсутності якої-небудь надмі-
рності архітектури й внутрішніх зв'язків 
мають високу швидкодію і низьку спожи-
вану потужністю. Однак високі витрати 
при проектуванні, використання високо-
технологічних виробничих процесів, не-
можливість модифікації готового виробу 
істотно підвищують ціну на такі пристрої. 
Значному підвищенню продуктивності, 
швидкодії й зменшенню вартості цифро-
вих пристроїв, виконаних на одному кри-
сталі, сприяв стрімкий розвиток програ-
мованих логічних інтегральних схем 
(ПЛИС). Перехід сучасних ПЛІС на якіс-
но новий рівень пов'язаний зі значним 
збільшенням їх степені інтеграції до декі-
лькох мільйонів логічних вентилів і під-
вищенням швидкодії [2, 3]. Це відкрило 
нові перспективи у виробництві й поліп-
шенні параметрів цифрових пристроїв. 
Другим ефективним напрямом дося-
гнення найкращого співвідношення ціни 
й продуктивності обчислювальних систем 
є розробка нових методів логічної струк-
тури систем, а також нових принципів ор-
ганізації обчислень, які ґрунтуються на 
використанні паралелізму [4 - 6]. Парале-
лізм так само розглядається на різних рів-
нях проектування ОС. З погляду на рівень 
архітектури, під паралелізмом розуміють 
одночасне виконання програм або їх 
окремих частин на незалежних обчислю-
вальних вузлах. Такі обчислення тради-
ційно реалізуються багатопроцесорними 
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обчислювальними системами різної архі-
тектури. Необхідність рішення найсклад-
ніших прикладних і наукових задач, що 
потребує гігантських обчислювальних 
ресурсів, обумовлює високі вимоги до су-
часних багатопроцесорних обчислюваль-
них систем. Існують високопродуктивні 
обчислювальні системи, які реалізовані за 
допомогою дорогих унікальних архитек-
тур – CRAY, SGI, Fujitsu, Hitachi, з декіль-
кома тисячами процесорів [4]. Однак ар-
хітектура таких систем не завжди адеква-
тна для рішення широкого кола приклад-
них задач і їх повсякденне використання 
дорого і неефективне. 
На сьогодні дуже широке розповсю-
дження отримують обчислювальні систе-
ми, реалізовані за принципом система-на-
кристалі. Технологія обчислювальних 
систем на кристалі передбачає поєднання 
багатьох програмованих процесорних 
ядер в багатоядерну систему [7 - 9]. Такі 
системи виконують функції цілого облад-
нання і розміщуються на одній 
інтегральній схемі. За такий спосіб 
реалізації обчислювальної системи 
досягається насамперед підвищення її 
швидкодії, за рахунок зменшення часу 
передачі інформації між елементами сис-
теми. 
Спеціалізовані модульні багатопро-
цесорні системи з загальною шиною [4], 
що реалізовані на елементному базисі се-
редньої й високої степені інтеграції, ра-
зом з високою швидкодією та широким 
застосуванням, характеризуються склад-
ними унікальними принципами констру-
юванням апаратної логіки, масштабуван-
ня апаратного та програмного устатку-
вання, складного та трудомісткого нала-
годження та модифікації розроблених мо-
дулів. Такі системи мають досить довгий 
час виходу товару на ринок, ризики появи 
браку, складність його виправлення. Ба-
зовий принцип таких систем полягає в 
тому, що ефективне обчислення може бу-
ти досягнуто тільки при незначних впли-
вах на програмованість та гнучкість кон-
фігурації. Об’єкто-орієнтована архітекту-
ра повинна бути розроблена такою, що 
буде задовольняти усім вимогам обчис-
лень заданої області застосування. Інши-
ми словами, багатопроцесорні управляючі 
системи розробляються у значній залеж-
ності від конкретного об’єкту управління. 
Що до масштабування слід зазначити, що 
модульний принцип конфігурації дозво-
ляє більш-менш просте масштабування 
системи, але вимагає застосування спеці-
ально розробленого програмного забезпе-
чення або спеціалізованих операційних 
систем які забезпечать масштабування та 
спадкоємність програмного устаткування. 
Архітектура на основі процесорних 
ядер, реалізована на кристалі ПЛІС, вдало 
справляється з нестачею продуктивності 
шляхом впровадження паралелізму через 
копіювання багатьох ідентичних блоків 
[8]. Цей підхід робить масштабування 
продуктивності задачею реалізації, під-
ключення і синхронізації, аніж складності 
архітектури [8, 10, 11].  
Таким чином багатопроцесорні об-
числювальні системи на одному кристалі 
мають ряд переваг перед звичайними об-
числювальними системами середньої 
продуктивності: вони абсолютно синхро-
нні з усім іншим проектом, розташованим 
у тій самій мікросхемі; реалізують спеціа-
лізовані команди користувача та одержу-
ють потрібну користувачеві периферію. 
Системи на кристалі мають значно мен-
ший розмір, більшу швидкодію, мають 
перспективи масового дешевого виробни-
цтва складних високопродуктивних обчи-
слювальних систем. 
У наукових публікаціях за останні 
роки описані багато досліджень у цій об-
ласті. На сучасному ринку мікроелектро-
ніки з’являються убудовані багатопроце-
сорні системи, як високопродуктивні об-
числювальні потужності. Системи на кри-
сталі у літературі зустрічаються під зага-
льною назвою SoC (System on Chip) [7, 8], 
мультипроцесорні системи на кристалі – 
MpSoC (Multipricessor System on Chip) [9], 
мережі на кристалі – NoC (Network on 
Chip) [11, 12, 13, ]. Аналіз літературних 
джерел показує, що розробка мультипро-
цесорних систем на кристалі є дуже акту-
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альною в сучасному світі мікроелектроні-
ки і має великі перспективи, з точки зору 
підвищення продуктивності обчислень. 
Тенденції розвитку та засто-
сування сучасної елементної бази 
Стрімкий розвиток програмованих 
логічних інтегральних схем (ПЛІС) на 
протязі останніх кількох років, пов'язаний 
зі стрімким збільшенням ступеня інтегра-
ції до мільйонів логічних вентилів і 
швидкодії відкриває нові перспективи у 
виробництві та покращенні параметрів 
цифрових пристроїв. 
Традиційно протягом декількох де-
сятиліть ПЛІС застосовувались для побу-
дови різноманітних інтерфейсних вузлів, 
пристроїв управління й контролю, спеціа-
лізованих блоків, для яких немає стандар-
тних мікросхем і таке інше. Однак, через 
невелику швидкодію й малу кількість ек-
вівалентних логічних вентилів ПЛІС дов-
го займали досить скромну нішу на ринку 
електронних компонентів. З появою су-
часних швидкодіючих ПЛІС надвисокої 
інтеграції, що працюють на високих так-
тових частотах, їх вплив на світовий ри-
нок значно розширився. Сучасні мікро-
схеми ПЛIС, виконані за 0,22-мікронної 
технології, здатні працювати на частотах 
до 300 Мгц і реалізують до 3 млн. еквіва-
лентних логічних вентилів [2, 3]. 
Різке збільшення потужності сучас-
них ПЛІС створило передумови для реа-
лізації не тільки простих контролерів й 
інтерфейсних вузлів, але й систем цифро-
вої обробки сигналів [3], пристроїв 
управління в реальному часі найскладні-
шими технологічними процесами [7], ін-
телектуальних контролерів і нейронних 
мереж. Поява ПЛІС із наднизьким рівнем 
енергоспоживання відкриває широкі мо-
жливості за їх використання в мобільних 
мережах та портативних комп'ютерах  
[9, 10]. 
Основні класи сучасних надвеликих 
інтегральних схем (НВІС), що представ-
ляють один одному альтернативу за рів-
нем інтеграції та за складності розв'язува-
них завдань наведений на рис 1. 
 
Рис. 1. Класифікація сучасних надвеликих інтегральних схем 
Наведені класи НВІС розглядаються 
в контексті створення на кристалі систем 
великої складності, до яких ставляться 
вимоги високої швидкодії та обчислюва-
льної потужності, низького рівня енерго-
споживання, простоти розробки та нала-
годження, можливість модифікації гото-
вих пристроїв, простоти адаптації до 
об’єктів управляння і, звичайно, невисо-
кої вартості. Поставленим вимогам відпо-
відають сучасні ПЛІС (FPGA, Field 
Prgrammable Gate Array) та спеціалізовані 
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замовлені та напівзамовлені інтегральні 
схеми (ASIC, Аpplication Specific 
Integrated Circuit) [14, 15]. 
Спеціалізовані ІС класифікують на 
замовлені й напівзамовлені за рівнем уча-
сті замовника в реалізації функціонально-
сті пристрою [1]. Замовлені ІС розробля-
ються на основі спеціально створених 
елементів і вузлів виключно за функціо-
нальною схемою замовника. Можливий 
варіант – проектування на основі стандар-
тних елементів, що включені до складу 
бібліотек виробника ІС, що значно змен-
шує вартість та швидкість розробки. На-
півзамовлені ІС складаються із заздале-
гідь спроектованої виробником ІС по-
стійної частини, а спеціалізація  досяга-
ється на заключному етапі виробництва, 
за додавання додаткових шарів металіза-
ції, що задають визначену замовником 
остаточну конфігурацію пристрою. 
ПЛІС поставляється споживачеві в 
конструктивно-закінченому вигляді, по-
дальше програмування здійснюється еле-
ктричним способом у лабораторних умо-
вах. Для програмування ПЛІС застосову-
ють спеціальні пристрої – програматори. 
Для розробки конфігурації пристроїв за-
стосовуються різноманітні системи авто-
матичного проектування (САПР). 
Історія розвитку НВІС розпочина-
ється в сімдесятих роках. Після виник-
нення та бурхливого розвитку інтегральні 
схеми довгі роки поділялись на мікросхе-
ми пам’яті, мікросхеми масового вироб-
ництва для широкого споживача, програ-
мовані логічні пристрої (ПЛП) та спеціа-
лізовані ІС, до яких зокрема належали 
процесори та мікроконтролери. Звичай-
ний двигун прогресу у розвитку цифро-
вих схем це збільшення швидкодії, змен-
шення розмірів та ціни пристрою. Тому 
ПЛП та спеціалізовані ІС були призвані 
замінити множину мікросхем однією, що 
привело до здешевлення пристроїв, зме-
ншення розмірів, підвищення надійності 
(за рахунок зменшення кількості паяних 
з’єднань). За визначення помилок ПЛП 
можна перепрограмувати, в той час коли 
пошук та видалення помилок на платі 
значно трудомісткий процес. 
Історія розвитку програмованих ло-
гічних пристроїв охоплює наступні при-
строї: програмовані постійні за-
пам’ятовуючі пристрої ППЗУ; програмо-
вані логічні матриці ПЛМ (PLA, 
Programmable Logic Array); різновиди 
ПЛМ – програмовані логічні масиви 
(PAL, Programmable Array Logic) та змі-
нювані масиви логіки (GAL, Generic Array 
Logic); складні ПЛП – прародителі мікро-
схем CPLD, які за наявністю сучасних по-
тужних CPLD називають простими ПЛП 
(Simple Programmable Logic Devisees). Ба-
гато сучасної та класичної літератури 
описують структурні особливості, прин-
ципи програмування ПЛП [9]. Ми лише 
зазначимо, що не глядячи на те, що роз-
робники весь час вимагалися підвищити 
функціональність ПЛП, ці мікросхеми ні-
коли не знайшли широкого і практичного 
застосування. ПЛП належать до мікро-
схем середньої степені інтеграції, вміщу-
ють невелику кількість логічних вентилів, 
реалізують нескладні задачі і мають неви-
соку швидкодію. На сьогодні такі при-
строї існують на ринку ІС, але вважають-
ся морально застарілими. 
Іншу долю мають замовлені спеціа-
лізовані IС. Замовлені ІС виникли і поча-
ли розвиватися із самого початку розвит-
ку інтегральних схем, бо завжди виникали 
задачі реалізації досить складного устат-
кування й дотепер замовлені ІС з успіхом 
використовуються для реалізації спеціалі-
зованих функцій. Мікросхеми виробля-
ються на виробництві, мають повний тех-
нологічний цикл виробництва мікросхем 
на кремнієвому кристалі. Остаточний ва-
ріант конфігурації зашивається в кристал. 
Як позитивний момент слід відмітити, що 
спроектований пристрій містить необхід-
ну кількість вентилів, на кристалі немає 
нічого зайвого і немає вільних комірок, 
досягнута максимальна-можлива швидко-
дія та максимально-низьке енергоспожи-
вання. Розробка замовленої ІС складний 
трудомісткий і дорогий процес, однак за 
рахунок високого ступеня інтеграції мож-
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лива реалізація скільки завгодно складних 
пристроїв, за рахунок чого на протязі 
всього часу існування і до появи ПЛІС 
замовлені ІС не мали аналогів. 
Для остаточного визначення високої 
ефективності спеціалізованих ІС серед 
НВІС доцільно стисло розглянути най-
більш характерні класи замовлених та на-
півзамовлених ІС, такі як вентильні мат-
риці, схеми на стандартних елементах, 
структуровані спеціалізовані схеми 
(рис. 1). У сучасному розумінні всі ці кла-
си ІС поєднані загальною назвою ASIC. 
В основі вентильних матриць ле-
жать базисні комірки, що складаються з 
набору несполучених транзисторів і рези-
сторів. На окремих комірках постачаль-
ники мікросхем пропонують бібліотеку 
елементів – набір базових функцій, на-
приклад мультиплексори, регістри, тощо. 
Мікросхема являє собою кремнієвий кри-
стал, що вміщує масив комірок. Постача-
льники мікросхем самі визначають набо-
ри компонентів що входять в комірку. 
Розробники будують свої таблиці з'єд-
нань, відповідно конфігурації пристрою, 
на основі яких виготовляються фотошаб-
лони й створюються шари металізації, що 
зв'язують елементи усередині комірки та 
комірки між собою. 
У порівнянні із замовленими ІС вен-
тильні матриці для розроблювачів мають 
меншу ціну та складність розробки. Але 
звичайно під час спеціалізації мікросхеми 
всі внутрішні ресурси не використову-
ються, крім того строго визначене вироб-
ником розташування логічних вентилів й 
трасування внутрішніх з'єднань не завжди 
є оптимальним, що позначається на 
швидкодії, продуктивності та споживання 
потужності. 
Схеми на стандартних елементах 
підтримують виробники ASIC, вони по-
ставляють бібліотеку стандартних елеме-
нтів, якою можуть користуватися розроб-
лювачі. Бібліотеки крім різноманітних 
логічних функцій підтримують такі ком-
поненти як процесори, функції зв'язку, 
ОЗУ, ПЗУ, тощо. Розроблювачі можуть 
так само використовувати раніш створені 
свої функції або придбати проекти потрі-
бних функціонального блоків створені 
іншими розробниками. За цієї технології 
спеціалізація як правило закінчується 
створенням таблиці з'єднань на рівні фун-
кціональних блоків, на основі яких виго-
товляються фотошаблони й створюються 
шари металізації. Схеми стандартних 
елементів виготовляються на кремнієвому 
кристалі заводським способом. Тобто 
розроблювачем лише створюються укру-
пнені зв'язки – верхні шари металізації. 
Це сприяє оптимальному використанню 
площі кристала, відсутності надмірності 
компонентів, зменшенню трудомісткості 
створення зв'язків, оптимальному трасу-
ванню. 
Клас НВІС, що отримали назву 
структуровані замовлені схеми (Structured 
ASIC) Виникли ще в дев’яностих роках та 
з 2003 року мали стрімкий стрибок у роз-
витку [15]. Кожний постачальник такої 
мікросхеми пропонує власну архітектуру 
пристрою. В основі мікросхеми лежить 
фундаментальний елемент – модуль, який 
містить виготовлений заводським спосо-
бом набір загальної логіки у вигляді логі-
чних вентилів, мультиплексорів, таблиць 
істинності, одного або декількох регіст-
рів, невеликого локального ОЗУ, тощо. 
Масиви елементів розміщуються по всій 
поверхні кристала, виготовляються завод-
ським способом, окремо можуть форму-
ватися спеціальні модулі, що складаються 
з регістрів, або невеликих елементів па-
м'яті. Заводським способом так само ство-
рюються по контуру кристала блоки ОЗУ, 
тактові генератори, периферійна логіка, 
тощо. 
Більша кількість шарів металізації 
уже визначено. За спеціалізації такої мік-
росхеми значно скорочується кількість 
шарів металізації, що створюють розроб-
лювачі. Отже значно знижується вартість 
і час розробки пристрою ніж за застосу-
вання традиційних замовлених схем і 
схем на стандартних елементах. Логіка, 
виготовлена на заводі, має більшу проду-
ктивність за рахунок оптимізації зв’язків 
на кристалі, але у порівнянні зі схемами 
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на стандартних елементах, споживає бі-
льшу потужність, займає більше місця на 
кристалі. 
Протягом декількох десятиліть існу-
вання ІС між ПЛП та ASIC існувала неза-
повнена ніша. З однієї сторони вбога фу-
нкціональність ПЛП, з іншої сторони 
складність розробки й висока ціна ASIC, 
хоча вони і підтримували функції будь-
якої складності. 
На початку вісімдесятих років фірма 
Xilinx запропонувала новий клас мікро-
схем ПЛІС (FPGA) [1]. ПЛІС виготовля-
лись за КМОП технологією і для збері-
гання конфігурації застосовували статич-
ний ОЗП. Основу ПЛІС складали логічні 
блоки, до складу яких входив регістр, му-
льтиплексор та таблиця істинності. ПЛІС 
складалася з великої кількості логічних 
блоків та внутрішніх програмованих 
з’єднань. Перші пристрої цього класу бу-
ли порівняно простими й підтримували 
малу кількість вентилів, але загальна ідея 
архітектури ПЛІС збереглася дотепер. 
Звичайно різні виробники ПЛІС пропо-
нують різні архітектури логічних блоків і 
способи їхніх з'єднань, структури логіч-
них блоків сучасних ПЛИС мають значно 
складну структуру. 
Для повноти огляду зупинимось на 
мікросхемах CPLD (Сomplex 
Рrogrammable Logic Device), які належать 
до класу ПЛІС. В основі CPLD лежать 
логічні блоки, що реалізують скорочені 
диз’юнктивні нормальні форми функцій. 
Логічні блоки поєднані в макрокомірки і 
з'єднані із внутрішніми шинами та зовні-
шніми виводами. Функціональність CPLD 
кодується в енергонезалежній пам'яті, то-
му немає необхідності їх перепрограмува-
ти при включенні. 
Наприкінці наведемо порівняльну 
характеристику основних класів НВІС. 
Позитивні якості ASIC: можна реалі-
зувати скільки завгодно складні пристрої, 
що складаються з мільйонів логічних вен-
тилів; відсутність надмірності, як внутрі-
шніх зв'язків, так і використаних венти-
лів, внаслідок максимальна швидкодія й 
мінімальне споживання потужності; не-
висока ціна у випадку налагодження се-
рійного виробництва; енергонезалеж-
ність. 
До недоліків ASIC варто віднести на-
ступне: розробка ASIC досить дорогий, 
складний і тривалий процес; готовий ви-
ріб розмішують в кристал, таким чином, 
подальша зміна пристрою неможлива; 
створення нових версій пристрою або мо-
дифікація вимагає повторення всього 
процесу виробництва. Середній час виго-
товлення системи на кристалі на ASIC від 
14 до 24 місяців [15]. 
Позитивні якості FPGA: надвисока 
степінь інтеграції; реалізація таких же 
складних функцій, які раніш могли бути 
вирішені тільки з використанням ASIC; з 
погляду реалізованих функцій мають 
більш гнучку структуру ніж CPLD; про-
грамуються в лабораторних умовах, у 
відмінності від пристроїв внутрішня 
структура яких жорстко зашита на вироб-
ництві; привабливі не тільки для промис-
лового виробництва, але й для невеликих 
компаній розроблювачів; просте внесення 
змін у структуру пристрою; функціональ-
ність пристрою може бути задана на місці 
відповідно до спеціалізованих вимог за-
мовника, пристрій може бути налагодже-
ний й модифікований на місці; можна на-
лагоджувати, як весь проект цілком, так й 
окремі частини пристрою; є можливість 
внутрісистемного програмування; вар-
тість виготовлення нижче вартості виго-
товлення ASIC; дуже дешево можна ство-
рювати й налагоджувати опитні зразки, з 
подальшим налагоджуванням масового 
випуску на ІС; програмуватися однократ-
но або багаторазово; мають невисоку до-
ступну ціну. Середній час виготовлення 
системи на кристалі на ПЛІС від 6 до 12 
місяців. За застосування ПЛІС скорочу-
ються строки виходу пристрою на ринок 
на 55% ніж за застосування ASIC [15]. 
Недоліком ПЛІС є їх енергозалеж-
ність. Програма зазвичай зберігається в 
энергозалежній пам'яті, при кожнім 
включенні живлення мікросхеми необхід-
но заново конфігурувати її. Такі мікро-
схеми виробляють фірми Xilinx й Altera. 
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Завантаження конфігурації відбувається 
за допомогою заваНтажника, що може 
бути убудований й у саму FPGA. Фірми 
виробники пропонують конфігураційні 
ПЗУ що при включенні живлення заван-
тажує конфігурацію в ПЛІС. Фірми Actel 
й Lattice Semiconductor пропонують мік-
росхеми FPGA, в яких конфігурація збері-
гається енергонезалежній Flash-пам'яті, в 
таких ПЛІС програма зберігається при 
зникненні електроживлення. 
Висновки 
Перехід сучасних ПЛІС на якісно 
новий рівень дозволило їм стати не тільки 
достойною альтернативою замовленим 
інтегральним схемам, але і завдяки ваго-
мим перевагам, дозволило зайняти значну 
позицію серед інтегральних схем надви-
сокої степені інтеграції і відкрило нові 
перспективи у виробництві й поліпшенні 
параметрів цифрових пристроїв. 
Сучасний рівень розвитку ПЛІС, їх 
швидкодія, ємність, можливість гнучкого 
проектування пристроїв любої складності, 
дозволяє реалізувати системи на одному 
кристалі, що дає більший виграш у про-
дуктивності, ніж за використання класич-
них мікроконтролерів та великих інтегра-
льних схем, а також дозволяє прискорити 
швидкість процесів передачі даних, що 
зокрема є критичним для різноманітних 
сучасних обчислювальних систем. Засто-
сування ПЛІС обумовлює простоту роз-
робки та налагодження системи, а також 
дозволяє адаптувати систему під визначе-
ний об’єкт управління з максимальною 
продуктивністю та швидкодією. 
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