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We study the existence of ﬁrst derivatives with respect to the initial condition of the solution
of a ﬁnite system of SDEs with reﬂection. We prove that such derivatives evolve according to a
linear differential equation when the process is away from the boundary and that they are
projected to the tangent space when the process hits the boundary. This evolution, rather
complicated due to the structure of the set at times when the process is at the boundary, admits
a simple representation in terms of an auxiliary random walk. A probabilistic representation
formula of Bismut–Elworthy’s type is given for the gradient of the transition semigroup of the
reﬂected process.
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Let I be a ﬁnite set of indexes. We consider a system of Stochastic differential
equations of the Skorohod type
X itðxÞ ¼ xi þ
Z t
0
biðX rðxÞÞdr þ litðxÞ þ wit; tX0; i 2 I , (1)
X itðxÞX0; dlitðxÞX0;
Z 1
0
X itðxÞdlitðxÞ ¼ 0; i 2 I
for all x 2 RIþ:¼½0;1ÞI ; where bi : RIþ7!R is continuously differentiable and ðwiÞi2I
are independent Brownian motions on a probability space ðO;PÞ:
The aim of this paper is to provide probabilistic representations for the ﬁrst
derivatives of the process X tðxÞ w.r.t. the initial datum x and of the transition
semigroup of X
Ptf ðxÞ:¼E½f ðX tðxÞÞ
; t40; x 2 RIþ
for all f :RIþ7!R bounded and continuous.
Our approach is fully probabilistic and is based on a representation for the ﬁrst
partial derivatives of the process X tðxÞ w.r.t. to the initial datum x in terms of an
auxiliary random walk x with values in the set I of indexes. The existence of such
derivatives, classical for smooth coefﬁcients, is not trivial because of the presence of
the non-smooth reﬂection term litðxÞ:
Notice that boundary of RIþ is not C
1 because of the presence of corners.
Nevertheless, we obtain C1 regularity for the semigroup up to the boundary.
Moreover, we obtain that the semigroup satisﬁes the Neumann condition at any
point of the boundary, in particular along the corners where the normal vector ﬁeld
is multi-valued: see Corollary 1 below.
The random walk representation has been introduced in [3], as a probabilistic
counterpart of an analytic framework given in [7]. Unlike [3], we do not assume
positivity of qbi=qxj ; iaj; and we generalize the random walk representation to path-
integrals w.r.t. ﬁnite signed measures, following an idea of [6, pp. 8–9]. However, [6]
remains at the level of transition semigroups, while we develop a kind of stochastic
calculus w.r.t. signed measures: see Lemma 2 below.
We illustrate the result in two simple examples. First consider the trivial case
biðxÞ ¼ biðxiÞ; i.e. the system is decoupled and we have a family of independent one-
dimensional SDEs with reﬂection. In this case we have
qX it
qxj
ðxÞ ¼ dij 1ðti4tÞ exp
Z t
0
qbi
qxi
ðX isðxÞÞds
 
; tX0, (2)
where ti : inffs40 : X isðxÞ ¼ 0g: Clearly we have no interaction between the
coordinates of X and before ti the derivative is simply the solution of the
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Ziit :¼
qX it
qxi
ðxÞ ¼ 1þ
Z t
0
qbi
qxi
ðX isðxÞÞZiis ds toti.
After ti; by the strong Markov property X i forgets the initial condition xi; so that
qX itðxÞ=qxi ¼ 0 for t4ti:
We consider now a simple system with interaction, setting
biðxÞ:¼
X
k2I
ðxk  xiÞ; x 2 RI ; i 2 I .
We introduce the space of I-valued ca`dla`g functions E:¼Dð½0;1Þ; IÞ with coordinate
process ðxtÞtX0 and the probability measure Pj on E under which x0 ¼ j and x is the
continuous time Markov chain with inﬁnitesimal generator
Lf ðiÞ:¼
X
k2I
ðf ðkÞ  f ðiÞÞ; i 2 I ; f 2 RI .
Consider the solution of the SDE in RI :
Y itðxÞ ¼ xi þ
Z t
0
biðY rðxÞÞdr þ wit; tX0; i 2 I .
Then, with our choice of b
cijt :¼
qY it
qxj
¼ dij þ
Z t
0
X
k
ðckjs  cijs Þds; tX0
and the solution of this equation admits the probabilistic representation
cijt ¼ Pjðxt ¼ iÞ ¼ Ej½1ðxt¼iÞ
; tX0.
If we consider again the reﬂected SDE, our main result shows that the effect of the
local time is the following: deﬁning the random variables on O; zi:¼ inffs40 :
X isðxÞ ¼ 0g and sit:¼ supfspt : X isðxÞ ¼ 0g; then
Zijt :¼
qX it
qxj
¼ dij þ
Z t
0
X
k
ðZkjs  Zijs Þds; tozi, (3)
Zijt ¼
Z t
sit
X
k
ðZkjs  Zijs Þds; tXzi. (4)
Up to the ﬁrst hitting time of X at the boundary, Z evolves like in the case
without reﬂection. When X itðxÞ ¼ 0; Zijt has a discontinuity, becomes 0, and then Z
evolves further according to the usual differential equation. Geometrically, Zijt is
projected to the tangent space when X tðxÞ hits the boundary. Since qbi=qxka0
for iak; Zijt does not remain identically zero after zi; and the complicated structure
of the set fs : X isðxÞ ¼ 0g makes the evolution of Z quite non-trivial. Nevertheless,
a random walk representation for Z holds also in this case: deﬁning the stopping
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t:¼ infft40 : X xtt ðxÞ ¼ 0g ¼ inf
k2I
inffs40 : X ks ðxÞ ¼ 0; xs ¼ kg,
we have the following probabilistic representation for Z:
Zijt ¼ Ej½1ðxt¼iÞ 1ðt4tÞ
; tX0,
i.e. the random walk x is killed at the ﬁrst time t when xt is in a site i 2 I such that
X it ¼ 0:
Once this is proved, we can give probabilistic representations for the gradient of
the transition semigroup of ðX tÞt: for t40 and f bounded on RIþ:
q
qxj
E½f ðX tðxÞÞ
 ¼
1
t
X
i
E Ej f ðX tðxÞÞ
Z t
0
1ðxs¼iÞ1ðt4sÞ dw
i
s
 
(5)
which is a Bismut–Elworthy formula (see e.g. [10]), and if f is differentiable with
bounded continuous derivatives
q
qxj
E½f ðX tðxÞÞ
 ¼
X
i
E Ej
qf
qxi
ðX tðxÞÞ1ðxt¼iÞ1ðt4tÞ
 
. (6)
The random walk representation has been applied to rf interface models in [3], i.e.
to the case where I  ½N; N
d \ Zd ; N; d 2 N and biðxÞ ¼Pjijj¼1 V 0ðxj  xiÞ;
where xj :¼0 for jeI ; V 2 C2ðRÞ uniformly convex and even and V 0 ¼ dV=dx:
Formulae (5) and (6) ﬁnd various applications to rf interface models near a hard
wall in [4] and [14]. In [4] formula (6) is used to prove monotonicity of the variance of
X it w.r.t. N. In [14] formula (5) is used for d ¼ 1 to prove the Lipschitz continuity,
uniform in N, for the transition semigroup of a rf interface models near a wall
under diffusive rescaling, a fundamental technical tool in the study of the
equilibrium ﬂuctuations.
Finally we remark that an SDE similar to (3)–(4) has been introduced in [1] in
order to give a probabilistic representation formula for the solution of a system of
linear PDEs with mixed Dirichlet–Neumann boundary condition on a regular
domain in Rn: The approach of [1] has been later generalized to the manifold case,
see [8, Section V.6]. The results of this paper treat a similar problem on a domain,
whose boundary is piecewise ﬂat but has corners: see the discussion at the end of
Section 2 below. We recall that a general theory on Lipschitz continuity of solutions
of Skorohod Problems in domains with corners has been given in [5]. However, it
seems that this paper is the ﬁrst which studies P-almost sure differentiability
properties w.r.t. the initial datum of a process with reﬂection.
The paper is organized as follows: after giving the precise deﬁnitions and
statements in Section 2, we give the main technical lemma in Section 3; then we prove
differentiability of X in Section 4 and the Bismut–Elworthy formula in Section 5;
ﬁnally Section 6 contains the proof of the random walk representation.
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We denote by E:¼Dð½0;1Þ; IÞ the space of I-valued ca`dla`g functions, by xt : E 7!I ;
t 2 ½0;1Þ; the coordinate process and byNt:¼sðxs; s 2 ½0; t
Þ the natural ﬁltration of
x: If P is a probability measure on E, by a P-martingale we always mean a
ðE; P; ðNtÞtX0Þ-martingale.
Let c : ½0;1Þ  I  I 7!R be continuous. For all i 2 I and s 2 ½0;1Þ we denote by
Pcs;i the probability measure on E, under which xt ¼ i for all t 2 ½0; s
 ðxtÞt2½s;1Þ has the law of the time continuous Markov chain with values in I starting
at t ¼ s from i and with time-dependent generator ðLtÞtX0:
Lt : R
I 7!RI ; Ltf ðiÞ:¼
X
k
ctði; kÞ
  f ðkÞ  f ðiÞð Þ; i 2 I .
We denote by ðZlÞl the sequence of jump moments of x 2 E:
Zl : E 7!½0;1Þ; Z0:¼0; Zlþ1:¼ inffs4Zl : xsaxZl g. (7)
We deﬁne the sign function s : R 7!f1; 0; 1g
sðrÞ ¼ 1; 8r 2 ð1; 0Þ; sð0Þ ¼ 0; sðrÞ ¼ 1; 8r 2 ð0;1Þ.
For all s; t 2 ½0;1Þ such that spt we deﬁne the real bounded measurable function
rcs;t on E
rcs;t:¼ exp
Z t
s
X
kaxr
crðxr; kÞ
 dr þ Z t
s
crðxr; xrÞdr
 ! Y
soZkpt
sðcZk ðxZk1 ; xZk ÞÞ.
Finally we deﬁne the stopping time on O E
t : inffs40 : X xss ðxÞ ¼ 0g ¼ inf
k2I
inffs40 : X ks ðxÞ ¼ 0; xs ¼ kg (8)
with inf ;:¼þ1: We say that f :RIþ ¼ ½0;1ÞI 7!R is differentiable at x 2 RIþ if there
exists a vector ðqif ðxÞ; i 2 IÞ 2 RI such that
f ðx þ hÞ ¼ f ðxÞ þ
X
i
qif ðxÞhi þ oðjhjÞ; 8 h : x þ h 2 RIþ,
and we remark that if x lies in the boundary of RIþ; then the requirement x þ h 2 RIþ
becomes essential.
We consider continuously differentiable bi : RIþ7!R; i 2 I ; with bounded
derivatives qbj=qxi for all i; j: We recall that pathwise existence and uniqueness of
solutions of Eq. (1) have been proved in [13]. We can now state the main results of
the paper.
Theorem 1. Let
ctði; jÞ:¼ qb
j
qxi
ðX tðxÞÞ; tX0; i; j 2 I . (9)
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at x and, setting ZijT :¼qX iT=qxj ; we have a.s.
ZijT ¼ Ec0;j½1ðxT¼iÞ 1ðt4TÞrc0;T 
; i; j 2 I . (10)
Moreover, the r.h.s. of (10) defines a right-continuous modification of Z such that,
setting
Ci:¼fsX0 : X isðxÞ ¼ 0g; sit:¼ sup spt : X isðxÞ ¼ 0
 
; i 2 I ,
we have a.s. for all tX0
Zijt ¼ dij þ
X
k
Z t
0
qbi
qxk
ðX sðxÞÞZkjs ds; t 2 ½0; inf CiÞ, (11)
Zijt ¼
X
k
Z t
sit
qbi
qxk
ðX sðxÞÞ Zkjs ds; t 2 ½inf Ci;1Þ. (12)
Theorem 2. For all f : RIþ7!R bounded and continuous, t40 and x 2 RIþ
q
qxj
Ptf ðxÞ ¼
1
t
X
i
E f ðX tðxÞÞ
Z t
0
Zijs dw
i
s
 
¼ 1
t
X
i
E Ec0;j f ðX tðxÞÞ
Z t
0
1ðxs¼iÞ1ðt4sÞr
c
0;s dw
i
s
  
ð13Þ
and if f is continuously differentiable with bounded derivatives on RIþ
q
qxj
Ptf ðxÞ ¼
X
i
E
qf
qxi
ðX tðxÞÞZijt
 
¼
X
i
E Ec0;j
qf
qxi
ðX tðxÞÞ1ðxt¼iÞ 1ðt4tÞrc0;t
  
. ð14Þ
Remark 1. If qbj=qxiX0 for jai then rc0;TX0 and if furthermore
P
j qb
j=qxip0; then
0prc0;Tp1: For instance, in the case of the rf interface model on the torus we have
I :¼ðZ=NZÞd ; biðxÞ ¼
X
jijj¼1
V 0ðxj  xiÞ,
where N; d 2 N; xj:¼0 for jeI : Then in this case
ctði; jÞ ¼ V 00ðX it  X jtÞ  1ðjijj¼1ÞX0; iaj; ctði; iÞ ¼ 
X
kai
ctði; kÞ,
so that rc0;t  1:
Remark 2. In the example of the introduction the random walk is independent of the
process X, because the jump rates qbi=qxk are constant in x. In the general case the
law of x depends on the trajectory of X and x is therefore a random walk in a random
environment.
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say I ¼ I [ qI ; and Dirichlet boundary conditions are imposed on qI : This case and
other boundary conditions are covered by our setting, interpreting the jump rate
from i 2 I to k 2 qI as an additional diagonal term crði; iÞ:
Notice that RIþ ¼ ½0;1ÞI is not a regular domain. In particular, the normal vector
ﬁeld can be multi-valued (see e.g. [5]): for all x 2 qRIþ; nðxÞ:¼fej : xj ¼ 0; j 2 Ig; where
ðejÞj is the canonical basis of RI : Nevertheless, the Neumann condition holds in the
strongest form, as the following Corollary states.
Corollary 1. For all bounded continuous f and t40; the transition semigroup Ptf
satisfies the Neumann condition at qRIþ:¼fx 2 RIþ : mini xi ¼ 0g:
x 2 RIþ; xi ¼ 0¼)
q
qxi
Ptf ðxÞ ¼ 0.
Proof. Since b is globally Lipschitz, by the Girsanov Theorem the law of X i is
absolutely continuous w.r.t. to the law of a reﬂected BM in ½0;1Þ: Then if xi ¼ 0; a.s.
t ¼ 0 is an accumulation point of Ci; and since x is piecewise constant and right-
continuous, Pc0;i-almost surely t ¼ 0: &
We end this section by comparing the results of this paper with those of [1]. In [1,
Theorem 4.4], a probabilistic representation formula is given for any f : M 7!Rq;
where M is regular bounded domain in Rn and q; n 2 N; such that f ¼ ðp1; . . . ;pqÞ;
Dpi ¼ 0 on M and
PðxÞf ðxÞ  ðI  PðxÞÞ qf
qn
ðxÞ ¼ fðxÞ; x 2 qM,
where PðxÞ is a symmetric matrix of order q of constant rank such that PðxÞPðxÞ ¼
PðxÞ; qM 3 x 7!PðxÞ is smooth, f : qM 7!Rq is continuous and q=qn denotes the
normal derivative. The probabilistic formula for f contains a matrix-valued process,
which solves a SDE similar to (11)–(12): see [1, Theorem 4.1].
If we set now uðt; xÞ:¼PtjðxÞ; then at least formally u solves
qu
qt
¼ 1
2
Du þ
X
k
bk
qu
qxk
; uð0; Þ ¼ j, (15)
xi ¼ 0¼) qu
qxi
ðxÞ ¼ 0.
Setting vj:¼qu=qxj and differentiating formally (15), we get
qvj
qt
¼ 1
2
Dvj þ
X
k
bk
qvj
qxk
þ
X
k
qbk
qxj
vk; vjð0; Þ ¼ qj
qxj
, (16)
xi ¼ 0¼)viðt; xÞ ¼ 0; xi ¼ 0 and xja0¼) qv
j
qxi
ðt; xÞ ¼ 0. (17)
Then (16) and (17) are a system of linear PDEs on M:¼RIþ with mixed Dirichlet and
Neumann conditions at qM:¼fx : minj xj ¼ 0g: Notice that qM is not a regular
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valued
nðxÞ:¼fej : j 2 I ; xj ¼ 0g; x 2 qM,
where ðejÞj2I is the canonical basis of RI : Then it is natural to deﬁne the normal
derivative of a smooth f on M
qf
qn
ðxÞ:¼ qf
qxj
: ej 2 nðxÞ
 
; x 2 qM.
Moreover, for all x 2 qM we denote by PðxÞ the linear projector onto the span of
nðxÞ: Then, setting RI 3 vðt; xÞ:¼ðviðt; xÞ : i 2 IÞ; the boundary condition (17) is
equivalent to
PðxÞvðt; xÞ  ðI  PðxÞÞ qv
qn
ðt; xÞ ¼ f0g; x 2 qM
which shows that (14) is analogous to Theorem 4.4 in [1], although in our case qM
and x 7!PðxÞ are not smooth. Finally, we set O:¼RIþ  I
v : ½0;1Þ  O 7!R; vðt; zÞ:¼viðt; xÞ for z ¼ ðx; iÞ,
qO:¼ðqRIþÞ  I ¼ ðx; iÞ : min
j2I
xj ¼ 0
 
,
q1O:¼fðx; iÞ 2 qO : xi ¼ 0g; q2O:¼qOnq1O.
Then we can write (17) in the form
v ¼ 0 on q1O; qv
qn
¼ f0g on q2O
and (16)–(17) can be interpreted as a PDE on O with Dirichlet boundary condition
on q1O; which explains the deﬁnition (8) of t; and Neumann boundary condition on
q2O; which shows why X t is reﬂected for tot:3. Minima of perturbed BM
The following Lemma is crucial in the proof of Theorem 1 below.
Lemma 1. Let ðwtÞtX0 be a Brownian motion on ðO;PÞ: For all T40; let y : O 7!½0; T 

be a random variable such that a.s. w attains its minimum over ½0; T 
 only at y; i.e.
wy ¼ min½0;T 
 w; wyows; 8s 2 ½0; T 
nfyg.
There exists a random variable g40; such that for any continuous process f :
½0; T 
  O 7!R with
f ð0Þ ¼ 0; jf ðsÞ  f ðtÞjpgjt  sj; t; s 2 ½0; T 
 (18)
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wy þ f y ¼ min½0;T 
 ðw þ f Þ; wy þ f yows þ f s; 8s 2 ½0; T 
nfyg.
Proof. It is enough to consider the case T ¼ 1:
Step 1: We recall the following path decomposition of a Brownian path around its
minimum, proven in [2]: let ðU ; M; M^Þ be a independent triple, such that U : O!
½0; 1
 has the arcsine law, M and M^ are two standard Brownian meanders. Then
V ðU ; M ; M^Þ ¼d w; where
E:¼fu 2 Cð½0; 1
Þ : uð0Þ ¼ 0g; V : ½0; 1
  E  E 7!E,
V ðr; f ; gÞðtÞ:¼ ﬃﬃrp f ð1Þ þ ﬃﬃrp 1½0;r
ðtÞf 1 t
r
 
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r
p
1½r;1
ðtÞg
t  r
1 r
 
; t 2 ½0; 1
.
This formula has the following meaning: U is the unique time in ½0; 1
 where the path
attains its minimum and  ﬃﬃﬃﬃUp Mð1Þ is the value of the minimum; over the intervals
½0; U 
 and ½U ; 1
 the path has the shape of two rescaled meanders, the ﬁrst one being
run backward from 0 to U. Moreover, in [9] it was proved that the law of the
Brownian meander is absolutely continuous w.r.t. the law of the Bessel process
ðltÞtX0 of dimension 3 starting from 0 over the interval ½0; 1
: This proves in
particular that y is well-deﬁned, since a.s. l40 on ð0; 1
:
Step 2: We want to prove now that
lim
s!y
wðsÞ  wðyÞ
js  yj ¼ þ1; almost surely. (19)
By the path decomposition of the previous step, it is enough to prove that
lim
t!0þ
lt
t
¼ þ1. (20)
Recall that, by time-inversion, l^s:¼sl1=s; s40; l^0 ¼ 0 is again a Bessel process of
dimension 3. Then (20) is equivalent to l^s !1 as s !1; which follows by the
transience of the Bessel process of dimension 3. Arguing by contradiction, by (19) it
is now easy to conclude the proof. &4. The derivative of X
This section is devoted to the proof of Theorem 1. First we give in Proposition 1
below a representation formula for the value at a ﬁxed time T40 for solution of
certain linear differential equations in RI :
We consider for each i 2 I a compact set Ci  ½0; T ½ with zero Lebesgue measure.
We set C:¼SiCi and
sit:¼ sup Ci \ ½0; t

 
; t 2 ½0; T 
; i 2 I , (21)
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nCi: We
also introduce the stopping time on E
t:¼ inf
i2I
inffs40 : xs ¼ i; s 2 Cig; inf ;:¼þ1.
Proposition 1. Let y : ½0; T 
7!RI a bounded measurable function such that
yit ¼ yi0 þ
Z t
0
X
k
crðk; iÞykr dr; t 2 ½0; inf CiÞ, (22)
yit ¼
Z t
sit
X
k
crðk; iÞ ykr dr; t 2 ðinf Ci; T 
nCi. (23)
for all i 2 I : Then for all i 2 I
yiT ¼
X
j2I y
j
0 E
c
0;j 1ðxT¼iÞ 1ðt4TÞ r
c
0;T
h i
. (24)
The Proof of Proposition 1 is postponed to Section 6.
Remark 4. If Ci ¼ ; for all i 2 I ; then y satisﬁes (22) for all t 2 ½0; T 
 and (24) gives a
probabilistic representation for the solution of a linear differential equation in RI
with continuous coefﬁcients. If t 2 Ti2I Ci then tpt and, by (24), yiT ¼ 0 for all i 2 I :
Formula (24) becomes more interesting when
S
iC
ia; and TiCi ¼ ;: In general Ci
can be a very complicated set, as it is our case in Section 3, where we consider
Ci:¼fs 2 ½0; T 
 : X isðxÞ ¼ 0g; which is known to be a.s. a set with zero Lebesgue
measure without isolated points.
Proof of Theorem 1. We recall that ðejÞj2I is the canonical basis of RI ; i.e. ejðiÞ ¼ dij :
We divide the proof into several steps:
Step 1: Since for all tX0: X it dl
i
t ¼ 0; then we have
ðX itðxÞ  X itðyÞÞ ½dlitðxÞ  dlitðyÞ
 ¼ X itðxÞdlitðyÞ  X itðyÞdlitðyÞp0.
By the Cauchy–Schwarz inequality for the Euclidean norm k  k in RI
dkX tðxÞ  X tðyÞk2 ¼ 2
X
i
ðX itðxÞ  X itðyÞÞ ½biðX tðxÞÞ  biðX tðyÞÞ
 dt
þ 2
X
i
ðX itðxÞ  X itðyÞÞ½dlitðxÞ  dlitðyÞ
p2KkX tðxÞ
 X tðyÞk2 dt,
where K denotes the Lipschitz norm of b, so that
kX tðxÞ  X tðyÞk2pkx  yk2 expð2KtÞ; tX0. (25)
Step 2: For every i 2 I we set Ci:¼fs 2 ½0; T 
 : X is ¼ 0g: We claim that almost
surely the sets ðCiÞi2I satisfy the properties required in the hypothesis of Proposition
1. Indeed, since X i is a continuous semimartingale with hX i; X iit ¼ t for all tX0; by
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jCij ¼
Z t
0
1f0gðX isÞds ¼
Z
f0g
Lat da ¼ 0,
where La is the local time process of X i at a. Moreover a.s. Te
S
iC
i; since a.s.
X iT ðxÞ40 for all i 2 I ; and the claim is proved.
Let now ðAnÞn be the countable collection of the connected components of the set
½0; T 
nC; open in ½0; T 
: We set an:¼ inf An: Since An is open in ½0; T 
 there exists a
rational qn 2 An: For i 2 I we denote by Ain the connected component of ½0; T 
nCi
which contains qn: Then An " Ain:
Step 3: We set
W itðxÞ:¼
Z t
0
biðX rðxÞÞdr þ wit; t 2 ½0; T 
; i 2 I .
Since b is globally Lipschitz, by the Girsanov Theorem the law of W iðxÞ over ½0; T 
 is
absolutely continuous w.r.t. the law of a BM. Therefore, by Lemma 1 a.s. for every
rational q 2 ½0; T 
 \Q we can ﬁnd a random variable yiq 2 ½0; q
 such that W iðxÞ
attains its minimum over ½0; q
 only at yiq and moreover xi þ W iyiq ðxÞa0:
For all t 2 ½0; T 
; we have by Skorohod’s Lemma (see e.g. [11, VI.2.1])
litðxÞ ¼ sup
spt
xi þ
Z s
0
biðX rðxÞÞdr þ wis
 
¼ xi þ inf
spt
ðW isðxÞÞ
 þ
,
where 2ðrÞ:¼jrj  r; ðrÞþ:¼ðrÞ: Using this representation, it is easy to see that a.s.
for all n: yiqn ¼ siqn ; where si is deﬁned in (21). In particular, for all t 2 A
i
n:
litðxÞ ¼ lisiqn ðxÞ ¼ ½x
i  W isiqn ðxÞ

þ. (26)
Step 4: Fix i; j 2 I and for all 40 let x:¼x þ ej : The key point of the proof is the
following: for 40 small enough, we can represent litðxÞ by (26) as follows:
litðxÞ ¼ ½xi  W isiqn ðxÞ

þ
with siqn independent of : This will allow to differentiate l
i
tðxÞ in :
Since the law of W iðxÞ over ½0; T 
 is absolutely continuous w.r.t. the law of a BM,
by Lemma 1 a.s. for every rational q 2 ½0; T 
 \Q we can ﬁnd a random variable
giq40 such that every g
i
q-Lipschitz perturbation of W
iðxÞ attains its minimum over
½0; q
 only at siq: Fix now n 2 N: By (25), there exists a random Din40 such that
sup
r2½0;qn

biðX rðxÞ  biðX rðxÞÞ
 pgiqn ; 8  2 ð0;DinÞ
which implies, setting f ðsÞ:¼W isðxÞ  W isðxÞ
jf ðtÞ  f ðsÞjpgiqn jt  sj; t; s 2 ½0; qn
.
By Lemma 1, since W iðxÞ attains its minimum over ½0; qn
 only at siqn ; we have
for  2 ð0;DinÞ that also W iðxÞ attains its minimum over ½0; qn
 only at siqn ;
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liqn ðxÞ ¼ ½x
i
  W isiqn ðxÞ

þ
¼ xi  W isiqn ðxÞ 
Z siqn
0
½biðX rðxÞ  biðX rðxÞÞ
dr
" #þ
. ð27Þ
Recall that xi þ W isiqn ðxÞa0: Then either x
i þ W isiqn ðxÞ40 or x
i þ W isiqn ðxÞo0;
according to whether qno inf Ci or qn4 inf Ci: By (27), possibly after choosing a
smaller Din40; for  2 ð0;DinÞ; in the ﬁrst case
liqn ðxÞ ¼ l
i
qn
ðxÞ ¼ 0
and in the second case
liqn ðxÞ  l
i
qn
ðxÞ ¼ dij 
Z siqn
0
½biðX rðxiÞ  biðX rðxÞÞ
 dr.
Since for all t 2 ½0; T 

X itðxÞ  X itðxÞ ¼ dij þ
Z t
0
½biðX rðxÞÞ  biðX rðxÞÞ
dr þ litðxÞ  litðxÞ,
then, setting for all i 2 I ; t 2 ½0; T 
 and 40
Dn:¼min
j
fDjng; ZitðÞ:¼
X itðxÞ  X itðxÞ

,
X a;r :¼aX rðxÞ þ ð1 aÞX rðxÞ; a 2 ½0; 1

we obtain a.s. for all n 2 N;  2 ð0;DinÞ and t 2 Ain
ZitðÞ ¼ dij þ
Z t
0
X
k
Z 1
0
qbi
qxk
ðX a;r Þda
 
Zkr ðÞdr; if t 2 ½0; inf CiÞ, (28)
ZitðÞ ¼
Z t
sit
X
k
Z 1
0
qbi
qxk
ðX a;r Þda
 
Zkr ðÞdr; if t 2 ðinf Ci; T 
, (29)
ZitðÞ ¼ ZianðÞ þ
Z t
an
X
k
Z 1
0
qbi
qxk
ðX a;r Þda
 
Zkr ðÞdr. (30)
Step 5: By (25), kZtðÞkp expðKtÞ for all 40; tX0: Let ðmÞm be any monotone
non-increasing sequence converging to 0. By a diagonal procedure, we can extract a
subsequence ðmlÞl such that Zan ðml Þ has a limit Zan 2 RI as l !1 for all n 2 N: Let
Z : ½0; T 
nC 7!RI be the unique solution of
Zit:¼Zian þ
Z t
an
X
k
qbi
qxk
ðX rðxÞÞ Zkr dr; t 2 An.
By a standard application of Gronwall’s Lemma we obtain that Ztðml Þ ! Zt
uniformly in t 2 An: Since this is true for every n and C has zero Lebesgue measure,
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Theorem and (28)–(29), for all i 2 I ; Zitðml Þ converges to Zit for all t 2 ½0; T 
nCi and,
setting Zi:¼0 on Ci; we have that Z satisﬁes (11) and (12). By Proposition 1 and (9)
we obtain
ZiT ¼ Ec0;j 1ðxT¼iÞ 1ðt4TÞ rc0;T
h i
which does not depend on the chosen subsequence ðml Þl ; so that
9 lim
#0
X iT ðx þ ejÞ  X iT ðxÞ

¼:ZijT ¼ Ec0;j½1ðxT¼iÞ 1ðt4TÞ rc0;T 
. (31)
Step 6: We have proved so far that right partial derivatives exist a.s. at every
x 2 RIþ: To prove differentiability, it is enough to show that such right partial
derivatives are continuous. To this aim, we use formula (31).
We denote byQj the law on ET of the random walk with values in I starting from j
at time 0 and with generator M
M : RI 7!RI ; Mf ðiÞ:¼
X
k
mðf ðkÞ  f ðiÞÞ; i 2 I
with m:¼sup½0;T 
 I2 jcj: By Theorem IV.22.4 in [12], Pc0;j is absolutely continuous
w.r.t. to Qj on ET with bounded density
gT :¼ exp 
Z T
0
X
kaxr
ðjcrðxr; kÞj  mÞ
" #
dr
 ! Y
0oZkpT
jcZk ðxZk1 ; xZk Þj
m
.
Notice that Qj does not depend on x, while rc0;T gT depends continuously on c ¼
cðX ðxÞÞ and in particular on x, and is uniformly bounded. We claim that also the
indicator function 1ðt4TÞ depends continuously on x, Qj-a.s. Indeed, by Lemma 3,
Pc0;j-a.s. no jump moment Zk of x is in C, so that x 2 ft4Tg iff
8Zk 2 ð0; T 
; xZk ¼ i¼)X itðxÞ40; 8 t 2 ½Zk1; Zk
.
Since Pc0;j-a.s. the number of jumps of x before time T is ﬁnite, by the compactness of
½Zk1; Zk
 and the continuity of x 7!ðX itðxÞÞt2½Zk1;Zk 
 in the sup-norm topology given
by (25), we obtain the claim. By the Dominated Convergence Theorem we can
conclude the proof of the theorem. &
In fact, the same proof yields the following more general result:
Corollary 2. Let H : ½0;1Þ 7!RI be adapted to the filtration of w and such that for all
i 2 I ; dHis ¼ his ds with hi 2 L1ðO ½0; T 
Þ for all T40: Let Zt ¼ ZtðHÞ7!RIþ be the
solution of the system of SDEs with reflection:
Zit ¼ ZitðHÞ ¼ xi þ
Z t
0
biðZsÞds þ lit þ wit þ Hit; tX0; i 2 I .
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d
d
ZiT ðHÞ

¼0
¼
X
k
ZikT H
k
0 þ
X
k
Z T
0
Ziks;T h
k
s ds, (32)
where we set ts:¼ inffr4s : X xrr ðxÞ ¼ 0g and
Zijs;t:¼Ecs;j 1ðxt¼iÞ 1ðts4tÞ rcs;t
h i
; i; j 2 I ; tXsX0.
Proof. Arguing like in the proof of Theorem 1, we obtain that a.s. the derivative of
 7!ZT ðHÞ at  ¼ 0 exists and is equal to ZT ðHÞ; where ZðHÞ satisﬁes Z0ðHÞ ¼ H0
and for t 2 An:
ZitðHÞ:¼ZianðHÞ þ
Z t
an
X
k
qbi
qxk
ðX rðxÞÞ Zkr ðHÞdr þ
Z t
0
his ds. (33)
By Proposition 1 the only solution of this equation is given by the right-hand
side of (32). &5. Bismut–Elworthy’s formula
This section is devoted to the proof of Theorem 2. The proof of (14) is
straightforward by Theorem 1 and the chain rule. We now prove (13).
First let f be continuously differentiable with bounded derivatives. In the notation
of Corollary 2, let H0 ¼ 0 and hks :¼Zkjs =T ; s 2 ½0; T 
: Then, by (11)–(12)–(33) and the
uniqueness of solutions of linear equationsX
k
k
Z T
0
Ziks;T h
k
s ds ¼
1
T
X
k
Z T
0
Ziks;T Z
kj
s ds ¼
1
T
Z T
0
ZijT ds ¼ ZijT .
Therefore by (32)
d
d
E½f ðZT ðHÞÞ


¼0
¼ E
X
i
qf
qxi
ðX T ðxÞÞ ZijT
" #
¼ q
qyj
E½f ðX T ðyÞÞ


y¼x
.
On the other hand, since H0 ¼ 0 by the Girsanov Theorem we have
E f ðZT ðHÞÞ exp 
X
k

Z T
0
hks dw
k
s 
2
2
Z T
0
jhks j2 ds
( )" #
¼ E½f ðX T ðxÞÞ

and differentiating at  ¼ 0 we obtain (13). By a density argument, we obtain (13) for
f bounded and continuous. &
Remark 5. Arguing analogously, we obtain an integration by parts formula on the
law of X ðxÞ: Let h : ½0;1Þ7!RI adapted to the ﬁltration of w and such that hi 2
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Þ for all T40; and set
Th:¼K ; Kit:¼
X
k
Z t
0
Ziks;t h
k
s ds; t 2 ½0; T 
.
Then the law of ðX tðxÞÞt2½0;T 
 admits an integration by parts formula along all process
of the form Th; i.e. for all continuous F : Cð½0; T 
;RI Þ7!R
d
d
E FðX ðxÞ þ ThÞ½ 


¼0
¼ E F X ðxÞð Þ
Z T
0
X
k
hks dw
k
s
" #
.
See [15] for related results and [10] for a theory on integration by parts formulae in
inﬁnite dimension.6. Random walk representation
This section is devoted to the proof of Proposition 1. First we give three
preliminary lemmas. Notice that we can write rcs;t ¼ Rs;t rs;t; where
Rs;t:¼ exp
Z t
s
X
k
crðxr; kÞdr
 !
,
rs;t:¼ exp 2
Z t
s
X
kaxr
ðcrðxr; kÞÞ dr
 ! Y
soZkpt
sðcZk ðxZk1 ; xZk ÞÞ,
where 2ðrÞ:¼jrj  r: We set for all j 2 I and t 2 ½s;1Þ
X cs;tðjÞ:¼1ðxt¼jÞ rcs;t  1ðxs¼jÞ 
Z t
s
crðxr; jÞrcs;r dr.
Lemma 2. ðrs;tÞt2½s;S
 and ðX cs;tðjÞÞt2½s;S
 are bounded Pcs;i-martingales for all SXs:
Remark 6. In the proof of Lemma 2, Rs;t is shown to be a Feynman–Kac-type term,
and rs;t a Girsanov-type term. Indeed, like in Girsanov’s Theorem, the density rs;t is
proved to be a martingale in t, and more precisely an exponential martingale, which
in the framework of discontinuous martingales need not be non-negative.
Proof of Lemma 2. The boundedness follows easily since c is continuous and I is
ﬁnite. We divide the rest of the proof into two steps.
Step 1: Let SXs: For all bounded continuous g : ½s; S
  I  I 7!R we deﬁne for
all t 2 ½s; S

N
g
t :¼
X
soZkpt
gZk ðxZk1 ; xZk Þ 
Z t
s
X
kaxr
jcrðxr; kÞj grðxr; kÞdr.
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: We denote now
by EðNgÞ the exponential martingale of Ng; unique solution of
yt ¼ 1þ
Z
ðs;t

yr dN
g
r ; t 2 ½s; S
.
Then EðNgÞ is a local Pcs;i-martingale and has the explicit form
EðNgÞt ¼ exp 
Z t
s
X
kaxr
jcrðxr; kÞj grðxr; kÞdr
 ! Y
soZkpt
ð1þ gZk ðxZk1 ; xZk ÞÞ
see [12, Section IV.19]. Setting gtði; jÞ:¼sðctði; jÞÞ  1; we have rs;t ¼ EðNgÞt and
therefore ðrs;tÞt2½s;S
 is a bounded Pcs;i-martingale.
Step 2: We set for all t 2 ½s;1Þ and j 2 I
M
j
t:¼1ðxt¼jÞ  1ðxs¼jÞ 
Z t
s
X
k
jcrðxr; kÞjð1ðk¼jÞ  1ðxr¼jÞÞdr,
eMjt:¼1ðxt¼jÞ  1ðxs¼jÞ  Z t
s
X
k
crðxr; kÞð1ðk¼jÞ  1ðxr¼jÞÞdr.
We recall that ðMjtÞt2½s;S
 is a Pcs;i-martingale. Now, arguing as in the proof of [12,
Theorem IV.22.4], we ﬁnd
dtð eMjt rs;tÞ ¼ dð eMjt EðNgÞtÞ
¼ EðNgÞt dMjt þ eMjt dEðNgÞt þ EðNgÞt dNGt ,
where Gtði; kÞ:¼gtði; kÞ ð1ðk¼jÞ  1ði¼jÞÞ: Then ð eMjt rs;tÞt2½s;S
 is a Pcs;i-martingale that we
call mj : In particular
dð1ðxt¼jÞ rs;tÞ ¼
X
k
ctðxt; kÞ ð1ðk¼jÞ  1ðxt¼jÞÞ rs;t dt þ dmjt.
Then, since t 7!Rs;t is absolutely continuous:
d 1ðxt¼jÞ r
c
s;t
 
¼ Rs;t dð1ðxt¼jÞ rs;tÞ þ 1ðxt¼jÞ rs;t dRs;t
¼ ctðxt; jÞrcs;t dt þ Rs;t dmjt,
so that for all tXs: X cs;tðjÞ ¼
R t
s
Rs;r dm
j
r; and the thesis is proved. &
Lemma 3. Pc0;i-a.s. there exists no kX1 such that Zk 2 C:
Proof. In the notation of the proof of Lemma 2, setting gtði; jÞ ¼ 1CðtÞ and
N
g
t ¼
X
soZkpt
1CðZkÞ 
Z t
s
X
kaxr
jcrðxr; kÞj 1CðrÞdr,
then Ng is a Pcs;i-martingale. Since C has zero Lebesgue measure, then N
g
t ¼P
soZkpt 1CðZkÞ ¼ 0 P
c
0;i-a.s. for all tX0: &
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For this reason, we set for all 0pspt and i; j 2 I
c^tði; jÞ:¼cTtðj; iÞ if tpT ; c^tði; jÞ:¼c0ðj; iÞ if tXT ,
P^
c
0;j:¼Pc^0;j ; r^cs;t:¼rc^s;t; X^
c
s;tðjÞ:¼X c^s;tðjÞ.
Let ET :¼Dð½0; T 
; IÞ: If e : ½0; T 
 7!I has right limit at any t 2 ½0; T 
; we set
e%ðtÞ:¼lims#t eðsÞ: Then for all e 2 ET ; ½eT
% 2 ET :
Lemma 4. For all bounded Borel F : ET 7!R and i; j 2 I
Ec0;i½FðxÞ 1ðxT¼jÞ rc0;T 
 ¼ E^
c
0;j½Fð½xT 
%Þ 1ðxT¼iÞ r^c0;T 
.
Proof. We divide the proof into several steps.
Step 1: Notice ﬁrst that for all s; t; z 2 ½0; T 
; sptpz
rcs;z ¼ rcs;t rct;z.
Then the following analogue of the Markov Property holds for rcs;T  Pcs;i: for all
bounded Borel c : ET 7!R and A 2Nt; t 2 ½s; T 
; we have
Ecs;i½1AðxÞcðxðþtÞ^T Þrcs;T 
 ¼ Ecs;i½1AðxÞCðt; xtÞrcs;t
,
where C : ½0; T 
  I 7!R is
Cðt; kÞ:¼Ect;k½cðxðþtÞ^T Þrct;T 

and an analogous formula holds for r^cs;T  P^
c
s;i:
Step 2: We set for all s; t 2 ½0; T 
; tXs; and i; j 2 I
Ps;tði; jÞ:¼Ecs;i½1ðxt¼jÞrcs;t
; P^s;tði; jÞ:¼E^
c
s;i½1ðxt¼jÞ r^cs;t
.
By Lemma 2, Ecs;i½X cs;tðjÞ
 ¼ 0 for all t 2 ½s; T 
 and j 2 I : We obtain
Ps;tði; jÞ ¼ dij þ
Z t
s
X
k
Ps;rði; kÞ crðk; jÞdr; t 2 ½s; T 
; i; j 2 I .
By this formula and the Markov property proved in Step 1, we obtain
Ps;tði; jÞ ¼ dij þ
Z t
s
X
k
crði; kÞPr;tðk; jÞdr; t 2 ½s; T 
.
Analogously, we obtain for all i; j 2 I :
P^s;tði; jÞ ¼ dij þ
Z t
s
X
k
P^s;rði; kÞ c^rðk; jÞdr; t 2 ½s; T 
.
By the uniqueness of solutions of linear differential equations
P^stijÞ ¼ PTt;Tsðj; iÞ; t 2 ½s; T 
; i; j 2 I .
Step 3: We prove now the thesis. It is enough to consider
FðxÞ ¼ 1ðxt1¼i1Þ    1ðxtn¼inÞ
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P^
c
0;i-a.s. no Zk 2 ftl ; l ¼ 0; . . . ; n þ 1g; then Fð½xT
%Þ ¼ Fð½xT
Þ: Then by the
previous steps
E^
c
0;j½Fð½xT
%Þ1ðxT¼iÞr^c0;T 
 ¼
Ynþ1
k¼1
P^Ttk ;Ttk1 ðik; ik1Þ
¼
Ynþ1
k¼1
Ptk1;tk ðik1; ikÞ ¼ Ec0;i½FðxÞ1ðxT¼jÞrc0;T 
: &
Proof of Proposition 1. Since every Ci has zero Lebesgue measure, we can suppose
from now on that yi ¼ 0 on Ci and that yi satisﬁes (22) for all t 2 ½0; inf CiÞ and (23)
for all t 2 ½inf Ci; T 
; i 2 I : Moreover t 7!yt is right-continuous on ½0; T 
 and the
right-derivative of yi:
lim
h#0
yitþh  yit
h
¼
X
k
ctðk; iÞ ykt
is well-deﬁned and right-continuous for t 2 ½0; T 
nCi; i 2 I : We set now
t^i:¼ inffs40 : xs ¼ i; T  s 2 Cig; t^:¼ inf
i2I
t^i; inf ;:¼þ1,
Ft:¼
X
j
y
j
ðTtÞ_0 1ðxt¼jÞ r^
c
0;t; tX0.
For all t 2 ½0; t^Þ; if xt ¼ j then T  teCj : Then F is continuous and left-differentiable
on ½0; t^ÞnfZkg and has left limits at any Zk 2 ½0; t^Þ: Moreover, by Lemma 3, P^
c
0;i-a.s.
no Zk 2 C; so that yjðT Þ_0 and 1ðx¼jÞ r^c0; have no common jump moment. Then,
by the integration by parts formula for BV functions (see e.g. [12, Section IV.18]),
P^
c
0;i-a.s.
F t^^T  F 0
¼
Z
ð0;t^^T 

X
j
y
j
Tr dð1ðxr¼jÞr^c0;rÞ 
X
j;k
cTrðk; jÞ ykTr 1ðxr¼jÞ r^c0;r dr
¼
X
j
Z
ð0;t^^T 

y
j
TðrÞ ½dð1ðxr¼jÞr^c0;rÞ  cTrðj; xrÞ r^c0;r dr

¼
X
j
Z
ð0;t^^T 

y
j
TðrÞ dX^
c
rðjÞ,
since cTrðk; jÞ ¼ c^rðj; kÞ and by the right-continuity of y
y
j
TðrÞ:¼ lims"r y
j
Ts ¼ lim
s#Tr
yjs ¼ yjTr.
Since by Lemma 2, X^
cðjÞ is a bounded P^c0;i-martingale for all j 2 I ; then
0 ¼ E^c0;i½F t^^T  F 0
 ¼
X
j
E^
c
0;i½yjTt^^T 1ðxt^^T¼jÞ r^c0;t^^T 
  yiT .
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 t^ 2 Cj and therefore yjTt^ ¼ 0: Then we
obtain
yiT ¼
X
j
y
j
0 E^
c
0;i½1ðt^4TÞ 1ðxt^¼jÞ r^c0;T 
.
Notice now that t^ðxÞ4T if and only if T  teCxt for all t 2 ½0; T 
; i.e. teCxTt for all
t 2 ½0; T 
: By the result of Lemma 3, P^c0;i-a.s. teCxTt for all t 2 ½0; T 
 if and only
teC½xT

%ðtÞ for all t 2 ½0; T 
: Therefore;
1ðx 2 ft^4TgÞ ¼ 1ð½xT
%2ft4TgÞ; P^
c
0;i  a:s.
Therefore, by Lemma 4, for all i; j 2 I
E^
c
0;i½1ðt^4TÞ 1ðxt^¼jÞ r^c0;T 
 ¼ Ec0;j½1ðt4TÞ 1ðxT¼iÞ rc0;T 
,
and (24) is proved. &
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