Introduction
Long-range proton transfers play an essential role in biological cells, particularly in enzymes and bioenergetic systems. The determination of the threedimensional structure of a number of physiologically important proteins and the impressive advances of simulation techniques have stimulated over about 20 years a number of theoretical studies devoted to biological proton transfers. Simulations based on current realistic models provide efficient tools for studying their mechanism at the molecular level, so this chapter may interest theoreticians as well as biochemists and biophysicists working on enzymatic and bioenergetic processes.
In this chapter, we first introduce biological proton transfers and then present the main concepts used in theoretical models. The power of these models is exemplified by studies carried out on relatively simple and experimentally well documented systems: a channel spanning the membrane (gramicidin); a nonredox enzyme (carbonic anhydrase); and a proton pump driven by light RSC (bacteriorhodopsin) . Theoretical studies of the much more complex respiratory and photosynthetic systems are just beginning and only an introduction is given.
Biological Proton Transfers
Biological proton transfers take place in proteins. These are either soluble enzymes or membrane-bound protein complexes, whose function requires proton exchanges with the solvent. Protons cannot diffuse freely in the protein medium but fast proton transfers, compatible with the millisecond timescale of most biological processes, can occur along chains of well-defined protonatable groups. These groups are either water molecules or ionisable residues like Asp, Glu, Ser and His. Their proton affinity is quantified by their pK a * whose value may differ from that measured in water.
Biological Systems Involving Proton Transfers

Soluble Enzymes
Nearly all chemical reactions that take place in living cells are selectively catalysed by enzymes. The free-energy change of the reaction drives a sequence of enzyme modifications (the catalytic cycle) at the end of which the initial state is recovered. During catalysis, the substrate diffuses toward the active site where it interacts with specific groups, which facilitates the breaking and forming of chemical bonds. This process very often produces or consumes protons, which must be exchanged with the solvent through proton transfer chains so that the initial state of the active site is restored. When the catalysed reaction is an oxidoreduction, electrons are exchanged with the physiological partner through a chain of redox centres.
Membrane-Bound Bioenergetic Complexes
Living organisms use various energy sources to satisfy their energy requirements, but the mechanism whereby this energy is converted into a usable form in the cell is universal: the proton concentration gradient generated by the translocation of protons across a membrane is used for adenosine triphosphate (ATP) synthesis. Since translocation takes place against an electrochemical gradient, it must be driven by another process: 1 -In some archaebacteria, the driving force is provided by conformational changes induced by light energy. The most studied system is a protein called bacteriorhodopsin, in which photon absorption by a chromophore called retinal leads to a series of structural changes which drive proton transfers. -In many microorganisms and in the mitochondrion of eukaryotic cells, the driving force is provided by electron transfers generated by the oxidation of a substrate in a process called respiration. For example, the mitochondrial respiratory system is made of four membrane-bound complexes which operate sequentially. Electrons injected in complexes I and II in the course of the Krebs cycle are used to reduce membrane quinones. The quinones reduce complex III (bc 1 complex) which reduces in turn a soluble protein, cytochrome c, and electrons are finally transmitted to complex IV (cytochrome c oxidase) where the terminal electron acceptor O 2 is reduced into two H 2 O molecules. Electron transfers are coupled to proton translocation in complexes I, III and IV. -In plants, algae and a number of bacteria, light energy is collected and conveyed to membrane-bound complexes called 'reaction centres' which contain a pigment and redox centres. Upon absorption of a photon, the pigment is excited into a strongly reducing state, which triggers a sequence of electron transfers, some of which are coupled to proton translocation.
The proton concentration gradient produced by all these processes is used in F 0 .F 1 ATP synthase complexes. The proton flow generated by the proton motive force rotates the F 0 subunit, which drives ATP synthesis in the F 1 subunit. 2 
Kinetic Data
Rate Constant
Kinetic information about biological proton transfers can be obtained only in favourable cases. In some systems, it is possible to trigger the transfer and monitor the time evolution of the protonation state of peculiar groups with time-resolved spectroscopic techniques such as ultraviolet-visible (UV-vis) absorption and Fourier transform infrared (FTIR). In enzymes, rate constants can sometimes be deduced from the catalytic constant (or turnover number) k cat measured in steady-state conditions. This parameter, expressed in s
À1
, is the maximum number of catalytic cycles per second that is achieved when the concentration of all reactants is saturating. When a proton transfer step is known to be rate-limiting, k cat is equated to the rate constant of this step. This is expected when k cat varies significantly when this step is converted into a deuteron transfer step, either by deuterating the substrate or by measuring k cat in D 2 O.
Temperature Dependence
Biological proton transfers models are generally based on the expression of the rate constant given by the classical formulation of transition state theory (TST): 
Kinetic Isotope Effect
As already mentioned, it is often possible to convert a proton transfer step into a deuteron transfer step. The magnitude of the kinetic isotope effect (KIE) and its temperature dependence provide strong restraints to theoretical models, but their interpretation often requires the consideration of quantum-mechanical effects (see section 16.3.4).
Dependence on DpK a
Let us consider a proton transfer reaction involving the A and B groups in a protein:
The standard free-energy (Gibbs energy) change of the reaction can be written:
where pK a (A) BH 1 and pK a (A) B are the pK a s of A when B is protonated and deprotonated, respectively. The pK a s of ionisable groups of small proteins are conveniently measured by nuclear magnetic resonance (NMR), 4 but this is not possible for large proteins like enzymes. Although indirect methods can sometimes be devised (see section 16.5.1.2), pK a values must often be calculated with microscopic models in which electrostatic interactions are properly described. 5, 6 When the DpK a of a reaction can be altered by modifying ionizable groups or their environment, the profile of k H as a function of DpK a places an additional constraint on theoretical models (see section 16.5).
Modelling Biological Proton Transfers: Basic Ingredients
The aim of this section is to introduce methods used in the applications described in the following sections and, more generally, to help the non-specialist reader to understand the literature about biological proton transfer models.
Introduction
Let us first recall the meaning of the rate constant of the reaction described by eqn 16.2. In a protein solution at room temperature, incessant and random proton exchanges occur between groups A and B. To characterize their mean frequency, one considers the elapsed time interval t A-B between the protonation and deprotonation of group A in a given molecule. This interval is a random quantity and the average of its inverse taken over a very long time, which is the same for all molecules, is the rate constant k A-B of the reaction:
where N is the number of deprotonation events during the long time period. These events are rare at the timescale of the protein dynamics; a rate constant of 10 6 s À1 is 10 7 times smaller than the typical frequency of structural fluctuations which is about k B T/hE10
13 s À1 at room temperature. The rate constant k B-A is defined in the same way by considering the deprotonation time t B-A of B. The two rate constants are linked by:
where DG1 is the standard free-energy change of the reaction (eqn (16.3)). Proton transfers are induced by energy fluctuations produced by motions of the {protein þ solvent} system. These motions are generally described in the framework of the Born-Oppenheimer approximation which enables us to define the potential energy surface (PES) E g (q) of the ground state, where {q} represents the coordinates of all atoms of the system. This surface exhibits two minima at q ¼ q eq a and q ¼ q eq b corresponding to the equilibrium geometries of the {A-H, B} and {A À , H 1 -B} states, and it goes through a maximum at the transition state qEq z . If A is initially protonated, most motions make q vary around q eq a . However, from time to time, some rare 'productive' fluctuations allow q to reach q z and the {A-H, B} to {A À , H 1 -B} transition occurs.
According to eqn (16.4), the rate constant k A-B should be calculated by simulating the motion of the system and performing a statistical study of the protonation/deprotonation events. Owing to the extreme rarity of the transitions, this direct method would require prohibitively long simulations. Thus, it is preferable to replace the time average for a single system by an instantaneous ensemble average. In an ensemble of systems in equilibrium at temperature T, there is a certain fraction of systems such that qEq z , and the rate constant is obtained by multiplying this fraction by the average velocity of crossing the transition region during productive fluctuations. When the barrier energy is larger than k B T, which is usually the case for biological proton transfers, this method leads to eqn (16.1). 9, 10 Since the transmission coefficient is generally close to unity, 3 determining the rate constant comes down to calculating the activation free-energy DG z . Free-energy calculations are usually based on molecular dynamics simulations but they can be accelerated by efficient procedures (see section 16.3.3).
Molecular Dynamics: Quantum Mechanics/Molecular Mechanics Methods
To initiate a molecular dynamics simulation, the PES E(q(0)) corresponding to an initial structure q(0) is calculated and the forces experienced by all atoms are deduced. From this force-field and a set of initial velocities compatible with the temperature, the displacement of all atoms is calculated by Newtonian mechanics for a very short time Dt, typically 0.1 to 1 fs. The energy E(q(Dt)) corresponding to the new set of coordinates is calculated, and in this way a classical trajectory q(t) is generated step by step. In order to propagate long time trajectories, the energy E(q) must be calculated rapidly and accurately. This is not possible by treating quantum mechanically the whole system, which is therefore partitioned into two parts:
11
-A 'quantum system' containing the reacting part of the protein, whose energy is calculated by semi-empirical quantum chemical methods. -A 'classical system' made of other atoms of the protein, the solvent and possibly the membrane, whose energy is calculated by molecular mechanical force-fields.
A crucial point in the implementation of these quantum mechanics (QM)/ molecular mechanics (MM) methods is the treatment of the boundary region between the two systems. 
Modelling the Quantum System
Methods particularly devoted to biomolecular processes are more frequently used than multipurpose semi-empirical molecular orbital methods like AM1 and PM3. Self-consistent-charge density functional theory based tight-binding (SCC-DFTB), an efficient method derived from density functional theory, is well adapted for QM/MM studies of biomolecular systems. 12 In the empirical valence bond (EVB) model developed by Warshel's group, the protonation states of the system are described by valence bond type functions and the matrix representing the Hamiltonian is calculated with force-field like functions accounting for the interactions with the protein and the solvent. These functions are calibrated to reproduce experimental or ab initio data. The smallest eigenvalue of the matrix gives the ground state PES E g (q). 13 The multi-state empirical valence bond (MS-EVB) model elaborated by Voth and his group is more flexible since the valence bond functions are optimized at each step of the molecular dynamics calculation.
14 This model is well adapted for the study of diffusion processes and proton transport chains. 15 
Modelling the Protein and the Solvent
The protein medium is electrostatically very heterogeneous. Aliphatic and aromatic residues are apolar; peptide bonds, internal water molecules and some residues possess a dipole moment and other residues carry a negative (Asp, Glu) or positive (Lys, Arg) charge at pH 7. Moreover, proteins contain numerous induced dipoles and redox centres are often charged. Electrostatic energy calculations based on microscopic models are therefore very time-consuming. 16 In practice, specialised force-fields like CHARMM22 and AMBER for proteins 17, 18 and TIP3 for the solvent 19 are used. The protein dipolesLangevin dipoles (PDLD) model of the protein-solvent system, or the more realistic surface constraint all atom solvent (SCAAS) model for the solvent, is used with the EVB model. 13 
Free-Energy Calculations
Potential of Mean Force
As mentioned in section 16.3.1, rate constant calculations often rest on the determination of the activation free-energy DG z which is usually deduced from the free-energy profile of the system as a function of the reaction coordinate. The reaction coordinate w is a function w(q) of the coordinates of the atoms of the system chosen so as to follow the reaction advancement. In an ensemble of {protein þ solvent} systems in equilibrium at temperature T, the w value distribution is characterized by the probability density r(w) given by:
where E g (q) is the ground state PES and integration is performed over all possible q values. In the numerator, the Dirac function selects those configurations for which w(q) ¼ w 0 and the denominator is the partition function of the system. To simplify, this equation is written as:
The free-energy variation of the system along the reaction coordinate is then given by:
The function g(w), called the potential of mean force (PMF), is the key quantity of proton transfer models. Indeed, the standard free-energy change is given by:
Here w a ¼ w(q 
Here w z ¼ w(q z ). To determine the PMF, the density r(w) defined by eqn (16.6) must be numerically calculated by sampling configurations generated by all possible q values. This can be done with Monte Carlo methods, but it is generally preferable to replace the ensemble average of eqn (16.6) by a time average achieved by molecular dynamics (MD) simulations. Although trajectories generated with the ground state PES E g (q) very rarely reach the high energy transition region, the PES can be biased to force the system to explore this region. The PMF is reconstituted from the information gained from trajectories generated with a family of biased PES. In the following, two frequently used methods are briefly described.
Umbrella Sampling
The term 'umbrella sampling' (US) refers to a series of potential wells centred on w n values positioned along the [w a ,
2 is added to E g (q), giving the biased PES:
Since this PES exhibits a deep well for wEw n , this value of the reaction coordinate is very often taken during trajectories generated with E n (q). The probability density r n (w) corresponding to E n (q), which is given by eqn (16.6) in which E g (q) is replaced by E n (q), is therefore well defined in the vicinity of w n . The PMF g(w) is reconstituted in the vicinity of w n through the following equation:
where C n is an undetermined constant. In practice, the [w a , w b ] interval is decomposed into a series of overlapping 'windows' centred on various w n values, and the functions g(w) obtained in adjacent windows are matched by a simple vertical shift. More elaborate methods can be used such as the iterative weighted histogram analysis method (WHAM) algorithm. 21 
Free-Energy Perturbation/Umbrella Sampling
This is an adaptation of the umbrella sampling philosophy to the EVB model. In this model, a natural reaction coordinate is the energy gap
, where E a (q) and E b (q) are the diagonal matrix elements corresponding to a ¼ {A-H, B} and
. A family of biased PESs called 'mapping potentials' is defined by:
During trajectories generated with the E l (q) PES, the most frequently visited q values are such that w is close to a value w l intermediate between w a and w b (see Figure 16 .1). The PMF g(w) is given in the vicinity of w l by the following expression: 13, 22, 23 
is the ground state PES (see section 16.3.2.1) and the compact notation of eqn (16.7) is used. DG a-l is the free-energy variation associated with the E a (q) to E l (q) change, which is calculated by the free-energy perturbation (FEP) method by running trajectories with the initial PES E a (q):
23,24
To obtained the PMF in the [w a , w b ] interval, eqn (16.14) is used where l is allowed to vary in the range [0, 1] (see eqn (16.13)). The FEP/US method provides an approximate analytical expression for DG z . Let us consider the free-energy functions g a (w) and g b (w) associated with the two valence bond states, which are obtained by substituting E a (q) and E b (q) for E g (q) in eqn (16.14) . The g a (w) and g b (w) curves are generally quasi parabolic with similar curvatures, so that the second-order approximation of DG z is given by:
13,25
where DG1 is the reaction free-energy change, E r is the reorganisation energy and H ab is the non-diagonal matrix element. Trajectories calculated from E l (q) enable the PMF to be evaluated in the vicinity of w l .
Nuclear Quantum-Mechanical Effects
In molecular dynamics simulations, quantum mechanics is used to calculate the energy of the quantum system but the motion of the whole system is treated classically. Taking account of the quantum character of the motion does not invalidate eqn (16.1), but it gives rise to nuclear quantum mechanical (NQM) effects which change DG z and the transmission coefficient k. Zero point energy effects contribute to DG z , while 'dynamical effects' such as tunnelling and transitions to excited vibrational states contribute to k. Various approaches have been proposed to evaluate these contributions.
Ensemble-Average Variational Transition State Theory with Multidimensional Tunnelling
The DG z value deduced from the PMF is corrected by replacing classical vibrational partition functions by their quantum homolog. Recrossing, tunnelling and non-classical reflection effects can be included in the transmission coefficient by various procedures. This ensemble-average variational transition state theory with multidimensional tunnelling (EA-VTST/MT) method was applied to proton and hydride transfers in various enzymes such as yeast enolase, 26 liver alcohol dehydrogenase 27 and triosephosphate isomerase. 28 For a review, see ref. 
Quantum Classical Path
In the quantum centroid TST theory first proposed by Gillan and further elaborated by Voth and co-workers, 29-31 each quantum particle is replaced by a ring of harmonically interacting 'quasi particles' subjected to an effective quantum mechanical potential. The quantum-classical path (QCP) method consists of propagating classical trajectories of the ring and using the position of its centre of mass, called the centroid, to calculate quantum partition functions. 32 This method was applied to the kinetics of the C-H bond cleavage occurring in lipoxygenase, which is characterized by a very large KIE, 33, 34 and to other enzymes. 35 
Hybrid Quantum/Classical Molecular Dynamics
The free-energy profile is calculated by the FEP/US method (see section 16.3.3.3) . However, at each step of the molecular dynamics simulation, the vibrational energy and the wave function of the transferred proton are determined from a three-dimensional Schro¨dinger equation and are included in the FEP/US procedure. In addition, dynamical effects due to transitions among proton vibrational states are calculated with a 'molecular dynamics with quantum transition' (MDQT) procedure in which the proton wave function evolution is determined by a time-dependent Schro¨dinger equation. This procedure is combined with a reactive flux approach to calculate the transmission coefficient. This method was used to calculate the rate constant and the KIE for hydride transfer in liver alcohol dehydrogenase. 36, 37 
Wave Propagation
Classical trajectories q(t) are generated with the PES E a (q) of the initial state and the E a (q(t)) surface is cut every 20 fs along the line connecting the donor (A) and acceptor (B) atoms. The obtained sections V(d), where d is the A-H distance, are used as one-dimensional potentials in the time-dependent onedimensional Schro¨dinger equation which determines the proton motion. The decay of the population of the initial reactant well, obtained by averaging the results of 100 independent trajectories, gives the rate constant. This realistic approach encounters the same convergence problems as those mentioned in section 16.3.1 and the calculations must be accelerated by using biasing potentials. It was applied to the hydrogen atom transfer in lipoxygenase. 38 In all the studies mentioned in this section, allowing for NQM effects was found to significantly improve the agreement between calculated and experimental data. However, these studies concerned single proton transfer steps occurring at the active site of enzymes. In simulations of proton transfer chains kinetics which require very long calculations, NQM effects are generally ignored.
Simulation of Proton Transfer Chain Kinetics
Up to now, we have considered a single proton transfer step (eqn (16.2)). However, proton exchanges through membrane proteins and between the active site of an enzyme and the solvent take place through proton transfer chains. Proteins contain numerous protonatable residues that may participate in these chains, but only some of them are functional. They can be identified by comparing sequences of proteins of the same family and examining whether the kinetics is altered when a 'conserved' residue is replaced by a non-protonatable one. The analysis of such experiments is not always straightforward. 39 Another complementary method consists of comparing the calculated 'efficiency' of putative proton transfer pathways. Several search algorithms based on topological criteria have been proposed, but their results are reliable only if the dynamics and the energetics of the chains are also considered. 40 The kinetics of proton transfer chains are too slow to be calculated with molecular dynamics simulations involving the whole {protein þ solvent} system. In practice, one simulates the time evolution of the chain subjected to interactions with the protein and the solvent. The most frequently used methods are outlined below.
Centre of Excess Charge
The progress of the proton along the chain is followed by the centre of excess charge (CEC), a collective reaction coordinate whose exact definition varies with the authors. 41 The PMF corresponding to the CEC is calculated by generating molecular dynamics simulations with extensive umbrella sampling (see section 16.3.3.2) . This requires computationally efficient methods like SCC-DFT or MS-EVB. The free-energy profile of the chain generally displays a succession of barriers and the highest barrier is taken as the activation freeenergy DG z of the rate limiting step. Introducing this quantity in a TST type equation yields a rate constant that can be compared with experimental data.
Langevin Equation
In this method, one considers that the interactions of the proton transfer chain with the rest of the protein and the solvent generate friction and random forces. These processes are characterized by phenomenological parameters evaluated by generating molecular dynamics trajectories, which are also used to build the PMF. The PMF and the phenomenological parameters are then introduced into the Langevin equation to simulate the time evolution of the protonation state of the chain. 42 A 'transit time' can be defined and compared with the experimental data. 22 
Kinetic Model
A number of discrete states, differing by the protonation state and the geometry of the protonatable sites, are defined for the chain. Transitions among these states are characterised by rate constants which are taken to be of the TST type, with Dg z values evaluated from electrostatic calculations and/or kinetic data. The time course of the state's populations is determined by a set of a large number of coupled differential equations (master equation), which is generally solved with stochastic methods first introduced by Gillepsie. 43 
The Gramicidin Channel: a Paradigm for Water Wires in Proteins?
Gramicidin A (gA) is a highly hydrophobic pentadecapeptide which can be inserted in phospholipid monolayers. Under some conditions, two peptides can associate head-to-head to form a b-helical dimer constituting a B4 Å width and B25 Å length channel spanning the lipid bilayer of a membrane. This channel contains a single-file chain of 8-10 water molecules stabilized by hydrogen bonding with carbonyls groups of the peptide backbone (see Figure 16 .2). It is permeable to monovalent cations such as Na 1 and K 1 , a property which confers its antibiotic activity to gramicidin, and also to protons. Water chains are often found in proteins and the gA channel has long been considered as a prototype for their study. These 'water wires' are commonly believed to ensure fast proton transfer by reference to the Grotthuss mechanism which is responsible for the fast diffusion of protons in bulk water. We briefly describe this mechanism, review data about the proton conductance of the gA channel and describe two recent models of proton transport in gA.
Proton Diffusion in Water: the Grotthuss Mechanism
About 100 years ago, it was inferred that proton diffusion in water occurs through breaking/forming hydrogen bonds along networks of water molecules, a mechanism reminiscent of that postulated by Theodor von Grotthuss to explain water electrolysis in 1806. 44, 45 Yet, the details of this so-called 'Grotthuss mechanism' were elucidated only recently. 46 Figure 1 in ref. 48 ). The validity of this mechanism was subsequently confirmed by spectroscopic studies and molecular dynamics simulations, 48 and by the fact that it accounts for the diffusion constant of protons in water. 49, 50 This process requires very little activation energy in bulk water where structural reorganization is delocalized over a great number of water molecules. 50 The situation is different in proteins, where protons follow well-defined pathways along which they interact electrostatically with a relatively rigid structure.
Proton Conductance of the Gramicidin Channel
Up to now, no proton transfer rate constant has been measured in gramicidin. The results of theoretical studies were therefore confronted to a stationary proton flux produced by applying a voltage across a membrane soaked in a HCl solution. Single channel currents could be measured by voltage clamping the membrane. These experiments showed that the channel operates in the ohmic regime provided the voltage is not too high (Vr100 mV) and the HCl concentration is not too small (C HCl Z1M). As an example, with the 'GMO' membrane, a current of 33 pA was measured at 19 1C for V ¼ 50 mV and C HCl ¼ 1M, giving the conductance g ¼ 650 pS. 51 The conductance is roughly proportional to C HCl and it depends on the nature of the membrane. 52 Fitting the temperature dependence of the conductance to eqn (16.1) between 51C and 441C gave DG z ¼ 6.4 kcal mol À1 . 51 
Modelling Proton Transfer in Gramicidin
The existence of detailed structural data and the small size of the gA channel have encouraged numerous theoretical studies. Earlier works were strongly influenced by the Grotthuss mechanism and focused on the dynamics of the isolated water chain. 53 In more recent studies, attempts were made to simulate proton transport by considering the electrostatic interactions with the peptide, the membrane and the solvent.
A study 22 based on the EVB model and the Langevin equation was carried out in which 13 valence bond states corresponding to all possible locations of a proton in the water chain were defined and the EVB matrix was constructed (see section 16.3.2.1). Solvent molecules close to the channel ends were described by the Langevin dipole model and more distant ones were treated as a continuum. The membrane was modelled by a grid of induced dipoles. Freeenergy profiles for stepwise proton transfers were determined by the FEP/US method (see section 16.3.3.3). Joining these profiles gave a free-energy barrier with a maximum at 6 kcal mol À1 at the centre of the channel, which reflects the reduction of the proton solvation energy as it moves away from the channel ends. These results were used to build an effective potential, which was introduced in the Langevin equation to simulate proton transport in the channel. The simulations revealed that, during the transport, the proton is often delocalized over several water molecules forming, for example, H 5 O 2 1 Zundel complexes. The calculated values of DG z and the transit time were found to be consistent with those estimated from the conductance data. However, it should be noted that the solution pH, which is a key parameter according to conductance experiments, does not appear explicitly in this model.
Proton transport in the gA channel was also simulated with a kinetic model (see section 16.3.5.3). 54 O molecule when they form a hydrogen bond; and proton uptake and release for water molecules located at the channel ends. The rate constants were taken of the TST type, with Dg z values calculated by continuum electrostatics or deduced from data about proton transfer in water. For the proton uptake and release steps, the Dg z value depended explicitly on the pH. The master equation was solved by a sequential dynamical Monte Carlo algorithm and the PMF was deduced from the probability of occupancy of the various sites. When no voltage was applied, the PMF was a symmetrical barrier with a maximum at 3.4 kcal mol À1 . Stationary proton fluxes calculated for various pH and voltages values were in reasonable agreement with the conductance data. Despite the simplified description of electrostatic interactions and the questionable parametrization of the rate constants, this model is an interesting attempt to link microscopic simulations to macroscopic observables.
Although gramicidin A has long been considered as a paradigm for water wires in proteins, its interest for testing proton transfer models is limited because theoretical calculations can be confronted only to stationary proton flux. A promising method for measuring proton transfer rates in gA, based on the study of the time-resolved two-dimensional IR spectrum of the channel, has been proposed. 55 In any case, all recent theoretical studies demonstrate that the proton conductivity of the gA channel is not due to the Grotthuss mechanism and that the proton transfer capability of water wires in proteins is determined by the proton electrostatic energy in different sites along the chain. This is well illustrated by the case of aquaporin, a protein forming a 25 Å channel which ensures fast water transport across biological membranes. This channel contains a chain of water molecules similar to that of gramicidin, but it is fully impermeable to protons. In earlier works inspired by the Grotthuss mechanism, this remarkable property was ascribed to the peculiar arrangement of the H 2 O molecules in the channel. More recent studies have shown that proton transport is actually blocked by a high energy barrier of about 25 kcal mol À1 due to electrostatic interactions.
56-58
Intramolecular Proton Transfer in Carbonic Anhydrase
Mammalian carbonic anhydrase II (CA II) is a small enzyme (29 kDa) which catalyses CO 2 hydration and the inverse reaction, HCO 3 À dehydration, in a number of physiological processes:
With a maximum turnover rate of about 10 6 s À1 at 25 1C in both directions, this reaction is one of fastest catalysed reactions. The active site is a Zn 21 centre coordinated by three His nitrogen and one OH À . The catalytic cycle comprises a chemical sequence:
ð16:18Þ
followed by a proton transfer sequence which restores the initial state of the enzyme:
where A is a protonatable group of the protein and B is a buffer base. A kinetic model in which intramolecular proton transfer (eqn (16.19) ) is rate limiting was proposed to account for the pH dependence of the catalytic constants k cat h (hydration reaction) and k cat d (dehydration reaction). 59 The validity of this model was confirmed by a number of experiments and A was identified with His64. At low buffer concentration, intermolecular proton transfer (eqn (16.20) ) becomes rate limiting.
Kinetic Data Obtained with CAII
Carbonic anhydrase is one of the rare enzymes in which the chemical step of catalysis is so fast that intramolecular proton transfer is rate limiting, which allows this transfer to be studied in detail.
Rate Constants
According to Steiner's model, the proton transfer rate constants of the reaction described by eqn (16.19) À and H 2 O, which involves several steps whose kinetics can be followed by mass spectrometry. Simulating the pH dependence of their rates yields pK a (ZnH 2 O) ¼ 6.8, pK a (His64) ¼ 7.2 together with the rate constant of the reaction:
which is nothing else than the rate constant k B defined in eqn (16.19 18 O exchange experiments showed that this increase is correlated with DpK a . 63 
Modelling Proton Transfers in Carbonic Anhydrase
The crystallographic structure of CAII shows that Zn and His64 are about 7 Å apart and that a network of hydrogen-bonded H 2 O molecules starting from the OH À ligand of Zn 21 ends very close to His64. 64 The structure also reveals that the orientation of His64 can change easily from inward (toward the active site) to outward (toward the solvent), suggesting a role of mobile proton shuttle (see Figure 16. 3). These peculiarities have motivated a number of theoretical studies among which three are briefly described below.
Proton transfer from His64 to ZnOH À was modelled in a series of mutated forms of the CAIII enzyme in which Lys64 was replaced by His (see section 16.5.1.2). The geometry of the modified proteins needed for the simulations was obtained from molecular mechanics calculations based on the CAIII crystal structure. A detailed study was first carried out on the Lys64His/ Phe198Asp double mutant in which proton transfer is particularly fast, with k B ¼ 2Â10 5 s À1 . 63 The results of free-energy calculations based on the EVB model, the semi-microscopic version of the protein dipole Langevin dipoles (PDLD/S) method and the linear response approximation (LRA), were introduced in the Langevin equation to generate long time trajectories. The transit time 7Â10
À7 s agrees reasonably with 1/k B ¼ 50Â10 À7 s. 65 The log(k B ) versus DpK a variation observed in this series of mutants was then tackled with a simplified proton transfer chain made of His64, H 2 O and ZnOH À . 25 For each mutated form, the activation free-energies for stepwise proton transfer were evaluated with eqn (16.16) using calculated or estimated values of the various parameters and an approximate free-energy profile was constructed. The highest energy barrier along this profile was taken as the activation free-energy DG z for proton transfer along the chain and the rate constant k TST was calculated with eqn (16.1). The variation of k TST as a function of the difference DpK a ¼ pK a (ZnH 2 O) -pK a (His64) deduced from 18 O exchange experiments was found to reproduce the experimental data nicely. The authors highlighted the difference between this procedure based on calculations carried out on the real system, and simple fitting to the Marcus equation which gives phenomenological parameters with unphysical values. 63 Proton transfer from Zn 21 H 2 O to solvent in CAII was modelled with the MS-EVB method. 66 The parameters of the model were determined by fitting a reference PES generated by a hybrid B3LYP/AMBER method, and the PMF was calculated with extensive umbrella sampling using the WHAM algorithm and the CEC as reaction coordinate (see sections 16.3.3.2 and 16.3.5.1, respectively). To specify the role of His64 in proton transfer, calculations were carried out for three configurations of the chain: without His64; with His64 in the inward orientation; and with His64 in the outward orientation (see Figure 16.3) . The values pK a (His64 outward)EpK a (ZnH 2 O) ¼ 7.1 deduced from the PMF are in good agreement with experiment. The barrier height of the limiting step was 15 kcal mol À1 without His64 and 11.4 kcal mol À1 when His64 was oriented outwards. When His64 was in the inward orientation it was 10 kcal mol À1 , in good agreement with the experimental value DG z ¼ 9 kcal mol À1 . The same model was used to analyse the effects of His64 to Ala mutation and the rescue by imidazole in CAII. 67 A similar study based on the SCC-DFTB/CHARMM model gave rather different results. 68 Indeed, the barrier height due to electrostatic interactions was found to be about 11 kcal mol À1 whatever the orientation of His64 and the number of water molecules included in the chain, and the analysis of the CEC migration suggested a mechanism in which OH À is sequentially propagated. All these studies underscore the importance of energetic factors like the pK a s of His64, of water molecules, and particularly of ZnH 2 O which must be close to 7 to ensure fast catalysis in both directions (eqn (16.17) ).
Bacteriorhodopsin: A Light-Driven Proton Pump
Introduction
Some archaebacteria like Halobacterium salinarum possess a bioenergetic system capable of converting directly light energy into a proton gradient. It is made of a single small protein (24 kDa) called bacteriorhodopsin in which seven transmembrane a-helices surround a channel containing protonatable groups and water molecules. A chromophore called retinal, attached to the side chain of Lys216 via a Schiff base linkage, is positioned transversally, approximately midway in the channel (see Figure 16 .4). Absorption of a 570 nm photon initiates a complex sequence of events which leaves after a few ps the retinal in a ground state with a distorted geometry. In the course of the relaxation to the 'resting' geometry which lasts about 10 ms, structural changes drive proton transfers in the channel. Spectroscopic data obtained in intermediate states of the relaxation have enabled the identification of the groups that exchange protons. 69 In the resting state, all C¼C bonds of the retinal are in the trans geometry and the Schiff base (SB) is protonated. Absorption of a photon results in isomerization of the retinal in the 13 cis,15 anti geometry, which triggers the proton transfer sequence (see Figure 16 .4): PT1 from SB to Asp85; PT2 from proton release group (PRG) to the extracellular medium; PT3 from Asp96 to SB; PT4 from the cytoplasm to Asp96 with a return of the retinal to the all trans geometry; and PT5 from Asp85 to PRG.
The result is the net transfer of a proton from the cytoplasmic side of the membrane to the extracellular medium. Bacteriorhodopsin is therefore a lightdriven proton pump. PRG was soon identified with a group located close to the extracellular side of the membrane, made of Glu194, Glu204 and a network of water molecules, but the precise protonation site has long been controversial. The results of a time-resolved IR study favoured water molecules, 70 but more detailed experiments and free-energy calculations have shown that the proton is actually delocalised over the two Glu residues. 71 
Rate Constants
The formation and disappearance of intermediate states can be followed by spectroscopic techniques and their fitting to a kinetic model yields a set of rate constants. The consensus model is based on the photocycle shown in Figure 16 .5 in which all proton transfer steps are reversible except the O-bR transition, which accounts for the fact that bR is the only stable state in the dark. A first set of rate constants was deduced from visible absorption experiments carried out in the 5-30 1C range between pH 4.5 and 9 (see Table 16 .1). 72 More recent time-resolved FTIR experiments were designed to follow simultaneously the evolution of the retinal, the protein, protonatable residues and water molecules at 201C, pH 7. 73 The kinetics were analysed with the photocycle of Figure 16 .5, and several rate constants were found to differ markedly from those obtained previously (see Table 16 .1). This is a serious point because the former data were often used in theoretical studies.
Modelling Proton Transfers in Bacteriorhodopsin
Proton pumping results from the coupling of various phenomena occurring during the relaxation, that is, conformational changes of the protein and of the retinal, motion of water molecules and proton transfers. Although a detailed description of this complex process is not yet possible, interesting theoretical studies based on structural models of photocycle intermediates have already appeared. These structural models were built from high resolution crystal studies carried out on wild-type and mutated forms of the protein, trapped in certain conditions. 
Thermodynamics of the Proton Pump
The equilibrium protonation states of the retinal and of ionisable residues were calculated for all intermediate states by applying the Poisson-Boltzmann equation to a macroscopic dielectric model of the (protein, membrane, solvent) system based on the structural models geometry. 75, 76 It turns out that the geometrical variations of the structural models account for the protonation states changes that occur along the photocycle (see Figure 16 .5). This is consistent with the kinetic data obtained in ref. 73 (see Table 16 .1), since the freeenergy changes deduced from the forward and backward rate constants and eqn (16.5) indicate that all proton transfer reactions are weakly exergonic with 7DG17r3 kcal mol À1 , except for PT3 which is slightly endergonic. This exergonic character explains the directionality of the proton pump.
Proton Transfer Kinetics
Various models have been proposed to describe the coupling of proton transfers to structural rearrangements so as to reproduce the data of À proton transfer (PT1) were examined by using a structural model of the L state where the retinal is twisted with the Schiff base oriented toward the cytoplasm. 77 A number of minimum energy reaction pathways were calculated by QM/MM methods with SCC-DFT/CHARMM and TIP3 to describe the water molecules. A low-energy conformer in which SBH 1 and Asp85 À are bridged by a water molecule wB was found, and PMF calculations suggested that a weakly exergonic concerted proton transfer (wB-Asp85 À , BSH 1 -wB) takes place in this conformer with a low free-energy barrier of about 7 kcal mol À1 . However, this value is distinctly smaller than DG z E10.5 kcal mol À1 orE12 kcal mol À1 calculated with eqn (16.1) from the L-M 1 rate constants reported in Table 16.1. A different view of this proton transfer step was proposed by Warshel and co-workers. 78 The PMFs of the first steps of the photocycle were calculated with the FEP/US method by molecular dynamics simulations based on structural models of the bR, K, L, M 1 and M 2 states. The PESs were determined by combining the EVB approach and a model of the retinal given by the quantummechanical consistent force field for pi electrons (QCFF/PI) method. Finally, free-energy changes between intermediate states were calculated and all PMFs were collected on an energetic diagram showing the coupling of proton transfer to protein structural changes. Detailed analysis revealed that the structural changes occurring between the bR and M 2 states destabilise the (BSH 1 , Asp85 À ) ion pair, thus driving the PT1 transfer. The barrier height for this transfer was estimated at 10 AE 2 kcal mol À1 , a value consistent with the rate constant of the L-M 1 transition. However, the calculated PMFs indicate that the first exergonic transition is M 2 -N, which is not consistent with the data (see Table 16 .1). The PT2, PT3 and PT5 proton transfer steps were also studied by free energy or minimum energy pathways calculations. [79] [80] [81] An attempt was made to simulate the pumping mechanism during the whole relaxation process with a kinetic model. 82 A set of microstates differing by their conformation (M, N, O, bR) and/or the protonation state of Asp96, SB, Asp 85 and PRG was defined. Transitions between microstates induced by conformational changes or proton transfers were characterised by their rate constants. The ratio of forward and backward rate constants is determined by DG1 (see eqn (16.5)), which was deduced from the kinetic data of ref. 72 and from dielectric macroscopic calculations. 76 Their sum, which has the significance of a relaxation rate, was considered as adjustable. Three relaxation rates were used: k f and k s for fast and slow proton transfers and k c for conformational changes. Solving the 'master equation' gives the time course of the microstates populations. The equilibrium populations reached at the end of the relaxation are entirely determined by the DG1 values. In contrast, the pumping efficiency, defined as the fractional number of proton release from PRG over the course of the relaxation, depends on the relaxation rates. The pumping efficiency was found to be larger than 0.7 for k s /k c Z1 and k f /k s Z5. The authors also defined groups of microstates expected to give the same visible absorption spectrum and they showed that k f , k s and k c can be chosen so that the time evolutions of the microstate populations reproduce the data reported in ref. 72 . This model accounts for the main experimental features of the system by using only three adjustable parameters. However, it was based on the former kinetic data and it would be interesting to know whether it can reproduce the more reliable data reported in ref. 73. 
Electron Coupled Proton Transfers
In bioenergetic systems, proton translocation across membranes is generally driven by electron transfers generated by redox reactions (respiratory systems) or light energy (photosynthetic systems). Owing to their complexity and to the lack of detailed kinetic data, modelling these processes is currently a difficult task.
The Bacterial Photosynthetic Reaction Centre
In this complex, absorption of a photon triggers ultrafast charge separation between a bacteriochlorophyll pigment and Q A , a ubiquinone molecule tightly bound to the protein which transfers electrons to another, loosely bound ubiquinone Q B . The consecutive transfers of two electrons to Q B are coupled to the uptake of two protons from the cytoplasm, giving the Q B H 2 quinol molecule which leaves the reaction centre and diffuses in the membrane. Electrons are finally given to the bc 1 complex and protons are released into the periplasm. The crystal structure shows that the distance between the Q B site and the cytoplasm is about 15 Å and suggests that proton uptake might take place via a complex network of protonatable residues, including a well-positioned glutamic acid (GluL212 in Rhodobacter sphaeroides). Time-resolved UV-vis absorption studies of native and mutated forms of the complex have shown that formation of Q B H 2 proceeds in several steps. 83, 84 The first Q A reduction triggers fast proton uptake by Glu L212 and Q A À to Q B electron transfer:
; GluH ð16:22Þ
The electron transfer step, characterized by k ET1 B10 4 s À1 , is conformationally gated. 85 The second Q A reduction triggers proton uptake by Q B , Q A À to Q B H electron transfer, and finally Glu to Q B H À proton transfer:
Reduction of Q B À to Q B H À is rate limited by ET2 with k ET2 B10 6 s À1 .
84
A different scheme, involving a redox intermediate between Q A and Q B , was proposed for the first electron transfer (see eqn (16.22) ) on the basis of timeresolved FTIR experiment, 86 but it was recently ruled out. 87 The nature and the order of the events involved in the second electron transfer (see eqn (16.23) ) is also a matter of debate. 88 These uncertainties and the absence of kinetic data about the proton transfer steps have not encouraged theoretical calculations. A preliminary study was based on a kinetic model in which activation free energies were evaluated with eqn (16.16) . 89 More recently, proton transfers involved in the second electron transfer were studied by minimum energy path calculations carried out with B3LYP/6-31G(d,p) and the Amber99 forcefield. 90 However, the complexity of the hydrogen-bond network connecting Q B with the cytoplasmic region (see ref. 91) suggests that detailed kinetic information is required in order to obtain reliable results.
Cytochrome c Oxidase
Cytochrome c oxidase (CcO) is the last complex of the mitochondrial respiratory chain, where the four electron reduction of dioxygen to two water molecules is coupled to the translocation of four protons from the negative to the positive side of the membrane. Electrons given by reduced cytochrome c are transmitted through Cu A and heme a to the active site, a binuclear heme a 3 -Cu B centre. Structural and spectroscopic experiments have provided a detailed description of internal electron transfers and of the chemical catalytic cycle of O 2 reduction, but the mechanism whereby these processes are coupled to proton transfers is not yet understood. The crystal structures of bovine CcO and of the very similar bacterial CcO complexes show that two hydrophilic channels called K and D may transport protons from the negative side of the membrane to the active site. Convincing arguments indicate that the K channel delivers 2 'substrate' protons required for H 2 O formation and that the D channel transports the additional two substrate protons and the four 'pumped' protons. The D channel contains about 10 water molecules. It starts near Asp132 and ends at Glu286 (R. sphaeroides numbering), where substrate protons are given to the active site, while pumped protons are transferred to a still unidentified 'protonloading site' (PLS) (see Figure 16 .6).
A number of mutations were introduced in the D channel of bacterial CcO complexes and their effects were interpreted by theoretical calculations based on the protein structure. A first series of mutations was devised to study factors that influence the pK a of Glu286 and to specify the role of a cluster of water molecules located near Ser200. 92 Their effect on the kinetics of various phases of the catalytic cycle was studied by stopped flow and flow-flash techniques, together with catalytic and pumping activities measurements. The results were analysed with proton transport simulations carried out with the MS-EVB method, with AMBER99 force-field for the protein, the TIP3P model for water molecules and the CEC as reaction coordinate. It was concluded that these phases of the catalytic cycle are not rate limited by proton transport through the D channel. The authors underscore that the effects of the mutations on the proton transfer kinetics can be predicted only by performing a complete theoretical simulation.
The Asn139 to Asp mutation is especially intriguing since it shifts the apparent pK a of Glu286, located approximately 18 Å apart, from 9.4 to about 11 and blocks proton pumping without affecting proton transfer to the active site. An attempt was made to reproduce these effects with a model in which the PLS is identified with the D propionate of heme a 3 (see Figure 16 .6) and Glu286 takes two conformations characterized by different pK a . 93 The time evolution of the system was simulated with a kinetic model in which some rate constants were deduced from computed free-energy barriers and pK a values, while others were considered as adjustable parameters. Free-energy calculations based on the wild-type and mutated protein structures were carried out with a hybrid of the FEP/US and PDLD/S-LRA methods, and the effects of the mutation could be qualitatively reproduced.
These studies illustrate the effort that is currently needed to approach some aspects of proton transfers in CcO complexes. There is still a long way until the pumping machinery is fully understood.
Conclusions
The kinetics of biological proton transfers are determined by the proton electrostatic energy in different sites along a given pathway, and evaluation of rate constants requires free-energy calculations based on the structure of the system and a reliable description of the electrostatic interactions. These calculations, which involve propagating numerous trajectories with a series of biased PES, are much more demanding in terms of computational cost than potential energy calculations. Efficient models worked out to simulate 'simple' biological proton transfers like those occurring in enzymes give reliable results when correctly calibrated, for example, to reproduce apparent pK a values in proteins. The situation is different in the case of bioenergetic systems where proton transfers are coupled to conformational changes and/or electron transfers. Detailed kinetic data about proton transfers are rare, contrary to protoncoupled electron transfers in small molecules which are conveniently studied with electrochemical techniques. 94, 95 The case of bacteriorhodopsin is relatively simple because no electron transfer is involved and much information about intermediate states is available, but simulating the proton pumping machinery of more complex systems like cytochrome c oxidase remains currently a challenge for theoreticians. 96 Moreover, the modelling of proton transfers kinetics could be complicated by the existence of parallel proton transfer pathways, as suggested in the case of enzymes, 40 the bacterial reaction centre 91 and cytochrome c oxidase. 97 
