Proving properties of interactive proofs by a generalized counting technique  by Babai, László & Moran, Shlomo
INFORMATION AND COMPUTATION 82, 185-197 (1989) 
Proving Properties of Interactive Proofs 
by a Generalized Counting Technique 
LAsz~6 BABAI 
Department of Algebra, Eijtvijs University, Budapest, Hungary, H-1088 
AND 
SHLOMO MORAN* 
Department of Computer Science, Technion, Haifa 32000, Israel 
The problem of proving membership in languages accepted by interactive proof 
protocols is reduced to the problem of estimating the number of leaves in certain 
trees. Using this reduction, we present a direct proof that every language accepted 
by an interactive protocol whithin g(n) rounds is also accepted by an Arthur Merlin 
game within rg(n)/21 rounds. This unifies the proofs of the two main positive 
results on the IP Hierarchy, namely: that private coin tossing can be replaced by 
public coin tossing, and that the numer of interactions can be reduced by a 
constant factor. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
The notion of interactive proof was introduced in (Goldwasser et al., 
1985), where it was used in the wider context of zero-knowledge interactive 
proofs. Since then it was studied in a few other papers, e.g., (Aiello et al., 
1986; Babai, 1985; Boppana et al., in press; Goldreich et al., 1986; Zachos 
and Furer, to appear), and it appears to be of independent interest, as it 
provides a randomized extension of the class NP which is analogous to the 
randomized extension of the class P by the class BPP. One way to define 
an interactive proof is as a game between two players, as follows: 
One player, called V (the ver$er), is represented by a polynomial time- 
bounded Turing machine, and the second player, called P (the prooer), is 
represented by an arbitrary function. Both players receive an input word w  
* Part of this work was done while the author was at IBM Thomas J. Watson Research 
Center, Yorktown Heights, NY 10598. 
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of some length n, and V receives also a random string r, which is not 
known to P; the length of r is I= I(n), where I(n) is bounded by a 
plynomial in n. V and P exchange messages of length at most polynomial 
in n, for at most polynomial many rounds: At round i, V sends a string xi 
to P and receives back from P a string y,. More formally, 
x;= V(w,x,, y,, . ..) yip,, r) and yi= P(w, x1, y,, . . . . xi); the pair of 
messages (xi, yi) is denoted as the i-th round of the protocol. The game is 
terminated by having V decide whether to accept or reject the input word, 
w, that is, V(w, x,, y,, . . . . x8, yn, r) is either ACCEPT or REJECT. Such a 
computation is denoted as a V * P computation and is represented by the 
message stream s = (x,, J’, , . . . . .xX, yK, r). Note that V. P, w, and r uniquely 
determine the message stream s and whether V(s) is ACCEPT or REJECT. 
Thus, the output of a V * P computation on imput w  and a random string 
r, to be denoted by V * P(w), r), is well defined. The probability that a 
V * P computation accepts w  is defined by the ratio: 
pr( V * P accepts ~2) = 
1 (r: V * P(w, r) ACCEPTS}\ 
2l 
and the probability that V accepts w  is defined by: pr( V accepts w) = 
max,(pr( V * P accepts w)}. 
A language L= L( V) is accepted by V if for each WE L, 
pr( V accepts w) 2 3, and for each w  $ L, pr( V accepts W) < f. L is said to be 
in IP[g(n)] if L = L( V) for some verifier V that never sends more than 
g(n) messages on input of length n (i.e., within at most g(n) rounds). L is in 
ZP if it is in IP[g(n)] for some polynomial g. 
A restricted version of interactive proofs, denoted as Arthur-Merlin 
games, was defined by (Babai, 1985). The difference is in that the verifier is 
restricted to send messages xi such that the concatenation x,x2 . . xg is the 
“secret” random string r. The verifier and prover in such protocols were 
denoted as Arthur (A) and Merlin (M) respectively, and the protocol is 
denoted as an AM protocol. AM[g(n)] and AM are defined similarly to 
IP[g(n)] and ZP. 
There are two main “positive” results concerning the IP hierarchy: One, 
due to (Goldwasser and Sipser, 1986) states that “private” coin tossing is 
not stronger than “public” ones; i.e., that ZP[g(n)] ~AMcg(n) +2]. In 
particular, their result implies that IP = AM. The other result, due to 
(Babai and Moran, 1988; Moran, 1986), is a “speed up” theorem, stating 
that for all positive constants c, AM[g(n)] = AM[cg(n)]; by a result of 
(Aiello et al., 1986), this is the pest possible for ZP protocols with oracles. 
The proofs given for the above results in (Goldwasser and Sipser, 1986) 
and (Babai and Moran, 1988) employ entirely different techniques. The 
goal of this paper is to present a unified technique, in which both results 
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are proved simultaneously; specifically, we provide a direct proof to the 
following theorem: 
MAIN THEOREM. If a language L c { 0, 1 } * is accepted by an IP protocol 
with f(n)-time bounded vertfier in g(n) rounds, then L is accepted by an 
Arthur-Merlin protocol with an f(n)‘-time bounded verfier in [g(n)/21 + 1 
rounds, where c is some absolute constant that does not depend on L. 
The rest of the paper is organized as follows. Let V be a verifier and let w  
be an input word. In the next section we reduce the problem “is w  in 
L(V)?” to a graph theoretic problem; specifically, we define theconcept of 
lower bound tree and then show that V accepts u’ in g rounds iff a certain 
tree of height 2g contains a large lower bound sub-tree. In Section 3 we 
present an AA4 protocol that in rg/21+ 1 rounds checks whether w  is in 
L(V). In this protocol A4 is trying to convince A that a lower bound tree of 
the kind described above indeed exists. This is done by using the universal 
hashing functions (Carter and Wegman, 1979) in a way that is an exten- 
sion of the way these functions are used in (Goldwasser and Sipser, 1986). 
The correctness and complexity of the protocol are given in Section 4. 
2. REDUCTION TO A GRAPH-THEORETIC PROBLEM 
We start by showing that it is sufficient to consider interactive proof 
protocols in which the error probability is exponentially small, and the 
lengths of the messages sent by V and P are equal to the length of the 
random string, 1 (this latter assumption is not crucial, but it simplifies 
the presentation). 
LEMMA 2.1. Zf a language L is accepted by a verifier V’ that uses random 
strings of length I’= l’(n) within g=g(n) rounds, then it is also accepted 
within g rounds by a verifier V that uses random strings of length polynomial 
in l’, which satisfies assumptions (Al) and (A2) below for each input w of 
length n (1 and g denote l(n) and g(n), repectively): 
(Al) All messages xi (sent by) V) and y, (sent by P) are binary words 
of length 1. 
(A2) The error probability e of Vs protocol is smaller than llg4. 
Sketch of Proof (Al ) can be achieved by “padding” the messages sent 
by V and P and/or the random strings r with additional (possibly random) 
bits to make them of equal length. Note that this can be done so that the 
complexity of V’s computation is increased by at most a polynomial factor, 
and the accepting probability is not affected. 
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Let 1” be the length of the random strings used by a protocol satisfying 
(Al). (A2) can be achieved by executing that protocol, whose error 
probability 6 f, 0(g4 log( g4r”)) times at parallel, and deciding according 
to the majority of the outcomes (see Babai, 1985; Goldwasser and Sipser, 
1986). 1 
In the rest of the paper, V denotes a verifier that satislies (Al) and (A2) 
above, and w  denotes an input word. s = (.Y,, yr, . . . . xg, y,, r) will denote a 
message stream produced by a V * P(w, r) computation for some prover P 
and some random string r; s(i) denotes the prefix of the first i messages in s 
(i = 0, . . . . 2g + 1). In particular, for each message stream S, s(0) is the empty 
sequence Q, and s(2g + 1) is S; for i < 2g + 1, s(i) is a proper prefix of s. 
DEFINITION 2.1. For a given V and w, D( V, w) = (N, E) is a directed 
tree defined as follows: 
N = {s(i): s is an accepting message stream, 0 6 i 6 2g + 1 }. 
E = ( (s(i) -+ s(i + 1)): s is an accepting message stream, 0 < i 6 2g). 
The root of D( V, w) is the empty message stream @, and the leaves are 
(2g+ l)-tuples (.u,, yl, . . . . . xR, yR, r) that correspond to accepting message 
streams. Informally, D( V’, w) is that part of the game-tree of V on input u’ 
that contains only the games in which P wins. 
DEFINITION 2.2. Let I/ and IV be given. A sub-tree T of D( V, w) is a 
consistent tree if it is a tree with the following properties: 
(a) The root of V is Q, and the leaves of T are accepting message 
streams. 
(b) For each 0 < i <g and for each accepting message stream S, if 
s(2i- 1) =(x1, y,, . . . . r ) is in T, then the out-degree of s(2i- 1) in T is 1. . I 
LEMMA 2.2. Let B he a set of accepting message streams. Then the 
following are equivalent: 
( 1) There is a prover P such that all the messages in B are produced by 
V * P computations. 
(2) B is the set of leaves of a consistent sub-tree T of D( V, w). 
Proof. (2) -+ (1) We must define a function P such that the leaves of T 
are accepting message streams of V * P computations on input w. It is easy 
to verify that any P satisfying property (C) below does the job, and that 
such a P exists: 
(C) If (x,, y,, . . . . x,, y,) is in T, then P(x,, y,, . . . . x,)=JJ? 
The proof that (I ) + (2) is similar, and omitted. 1 
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DEFINITION 2.3. A directed tree U of height g + 1 is semi-uniform if 
there exists a sequence 6(U) = (b,, . . . . bg) of nonnegative integers, such that 
for each 0 6 i < g, each vertex v at level i in U satisfies 2’l< dout (v) < 2’1+ ‘. 
The sequence 6(U) is called the characteristic sequence of U. 
For a tree T, let A(T) denote the number of leaves in r; for a vertex u in 
T, n,(u) denotes the number of leaves in the sub-tree of T rooted at u. 
When T will be clear from the text, we shall use n(u) instead of A,(u). 
Note that if U is a semi-uniform tree with characteristic sequence 
6(U) = (60, . ..) 6,), then all the leaves of U are at level g + 1, and 
n(u) 2 p+ ..’ fba. 
LEMMA 2.3. Let T be a tree all whose leaves are at level g-k 1, and 
assume that A(T) < 2’ (12 1). Then T contains a semi-unifarm sub-tree U 
with characteristic sequence 6(U) = (b,, . . . . b,), such that 2l+ bo+ + ‘p > 
4771(20g. 
Proof: Induction on g. For g = 0 take U = T and h(U) = (b,), where 
b, = Llog A( T)J’ 
We now assume that the lemma holds for g - 1, and prove it for g. Let T 
satisfying the hypothesis of the lemma be given. We have to define a 
characteristic sequence (b,, . . . . bR) and a corresponding semi-uniform sub- 
tree U: 
Partition the vertices at level g of T (the leaves’ fathers) to at most 1 sets, 
ao, ..., a/- , , where ai contains those vertices v satisfying 2’6 A(v) < 2” I. 
Let i, be such that CVEory) J(v) is maximized. In particular, we have that 
c vEr,O;l(~) b A( T)/l, and hence that 
(&I 2’“jc(iOJ > c 4v)/2>4T)/21. 
y E Es0 
Set b, to io, and let T’ be the tree obtained by deleting from T all the ver- 
tices that are not in CI$ or ancestors of vertices in mi,. Then ai, is the set of 
leaves of T’, and they are all at level g. By the induction hypothesis, T’ 
contains a semi-uniform sub-tree of U’ with a characteristic sequence 
6(V) = (b,, . . . . b,-, ) that satisfies the lemma. In particular, 
(&a) 21tbo+ ““bg-‘>A(T’)/(21)g-1 = Ia,,1/(21)g-‘. 
U is obtained by adding to the leaves of U’ their sons in T. The lemma 
follows by noting that: 
2l+b”+ +b,-,+b,= 
C 
2l+b”+ -..+bg-, ]* 2’O> [laiOl/(21)g-1]* 2” 
= (jai,/* 2io)/(21)g-1 >A(T)/(21)g. 
(The first inequality follows from (&a), and the last form (&).) a 
’ All logarithms in this paper are to base 2 
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The following definition plays an essential role in our protocol. 
DEFINITION 2.4. A tree U is a lower bound tree for V and w  if it is a 
semi-uniform, consistent sub-tree of D( V, MI). 
Let U be a lower bound tree for V and w. Then, since U is consistent, 
the out-degrees of all vertices in the odd levels of U are 1. This means that 
the characteristic sequence 6(U) is of the form (b,, 0, b,, 0, . . . . bg) (i.e., for a 
vertex v at level 2i, 2” < d,,,(v) < 2’1+ ‘). For brevity, we will omit the 
zeroes from 6(U) and will denote it by (b,, b,, . . . . bR). 
The following lemma reduces theproblem whether w  E ,!I,( V) to two 
purely graph theoretic problems. 
LEMMA 2.4. Assume that 13 4. Then the following are equivalent for a 
verifier V and a word w: 
(1) WEL(V). 
(2) D( V, w) contains a lower-bound tree U with characteristic 
sequence 6(U) = (b,, . . . . b,), such that 2bo+ .” +‘g> 2’p2pg(‘og’+‘)> 
2/-2glog/ 
(3) D( V, w) contains a consistent sub-tree T with l(T) 2 2’pg4’og’. 
Proof. (1) + (2) Let P be an optimal prover, and let T be the con- 
sistent sub-tree of D( V, w) whose leaves correspond to the accepting com- 
putation of V * P, as follows from Lemma 2.2. Then, by the definitions, 
each leaf in T corresponds to a unique random string r such that 
V * P(w, r) accepts w. It follows from Lemma 2.2 and the definitions that 
2’-’ < 2’pr( V* P accepts w) = l(T) d2’. Let T’ be the tree obtained by 
ignoring the vertices in the odd levels of T (that have out-degree one). 
Then A(T’) = ,I( T) < 2’, and all the leaves of T’ are at level g. By sub- 
stituting in Lemma 2.3, T has a lower-bound sub-tree satisfying the first 
inequality. The second inequaldity follows by the assumption I3 4. 
(2) + (3) Take T= U. 
(3) -+ (1) We shall show that if (1) does not hold then (3) does not 
hold either: By (A2), if (1) does not hold then for each prover P, the num- 
ber of accepting V * P computations is smaller than 2’PR4 log ‘. By Lemma 
2.2, this means that every consistent sub-tree of D( V, w) has fewer than 
that many leaves. 1 
3. THE PROTOCOL 
Lemma 2.4 above implies that for each verifier V satisfying Lemma 2.1 
and for each input word w, either w  is in L(V) and D( V, w) contains a 
lower bound tree with many leaves, or M’ is not in ~5( V) and every con- 
PROVING PROPERTIES OF INTERACTIVE PROOFS 191 
sistent sub-tree of D( V, w) has a small number of leaves. Thus, proving 
membership in L(V) can be reduced to approximating the number of 
leaves in a lower bound tree, which is done by our protocol. 
Before presenting our protocol, it might be useful to describe the 
protocol in (Goldwasser and Sipser, 1986), using our terminology: In that 
protocol, A4 is trying to convince A that an input word w  is accepted by a 
given P’* P protocol within g rounds. The AA4 protocol of op cit. can be 
described as follows: At round i, M sends A a pair of messages (xi, y,), and 
A uses the Carter-Wegman universal hashing functions to verify that the 
message xi is “chosen at random” from a set of at least 2bZ+1 distinct 
messages, where (b,, . . . . bg) is the characteristic sequence of a lower bound 
sub-tree of D( V, w). Thus, the protocol can be viewed as a “random” walk 
from the root to a leaf in a supposed lower bound sub-tree of D( V, x). If 
such a tree indeed exists, then with high probability the walk is terminated 
at one of its leaves, which is an accepting message stream, and then A 
accepts. Otherwise, with high probability the walk is terminated in a 
rejecting message stream, and A,rejects. 
In its general outline, our protocol is similar to the one in (Goldwasser 
and Sipser, 1986). The crucial difference is that our protocol simulates two 
rounds of the P’* P protocol in one round of AM protocol. However, 
if we just let M send A at each round one “random” quadruple 
(x,, II;, xi+ i, yi+ 1), then M will have an unfair advantage over A, since A 
cannot check that all the possible “random” quadruples correspond to the 
same consistent sub-tree (i.e., can be produced by the same prover). To 
overcome this difficulty, we modify the protocol as follows: First, instead of 
sending a single quadruple, A4 sends A, at each round, a “random” set of 
many quadruples of the form {(xi, y,, xi+, [j], yl+, [j]):j= 1, ,.., m} 
(note that all these quadruples correspond to the same consistent tree). 
Second, in addition to verifying that each quadruple is taken “at random” 
from a large collection of quadruples, A also picks at random one element 
from this set as the actual quadruple that will be used in the continuation 
of the protocol. 
A key tool in the protocol is a lemma based on the Carter-Wegman 
(1979) universal hashing functions. Universal hashing functions were first 
used in the context of interactive proof protocols in (Babai, 1985) and 
were used also in (Goldwasser and Sipser, 1986). The lemma below 
appeared in (Sipser, 1983; Goldwasser and Sipser, 1986). A few more 
definitions are needed before we present the lemma: 
A random linear function from (0, 1)” to (0, 1 }” is a function /; defined 
by a random 0 - 1 matrix D of size k * b, that maps each X E (0, 1)” to 
h(Z) = XD E { 0, 1 }“. For a linear function h and a subset C of { 0, 1 }k, h(C) 
is the image of C by h. For a set H of linear functions from (0, 1)” to 
(0, l}b and a subset of (0, l}“, H(C) denotes the union iJhEHh(C). 
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LEMMA 3.1 (Carter and Wegman, 1979; Sipser, 1983; Goldwasser and 
Sipser, 1986). Let H be a set of I random linear functions from (0, 1 }” to 
(0, 1 }‘, let C be an arbitrary subset of (0, 1 jk, and let Z be a random subset 
of (0, 1)” of cardinality 12. Then: 
(1) If bd2+rlog IC(l then pr[H(C)nZ#Z]> l-2-“* (here @ 
denotes the empty set). 
(2) pr[H(C)nZ#@]G131CI/2h. I 
The description of the AM protocol that accepts L(V) follows: 
ROUND O(A): A sends M a dummy string and waits for M’s 
response. 
ROUND O(M): M finds a lower bound sub-tree U of D( V, w) and 
submits the corresponding characteristic sequence 6 = 6(U) = (b,, . . . . bR) to 
A, where Cp= 0 bj > 1 - 2g log 1 (if M fails to send such a sequence, w  is 
rejected). 
M also sends A m copies of the empty message stream s(O) = @, where 
m = 8gl. 
In the rest of the protocol M is trying to convince A that D( V, w) con- 
tains a lower bound sub-tree with characteristic sequence 6. ROUND i is 
described below (1 6 id (g + 1)/2). It is assumed that g is odd. For brevity, 
b denotes b2iP, and c denotes b,,. 
ROUND i(A): A chooses at random a vertex u = s(4i - 4) out of the 
m vertices sent by M in ROUND i - 1. Then A sends M the vertex u, and 
sets H, Z, H,, H,, . . . . H,, Z,, Zz, . . . . Z, as follows: 
H is a set of 1 random linear functions from { 0, 1)’ to (0, 1) ‘+ 2. 
For j = 1, . . tit, Hi is a set of 1 random linear functions from { 0, 1)’ 
to (0, l}‘+? 
Z is a random subset of (0, 1) bf2 of cardinality 12. 
Z, is a random subsets of (0, l}“+’ of cardinality l’(j= 1, . . . . m). 
ROUND i(M): Assume first that i< (g+ 1)/2 (that is, this is not the 
last round). 
M sends A a pair (x, y) such that x is in H-‘(Z), and m pairs 
(x[l], y[l]), . . . . (x[m], y[m]) such that for each j, x[j] is in H,:’ (Z,), 
and the m vertices {(u, x, y, x[j], y[i]):j= 1, . . . . m} are in the lower 
bound sub-tree U computed by M at ROUND 0. ((u, x, y, x[j], y[i]) 
denotes the sequence obtained by appending the messages x, y, x[j] and 
YCjl to u.1 
If i = (g + 1)/2, then each x[j] sent by M at this round is a random string 
r[j] such that (u, X, y, r[j]) is an accepting message stream for each j. 
Finally, A chooses at random a vertex v = s(2g + 1) out of the m 
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messages sent by A4 at round (g + 1)/2, and it accepts iff s(2g + 1) is an 
accepting message-stream. 
4. PROOF OF CORRECTNESS 
Informal Description of the Proof: Let u E D( V, w) be given. We shall 
say that u is is rich if it occurs in a “very large” lower bound sub-tree of 
D( V, w), and that u is poor if it occurs only in “very small” consistent 
sub-trees of D( V, w). The proof then proceeds as follows: 
First we use Lemma 2.4 to show that the vertex s(O) = @, which is 
chosen by V at ROUND l(A), is rich (with respect to V and w) if w  is in 
L(V), and that it is poor otherwise. 
The next step, which is the main part of the proof, consists of showing 
that if A picks a rich vertex s(4i- 4) at round i, then it is very likely to pick 
a rich vertex s(4i) also at round i+ 1. Similarly, if A picks a poor vertex at 
round i, then it is very likely to pick a poor vertex at round i+ 1. 
The proof is completed by showing that if the vertex s(2g + 1) picked by 
A at round (g + 1)/2 is rich then A accepts, and that if s(2g + 1) is poor 
then A rejects. 
A formal Proof: We start with some definitions and notations. 
Throughout the rest of the discussion, 6 = (6,, . . . . b,) is the sequence 
produced by A4 at ROUND 0. 
DEFINITION 4.1. Let u be a proper prefix of a message stream s. Then 
for some i in [0, g], u= s(2i) or u =s(2i- 1). h(u) and B(u) are integers 
defined by: h(u)=g-i, and B(u)=6,+bi+,+ ... +b,. 
DEFINITION 4.2. For a proper prefix of a message stream u, /3(u) is 
defined by: 
/I(u) = [If u is in D( V, w) then 
max{I,(u): Tis a consistent sub-free of D( V, w)}, else 0.1 
The following facts are easily verified for a vertex u in D( V, w): 
(Fl) If u=s(2i-1) then p(u)=max{P(v):v is a son of u in 
WV, w>> (1 <i<g). 
(F2) If (;;I~?:; then B(u) = C { /3(v): v is a son of u in 
NV, w,} . ‘. . 
DEFINITION 4.3. Let u be a prefix of a message stream, and let h = h(u) 
and B= B(u). Then u is rich if it is in a lower bound tree U with charac- 
194 BABAIANDMORAN 
teristic sequence 6 = (6,, . . . . bg). u is poor if fi(~)<2~-~@‘~~‘. If u is a 
message stream (xi, y,, . . . . x,, yg, r), then u is rich if it is an accepting 
message stream, and it is poor otherwise. 
It follows from Lemma 2.4(2) that if WE L( I’) then the root @ of 
D( I’, w) is rich, and from Lemma 2.4( 3) that if w  is not in L( I’ ) then @ is 
poor. 
In the following i is some fixed integer between 1 and g/2. b and c 
denote, as before, bTi-, and bzi, respectively. The fact that if w  is in L(V) 
then it is likely to be accepted by A follows from the next theorem: 
THEOREM 4.1. Assume that lamax{g, lOOO}, and that the vertex 
u = s(4i - 4) sent by A to M at ROUND i is rich. Then with probability 
> (1 - l/g*), the vertex ~(42) sent by A at ROUND i + 1 is also rich. 
ProoJ: By Lemma 3.1(l) and the definition of the term rich, the 
probability that HP ‘(Z) contains an x such that (u, x) is rich is at least 
1 - 2 -@; by (Fl ) and that definition, for each such x there is a y such that 
(u, x, y) is rich. 
Assuming that (u, x, y) is rich then, by a similar argument, for each 
j = 1, . . . . m, the probability that H,-‘(Zi) contain an x[j] such that 
(u, x, y, x[j]) is reach is also at least 1 - 2-ji8, and these probabilities are 
independent. It follows that the probability that each of the m vertices 
(u, x, y, x[j]) is rich is at least (1 - 2-“8)m+ ‘, which is at least 1 - l/g* for 
l>max{g, 1000). 1 
The fact that if w  is not in L(V) then it is likely to be rejected by A 
follows from the next theorem: 
THEOREM 4.2. Assume that I > max{ g, lOOO}. If the vertex u = 
s(4i- 4) sent by A to M at round i is poor, then with probability 
B (1 - 1/(8g))(l - l/g*))* the vertex u’ = s(4i) sent by A at round i + 1 is 
also poor. 
Proof. Let El, E2, and E3 be the following events: 
El. For every x in H-‘(Z), and for every y, the vertex v = (u, x, y) 
(i.e., u concatenated by (x, y)) is poor. 
E2. For every x in H-‘(Z), for every sequence of m strings 
xc1 I, .*., x[m] such that x b] is in H,:‘(Zj), and for all y, y[t], . . . . y[m], 
at most l/Sg out of the m vertices u> = (u, x, y, x[j]) are not poor 
(j = 1, . . . . m). 
E3. The vertex u’ = s(4i) = (s, x, y, x’, y’) picked by A at the begin- 
ning of ROUND i+ 1 is poor. 
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We have to prove that pr[E3] 2 (1 - 1/(8g))(l- l/(g*))*. Using the 
inequality: 
pr[E3 (E23 pr[E2] =pr[E3 n E2] <<pr[E3], 
and the fact that pr[E3 lE2] > (m-Z)/m = 1 - 1/(8g), we get that 
pr[E3] B (1 - 1/(8g))pr[E2]. Thus, the theorem will follow if we show 
that pr[E2] > (1 - l/g*)*. For this, we shall use the inequality: 
pr[E2) El] pr[El] =pr[E2 n El] <pr[E2], 
and then show that both pr[El] and pr[E2( El] are larger than 1 - l/g*. 
The proof of Theorem 4.2 proceeds via Lemmas El and E21 below. To 
simplify notations, we shall denote h(u) by h, and B(u) by B. 
LEMMA El. pr[El] 2 1 -l/g*. 
Proof By (Fl) and Definition 4.3, the vertex (u, x) is poor iff for every 
y the vertex (u, x, y) is poor. Hence, El is equivalent to: For every x in 
H-‘(Z), the vertex v = (u, x) is poor. 
By the assumption that u is poor, /?(u)<2B-4hgZ10g’. Assume now that 
for some message x the vertex v = (u, x) is not poor. Since h(v) = h - 1 and 
B(v) = B- b we have, by the definition of the term “poor,” that 
p(v)~2B-b~(h-11)4g2’og’. Since, by (F2), B(u)=C~=(~~)B(V), we have that 
the number of possible x for which v = (u, x) is not poor is bounded by 
p(U)/2B-b-‘h- . 1)4g210g/<2[B-44hg*log/]-[CB-b-(h-1)4g*log/] =26-4g*log/ 
By Lemma 3.1(2), the probability that H;‘(Z,) contains such an x is 
bounded by [3/p* log I= 2 (3 - 48 1% 1, which is smaller than l/g*, provided 
12 g 2 2. The lemma follows. a 
LEMMA E21. pr[E2 ( El] B 1 - l/g*. 
ProoJ Fix a pair (x, v), such that XE Hy’(Z,) and y is an arbitrary 
message of length /, and let e(x, y) be the number of distinct messages x’ 
such that the vertex v = (u, x, y, x’) is not poor. Since we condition on 
El, (u, x) is poor. Hence &u, x, JJ) <<(u, x) < 2E-b--(h-1)4gZ’og’. On the 
other hand, if v = (u, x, y, x’) is not poor then, since h(v) = h - 2 and 
B(v) = B - b - c, it holds that p(v) > 2 B--b--E-(h--Z)‘@b! By (F2) we have 
that p(u, x, y) = C,, /3(u, x, y, x’). Hence 
e(x, y)<jj(u, x, y)/2B-b-c~(h-2)4g2’og’ 
~~c-C(h-I~-(h-22)14g*logI~~c~4g*log/ 
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Let Hi and 2, be as defined in Round 2i - l(M) of the protocol. By 
Lemma (3.1(2), and the above inequality, the probability that the set 
H;‘(Zj) contains an x[j] such that (u, x, y, x[j]) is not poor is bounded 
from above by Z32-4g210g’ which is smaller than l/lOOg’ for l> g > 2. Since 
these probabilities are independent, we have that the probability that for a 
fixed y, a fraction of at least 1/8g out of the M messages x[ 11, . . . . x[m] are 
such that (u, x, y, x[j]) is not poor is bounded from above by 
(the first inequality above follows by the observation that the sum on the 
left-hand side is dominated by the sum of a geometric series with ratio f 
and first element (,;I,)( l/lOOg*). The third inequality follows by applying 
Stirling formula to bound (m/8g)! by (m/8ge)“‘““, and by substituting 1 for 
m/f@. ) 
Since there are at most then 2’ messages y (recall that 1 is the length 
of y), the probability that there is a y for which there is such a fraction of 
x[j]s is less then 2’ times the above, i.e., less than (2e/lOg)‘. Since 
g > 2, e/5g is smaller than t, and hence, by the assymptions on 1 and 
g, (2e/lOg)’ is smaller than l/g*. This complete the proof of Lemma E21 
and of Theorem 4.2. 1 
Proof of the Main Theorem. Let L be accepted by an f(n)-bounded 
verifier V’ within g(n) rounds. Then, by Lemma 2.1, L is also accepted 
within g(n) rounds by a verifier V that satisfies assumptions (Al) and (A2). 
Assume also that in V’s protocol, I> max{ g, 1000). First we show that the 
AM protocol in Section 3 accepts L with error probability < i. For this, 
let w  be an input word of length n; as before, I and g denote l(n) and g(n) 
respectively. v = s(2g + 1) denotes the vertex chosen by A at the end of the 
protocol. 
If w  is in L(V), then the root @ of D( V, w) is rich, and hence, by 
Theorem 4.1, with probability > (1 - l/g2)g’2 > $ the vertex v is rich and 
hence is an accepting message stream. 
If w  is not in L( I’), then the root @ is poor, and hence, by Theorem 4.2, 
with probability > [(l - 1/8g)( 1 - 1/g2)2]g’2 > 3, the vertex v is poor, 
which means that it is a rejecting message stream. 
To complete the proof we must show that the time complexity of A in 
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the AM protocol given above is O(f(n)‘) for some constant c. The time 
complexity of a verifier V’ is not smaller than the length of the random 
strings it generates, and the time complexity of A in an AM protocol is 
proportional to the sum of the length of the random string it generates and 
the time needed to verify that the message stream produced by M at the 
last round is an accepting message stream. The latter summand is propor- 
tional to the complexity of the verifier V simulated by the protocol, and 
hence it is sufficient to prove that the length I” of the random string used 
by A in the AM protocol is O(Z”), where 1’ is the length of the random str- 
ing used by the verifier V’. To see this, observe that I” is polynomial in 1, 
the length of the random string used by a verifier V satisfying Lemma 2.1, 
and by that Lemma, I is polynomial in I’. 
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