In this paper we consider normalizable time-periodic solutions of the Dirac equation in an extreme Kerr black hole background with mass M and angular momentum J. We prove that for particular values of J and given azimuthal quantum number k the Dirac equation has a bound state solution, and the one-particle energy of this solution is given by ω = − kM 2J . Moreover, we present some necessary and sufficient conditions for the existence of normalizable time-periodic solutions of the Dirac equation in the extreme Kerr-Newman geometry, and we can give an explicit expression for the radial eigenfunctions.
Introduction
In Boyer-Lindquist coordinates (t, r, θ, φ) with r ∈ (0, ∞), θ ∈ [0, π] and φ ∈ [0, 2π), the metric of a Kerr-Newman black hole of mass M , angular momentum J and charge Q is given by
where a = J M and U (r, θ) := r 2 + a 2 cos 2 θ, ∆(r) := r 2 − 2M r + a 2 + Q 2 .
In this paper, we consider the extreme case M 2 = a 2 + Q 2 , where the function ∆ has only one zero ρ = M , i.e. ∆(r) = (r − ρ) 2 . In particular, this means that the Cauchy horizon and the event horizon coincide, and if Q = 0 (Kerr case) we obtain ρ = M = |a|, J = a|a|. On such an extreme Kerr-Newman manifold, we will study the Dirac equation for a particle with mass m and charge e in the exterior region r ∈ (ρ, ∞). The Dirac equation can be written as
with
and the differential operators
The Hamiltonian H which belongs to the Dirac equation (1) is an operator acting on the wave functions on hypersurfaces t = const. A simple scalar product on such a hypersurface is given by 
where Ψ denotes the complex conjugated, transposed spinor. Note that the Hamiltonian is in general not self-adjoint with respect to this scalar product. However, there exists a scalar product [ · , · ] on the wave functions on hypersurfaces t = const which is equivalent to ( · , · ) such that H is self-adjoint with respect to [ · , · ] (see [5] for the details). Here, we are looking for time-periodic solutions Ψ(t, r, θ, φ) = e −iωt e −ikφ Ψ 0 (r, θ) of the Dirac equation (1) with some ω ∈ R and semi-integers k, where Ψ 0 = 0 and (Ψ, Ψ) < ∞. If such a solution exists, then ω represents the one-particle energy of the spinor Ψ and k is interpreted as azimuthal quantum number.
It is well known (see [4] and [5] ) that such normalizable time-periodic solutions do not arise in the non-extreme case (M 2 > a 2 + Q 2 ) and in the Reissner-Nordstrøm geometry (a = 0). Here we consider the Dirac equation on an extreme Kerr-Newman manifold and we will prove -at least in the Kerr case where Q = 0 -that bound states exist for particular values of a. To this end, we employ the ansatz
and we define
Then we obtain the eigenvalue problem
and the Dirac equation (1) can be separated into a radial part
where V (r) := ω r 2 + a 2 + ka + eQr, and an angular part
where W (θ) := aω sin θ + k sin θ (see [1] , [8] ). In the following, a point ω ∈ R is called an eigenvalue of (1), if there exists some λ ∈ R and nontrivial solutions f of (4), g of (5) which satisfy the normalization condition
(note that this condition is equivalent to (Ψ, Ψ) < ∞).
The Angular Equation
First, let us study the angular part (5) of the Dirac equation for some fixed semiinteger k. In particular, we are interested in the asymptotic behavior of large eigenvalues of (5) with respect to the parameters am and aω We can write (5) in the form
where L := am and Ω := aω. For fixed L and Ω, the differential operator A generated by the left hand side of (7) and the second condition in (6) is a self-adjoint operator acting on the Hilbert space L 2 ((0, π), 2 sin θ) 2 . Now, from oscillation theory for Dirac systems (see [9, Section 16] ) it follows that the spectrum of A consists of discrete eigenvalues
depends analytically on L and Ω, and the partial derivatives with respect to L and Ω, respectively, are given by
Hence, by perturbation theory (see [6, Chap. VII, §3, Sec. 4]), the eigenvalues λ j = λ j (L, Ω), j ∈ Z, depend analytically on L and Ω, and we obtain the estimates
where · denotes the operator norm of a (2 × 2)-matrix.
Lemma 1
The eigenvalues λ j = λ j (L, Ω) of the angular Dirac operator (7) are analytical functions in L and Ω. Moreover, |λ j | → ∞ as |j| → ∞ locally uniformly on R 2 .
Proof. |λ j (L, Ω)| → ∞ as |j| → ∞ for some fixed point (L, Ω) ∈ R 2 , and from (8) it follows that the partial derivatives 
The Radial Dirac Equation
In this section we consider the radial part (4) of the separated Dirac equation in the extreme case ∆(r) = (r − ρ) 2 . First, we introduce a new variable x = r − ρ (the distance from the event horizon ρ) and we write (4) in the form
where
Now, let S be the unitary matrix
where σ := sign ω (and sign 0 := 1). By the transformation f (x) = Sw(x), the differential equation (9) is on the interval (0, ∞) equivalent to the system
and since |y(x)| = |w(x)|, a point ω ∈ R is an eigenvalue of (1) if and only if (11) has a nontrivial solution w which satisfies
In the following we will present some necessary conditions for ω ∈ R being an eigenvalue of the Dirac equation (1) . For this reason, we start with a result on the solutions of singular systems more general than (11).
Lemma 2
Let n ∈ Z and y be a solution of the differential equation
Proof. Let
Since tr C = 0, ±i √ det C are the eigenvalues of the matrix C, and there exists an invertible matrix T such that T −1 CT = Λ. Further, we can fix some point ξ 0 ∈ [1, ∞) such that det (C + R(ξ)) > 0 for all ξ ∈ [ξ 0 , ∞). Now, ±i det (C + R(ξ)) are the eigenvalues of the matrix C + R(ξ), and Eastham's Theorem [3, Theorem 1.6.1] implies that the system (13) has a fundamental matrix Y (ξ) = (T + Γ(ξ)) e iD(ξ) , where Γ(ξ) → I as ξ → ∞ (I is the 2×2 unit matrix) and D(ξ) denotes the diagonal matrix function
If y is a nontrivial solution of (13), then there exists some vector c ∈ R 2 \ {0} such that y(ξ) = Y (ξ)c, and we obtain
Since e −iD(ξ) is a unitary matrix for all ξ ∈ [ξ 0 , ∞), it follows that
and this implies lim inf ξ→∞ |y(ξ)| ≥ c T −1 > 0.
Corollary 1
If ω ∈ R is an eigenvalue of (1), then τ = 0. This means,
Proof. Suppose that τ = 0, and let w be a nontrivial solution of (11). By the transformation y(x) = w 1 x , the differential equation (11) is on the interval [1, ∞) equivalent to the asymptotically constant system
Since det C = τ 2 > 0, Lemma 2 implies that there exists a constant δ > 0 such that |y(ξ)| ≥ δ on [1, ∞) and therefore |w(x)| ≥ δ on (0, 1]. Hence, the normalization condition (12) is not satisfied, and it follows that ω is not an eigenvalue of (1).
Since we are interested in eigenvalues of (1), we assume in the following that τ = 0 holds. In this case the differential equation (11) reduces to
Lemma 3
Let y be a nontrivial solution of the differential equation
where A, B are 2 × 2 matrices and tr A = 0, det A ≥ − Proof. Note that the system (17) has a regular singular point at ξ = 0, and since det A ≥ − 
Corollary 2
If ω ∈ R is an eigenvalue of (1), then
Proof with some constant ε > 0. Hence, w does not match the normalization condition (12).
In the following we will assume that the conditions (14) and (19) hold. Further, we define
Lemma 4
Proof. According to Corollary 2, ω is not an eigenvalue of (1) if m 2 −ω 2 < 0. In the following we suppose that m = |ω| and we will prove that ω is not an eigenvalue even in this case. Introducing
ω is an eigenvalue of (1) if and only if the system
has a nontrivial solution (u, v) satisfying
First, if ρm − σµ = 0, then equation (21) implies u(x) = c 1 x σλ with some constant c 1 ∈ C, and from (23) it follows that c 1 = 0. Further, from (22) with u ≡ 0 we obtain v(x) = c 2 x −σλ with some constant c 2 ∈ C, and (23) gives c 2 = 0. Hence, ω is not an eigenvalue of (1) in the case ρm − σµ = 0. In the following we assume that m − σµ = 0. From (21) it follows that
and substituting v in (22) by this expression gives
We first investigate the case ρm − σµ < 0. By the transformation
(25) is on the interval (0, ∞) equivalent to Bessel's differential equation
The Bessel functions J ν and the Neumann functions Y ν of order ν = 2κ ≥ 1 form a fundamental system of solutions of (26). These functions have the asymptotic
of such special functions in this proof and in the following text can be found, for example, in [7] ). Hence, if u is a solution of (25) which satisfies (23), then there exists a constant c ∈ C such that u(x) = cJ ν ( 8m(σµ − ρm)x), and since J ν (z) ∼ 2/(πz) cos(z − 2ν+1 4 π) as z → ∞, we obtain c = 0 according to the normalization condition. This means, u ≡ 0 on (0, ∞), and by (24) it follows that v ≡ 0 on (0, ∞). Therefore, ω is not an eigenvalue of (1) if ρm − σµ < 0. Now, let us consider the case ρm − σµ > 0. By the transformation u(x) =û 8m(ρm − σµ)x (25) is on the interval (0, ∞) equivalent to the modified Bessel equation
The modified Bessel functions I ν and K ν of order ν = 2κ ≥ 1, which form a fundamental system of solutions of (27), asymptotically behave like I ν (z) ∼ (
Hence, if u is a solution of (25), then (23) implies u = cI ν (2 8m(ρm − σµ)x) with some constant c ∈ C, and since I ν (z) ∼ e z / √ 2πz as z → ∞, it follows that c = 0. Hence, (23) implies u ≡ 0 on (0, ∞), and (24) gives v ≡ 0 on (0, ∞). This proves that ω is not an eigenvalue of (1) even in the case ρm − σµ > 0.
In the following we suppose that the conditions (14), (19) and (20) are satisfied. Further, let T be the invertible matrix
By the transformation w(x) = T y(x), (12) is on the interval (0, ∞) equivalent to the system
(recall that µ = 2ρω + eQ and σ = sign ω) and since T −1 −1 |y(x)| ≤ |w(x)| ≤ T |y(x)|, a point ω ∈ R is an eigenvalue of (1) if and only if the differential equation (29) has a nontrivial solution y satisfying
Theorem 1 A point ω ∈ R is an eigenvalue of (1) if and only if there exists an eigenvalue λ ∈ R of the angular Dirac equation (5) such that
and either β − σλ = 0, α + κ = 0 or 1 + n + α + κ = 0 holds with some non-negative integer n, where κ := λ 2 + ρ 2 m 2 − µ 2 , µ := 2ρω + eQ, σ := sign ω, and α, β, γ are given by (30).
If β − σλ = 0 and α + κ = 0, then the radial eigenfunctions are constant multiples of
where S is the matrix (10) and the matrix T is given by (28). If 1 + n + α + κ = 0, then the radial eigenfunctions are constant multiples of
where L (2κ) ν denotes the generalized Laguerre polynomial of degree ν and order 2κ.
Proof. Let λ ∈ R be an eigenvalue of the angular Dirac equation (5) . Introducing
has a nontrivial solution (u, v) which satisfies
We first assume that β − σλ = 0. In this case, equation (33) implies v(x) = c 1 x α e γx with some constant c 1 ∈ C, and since γ > 0, (34) implies c 1 = 0. Further, from (32) with v ≡ 0 we obtain u(x) = c 2 x −α e −γx with some constant c 2 ∈ C, and (34) gives α ≤ − 1 2 (note that c 2 = 0 if ω is an eigenvalue). A short calculation shows that α 2 − β 2 = ρ 2 m 2 − µ 2 = κ 2 − λ 2 , and therefore we have 0 = β 2 − λ 2 = κ 2 − α 2 . Since α < 0 < κ, we obtain α + κ = 0. Now, let β − σλ = 0. From (33) it follows that
Substituting u in (32) by this expression gives
A short calculation shows that α 2 − β 2 = ρ 2 m 2 − µ 2 , and therefore we can write (36) in the form
Further, by the transformation
is equivalent to Whittaker's differential equatioñ
A solution of (38) is the Whittaker function
where M (p, q, z) denotes the Kummer function
(the Pochhammer symbol is defined by (p) n := p(p + 1) · · · (p + n − 1)(p + 1) if n ≥ 1 and (p) 0 := 1). Hence, for some constant c ∈ C \ {0},
is a nontrivial solution of (37), and the function 
as z → ∞, and if −p = n ∈ N 0 is a non-negative integer, then M (−n, q, z) reduces to a polynomial of degree n. In particular,
where L (q−1) n denotes the generalized Laguerre polynomial of degree n and order q − 1. Consequently, if −(1 + α + κ) ∈ N, then the solution (39) has the property that
with some constant c = 0, and since γ > 0, v does not match the condition (34). In the following we assume that there exists an integer n ∈ N 0 such that n+1+α+κ = 0. In this case,
is a nontrivial solution of (37). Applying the differential relation
we can evaluate and simplify the expression for u in (35):
Since the functions u, v satisfy the condition (34), ω is an eigenvalue of the Dirac equation (1) , and the radial eigenfunctions are constant multiples of
Corollary 3
In the extreme Reissner-Nordstrøm geometry, the Dirac equation has no normalizable time-periodic solutions of the form (3).
Proof. In the case a = 0 we have ρ = |Q|, and if a point ω ∈ R is an eigenvalue of (1), then ω = −e Q |Q| . The condition m 2 − ω 2 > 0 yields m 2 − e 2 > 0, and since µ = 2ρω + eQ = −eQ, we obtain α = |Q| √ m 2 − e 2 > 0. Therefore α + κ > 1 2 , and hence the condition α + κ = −n is not satisfied for any non-negative integer n. This implies that ω = −e Q |Q| is not an eigenvalue of (1).
Remark 1
This result is well known, see [4, Section V].
Remark 2
We also expect that the Dirac equation has no bound states in an extreme KerrNewman black hole background if the angular momentum J is sufficiently small compared to the charge Q.
The Kerr Case
In this section we consider the Dirac equation on a Kerr manifold, that means, we assume that Q = 0 and a = 0.
Lemma 5
If, for some semi-integer k, the Dirac equation for a particle with rest mass m has a normalizable time-periodic solution with azimuthal quantum number k in an extreme Kerr geometry with mass M and angular momentum J, then
, and the energy of the particle is given by ω = − kM 2J . In particular, the mass of such an extreme Kerr black hole is bounded from below by M m > Proof. Let L := am. In the case Q = 0, Theorem 1 implies that a point ω ∈ R is an eigenvalue of (1) if and only if
and either
with some non-negative integer n, where
and λ j (L) denotes the j-th eigenvalue of the angular equation (7) with Ω = − 
Theorem 2
For some fixed semi-integer k, there exist two sequences (a − n ) n∈N and (a + n ) n∈N with the properties
Conclusion
In this paper we proved that there exist particular extreme Kerr black holes with mass M and angular momentum J = aM such that the Dirac equation 
