Harvesting Devices (EHDs) are enjoying continuously increasing popularity in Wireless Sensor Network research, due to their ability to "harvest" energy from the environment, thus allowing long-term and autonomous operation. Traditional approaches generally assume that the exact energy value of the State-of-Charge (SOC) of an EHD is known. In reality, batteries are practically composed by electro-chemical rechargeable elements or super-capacitors, where the estimation of the energy levels is a complex task. In this paper, we analyze operation policies able to maximize the long-term reward for a network consisting of a pair of EHDs and a central controller (CC), under imperfect knowledge of the SOC. More precisely, we suppose that the CC only knows whether each EHD is "LOW" or "HIGH," and has to determine the amount of energy devoted to the transmission over a shared wireless channel. We show that the performance degradation due to the imperfect knowledge of the SOC decreases with the battery capacity of the two nodes, and is practically negligible when this value is sufficiently high.
I. INTRODUCTION
Energy harvesting devices (EHDs) collect, or "harvest," energy from the environment thanks to many techniques, like solar, aeolian, motion or heat. Thanks to their ability to operate autonomously [1] , they can be used in Wireless Sensor Networks (WSNs), in order to perform sensing and datacommunication tasks, theoretically for an unlimited period of time. In contrast to traditional sensors, where the objective is to minimize energy consumption under a performance constraint, e.g., delay [2] , in the case of an EHD, the objective is the "management" of the harvested energy. An EHD can be seen as an energy buffer 1 , that stores energy scavenged from the environment according to a particular random process, and powers elements such as a microprocessor or a transceiver according to the desired operation policy.
Intuitively, when a finite battery is available, an EHD should judiciously perform its assigned task based on its available energy, becoming more "conservative" as its energy supply runs low to ensure uninterrupted operation, and more "aggressive" when energy is abundant, to avoid that harvested energy is wasted due to lack of storage space.
Therefore, an efficient algorithm has to be designed, with the task of selecting the optimal amount of energy used for transmission at any given time.
In this paper, we study the case of a Wireless Sensor Network consisting of two EHDs reporting incoming data to a Receiver (RX), also acting as a Central Controller (CC) managing the transmissions of the two devices based on factors such as the energy capacity of the two batteries and the mean energy harvesting rate. Also, as practically EHDs store energy in electro-chemical rechargeable batteries, we relax the general assumption that the exact value of the State-ofCharge (SOC) of the batteries, i.e., their energy level, is known with infinite precision and immediately available at any time. This subject, studied in [3] for the single-user scenario, albeit being an issue affecting many real-world applications, has seldom been considered in the recent literature. [4] shows that fluctuations in the super-capacitor capacitance with respect to the data-sheet value, due to temperature variations or age, can be as large as 30%. A SOC estimation algorithm based on online controller discharge is proposed, but at the price of an additional energy loss. Furthermore, algorithms have been designed to estimate the open circuit voltage of an electrochemical battery (see [5] , [6] ), which is closely related to the SOC, but only with non-negligible complexity, which may be an issue especially for devices with limited resources. Hence, the SOC estimation for these types of batteries is surely a non-trivial task, and the precise knowledge of the battery levels could be unreliable or too expensive. Consequently, extending the perfect-SOC-knowledge model used in [7] , we deal with a scenario in which the CC has only an imperfect SOC knowledge, which is quantized into a finite number of regions. The goal is to determine the optimal amount of energy quanta to be drawn from the energy buffers, so as to maximize a long-term expected reward, only knowing which region the SOC belongs to. In the case of a logarithmic reward function and two intervals (i.e., LOW and HIGH) per EHD, we show that the performance degradation due to the imperfect knowledge drastically decreases with the capacity of the two batteries. Hence, we conclude that avoiding the outage and overflow phenomena is critical for the overall performance of the system, whereas the exact knowledge of the SOC may not be as important, at least for batteries of sufficient size.
The paper is organized as follows. In Section II we present the system model. Section III presents the optimization problem, for both perfect and imperfect SOC. The numerical results are presented in Section IV. Finally, Section V concludes the paper.
II. SYSTEM MODEL
We consider a WSN consisting of two EHDs and one Receiver/Central Controller (CC). Time is slotted, and slot k is the time interval [k, k + 1), k ∈ Z + . At each time instant k, each EHD has a new data packet to send to the RX, and the packet duration is one slot. If the packet is not sent, then it is discarded. We employ a collision model, wherein the simultaneous transmission of the two EHDs incurs a transmission failure for both. We assume that a centralized controller is employed to allocate the transmissions of both sensors, so that collisions are avoided by allocating, at any time, the transmission to at most a single EHD. Energy is stored in each EHD in an energy buffer. As in previous work [8] , [9] , we assume for simplicity that each position in the buffer can hold one energy quantum, whose absolute value depends on the application-specific scenario. The maximum number of quanta that can be stored in EHD i is e max,i and the set of its possible energy levels is denoted by
Denote the amount of energy quanta at time k at EHD i, as E i,k . Starting from the initial condition E i,0 , the evolution of E i,k is determined by the following equation
where
+ max {·, 0} and: 
Finally, the joint energy requested from CC to the couple (EHD1,EHD2) at time k is Q k , with Q k ∈ Q:
∀k. The parameter q max,i reflects a physical constraint on the maximum amount of energy that can be drawn from the buffer at any given time. Clearly, due to the collision model employed and the centralized controller, Q cannot include (q 1 , q 2 ) with q 1 and q 2 simultaneously positive. Assuming that only partial knowledge of E i,k is available at the controller, e.g., due to uncertainty in its estimation,
, the controller knows only the interval index N i,k rather than the exact SOC E i,k . Consequently, {N i,k , k ≥ 0} is defined as the interval index process for EHD i, taking values in {0, . . . ,ñ i − 1}. Clearly, ifñ i = e max,i + 1, the special case of perfect knowledge is obtained, where
The energy harvesting mechanism described in (1) entails the following two important phenomena: energy outage and energy overflow.
Definition 1. Energy outage occurs, for EHD
, since the node runs out of energy before the completion of the task being executed. Under energy outage, the controller may attempt to draw more energy than what is available, as a consequence of the imperfect knowledge of E i,k . When energy overflow occurs, part of the incoming energy cannot be stored in the energy buffer of EHD i, due to its finite storage capacity. As a result, since energy is lost, energy overflow potentially represents a lost transmission opportunity in the future.
Definition 2. Energy overflow occurs if
B i,k > e max,i − [E i,k − Q i,k ] + , i.e.,
III. OPTIMIZATION

A. Policy definition and general optimization problem
Generally, a controller policy μ decides, at time k, on the amount of energy Q i,k to be drawn from the energy buffer of every EHD, based on the interval index N i,k and the history
More precisely, μ is a probability measure on the action space Q, parameterized by the state
The reward function g :
whereg : Q → R + is a concave increasing function of Q 1,k and Q 2,k , withg (0, 0) = 0.
When Q i,k > E i,k the reward is 0, modeling the inability of the sensor node i to complete the requested task when it incurs an energy outage. As an example, if the reward function is the transmission rate, then, according to Shannon's formula,
, where α i > 0 is an SNR scaling factor andQ k is the positive element of the couple (Q 1,k , Q 2,k ). The controller spreads the energyQ k over the entire codeword. IfQ k is greater than the corresponding value of E k , that EHD runs out of energy when only a fraction of the codeword has been transmitted, hence the codeword is discarded. Given E 0 = (E 1,0 , E 2,0 ), the long-term average reward per time-slot under policy μ is defined as
where the expectation is over
Finally, the general problem is to obtain a policy μ * such that
Given the limited computational power of the EHDs, we focus on sub-optimal policies that do not account for the history H i,k of every EHD, but only consider the current interval indices,
is defined as the probability that the CC decides on action Q k = q when E 1,k ∈ I 1 (N 1,k ) and E 2,k ∈ I 2 (N 2,k ). In the following, the solution of (4) will be discussed in the two cases of perfect and imperfect SOC knowledge.
B. Optimization with perfect SOC knowledge
When a perfect knowledge of the state of charge of the two EHDs is available, the controller selects action Q k = q when the SOC is (E 1,k , E 2,k ), with probability μ(q; E k ). The sequence {(E k , Q k ), k ≥ 0} is a Markov Decision Process, hence (4) can be solved using standard stochastic optimization techniques, such as the Policy Iteration Algorithm (PIA) [10] . Evidently, the long-term reward under perfect SOC knowledge represents an upper bound to the performance of any policy under SOC uncertainty.
C. Optimization with SOC uncertainty
Under SOC uncertainty, by definition of the policy μ, Q k is the same for all (
This constraint is not linear with respect to the joint steady-state distribution of the SOC/action pair (e, q), hence (4) cannot be solved via standard optimization techniques. In this work we employ an exhaustive search method, leaving the study of more sophisticated algorithms for future work. Moreover, to further reduce the complexity, we consider only policies in which every state n = (n 1 , n 2 ) corresponds to a subset of all possible actions, ρ(n) ⊆ Q, that can be of unit size (in which case the policy is deterministic for that state) or include a number of equally likely actions (e.g., in the case of states in which there exist multiple equivalent options).
The policy ρ is therefore a function that maps a pair of interval indices (n 1 , n 2 ) ∈ {0, . . . ,ñ 1 − 1} × {0, . . . ,ñ 2 − 1} to an action set ρ(n) ⊆ Q. As a result, (4) can equivalently be written as
where, from (3),
where |ρ(n)| is the number of available actions when the system is in state n. π ρ (e; e 0 ) is the steady-state distribution of the SOC e ∈ E 1 × E 2 , under policy ρ and given that the initial state is E 0 = e 0 = (e 1,0 , e 2,0 ), i.e., π ρ (e; e 0 ) = lim
where P ρ (E k = e|E 0 = e 0 ) is the k-step transition probability of the chain under policy ρ. Under mild assumptions, that are typically verified in practice, the steady-state distribution can be evaluated as the unique solution of the system of equations
∀e ∈ E 1 × E 2 , (steady-state equations) and so π ρ and G are independent of the initial state E 0 = e 0 .
D. Symmetric scenario
In the following, we determine the optimal policy ρ * for the special case in which the two EHDs and the partitions of the two energy state spaces are identical, i.e., e max,1 = e max,2 = e max , E 1 = E 2 = E, as well as I 1 = I 2 = I andñ 1 =ñ 2 =ñ. As a result, the new two-dimensional state space E × E = E 2 , inclusive of both the EHDs, can be divided intoñ two-dimensional partitions I (n), n ∈ {0, . . . ,ñ − 1}. Specifically, we consider a policy with two equal-interval uncertainty for every EHD, resulting in the following four partitions:
• I (0) = {(e 1 , e 2 ), 0 ≤ e 1 , e 2 ≤ẽ − 1} ("LL")
with N k ∈ {0, 1, 2, 3}, and the central controller knows only that
, N k rather than the exact SOC E k . In addition, we employ a ρ function such that:
• if n = 0 or n = 3 ρ(n) contains two symmetric and equiprobable actions, namely (0, q) and (q, 0), with q ≥ 0 a deterministic function of n, so as to prevent the system from getting unbalanced and to maintain the overall symmetry between the two devices.
IV. NUMERICAL RESULTS In this section the maximization of (5) is considered, for q max = e max and a geometric energy arrival distribution i.i.d. among the EHDs, with meanb 1 =b 2 =b and truncated at b max = 4b.
The reward function is the transmission throughput, calculated asg
where α is an SNR scaling factor.
A. Calculation of a performance upper bound
From the concavity ofg and the definition of G, a performance upper bound can be calculated considering the maximization problem
as (1) imposes the constraints i.e., the mean steady-state energy used for transmission cannot exceed the mean energy harvesting rate, and q 1 and q 2 cannot be simultaneously positive. Consequently, we have that, for our particular scenario
hence, exploiting the concavity of this function,
which is upper-bounded bỹ
Note that, in general, (8) is an upper bound to the original maximization problem. However, this bound is asymptotically achieved and is tight for sufficiently high values of the capacities of the two batteries. Figure 1 shows G(μ) as a function of e max , for the following two policies: policy with perfect SOC knowledge (PP-2) and policy with no SOC knowledge and two-equalinterval uncertainty per EHD (P4), both forb = 10 and for different values of α. As expected, for a fixed value of α, P4 is much inferior with respect to PP-2, but the two policies become comparable at a buffer capacity e max 30, where the reward degradation of P4 with respect to PP-2 is less than 10%. As e max increases, the degradation of P4 decreases further, as the impact of overflow and outage (which occur when the SOC gets close to 0 and e max ) diminishes.
B. Performance analysis
In Figure 2 we plot the throughput of the system, both nonnormalized and normalized using the upper bound in (8) , for different values ofb and α = 0.1. As expected, the reward increases with the value of the mean energy harvesting ratē b. In addition, it can be seen that asb grows, the throughput saturates more slowly. This can be explained by considering that when e max <b, the number of energy quanta that can be used for transmission will be at most e max , hence much energy will be wasted. The amounts of energy drawn by P4, for α = 0.1 andb = 10 are depicted in Figure 3 . It can be seen that the optimal actions for states "LH" and "HL" are the same, i.e., the system is symmetric. Moreover, when at least one of the two devices is in state "H," the following three possibilities can arise. Initially, the amount of energy used for transmission is e max , until e max ≈b, thus exploiting the abundance of energy harvested from the environment. Then it becomes ≈ e max /2, so as to exploit all the energy surely present in the EHD: for example, if e max = 30 andb = 10, when the state of one EHD is "H," then the requested energy is 15, which is the exact value ofẽ = e max /2 . When e max ≈ 4b, the actions for "HL" and "HH" finally saturate to a constant value, showing that, when e max is sufficiently high, it is more advantageous to devote a smaller amount of energy to transmission (obtaining a lower reward) and remain in state "H," rather than transmit a higher amount of energy, increasing the reward but also making it more likely to downgrade to state "L," with a negative impact on later performance. This event occurs earlier for lower values ofb, where a greater number of time slots is needed to move from state "L" to state "H," obtaining lower values of the throughput. Finally, when e max is high, the optimal policy uses more energy for transmission in state HH than in HL/LH. This can be explained by observing that when the system is in state "HL/LH," it is possible that using too much energy will lead both devices to be in a low energy state in the next slot, whereas this situation never occurs if the system is in state "HH," since only one device can transmit at any time.
Finally, Figure 4 shows the throughput as a function of the battery capacity of the entire system, for the perfect and imperfect policies PP-2 and P4, and forb = 5, α = 0.1. The performance achieved by the analogous single-user scenario, studied in [3] and added here for comparison, consists in a similar framework, with either perfect (PP-1) or imperfect (P2, i.e., I(0) = {0, . . . ,ẽ 1 − 1} and I(1) = {ẽ 1 , . . . , e max }, with e 1 = emax 2 ) SOC knowledge. Clearly, if in the two-user framework the maximum battery capacity of each EHD is e max , the capacity of the comparable single-user system must be 2e max , and similarly for the harvesting rate. It can be seen that the performance for the single-user case with imperfect SOC (P2) is better than that for the corresponding two-user case (P4) up to e max ≈ 50 − 60, whereas the two cases have essentially the same performance for higher values of e max . A similar comparison holds for the perfect SOC case (PP-1 and PP-2), although the performance gap is much smaller and very similar throughput values are obtained already for e max ≈ 20 − 25. These results suggest that, for sufficiently large values of the total battery capacity, the results for the two-user scenario (which would require heavy computations) can be approximated by using those for the single-user case instead. Therefore, the optimization for the two-user case needs to be explicitly carried out only for relatively small values of e max , where the computation is not too demanding.
V. CONCLUSIONS Due to the practical implementations of energy buffers in EHDs, i.e., electro-chemical rechargeable batteries, the SOC cannot be known precisely, which motivated us to analyze the performance of a particular transmission policy operating under imperfect SOC knowledge. We demonstrated that the imperfect knowledge of the states of charge of the two EHDs composing a WSN results in a degradation of the performance, which is mitigated when the capacity of the two energy buffers is large. Consequently, nearly optimal results can be achieved by avoiding the degrading phenomena of energy overflow and energy outage if the EHDs are equipped with batteries of sufficient size. In the context of imperfect-SOC operation, future work will include: consideration of an asymmetric framework, in which e max,1 = e max,2 and E 1 = E 2 ; a performance comparison for different energy arrival statistics between the EHDs; and the investigation of decentralized access schemes.
