ABSTRACT mo problems reZevant t o the design of a store-and-forward communication network ( t h e message routing problem and the chan
INTRODUCTION d e f i n i n g t h e b a s i c model below and follow t h a t with some examples. W e then d i s c u s s various approaches t o t h e problem and then i ntroduce and d e s c r i b e t h e "flow d e v i a t i o n " method.
This method i s evaluated under some f u r t h e r r e s t r i c t i o n s and is then a p p l i e d t o v a r i o u s problem formulations f o r t h e ARPA network [61, [71. a r e r e q u i r e d t o r o u t e a q u a n t i t y r of type ( i , j ) 
) flow problem c o n s i s t s of f i n d i n g t h e r o u t e s f o r a l l such commodities, which minimize ( o r maximize) a well-defined performance f u n c t i o n (e.g., c o s t or d e l a y ) , such t h a t a s e t of c o n s t r a i n t s ( e -g . , channel c a p a c i t y cons t r a i n t s ) a r e s a t i s f i e d . formally i n t h e following way:
T h e m o s t g e n e r a l multicomodity problem can be expressed
Given:
A network of n nodes and b
An n x n m a t r i x R = [r 1 , ment m a t r i x , whose e n t r i e s i j kfinirnize:
( o r maximize)* P(@) a r c s c a l l e d t h e r e q u i r ea r e non-negative over 0 where @ is t h e flow c o n f i g u r a t i o n and P i s a well-defined performance f u n c t i o n Furthermore, must s a t i s f y t h e following c o n s t r a i n t s :
Constraints:
1. CP must be a multicommodity flow s a t i s f y i n g requirement Conservation of t h e flow a t nodes, commodity by commodity:
R.
For this, t h e following c o n d i t i o n s must be v e r i f i e d :
*Without loss of generality, a d y ,the minimum pkoblm is considered in t h e following.
Non-negativity of flow in directed arcs: (ij) is the portion of commodity (i,j) flowing on arc kR where f ( k , R ) .
from problem to problem (e.g., capacity constraints on each channel and/or cost constraints). However, most of the arguments and techniques presented in the paper can be extended to the general case of P ( @ ) explicitly depending upon various types of commodities.
So far, we represented the flow configuration 0 in terms An equivalent representation is obtained by providing for from k = 1, . . ., kij, k i j' each commodity (i ,j) a set of routes TT node i to node j , associated with some weights a Ki j by this we mean that commodity (i,j) is transk= 1 ferred from i to j along K routes, and route TI carries an amount a r of commodity (i, j) . 
c. f l o w problem has no additional constraints, We def i n e it t o be an unconn&cLined m.c. flow problem; such a d e f in i t i o n w i l l be motivated i n one of the following sections.
As a third representation, we can consider the global flow It can very easily be seen that ,f does not completely charf. acterize @: for instance, two different sets of routes might yield the same f. However, from Equation (1.31, it turns out that such a representation is sufficient for many considerations, and is certainly more compact than the previous two. In the following we use whichever of these representations is most convenient. straints (1.1) and (1.2) is convex. In particular, if we let F = { f l f is an m.c. flow satisfying constraints (1.1) and (1.2)], we have that F is a convex polyhedron. responding to the "corners" (extreme points) of F have an interesting property: they are shortest route* flows 191.
It can be seen that the set of m.c. flows satisfying con-
A
The global flows cor-
. MULTICOMMODITY PROBLEMS IN THE DESIGN OF S/F NETWORKS
Let us now consider a store-and-forward (S/F) communication network [l] . In such a network, messages traveling from N to i N. axe "stored" in queue at any intermediate node N while awaiting transmission, and are sent "forward" to N the next node in the route from N to N when channel (k,R) permits.
Thus, at each node there are different queues, one for each output channel. at random times and the messages are of random lengths; therefore the flows in the channels and the queue lengths in the nodes are random variables. of the system can be carried out [l]; in particular, it is POSsible to relate the average delay T suffered by a message traveling from source to destination (the average is over time and over all pairs of nodes) to the average flows in the channels.
The message flow requirements between nodes arise Under appropriate assumptions, t an analysis
The result of the analysis is: 
'i
W e can r e w r i t e Equation ( 2 . 1 ) a s 'follows: L e t t i n g Ai/p = fiJ Equation ( 2 . 2 ) becomes: where f . = average b i t r a t e on
The average d e l a y T i s t h e most common performance measure f o r S/F networks, and t h e multicommodity problem c o n s i s t s of f i n d i n g t h a t r o u t i n g , o r flow p a t t e r n F, which minimizes T. 
Minimize:
Constraints: (i) f i s an m.c. flow
The problem i s i n t h e standard multicommodity form* and t h e additional c o n s t r a i n t s are capacity c o n s t r a i n t s .
s e t of f e a s i b l e flows f o r Problem A: FA = F fl ( g i g < C).
Clearly FA i s a convex s e t ( i n t e r s e c t i o n of convex s e t s ) .
A second i n t e r e s t i n g problem i n S/F networks i s formulated below. the channel c a p a c i t i e s have t o be assigned. A c o s t i s associated with the values of the c a p a c i t i e s , and t h e t o t a l c o s t of t h e network i s given. I n addition, t h e flow r o u t e s must be determined. The problem statement is: L e t FA be t h e -A s s u m e t h a t w e have a given network topology i n which Frank and Chou i n [241. A n i n t e r e s t i n g linear programming approach i s presented there.
*The p o s s i b i l i t y of f o m Z a t i n g the routing problem as a m u l t icommodity flow problem was already recognized by
I f t h e cost-capacity functions a r e l i n e a r ( i . e . , di(Ci) = d.C.) , then t h e minimization over C formed by the method of Lagrange m u l t i p l i e r s following optimum c a p a c i t i e s a s functions of 
By introducing Equation (2.5) i n t o Problem B' and using r e s u l t ( i v ) , we obtain: Observation:
The inspection of Problems A and B motivates the following I n both Problems A and B , the performance T(g) goes t o whenever f approaches t h e boundaries defined by the add i t i o n a l c o n s t r a i n t s ( i . e . , when any channel becomes saturated i n A, o r when t h e excess d o l l a r s D reduce t o zero i n B ) . e
Using mathematical programming terminology, t h e performance T ( f ) incorporates t h e a d d i t i o n a l c o n s t r a i n t s a s penazty fUnCtiOnS.
From a p r a c t i c a l point of view, such a property i s very important: it guarantees t h e f e a s i b i l i t y of t h e s o l u t i o n (with respect to t h e additional c o n s t r a i n t s ) during t h e application of u s u a l nonl i n e a r minimization techniques, provided a f e a s i b l e s t a r t i n g flow i s found.
additional c o n s t r a i n t s a r e s a t i s f i e d with equality, usually some s a t u r a t i o n occurs, t h e queues a t nodes grow l a r g e and the delay T increases rapidly. A s a consequence of t h e above observation, i f we assume that a f e a s i b l e s t a r t i n g s o l u t i o n can be found,* w e can disregard The property i s q u i t e general f o r S/F networks: when t h e "Techniques f o r finding feasible starting soZutions m e shown i n the appZications section. i n v e s t i g a t e d f u r t h e r i n l a t e r s e c t i o n s .
. THE FD METHOD AS AN APPROACH TO THE SOLUTION OF NON-LINEAR M.C. FLOW PROBLEMS
I n o r d e r t o p l a c e t h e Flow Deviation (FD) method i n t h e proper p e r s p e c t i v e i n r e l a t i o n t o t h e e x i s t i n g methods, it i s convenient t o c l a s s i f y t h e v a r i o u s m.c. flow problems i n t o c a t e g o r i e s ; f o r each category, t h e s o l u t i o n techniques a v a i la b l e i n t h e l i t e r a t u r e are reviewed and t h e c o n t r i b u t i o n of t h e FD method i s d i s c u s s e d .
a )
Unconstrained M.C. FZow ProbZems a.1) Linear performance. The l i n e a r min c o s t flow problem w i t h no c o n s t r a i n t s on c a p a c i t y has t h e w e l l known s h o r t e s t r o u t e s o l u t i o n (where t h e a r c l e n g t h i s e q u i v a l e n t t o t h e l i n e a r c o s t of t h e a r c ) 19,121. Very e f f i c i e n t techniques a r e a v a i l a b l e f o r t h e e v a l u a t i o n of a l l s h o r t e s t r o u t e s on a graph and f o r t h e r o u t i n g of t h e commodities along such r o u t e s [9,161; t h e r e f o r e i t appears convenient t o reduce complicated flow problems ( i . e . , non-linear, o r c o n s t r a i n e d ) t o t h e l i n e a r , unconstrained form, which can be solved e f f i c i e n t l y .
a.2) Non-linear performance. The most n a t u r a l t h i n g t o do i s t o l i n e a r i z e the problem. Problems which a r e separable* and convex can be l i n e a r i z e d by approximating t h e convex f u n c t i o n s w i t h piecewise l i n e a r f u n c t i o n s and by i n t r o d u c i n g one supplementary v a r i a b l e and one c o n s t r a i n t equation f o r each l i n e a r i z e d segment [11,15,241. This method has two s e r i o u s drawbacks: f i r s t , it can be a p p l i e d o n l y t o s e p a r a b l e and convex problems; secondly, t h e number of v a r i a b l e s and c o n s t r a i n t s becomes proh i b i t i v e l y l a r g e f o r l a r g e networks.
Another method, which a p p l i e s t o d i f f e r e n t i a b l e problems, c o n s i s t s of approximating t h e performance f u n c t i o n w i t h t h e tangent hyperplane, which i s expressed i n terms of t h e p a r t i a l d e r i v a t i v e s (aP/afi).
The min c o s t s o l u t i o n of t h e l i n e a r i z e d problem i s t h e s h o r t e s t r o u t e flow, where t h e l e n g t h of a r c i i s defined a s aP/af . A s i t w i l l be shown l a t e r , such s h o r t e s t r o u t e flow r e p r e s e n t s t h e d i r e c t i o n of t h e steepest descent flow The above idea is the essence of the FD method, which consists of repeated evaluations of steepest descent directions and of one variable minimizations along such directions; the method (described in Section 5 ) is conceptually very similar to the gradient method applied to non-linear minimization problems. If the problem is differentiable, the F D method is clearly superior to the supplementary variables method mentioned before: it does not add new variables and constraints, and can be applied to nonconvex, non-separable cases. In this paper, we attempt a more general, systematic investigation of the method; we introduce the main results in a more straightforward way and in a simpler formulation than in [171. We indicate an algorithm which is applicable to nonseparable problems and which has been efficiently applied to large nets.
In fact, the idea of using shortest routes (computed with b. 2 ) Non-linear performance, non-Zinear constraints. The general theory of non-linear problems with non-linear constraints is very hard. The special case of convex performance and concave non-negativity constraints, however, can be attacked efficiently with the Dantzig-Wolfe decomposition for convex programs [ll] ; the Master Problem is a linear program, and the column generating Subproblem is an unconstrained convex min cost flow problem.
Here is another important area of application for the FD method.
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We showed that the two design problems considered in the paper can be regarded as unconstrained m.c. flow problems; therefore, in the sequel, unless otherwise specified, we refer to unconstrained problems.
STATIONARITY CONDITIONS
Let us assume that p(f) is continuous with its first partial derivatives. conditions for f to be stationary.*
The most general perturbation (which we define as f z O W deviation) around f can be obtained as a convex combination of f with any m.c. flow x.
is expressed as:
We want-to establish necessary and sufficient
The result of such flow deviation, f',
where --
the flow deviation is i n f i n i t e s i m a l .
we have :
where From Equation (4.1) and from the definition of stationarity, f is stationary if:
We can also produce infinitesimal perturbations that involve only one of the commodities; f must be stationary with respect to any one of them separately. if, for all (i,j) commodities:
It follows that f .., is stationary where F ( i j ) i s t h e s e t of t h e f e a s i b l e ( i , j ) commodity flows.
*f i s defined as stationary i f , f o r any i n f i n i t e s i m a l perturbat i o n Sf (such t h a t f +
I n f a c t , Equations (4.2) and (4.3) are e q u i v a l e n t , as w i l l be seen from t h e subsequent d e r i v a t i o n s . Condition (4.2) can be r e w r i t t e n as: 
Condition ( 4 . 5 ) " i s easy t o check: t h e r i g h t hand s i d e can be d i r e c t l y e v a l u a t e d , and t h e l e f t hand s i d e r e q u i r e s t h e comput a t i o n o f t h e s h o r t e s t r o u t e flow under t h e m e t r i c {Rk}.
I f we r e p r e s e n t t h e m.c. f l o w as a c o l l e c t i o n of weighted r o u t e s ( s e e S e c t i o n 11, Equation (4.6) becomes: 
n f a c t , t h e c o n d i t i o n i s very i n t u i t i v e :
r o u t e s must have t h e same marginal " g a i n , " whereas t h e zeroweight r o u t e s must be less ( o r , a t m o s t , equally) convenient than t h e weighted ones. For an immediate i n t e r p r e t a t i o n of Equation (4.91, suppose t h e r e are t w o p a t h s , 71
w i t h non-zero weight, which do n o t s a t i s f y Equation (4.91, i . e . , R IT^) > R (rrq), say.
( i , j ) from IT t o IT produces a v a r i a t i o n 6P < 0; t h e r e f o r e , t h e P 9 i n i t i a l flow c o n f i g u r a t i o n was n o t s t a t i o n a r y .
than t e s t (4.9) , a s (4.5) o n l y r e q u i r e s t h e knowledge of t h e g l o b a l flow, while (4.9) r e q u i r e s t h e knowledge of all t h e p a t h s Condition (4.9) i s s t a t e d a l s o i n [171; a similar equiit states t h a t a l l non-zero weight and 2 both P
An i n f i n i t e s i m a l d e v i a t i o n of commodity Notice t h a t t e s t (4.5) i s computationally more convenient
[I91 * The q u e s t i o n remains, whether t h e s t a t i o n a r y p o i n t i s a l o c a l (or g l o b a l ) minimum. I f P ( _ f ) i s s t r i c t l y convex, t h e s t a t i o n a r y p o i n t , i f it e x i s t s , i s unique and i s a g l o b a l min.
I f P ( f )
-i s n o t convex, f u r t h e r c o n s i d e r a t i o n s are required.
DESCRIPTION OF THE FD METHOD
The r e s u l t s of t h e previous s e c t i o n i n d i c a t e t h a t , i f f i s n o t a s t a t i o n a r y flow, then t h e s h o r t e s t r o u t e flow (evaluated under t h e m e t r i c R = aP/af ) r e p r e s e n t s t h e flow d e v i a t i o n of steepest decrease f o r P. This f a c t s u g g e s t s a method, which we c a l l F l o w Deviation method, € o r t h e determination of s t a t i o n a r y s o l u t i o n s of unconstrained, non-linear, d i f f e r e n t i a b l e flow probl e m s P ( f ) .
The FD can be regarded as an o p e r a t o r (denoted by FD(y,h) 3) which maps an m.c. flow f i n t o another m.c. flow f ' and i s def i n e d as follows: 
where Conditions (i) and (ii) require that the FD method be a true steepest descent method. Again in I211 it was shown that under reasonable assumptions § on P(i?), the following definition of FD(y,X) satisfies conditions (i) and (ii) : A A y = shortest route flow under metric R ll where E and E ' are acceptable positive tolerances, stop.
Otherwise, let n = n + 1 and go to 3.
only stationary points of stable equilibrium are the local minima, so we can assume that the algorithm converges to local minima.
to the global min (see Appendix I for a proof of convergence and an upper bound on the error).
in order to find the global minimum. However, a systematic search is impossible, for large-size networks, so heuristic approaches (like the repeated application of the FD algorithm to various initial flow configurations) have to be devised. In the case of P ( f ) concave (or quasi-concave [231) , the local minima correspond to extreme points of f, i.e., to shortest route flows 1231: this property, as shown later, greatly simplifies the FD algorithm and speeds up its convergence.
In the following sections, the FD method is applied to the solution of Problems A and B.
The algorithm converges to stationary points; however, the In the case of P ( _ f ) strictly convex, the algorithm converges For P(g) non-convex, one should explore all local minima, for i = j From Equation (2.3) , the optimal solution g*, if it exists (i-e. , if the problem is feasible), satisfies the capacity constraints as strict inequalities (f* < Ci Ui). E > 0 s.t.:
*Such an FD operator i s e s s e n t i a l l y the "equiZibration operator" +Such a t e s t i s obtained directZy from the s t a t i o n a r i t y condi-
Therefore, we can find an
The application of the FD method can be restricted to F i C FA; for f E FA, the sufficient conditions on the first two derivatives of P(f) (as from Section 5) are satisfied; therefore the F D algorithm converges to the global minimum. starting flow and R as starting requirement; after each FD iteration, the value of RE: is increased up to a level very close to saturation. The search for a feasible flow terminates when one of the two following cases occurs: either RE > 1, and a feasible flow is found; or the network is saturatez, T(f) is minimized and RE < 1. In the latter case the problem is infeasible and we are finished.
consists of two phases, Phase 1 and Phase 2. In Phase 1 a feasible flow f is found (if it exists), or the problem is declared infeasible. In Phase 2 the optimal routing is obtained. The algorithm is outlined as follows: If an/=$ 1, let fo = fn/REn and go to Phase 2.
let Otherwise,
where E is a proper
If n = 0, go to 5.
where FD is defiEed as in Equation (5. If 11 Rk(vk -f k ) 1 < 8, where 8 is a proper positive toln erance, stop: ,f is optimal within a tolerance 8.
( p k + l / c k ) i s m i n i m . Notice t h a t I / c k i s the transNo queueing delay is considered as the t r a f f i c is zero
Otherwise, let n = n + 1 and go to 1.
The algorithm, in the form described above, provides only the optimum global flow f . If complete information about the routes taken by each commodity is required, a simple updating of routing tables at each FD iteration allows one to recover it at the end of the algorithm (see [191) .
7.

NON-BIFURCATED ROUTING FOR LARGE AND BALANCED NETS
An m.c. flow is defined to be non-bifurcated if each commodity flows along one route only. Some applications require a non-bifurcated routing assignment; in some other applications the non-bifurcated solution is a very good approximation to the optimum bifurcated one, and is obtained with considerable saving in the amount of computation (see below). The above reasons motivate an investigation of the non-bifurcated routing assignment.
duces the set of feasible m.c. flows to a discrete set: the number of elements in the set is equal to the number of all possible combinations of IT paths , i , j . Continuous techniques, like the FD method, cannot in general be used; discrete techniques, on the other hand, are very involved and computationally prohibitive already for networks of medium size (on the order of ten nodes). It is of interest to devise, therefore, efficient sub-optimum techniques. We will show that, in the important case of "large and balanced networks," a modification of the FD method can be successfully applied.
The introduction of the "non-bifurcation" constraint reij A network is said to be large if it has a large number of nodes;'it is said to be balanced if the elements r of the requirement matrix R are not highly diversified one from the other.
For a more precise definition of "balanced," let r: 
compared t o the totaZ flow in that arc
I n order t o show how t h e FD method applies t o t h e nonbifurcated solution of l a r g e and balanced n e t s , l e t us consider a new version of flow deviation, defined as t h e composition of deviations involving only one commodity a t a t i m e . Suppose t h a t t h e flow f i s non-bifurcated; t h a t commodity ( i , j ) flows on IT -and t h a t IT' i s t h e s h o r t e s t ( i , j ) route, under t h e i j ' i j usual m e t r i c {Rk}.
X * r i j , ( 0 --< X < l ) , of ( i , j ) 
commodity from IT t h a t t h e performance T ( X ) :
The F D method deviates a proper amount t o rij, such i j 
is sufficiently negative, the term O( ) can be disregarded and the minimizer of T(h) in Equation (7.5) is at the boundary ( ' m i n characteristic of the flow. the higher order terms become important and it might happen that Xmin < 1; however, 0 = 0 implies that f is very close to optimum (see Appendix for bounds on the error). Therefore, the FD method provides non-bifurcated solutions which are very good approximations to the optimum bifurcated solution, and, as a consequence, very good approximations also to the optimum nonbifurcated solution.
Non-Bifurcated FD AZgorithm
Let go be a starting feasible non-bifurcated flow. * Let n = 0. given by SR(_fn).
If [v feasible and T(y) < T ( 2 ) I , go to 2.c.
wise, go to 2.d.
ff ail commodities (i,j) have been processed, go to 3 Otherwise, go to 2.a. 
*Such a s t a r t i n g fZow can be found with a Phase 1 procedure, sirni2a.r t o t h a t described i n Section 6.
The algorithm converges in a finite number of steps, as there are only a finite number of non-bifurcated flows, and repetitions of the same flow are excluded by the stopping condition.
net is presented in the application section.
An application of the algorithm to a large and balanced 8. THE ROUTING AND CAPACITIES ASSIGNMENT It was shown in Section 2, that FB, the feasible set for Problem B, is a convex polyhedron; it was also shown that the additional constraint is included in the performance T(g) as penalty function, so that Problem B can be regarded as an unconstrained m.c. flow problem, Let us now investigate the properties of T(_f). Recall (see Equation 2.5) :
T ( f ) = Kleinrock, in [ll, considered this case and also dealt extensively with a simplified version of Equation (8.1)* He showed that, whenever two routes, say .rrl with the same number of intermediate arcs, are available for commodity (i,-j), then T ( Z ) is minimized when the entire commodity is routed on one of the two routes only. Such a result, obtained under restrictive assumptions, suggests the conjecture that the optimal flow be, in general, non-bifurcated. In fact, further research has been done 1211, [22] , and it can be shown that T ( _ f ) in in Equation (8.1) is quasi-concave on F i.e., given any two feasible flows f and f 1231:
and n2 ij i j '
1 2 where: 0 < X < 1.
--
More generally, T ( f ) can be shown to be quasi-concave for all "routing and capacities assignment'' problems with concave costcapacity functions [211; the linear case is therefore a special case.
*Essentially, di = 1 and p ' = 0, vi. i
As a consequence of such a property, the local minima are at extreme points of f B' route flows (see Section 3 1 , which are a subclass of the class of non-bifurcated flows.
The FD method, when applied to Problem B, can be greatly simplified: the step size X is always equal to 1 (if we find a downhill direction, we go all the way down, due to the quasiconcavity of T(A)), and the flow patterns generated are completely defined by just one (n x n) matrix, the shortest route matrix .
to Problem B, is as follows: 0. Suppose* f E fg; let n = 0. The partial derivatives, used for the shortest route compu-> 0; negative loops cannot exist. Also notice Notice thatthat:
1.
If (T(fn+l)
which means that, whenever the flow (and therefore the capacity, from Equation ( 2 . 4 ) ) of an arc is reduced to zero at the end of *The probZem of f i n d i n s a feasible starting fZm is discussed l a t e r in the section. 
*This property suggests a method for the design o f the topology: we can s t a r t from a topoZogy which i s highly eonnected, and eliminate arcs with the FD method, u n t i l a suboptimal configurat i o n i s obtained 1211.
U81.
A similar approach i s used by Yaged i n
The F D method l e a d s t o a l o c a l minimum, which depends on t h e choice of t h e f e a s i b l e s t a r t i n g flow. I n o r d e r t o f i n d s e v e r a l local minima, a mechanism t h a t produces a large v a r i e t y of f e a s i b l e flows i s required. W e propose t h e following randomized procedure f o r t h e g e n e r a t i o n of f e a s i b l e flows:* 1.
2.
0 Assign i n i t i a l e q u i v a l e n t l e n g t h s { k . ) t o t h e a r c s at random.
Compute t h e s h o r t e s t r o u t e flow f o according t o t h e m e t r i c The i n i t i a l random choice o f t h e l e n g t h s guarantees a cert a i n randomness i n t h e s t a r t i n g f e a s i b l e flow, t h u s providing a method f o r f i n d i n g s e v e r a l l o c a l minima. A f t e r a convenient number of i t e r a t i o n s , t h e g l o b a l minimum i s chosen as t h e minimum of the local minima. This provides a "suboptimal" s o l u t i o n .
A block diagram of t h e method i s given i n Figure 2 .
SRI UTAH NCAR AWS CASE CMU MITRE
( the optimal algorithm and 4 sec. for the non-bifurcated one.* The error of the suboptimal non-bifurcated solution, with respect to the optimum, is less than 2 percent; the fact shows how powerful the non-bifurcated algorithm is for large and balanced nets, and suggests that a convenient modification of it could be useful for the solution of very large nets [211. Figure 4 illustrates the application of the non-bifurcated algorithm. Recall that RE is the traffic level normalized to r = 1.187 kbits./sec. The traffic is first routed along the shortest routes computed for RE = 0; curve C plots the delay T versus RE, using such a routing scheme (which we refer to as RSo cost-capacity curves have been approximated with continuous, piece-wise linear curves (see Figure 5 ). We do not discuss the details of the approximation, but merely mention that they must be concave.* The concavity of the cost-capacity curves implies that the local minima are shortest route flows (see Section 81. The FD method can, therefore, be applied in a form similar to the one presented in Section 8; a few modifications are required due to the non-linearity of the cost-capacity curves.
At the end of Phase 2, the sub-optimal, non- Table 1 Note: The total cost per month of a channel is given by: total cost = termination cost + (line cost) x (length in miles). If Tn+l(f
*Other concave approximations can be considered
is a local minimum.
(
Otherwise, let n = n + 1 and go to 1. The r e s u l t of t h e above d e s c r i b e d algorithm i s a l o c a l minimum f o r t h e continuous c o s t -c a p a c i t y problem. g e t a s o l u t i o n for t h e d i s c r e t e problem, t h e c a p a c i t i e s and flows given by t h e algorithm are "adjusted" i n t h e following manner: i n a l l a r c s , t h e c a p a c i t y i s i n c r e a s e d t o t h e upper value of d i s c r e t e c a p a c i t y a v a i l a b l e ( t h u s i n c r e a s i n g t h e t o t a l investment t o D > D o ) ; t h e n , t h e r o u t i n g is optimized once again with t h e FD r o u t i n g algorithm.
The above d e s c r i b e d technique i s c l e a r l y suboptimal. W e cannot guarantee t h a t t h e s o l u t i o n s so found a r e l o c a l minima; The technique has been applied to the design of the ARPA Network. 0 of uniform requirement r (see Figure 5 ) .
was made equal to the cost of the proposed network with all 50 kbit channels (Do = 71,000 $/month). In order to be able to compare the 50 kbit capacities assignment to the assignments found with the FD method, the minimum delay T, with all 50 kbit capacities (i.e., with total cost D = Do), was reported on the graph for each value of r (T was obtained from the curves in Figure 4 ). The delay T and the total cost D of the undominated* solutions are plotted in the graph of The FD method can be applied to any unconstrained m.c.
flow problem when some reasonable assumptions on P(f) are satisfied. It also can be applied to constrained flow pGoblems: particular to problems that include the constraints as penalties in P(f), or that have been decomposed with the Dantzig-Wolfe method. Local minima are in general attained; for convex problems, the global minimum is found. The FD method seems to be an efficient tool for the design of S/F networks: for example, if we consider the optimal routing problem, it can be shown [191 that the amount of computation per iteration required by the FD method is comparable to that of the heuristic techniques so far proposed 116,241.t A general statement, however, about the effectiveness of the FD method as compared to other methods would not be appropriate: many factors, which depend on the specific application (like trade-off between precision and computational speed) should be considered in order to select the proper approach. in APPENDIX: CASE OF P (f) STRICTLY CONVEX If P ( f ) is strictly convex, a direct proof of convergence of the FD algorithm, defined in Section 5, is available and a lower bound can be established.
*A soZution (Ti,Di) i s said t o be dominded by (T .,D .) 
Convergence
We want to show that: n where f* is the global minimum of P(f) on F, and {f } is the sequence generated by recursive application of the FD operator on a given starting flow f .
is monotonically non-increasing and lower bounded by P* therefore it must converge:
0
The associated sequence {P (fn) } P(f*), lim P(fn) = P' -> P" Suppose (A.l) is false; this implies, since P(f) is strictly convex, that PI > P". However, in such a case; we are able to establish a relation which contradicts Equation (A.3) as follows * Let us first establish a lower bound on AP(f1. Let:
. .
--
where:
Taylor ' s expansion :
y is the shortest route flow computed at f -Using I n e q u a l i t y (A.6) r e p r e s e n t s a u s e f u l lower bound on AP(f) .
-.
Consider now:
A P O ) = P [ ( 1 -A) : " + X.f*l where: 0 < X < 1 --P(A) i s s t r i c t l y convex, t h e r e f o r e it l i e s above i t s t a n g e n t l i n e a t h = 0:
where : '
L e t t i n g A = 1 i n (A.7) and r e c a l l i n g from ( A . 2 ) t h a t P ( f n ) -> P I : T h e r e f o r e ( A . l ) is t r u e .
V o t i c e t h a t M > 0 as P O ) is s t r i c t l y convex.
Lower Bound n
By r e p l a c i n g f w i t h a g e n e r i c f E F i n (A.71, and l e t t i n g X = 1, we g e t , a f t e r a few s t e p s : b
Notice t h a t t h e t e s t f o r o p t i m a l i t y based on
( s e e S e c t i o n 5) i s very powerful i n t h e c a s e of P ( f ) s t r i c t l y convex, as it p r o v i d e s an upper bound on t h e o p t i m a l v a l u e e r r o r .
