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Abstract 
The ability to characterize the microstructure of concrete provides insight to the material’s load 
bearing capacity and durability. Apart from semi-destructive methods such as coring, and 
exclusive laboratory techniques such as X-ray diffraction (XRD) and scanning electron 
microscopy (SEM), no practical laboratory methods that directly evaluate the microstructure of 
concrete exist. The main objective of the present study was to investigate the use of practical 
vibration methods to characterize the behavior of portland cement paste and mortar subjected to 
oven drying and alkali silica reaction (ASR) activity, respectively, and thus to infer and to 
distinguish the resulting microstructural changes. The effect of internal moisture content on the 
vibration responses also was investigated. Linear (resonant frequency, half power bandwidth) 
and nonlinear (fast dynamics, slow dynamics) vibration measurements, using both transverse and 
longitudinal modes of vibration, were applied in this study. Vibration excitation and sensing was 
carried out as described in ASTM C 215. The non-classical nonlinear fast dynamic response was 
measured using a moving window regime on a single transient time domain response. The 
nonlinear slow dynamic response was measured using a simple repeated impulse vibration 
procedure. Linear resonant frequency data were very consistent and reduced with increasing 
duration of oven heat exposure and alkali silica reaction time. Both of these environmental 
exposures are expected to promote material microstructural changes, including an increase in 
distributed microcrack volume with continuing environmental exposure. However, the change in 
resonant frequency was shown to be significantly affected by internal material moisture content, 
and the effects of moisture and damage (distributed material microcracking) cannot be clearly 
distinguished. A separate study on the effects of gentle drying and wetting showed that the linear 
resonant frequency response due to drying and wetting showed hysteretic behavior that is 
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recoverable, and likely not a result of microstructural changes. The material moisture content of 
the outer skin region of the prismatic samples appears to influence the vibration response more 
than that in the core. Some nonlinear fast dynamic parameters and half power bandwidth too 
showed this hysteretic behavior with drying and wetting, but with considerable variation. It was 
expected that half power bandwidth would be able to characterize damage due to heat exposure 
and due to ASR, but results do not confirm this hypothesis.  Fast dynamic measurement data, as 
extracted by the method proposed in this study, were unsuccessful in consistently and reliably 
tracking microstructural changes owing to the respective environmental exposures. It is believed 
that the input energy provided to excite the fast dynamic behavior of the specimens was 
insufficient and inconsistent. The proposed slow dynamic data show promise to characterize 
microstructural changes, but their variability is higher than that of linear resonant frequency 
measurements.  
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Chapter 1: Introduction, background and objectives 
1.1 Introduction  
In order to make the best use of resources, today’s civil engineering applications demand the 
ability to accurately predict in-place condition of concrete and to monitor its behavior 
periodically over its lifespan.  A common example is estimating in-situ concrete strength when 
the structural capacity of a concrete member is required to be evaluated. This need is 
encountered in day to day structural evaluations and structural forensics. Monitoring early-age 
compressive strength of concrete also is often required during the construction of a building.  For 
example, an estimate of in-situ concrete strength is required for deciding on appropriate removal 
time of scaffolding and on timing of loading (construction loads, dead loads or pre-stress loads 
etc.) of the newly built structure.  
The most direct and reliable method to measure in-situ concrete properties is to test an extracted 
core from a specific location.  However, extracting cores from many locations is not practical 
due to its semi-destructive nature, high cost, and consumption of time. Therefore other non-
destructive evaluation (NDE) techniques are preferred for the purpose of measuring or estimating 
material properties such as compressive strength and elastic modulus of concrete. Unfortunately, 
at present there are no non-destructive techniques that can measure these properties directly. 
The mechanical properties of concrete primarily depend on its microstructure [1]. Chemical 
characteristics such as the composition of constituent phases and microstructural properties such 
as microcracks and porosity govern the quality of the microstructure. In principle, if the 
condition of the microstructure of concrete can be assessed, a very good prediction of its 
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mechanical properties can be achieved. But there are not many methods that can be used in the 
field to conveniently assess the quality of microstructure of concrete. Most of the available 
methods for microstructural assessment are laboratory techniques.  For example, laboratory 
techniques such as scanning electron microscopy (SEM), x-ray diffraction (XRD), and mercury 
intrusion porosimetry (MIP) can yield valuable information about concrete microstructure, but 
these methods cannot be conveniently applied to concrete structures in the field.  
Nondestructive evaluation (NDE) methods are useful to evaluate in-situ concrete material 
properties. For example, ultrasound pulse velocity (UPV) is used for the detection of defects and 
for the determination of dynamic modulus by measuring the time of flight of ultrasound waves 
within concrete. In such NDE methods, information about material microstructure is not directly 
obtained, but is deduced from the measured parameters.  
Vibration resonance testing is another NDE method that can be applied to gain insights about the 
condition of concrete.  These tests are most often used as a laboratory measurement technique, 
but they can be used in the field as well. The equipment required for vibration testing is mainly 
an impactor (hardened steel ball), accelerometer, a signal conditioner, a data acquisition device 
(DAQ) and computing power to perform fast Fourier analysis of the response. Portable 
commercial units which encompass all of these components of vibration testing are now 
available. These units can output parameters such as modulus of elasticity and Poisson’s ratio of 
concrete using vibration testing. 
Vibration testing involves exciting a cylindrical or a prismatic concrete sample by an external 
impact event or by using a transducer. The resulting vibration response in the test specimen is 
recorded - most often using an accelerometer. The vibrational response is dependent on the 
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microstructure of the material and therefore it contains information regarding this microstructure. 
An external mechanical disturbance, caused by an impact event for example, creates P-waves, S-
waves and R-waves that travel and interact throughout the specimen. The waves interact with 
sample boundaries and internal microstructure through wave reflections, refractions and 
constructive/destructive wave combinations. Many millions of these events occur setting up 
distinct modes of vibration. There are three main excitation modes used in concrete testing. They 
are: transverse mode, longitudinal mode and torsional mode.  Exaggerated fundamental 
deformation shapes corresponding to these three modes derived from finite element simulation of 
a 40×40×160 mm prism are shown in Figure 1.1 (a), (b) and (c). 
 
(a)                                               (b)                                           (c) 
Figure 1.1: FEM simulated, exaggerated deformed shapes of (a) transverse (b) longitudinal and 
(c) torsional excitation modes [2]. 
 
Transverse excitation excites the beam in bending, longitudinal excitation induces compression 
and rarefaction in the beam and torsional excitation twists the beam. Each mode is characterized 
by a modal frequency and shape of motion – i.e. mode shape (as seen in Figure 1.1). Attenuation 
of the vibration occurs as a result of energy dissipation in the specimen due to loss through 
mechanisms such as internal friction.   By means of appropriate analysis of the vibration 
response, it is possible to extract information from which inferences regarding the microstructure 
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of the material maybe deduced.  The Q factor is one method of measuring the attenuation of the 
signal. It is related to base vibration measurement parameters resonant frequency (section 2.4), 
and half power bandwidth (section 2.4) as   
         
 
  
 (1) 
where   is the resonant frequency of the resonant peak in the frequency domain and    is the 
half power bandwidth of the resonant peak in the frequency domain. Another parameter used to 
measure attenuation is the damping ratio ( ) which is related to resonant frequency ( ) and half 
power bandwidth (  ) by  
 
              ( )   
 
 
 
 
 
 
 
 
 
  
 
 (2) 
where ( ) is the Q factor defined above.  From equations (1) and (2) it can be seen that the 
attenuation is characterized using the combined effect of resonant frequency ( ) and half power 
bandwidth (  ). In the present study, when characterizing the attenuation (damping) behavior, 
measurement parameters such as Q factor and   will not be used;  instead, the variation of 
resonant frequency and the half power bandwidth (or in short, bandwidth) will be observed 
separately. Vibration response of prismatic cement paste and mortar samples will be used to 
characterize damage caused by exposure to heat and alkali-silica reaction. The effect of the 
variation of moisture content in paste specimens on their vibration response too will be studied.  
Even though the heat exposure considered in this study ranged from 20°C to 750°C the main 
focus was on the heat exposure range of 20°C - 350°C.  Evaporation of free water in the cement 
paste would occur until the temperature rises to 105°C. Beginning at low temperatures such as 
60°C, up to about 300°C, calcium silicate hydrate (CSH) - the binding constituent of concrete - 
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will lose water [3]. The first major step of dehydration and deterioration of the CSH gel occurs 
around 300°C [4]. The moisture movement from the cement paste to the environment in these 
temperature ranges will induce microcracking. As temperature increases further, Portlandite 
(Ca(OH)2) decomposition into calcium oxide and carbon dioxide occurs at temperatures in the 
range of 400°C - 500°C [4]. This phase decomposition too induces microstructure damage. The 
second step of CSH dehydration occurs close to a temperatures of 700°C [4] and further 
microstructure damage will result. 
Alkali silica reaction (ASR) is a severe problem of concrete degradation. It might be identified 
by its characteristic ‘map cracking’ pattern in concrete structures. ASR induced damage can take 
many years to manifest and after manifestation it is very hard to remedy. Owing to this ASR 
degradation is sometimes termed ‘concrete cancer’. Due to the seriousness of ASR damage early 
detection of alkali silica reactivity is very important to the infrastructure industry. Alkali-silica 
reaction in concrete forms a reaction product called ASR gel which expands upon exposure to 
moisture. This expansion of the gel induces internal stresses in the concrete since the gel is 
confined within the concrete matrix. As more reaction product – ASR gel - forms, the stresses in 
concrete increase and could eventually result in failure. Spalling cracks and pop outs also may be 
caused by ASR expansion. There are three main components required for ASR. Namely, reactive 
silica, alkalis, and water. Reactive silica is usually found in the fine aggregate (sand) as opposed 
to the coarse aggregate. Alkalis needed for the reaction are present in portland cement used in the 
concrete and water reaches the ASR sites through ingress.  
One of the most widely used applications of vibration testing of concrete samples is the 
determination of the material dynamic modulus. This is done by determining the fundamental 
resonant frequency of a test specimen of standard geometry (cylinder/prism) and relating this to 
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the dynamic modulus of the material through pre-established relationships. This measurement 
procedure has been standardized in ASTM C 215, “Standard Test Method for Fundamental 
Transverse, Longitudinal, and Torsional Resonant Frequencies of concrete” [5]. 
The resonant frequency determined through vibration testing is repeatable and shows a low 
variation among repeated tests. It is also not very sensitive to slight variations in the support 
conditions.  Owing to its reliability, vibration resonance is a powerful tool in determining 
corresponding material properties.  Vibration resonance is sensitive to the presence of material 
microcracking. So it might be possible to use vibration resonance to detect slight changes in 
microstructure due to changes such as microcracking. 
The fundamental resonant frequency in any mode of vibration (transverse, longitudinal or 
torsional) and the corresponding bandwidth are considered linear vibration parameters as they 
arise in analysis based on the assumptions of linear behavior of material.  They characterize 
material behavior at low strains. When a certain finite strain threshold is exceeded a material 
could begin to behave nonlinearly. Parameters that quantify these nonlinearities have been 
introduced and methods have been developed for their determination.  The reason for trying to 
quantify the nonlinearities in material behavior is the expectation of higher resolution of damage 
detection.  There are two broad manifestations of nonlinearity classified as ‘slow dynamics’ and 
‘fast dynamics’.  Some previous studies have claimed that the nonlinear vibration parameters are 
more sensitive than linear vibration parameters to changes in microstructure. Several of these 
studies and their main findings are presented in the following section.  
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1.2 Background 
Similar to rocks [6] and granular media [7], concrete exhibits non-classical nonlinearity when 
subjected to loading. This response is due to porosity, opening-closing of microcracks, different 
scales of dislocations and recovery of intergrain cohesive bonds [4]. These mechanisms result in 
hysteresis when external forces are applied to the concrete system. Also due to these 
mechanisms, concrete tends to show end point memory [4]. It has been observed that after the 
microstructure is changed as a result of an external perturbation or conditioning, the concrete 
system will, over time, recover its former microstructure ‘state’ and return to its initial state. This 
time dependent recovery of the system is known as slow dynamics, and this recovery has been 
shown to follow a log dependence with respect to time [8]. 
1.2.1 Characterizing concrete nonlinearity using fast dynamic behavior  
The fast dynamic response, based on stress-strain relationships is described using the non-
classical, nonlinear constitutive expression presented below,  
 
 
  (   ̇)    (       
         (       ( ̇) )) (3) 
where,    is the nonlinear hysteretic modulus,    is the linear (low strain) dynamic modulus,   
and  ̇ are the strain and the strain rate respectively,   and   are the second and third order 
parameters of nonlinearity,   is the nonlinear hysteretic parameter,    is the average strain 
amplitude and the      function is +1 if the strain rate, ̇, is positive; -1 if the strain rate is 
negative; and 0 if the strain rate is zero. The slow dynamic effects are not directly incorporated in 
this model [4].  Relationship in equation (3) is valid for strain excitations beyond a certain finite 
strain threshold. These non-classical, nonlinear responses of material manifest in the vibrational 
response in the following manners: 
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1. The resonant frequency peak shifts to a lower frequency with increasing strain amplitude. 
This can be described as an apparent strain softening of the material since the decrease in 
resonant frequency indicates a lower dynamic modulus. 
2. The generation of higher order harmonics  
3. The generation of side band frequencies when mixed frequency excitation is input. 
Several studies have been conducted to extract the fast dynamic response of concrete [4], [8]–
[11] and cementitious systems [12]. Damage in concrete and cementitious specimens had been 
induced using very different methods such as cyclic fatigue loading [12], freeze thaw induced 
damage [10], alkali silica reaction induced damage [9], mechanical loading [8], [11] and heat-
induced damage [4]. The methods of nonlinear excitation of the test samples also differ 
considerably. Van Den Abeele et al. used a speaker at increasing driving voltages [12], Lesnicki 
et al. provided impacts at gradually increasing force [9], Bentahar et al. and Payan et al. used 
transducers to provide excitations at increasing drive amplitudes [4], [8].  Still all these 
experimentations were based on the same basic principle; they kept exciting the test specimen at 
increasing excitations and monitored the output response. The nonlinear response is seen in the 
frequency domain as a resonant peak softening with increasing drive levels [4], [8], [9], [11], 
[12]. In the study conducted by Eiras et al. the research team has proposed a different method of 
nonlinear feature excitation [10]. What is unique about this study’s method of nonlinear 
measurement is that it does not require increasing the amount of input energy to extract the 
nonlinear behavior. It simply requires a normal transient time domain response from vibration, 
such as one used for dynamic modulus determination as specified in ASTM C 215. The beams 
are set up for flexural testing according to ASTM C 215 and the authors (Eiras et al. [10]) state 
that an alumina ball of 15 mm diameter was dropped on the specimen. They do not specify the 
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height of the ball drop but it is assumed that it was kept constant to maintain constant input 
energy.  A sliding window moves along the time domain response and in each window position 
the response within the window is transformed to the frequency domain. When all the 
transformed amplitude spectra were analyzed together, it could be seen that the resonant 
frequency decreased with increasing amplitude for the damaged specimens [10]. This is a 
powerful finding showing that the consecutive driving of the test specimen is not needed and that 
a single excitation can be used to extract fast dynamic nonlinear behavior.  
Van den Abeele et al. [12] quantified the apparent softening of the material at higher excitation 
amplitudes using a parameter termed relative resonant frequency shift defined as  
(
 
 
 (      )      (4) 
where      is the linear resonance frequency and   is the resonance frequency at increasing drive 
voltage. Similarly they measured the relative damping (energy loss) given by 
(
 
 
 
    
  
 (5) 
Where    is the modal damping ratio at low strain and   is that at increasing drive voltage. These 
parameters presented in equations (4) and (5) are said to be proportional to the hysteresis 
parameter   in equation (3) and therefore reflect the nonlinear behavior of the material [12]. In 
the study conducted by Lesnicki et al. [9] the nonlinearity of the ASR concrete samples was 
tested using a technique termed “Nonlinear Impact Resonance Acoustic Spectroscopy” (NIRAS). 
NIRAS uses a prism tested in a configuration similar to the transverse excitation configuration of 
ASTM C 215.  In contrast to the nonlinear resonant ultrasound spectroscopy (NRUS) used by 
Van den Abeele et al. in which the steady state frequency sweeps using a transducer, NIRAS 
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employs repeated impact events to excite the test specimen.  In another study Eiras et al. 
conducted a similar fast dynamic excitation through repeated impacts [11]. In the study done by 
Lesnicki et al. [9] the gradually increasing force was controlled simply by the person testing the 
sample. Lesnicki et al. analyzed these repeated impacts in the frequency domain. When nonlinear 
behavior was present, the apparent softening of the material was seen with the characteristic 
resonant frequency shift to lower values. This shift was characterized by fitting a line through the 
maxima of the frequency spectra of these responses where,  
(
 
 
 
  
    
  
 
⁄
 (6) 
 and   is the measured nonlinear parameter,  
    
  
 is the resonant frequency shift normalized by 
the resonant frequency at low amplitude and   is the amplitude of the frequency domain 
response at each resonance spectrum.  As discussed in connection with the relationship in 
equation (4), frequency shift normalized by the resonant frequency at low amplitude (
    
  
) is 
proportional to the hysteresis parameter   in equation (3). Lesnicki et al. have shown that the 
nonlinear parameter   was able to distinguish between concrete samples where ASR 
deterioration was occurring and concrete samples where there was no deterioration, even though 
a high variability was seen among samples [9]. In the study by Bentahar et al. [8] the apparent 
softening was measured similar to the procedure used in the study by Lesnicki et. Al [9]. 
Bentahar et al. measured the apparent softening of the material by fitting a line through the 
resonant peaks and measuring the slope of this fitted line. The damaged sample’s slope was 
reported to be 400 times greater than that of the intact (undamaged) sample. This indicated a 
very high sensitivity of the measurement method. This slope parameter too is proportional to the 
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nonlinear parameter   in equation (3). In their study Bentahar et al. pointed out that the ‘intact’ 
undamaged sample also displayed nonlinear behavior. They attributed this to concrete’s inherent 
microcracking which cannot be avoided at any circumstance. This is an important observation in 
this study. 
In the study by Van den Abeele [12] the investigators tested a specimen in which damage had 
been induced using hammer impact events centered at the middle of the beam. This produced 
expected results:  the relative reduction of linear resonance was 5% and the nonlinear parameter 
(presumed to be the relative resonant frequency shift) is reported to have shown a reduction of 
1000%. Notably, the linear modal damping ratio increased by 70%, indicating a higher 
sensitivity than that displayed by linear resonance. The researchers had performed hammer 
impacts on the edges of the beams to induce damage. They state that when tested following the 
edge impacts there was no significant change of nonlinearity of the specimen. This is an 
interesting finding, suggesting that the nonlinear parameters are very sensitive to the location of 
the induced microcracks in the beam. In the same study when tests were carried out on the 
mechanically loaded samples the nonlinear parameters were more sensitive than the linear 
measurement parameters. Furthermore it was also shown that the third harmonic is sensitive to 
microcracking while the second harmonic is not. This is in agreement with the understanding 
that odd harmonics will show the non-classical hysteresis response while even harmonics (which 
indicate classic non-linearity) will not.  In another study also it has been shown that hysteresis 
does not affect the even harmonics[13].   
1.2.2 Characterizing concrete nonlinearity using slow dynamic behavior 
In the same study where fast dynamic testing was conducted, Bentahar et al. conducted  slow 
dynamic testing as well [8].  The slow dynamics test regime consisted of ‘conditioning’ the test 
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sample by setting the attached piezoelectric transducer to a particular constant amplitude 
(constant voltage sent to transducer). After holding this constant “tension” for a fixed amount of 
time the response of the beam was monitored for resonance periodically. For the ‘intact’ 
(undamaged) specimens the resonance was monitored every 50 seconds. Following the 
conditioning, it was observed that the frequency had shifted to a lower value.  After the 
conditioning was removed, the resonance frequency gradually recovered to its original state. The 
time taken for this recovery was measured and the initial drop in resonant frequency due to the 
conditioning was measured. In comparison to the ‘intact’ (undamaged) samples, the damaged 
samples had a 35 times greater drop in resonant frequency and the recovery time was 2 times 
greater. Though not discussed in detail here, it must be mentioned that the numerical model used 
in the study by Bentahar et al. had provided good agreement with the experimental results [8]. 
However caution must be exercised regarding this observation since the model parameters were 
chosen such that they fit the data well and not many samples were tested to check the 
applicability of these model parameters.  
Slow dynamics testing by TenCate et al. was conducted on Berea (a type of sandstone),  Lavoux 
( a type of limestone), and concrete [14]. Two states of concrete were tested: undamaged 
concrete and concrete damaged due to alkali silica reaction (ASR). Testing of the materials was 
done on cylindrical specimens suspended to promote vibration in the longitudinal mode. A 
piezoelectric force transducer was attached between one end of the cylindrical specimen and a 
“massive backload” which ensured that the transducer was stationary. [14]. On the other end of 
the specimen an accelerometer was attached to record the response of the specimen. The initial 
excitation or ‘conditioning’ was done by a high level tone, which was feedback controlled to 
track the fundamental resonance for a time period of about 15 minutes. After this step, the 
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specimen was swept with a low level tone to monitor resonance for the next hour or more. 
During the ‘conditioning’ step of the experiment, initially, the resonance frequency of the 
specimen was observed to drop rapidly. This rapid resonance frequency drop was then followed 
by a gradual drop of resonance frequency. In all the tested specimens, the resonance frequencies 
recovered to their original values after the conditioning was removed. Similar to the previously 
discussed study by Bentahar [8], the recovery was logarithmic in time. TenCate et al. state that 
this slow dynamic behavior is due to creep in the material [14].  They further state that the 
recovery was temperature dependent.  Their study has done experimentation to justify this 
statement. 
In an article by Haller and Hedberg titled “Method of Monitoring Slow Dynamics recovery” the 
authors have highlighted a very important observation regarding studies conducted to 
characterize materials by using their nonlinear behavior [15]. The slow dynamic studies by 
Bentahar et al. [8] and TenCate et al. [14],  and the fast dynamic studies described in section 
1.2.1 clearly show that there are slow dynamics and fast dynamics effects in concrete. What 
Haller and Hedberg rightfully point out is that these two phenomena will act together when an 
external perturbation of the system is introduced and that experimental methods are needed to 
distinguish between these two effects and consider them separately. To monitor slow dynamic 
behavior, they propose a method which includes multiple conditioning steps and multiple 
recovery monitoring steps. They claim that this novel experimental regime negates the effect of 
fast dynamics. The results they present in their study are based on a granite rock bar 420 mm 
long and 50 mm in diameter. It was suspended using fishing wire (to create free-free boundary 
conditions) in a climate controlled chamber at 20 ±0.05°C and 50 ±0.1% relative humidity. A 
piezoelectric transducer was attached at one end of the bar for emitting conditioning and probing 
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waves and on the opposite end an accelerometer recorded the response of the signal. Haller and 
Hedberg also observed that the resonance of the test specimen recovered after the conditioning of 
the sample. A notable feature of this study is that the authors claim that slow dynamics consists 
of two competing processes. One is the stiffening (increase of resonance) of the granite rock at 
low strains and the other is the weakening (decrease of resonance) of the granite rock at high 
strains. Furthermore, they claim that slow dynamics is a material property. One downside of the 
experiment employed in this study is that it is very time consuming. It is stated that the 
experiment took 6 weeks of round the clock testing. 
In summary, it can be seen from the studies presented above that there are several methods to 
measure the nonlinear behavior of a material. Under the broad umbrella of fast dynamics, 
parameters such as relative resonant frequency shift (Eq. 4), relative attenuation (Eq. 5) and 
slope parameter η (Eq. 6) has been used to quantify the nonlinear behavior. Under the umbrella 
of slow dynamics, measurement parameters such as resonant frequency drop during 
conditioning, and resonant frequency recovery have been used to quantify the nonlinear 
behavior. It can also be seen that several different testing configurations and conditions have 
been used to excite the nonlinear behavior. In studies where the behavior of the linear parameters 
were reported it was seen that the nonlinear parameters were more sensitive to changes in 
microstructure than the linear parameters were [10]–[12]. 
1.3 Objectives 
The present study investigates the applicability of nonlinear vibration measurement to quantify 
microstructural changes, including distributed microcracking, in portland cement paste and 
mortar due to the following two damage mechanisms: 
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1. Microstructural changes and distributed microcracking due to prolonged high thermal 
exposure 
2. Microstructural changes and distributed microcracking due to accelerated alkali-silica 
reaction (ASR). 
Linear (low strain) measurement methods such as linear resonance frequency and bandwidth 
(which is a base measurement of the Q factor) will be compared to nonlinear measurement 
methods which quantify fast and slow dynamic responses. Some studies presented in the 
background section detailed sophisticated experimental setups to extract the nonlinear behavior. 
In the present study it is intended to use the simple test setup described in ASTM C 215 to make 
testing easy to apply, even in non-laboratory situations. Furthermore, this study intends to 
explore the effect of internal moisture content of portland cement paste on linear and nonlinear 
vibration measurement parameters.  
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Chapter 2: Experimental Methods & Procedure 
The following four vibration testing cases were carried out in the present study. 
1. Testing of Poly (methyl methacrylate) (PMMA) 
Before testing on cementitious systems, it was necessary to benchmark our test and 
analysis methods on a material having a known behavior. We chose PMMA for this task 
since it is a homogeneous, isotropic material the behavior of which is well established 
and understood.  
2. Testing of portland cement paste specimens subjected to heat-induced damage 
In the background section, it was explained that many different methods had been used 
by previous researchers to induce damage in test specimens. These methods varied from 
mechanical loading induced damage, fatigue induced damage, alkali-silica reaction 
(ASR) induced damage to freeze-thaw induce damage. The objective of inducing these 
different types of damage was to evaluate their effects on the behavior of the linear and 
nonlinear vibration parameters. Some of these methods - especially the methods which 
involve mechanical loading - have the risk of creating non-uniform microcracking. To 
avoid this complication and ensure that there was uniform microcracking throughout the 
tested specimens heat exposure was chosen as a form of damage induction in the present 
study.  It can also be seen from the explanations given in the background section that 
different cementitious systems (portland cement concrete (PCC), portland cement mortar, 
PCC with supplementary cementitious materials (SCMs)) had been considered. It was 
decided to use portland cement paste specimens in the present study so that the system 
would be as simple as possible. 
3. Testing of portland cement paste specimens to assess effect of loss/gain of moisture. 
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Preliminary testing conducted on portland cement paste specimens had indicated that 
even a slight loss of moisture could significantly influence the vibration behavior. 
Therefore experimentation was carried out to explore the variation of vibration responses 
with the loss and gain of moisture from and to the portland cement specimens. 
4. Testing of portland cement mortars subjected to simulated alkali-silica reaction. 
When alkali-silica reaction (ASR) occurs in concrete ASR gel is formed.  When in 
contact with moisture, this gel expands and induces stresses in the concrete/mortar 
matrix.  If and when these stresses exceed the tensile stress capacity of the 
concrete/mortar matrix, cracking occurs [9]. This microcracking mechanism is 
significantly different from the other cracking mechanisms discussed in the background 
section on account of the formation of an addition product (ASR gel), which has unique 
mechanical properties. Since the addition of an additional component to the cementitious 
system could significantly change the nature of the cementitious system, it was decided to 
explore the vibration response of ASR induced mortars.  
2.1 Cementitious specimen preparation   
2.1.1. Preparation and curing of portland cement paste specimens 
Type I portland cement was used for the present study. The cement paste specimens were 
proportioned to have a water to cement ratio (w/c) of 0.45. Deionized water was used as mixing 
water because the same specimens were to be used for a separate study where dynamic 
nanoindentation was carried out on the specimens. 
Mixing procedure 
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Each batch of paste cast, consisted of 2400 g of Type I portland cement and 1080 g of deionized 
water (henceforth referred to as water). This yielded sufficient paste to cast 6 prisms. A Hobart 
type mixer was used for mixing. portland cement was added to the mixing bowl. Next mixing 
water was added and allowed to sit for 30 seconds after which the portland cement and the water 
were mixed at a low speed (speed level 1) for 30 seconds. After this, mixing was temporarily 
halted and the paste adhering to the wall of the mixing bowl was scraped off. This procedure 
took between 60 to 120 seconds depending on the amount of paste adhering to the bowl. After 
this step, mixing was continued at a higher speed (level 2) for another 60 seconds which 
completed the mixing procedure. This was followed by casting of the prisms. 
Casting and curing of portland paste specimens 
The paste was cast into oiled custom built Polyvinyl chloride (PVC) molds which yielded prisms 
of 40 mm × 40 mm × 160 mm dimensions. The paste was poured in two lifts. After each lift the 
paste was rodded to achieve good compaction. Since the paste had a w/c ratio of 0.45 it was very 
flowable during the casting process and not much compaction was needed. After the 2
nd
 and final 
lift, the excess paste was struck off and the top surface was finished. The molds filled with 
portland cement paste were stored in an air-tight plastic container to minimize water evaporation 
and were kept at room temperature for 10-16 hours. Following the 10-16 hour setting period, the 
prisms were demolded and stored in a controlled environment chamber at 100% relative 
humidity and 25±1°C temperature. The specimens remained in this chamber for at least 28 days 
before any testing was done.  
2.1.2 Preparation and curing of simulated alkali-silica reaction (ASR) samples. 
For alkali-silica reaction (ASR) testing, the four different mixtures given below were evaluated. 
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1. portland cement paste specimen identical in mixture design to the portland paste 
specimens described in section 2.1.1. 
2. Mortar specimens with 0% reactive aggregate. 
3. Mortar specimens with 20% by mass reactive aggregate. 
4. Mortar specimens with 40% by mass reactive aggregate.  
The mortar mixtures were proportioned using a procedure very similar to the guidelines 
established by ASTM C 1260, Standard Test Method for Potential Alkali Reactivity of 
Aggregates (Mortar-Bar Method) [ASTM C 1260]. Where necessary some minor modifications 
were introduced to suit the present study. For example, the water to cement ratio in the mortar 
was kept at 0.45 slightly deviating from the value of 0.47 recommended in ASTM C 1260. The 
reason for this change was to keep the water to cement ratio the same for all test specimens used 
in this study. The cement to aggregate ratio was kept at 1:2.25 by mass as per recommendations 
of ASTM C 1260. To ensure simulation of alkali-silica reaction (ASR) we chose to use graded 
borosilicate granules as the reactive aggregate, which conform to ASTM C 441. As 
recommended in ASTM C 441 the borosilicate granules were purchased from the vendor, VSI 
Products based in Nampa, ID.  The borosilicate granules are henceforth referred to as ‘reactive 
aggregate’. The gradation of the total aggregate used in the mortars was kept constant at 
proportions listed in Table 1 which is the same as the gradation prescribed in ASTM C 1260. 
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Table 2.1: Mass gradation of aggregates for all mortar samples prepared in the study. 
Sieve size Mass % of 
total 
Aggregate 
Passing Retained on  
4.75 mm (No. 4) 2.36 mm (No. 8) 10.0 
2.36 mm (No. 8) 1.18 mm (No. 16) 25.0 
1.18 mm (No. 16) 600 μm (No. 30) 25.0 
600 μm (No. 30) 300 μm (No. 50) 25.0 
300 μm (No. 50) 150 μm (No. 100) 15.0 
 
The mass proportioning between reactive aggregate (R Agg.) and non-reactive aggregate (river 
sand conforming to ASTM C 33) (NR Agg.) were varied to achieve overall reactive aggregate 
replacement of 0%, 20% and 40% of the total aggregate in the mortar samples. The mass 
proportioning for the corresponding mixtures is summarized in Table 2. Mixture A corresponds 
to 0% reactive aggregate, Mixture B corresponds to 20% reactive aggregate and Mixture C 
corresponds to 40% reactive aggregate. 
Table 2.2: Aggregate grading of mortar mixtures A, B and C. 
Sieve size Mixture A Mixture B Mixture C 
Passing Retained on  
Mass, % Mass, % Mass, % 
NR 
Agg. 
R 
Agg. 
NR 
Agg. 
R 
Agg. 
NR 
Agg. 
R 
Agg. 
4.75 mm (No. 4) 2.36 mm (No. 8) 10.0 0.0 6.7 3.3 3.3 6.7 
2.36 mm (No. 8) 1.18 mm (No. 16) 25.0 0.0 16.7 8.3 8.3 16.7 
1.18 mm (No. 16) 600 μm (No. 30) 25.0 0.0 16.7 8.3 8.3 16.7 
600 μm (No. 30) 300 μm (No. 50) 25.0 0.0 25.0 0.0 25.0 0.0 
300 μm (No. 50) 150 μm (No. 100) 15.0 0.0 15.0 0.0 15.0 0.0 
 
NR Agg. – Non-Reactive Aggregate (River sand conforming to ASTM C 33) 
R Agg. – Reactive Aggregate (Borosilicate granules conforming to ASTM C 441) 
 
Table 2 shows that non-reactive aggregate was replaced by reactive aggregate, only within 
certain highlighted gradations. The actual replacement levels of individual sizes were 33% and 
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66%. This yielded the overall replacement of non-reactive aggregate at 20% and 40% b mass, 
respectively. 
The batching of the mortar mixes were carried out as described above. The mixing procedure 
was the same as explained in section 2.1.1. The casting procedure also was the same except that 
the compaction of the mortar was done using a table vibrator. 
Curing of portland cement paste and mortar specimens used for alkali-silica reaction (ASR) 
testing 
The freshly cast specimens in their molds were kept in sealed plastic containers for a period of 
10-16 hours after which they were demolded and stored in an environmental chamber at 100% 
relative humidity and 25±1°C temperature for 24 hours. Following the 24 hours in the 
environmental chamber the specimens were put into a plastic container filled with tap water at 
room temperature, sealed and  stored in an oven at 80-93.4°C (175-200 °F) for 48 hours. Note 
that the ASTM C 1260 standard procedure specifies that samples by kept in the water bath at 
80°C for only a duration of 24 hours. After the 48 hour period at 80°C, the specimens were 
exposed to a harsh alkali rich environment, which is described in the following section. 
2.2 Heat treatment & simulating accelerated alkali-silica reaction (ASR) 
As described previously, the present study employed two methods of controlled damage 
(microcracking) creation. Samples were exposed either to elevated temperature levels, or 
simulated accelerated alkali-silica reaction (ASR).  
2.2.1 Heat-induced damage  
After a curing period of 28-35 days as described in section 2.1.1. the paste samples were 
subjected to a heat treatment to induce damage distributed evenly throughout the specimen. Five 
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heat treatment levels (target temperatures) were used in this study: 80°C, 120°C, 200°C, 350°C 
and 750°C. 
The reasoning for choosing these target temperatures is as follows. The target temperatures of 
80°C and 120°C were chosen so that the effects of evaporation of water could be studied. The 
target temperature of 350°C was chosen because the first step of calcium-silicate-hydrate (CSH)  
dehydration is expected to occur at this temperature [4]. The target temperature of 250°C was 
chosen as an intermediate level between the water evaporation step and the first step of CSH 
degradation. The target temperature of 750°C, a very extreme condition, was chosen to see the 
effect of the degradation of Portlandite (Ca(OH)2) [4].The heat treatment regimes are presented 
in Figure 2.1.  
 
Figure 2.1: Heat treatment regime applied to induce microstructural changes in portland cement 
paste specimens. 
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A total of 6 prismatic specimens were subjected to each single heat treatment regime. Each heat 
treatment regime required a total duration of 8 hours, irrespective of its final target temperature. 
A Vulcan 3-550 oven was used to implement the heat treatments. As shown in Figure 2.1, there 
were 5 different target temperatures. All temperature increases were applied at a rate of 
10°C/min. Initially all specimens, regardless of their final target temperature, were held at 80°C 
for a time period of 2 hours. In the case of the specimens that had a target temperature of 80°C, 
the temperature was maintained at 80°C for another additional 6 hours. For all other specimens 
the temperature was increased in intermediate steps until the target temperature was reached. The 
intermediate steps correspond to lower target temperatures used in the study. The hold time at 
each intermediate step is approximately 1 hour. For example, it can be seen in Figure 2.1 that the 
specimens that had a target temperature of 350°C had two intermediate steps from the initial 
80°C hold; the intermediate steps were at the lower target temperatures between 80°C and 
350°C, which were 120°C and 200°C. Each intermediate step has an approximate hold time of 1 
hour.  After the specimens reach the final target temperature, the temperature was held constant 
until the total duration of the heat treatment procedure reached 8 hours. After the 8 hour heat 
treatment, the specimens are removed from the oven and kept in a room conditions, subjected to 
natural cooling, for a time period of 9-12 hours 
2.2.2 Alkali-silica reaction induced damage creation 
When reactive silica (aggregate), alkali and water are present, reactive ASR gel forms. In the 
presence of moisture, this gel expands and causes damage in the mortar specimen. It was 
necessary to externally provide alkali and water to drive the reaction. This was achieved by 
immersing the specimens in a sodium hydroxide solution. After the casting and curing procedure 
detailed in section 2.1.2, the specimens were immersed in a 1M sodium hydroxide solution 
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contained in a sealed plastic container. To accelerate the alkali-silica reaction (ASR) the plastic 
containers with the specimens inside were stored at an elevated temperature of 80-93.4°C (175-
200 °F) in a laboratory oven. Duct tape was used to seal the plastic container tight to minimize 
water evaporation. The 1M sodium hydroxide solution was prepared using distilled water so that 
foreign ions were not introduced to the system from the water source. 
2.3 Vibration test setup and signal acquisition  
Vibration testing was carried out according to ASTM C 215, Standard test method for 
fundamental transverse, longitudinal and torsional resonant frequencies of concrete specimens 
[5]. Though the title states that the method is for concrete specimens, the testing procedure can 
be applied to paste and mortar specimens as well. The specimens were tested in transverse and 
longitudinal testing modes. A schematic of the two testing configurations and a photo of the 
actual test setup (for transverse mode) is shown in Figure 2.2.  
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(a) (b) 
 
(c) 
Figure 2.2: (a) Transverse testing configuration (b) Longitudinal testing configuration. (c) 
Photograph of actual specimen set up of testing in transverse mode. (All lengths are in 
millimeters (mm)). 
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In transverse mode excitation, the specimen supports were at the nodes of the fundamental 
flexural bending mode, which is 0.224L from the edge of the prismatic specimen (where L was 
the length of the specimen). As shown in Figure 2.2 (a) the impact is introduced at the mid-
length of the sample and the accelerometer is placed close to the edge anti-node of flexural 
vibration. It must be pointed out that all the transverse excitation testing of prismatic samples 
was done in the direction perpendicular to the cast direction. In the longitudinal test 
configuration the impact is delivered to the middle of one of the end faces and the accelerometer 
is placed in the middle of the opposite face (Ref. Figure 2.2 (b)). The model number of the 
accelerometer used was PCB 353B16. It was attached to the test specimen using adhesive wax. 
The accelerometer response was conditioned using a PCB 482 series signal conditioner and the 
conditioned signal was fed to a NI 6366 DAQ or a Lecroy Waverunner LT344 oscilloscope for 
computer aided data acquisition. All vibration acceleration responses were digitized in the time 
domain to 50000 samples, and acquired at a rate of 500 kHz. A pre-trigger of 1000 samples was 
included to the time domain response. This resulted in a vibration response record time of 
100 ms and a sample interval (SI) of 2 μs.  The spectral line spacing in the frequency domain is 
10 Hz and the Nyquist frequency for the response is 250 kHz. Most importantly, in all testing 
cases, the specimen orientation was kept constant so that any changes observed in the specimen 
vibration response could not be due to a change in testing setup. 
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2.4 Resonant frequency and bandwidth measurement 
 
(a)              (b) 
Figure 2.3:  (a) Typical transverse time domain response of undamaged 28+ day sample (b) 
Frequency domain of time domain response presented in (a). 
 
Figure 2.3 (a) shows a typical time domain response for transverse mode excitation obtained 
from an undamaged (saturated) paste specimen that had been cured for 28-35 days at 100% 
relative humidity and 25±1°C temperature (Section 2.1.1). Analysis of the vibration response is 
easier in the frequency domain, and thus the time domain responses are transformed to the 
frequency domain using MATLAB fast Fourier transform (FFT) subroutine. The resulting 
frequency domain (amplitude of the transform) response of the time domain response presented 
in Figure 2.3 (a) up to a frequency of 20 kHz is shown in Figure 2.3 (b). The significant 
measured frequency content is always well below the Nyquist frequency. Since the significant 
measured frequency content was in the lower 8% of the Nyquist frequency the error associated 
with discretization of the continuous functions associated with the fast Fourier transform 
algorithm was negligible. The fundamental resonant frequency is determined in the frequency 
domain by identifying the dominant resonant peak with the lowest frequency. The frequency 
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associated with such peak was associated with the fundamental resonant frequency for the 
considered excitation mode.  For the example presented in Figure 2.3(b) the fundamental 
resonant frequency for transverse excitation can be identified as 4.43 kHz. Since the spectral line 
spacing in the frequency domain is 10 Hz, the error associated with spectral line spacing is 
±0.005 kHz. This error, too, is negligible considering the scope of resonant frequency variation 
in this study.  
As explained in section 2.3, both transverse and longitudinal excitations were considered in the 
present study and the corresponding fundamental transverse and longitudinal resonant 
frequencies were measured. We consider the fundamental resonant frequency to be a “linear” 
measurement as the effects of changing signal energy are not considered.  
 
Figure 2.4 – Fundamental resonant peak seen in Figure 2.3(b).  
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Figure 2.4 presents the spectral amplitude near the fundamental resonant peak identified in 
Figure 2.3 (b). Point 7 in this figure is the point with the maximum amplitude and the 
corresponding frequency is 4.43 kHz, which is identified as the fundamental resonant frequency. 
The bandwidth of the identified resonant peak is determined using the half power bandwidth 
principle. In simple terms, the half power bandwidth is the width of the peak at an amplitude 
equal to 0.707 × the maximum amplitude of the peak.  The two ends of the red horizontal line in 
Figure 2.4 (points 5 and 6) are the end points at half power. Owing to the discrete nature of the 
fast Fourier transform algorithm, it can be seen that the data points (indicated with blue crosses) 
do not coincide with points 5 and 6. Therefore an interpolation procedure is required to 
accurately determine the half power bandwidth. As indicated in Figure 2.4, the 4 data points 
from the fast Fourier transform of the resonant peak just greater than and less than the desired 
level of amplitude (0.707 × peak amplitude) were identified (green points 1,2,3 & 4). Then in 
between points 1 and 4, linear interpolation is carried out to determine point 5, which is at the 
desired amplitude level. The same process is done between points 2 and 3 to determine point 6. 
The difference in frequency between points 5 and 6 is the measured bandwidth for the 
considered resonant peak. This process is accomplished using MATLAB, and its script is 
attached in Appendix C.   
2.5 Fast dynamics measurement 
In the fast dynamic measurement methods introduced in the section 1.2.1 repeated excitation 
events with increasing energy are required to measure the non-linear fast dynamic behavior.  In 
contrast, the method used in the present study needs only one excitation event. This method is 
very similar to the fast dynamic measurement method described by Eiras et al.[10] A moving 
window captures successive portions of a single vibration event. Each windowed signal is 
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transformed to the frequency domain using the fast Fourier transform routine and the 
fundamental resonant frequency of each windowed event is tracked.  
 
Figure 2.5: Illustration of moving window procedure to capture fast dynamic behavior. Time 
domain signal indicated by blue line, window zone indicated by heavy black lines. 
 
Figure 2.5 illustrates the windowing procedure. The original time domain response initially 
consists of a pre-trigger noise level response. This pre-trigger response is filtered out by 
identifying, using the Akaike Information Criteria (AIC), the first arrival of the response in the 
time signal. The original time domain response (without pre-trigger response) acquired by a 
single vibration event is indicated in blue in Figure 2.5. Since the energy of every impact event 
was not the same, the time domain signal was normalized with respect to the largest amplitude in 
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each impact event. The windowed time domain response is zero padded at the same sample 
interval as the original signal until the final duration is 1s. This ensures that the spectral line 
spacing in the frequency domain will be maintained at 1Hz. A Tukey window (α=0.5) is used for 
windowing. Two non-successive instances of the Tukey window are shown in Figure 2.5. The 
red and green portions of the signal indicate the responses captured in the two windowed 
instances. The Tukey window is moved successively from the onset of the vibration response to 
the last possible window position in the original signal prior to zero padding. Window movement 
steps are carried out at increments equal to the window spacing. The window spacing was 50 
points, which resulted in 95% overlap between successive windows. The Tukey window has a 
window length of 1000 points. Each windowed and zero-padded time domain response is 
transformed to the frequency domain and the behavior of the resonant frequency is analyzed. As 
mentioned by Eiras et al., the resulting frequency domain response depends on the window type, 
window length, and overlap between successive windows [10].As long as these parameters are 
kept constant, relative changes between the frequency domain responses can be utilized to 
quantify differences in the microstructure.  
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   (a)              (b)  
Figure 2.6:  (a) Typical frequency domain response from the windowing procedure for a 
specimen treated to a target temperature of 350°C; (b) slope fit (red line) through the resonant 
peaks which are greater in amplitude than 30% of the maximum amplitude (blue points). The 
nonlinear measurement ‘range’ is show by the x-distance shown in green. 
 
Figure 2.6 (a) shows a typical overlaid frequency domain signals from a damaged paste 
specimen heat-treated to a target temperature of 350°C.  Each black curve is a spectral signal of a 
single window in the time domain. The black curve with the greatest amplitude corresponds to 
the window with the greatest vibration excitation amplitude or energy. As the window advances 
in time, the energy in the response decreases and thus the amplitude of the resulting response 
curves in the frequency domain reduces. The maximum point of each spectral single is indicated 
by a red point in Figure 2.6 (a). The frequency associated with each such point is the resonant 
frequency of the windowed response.  
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In Figure 2.6 (a) it can be observed that as the amplitude increases, the resonant frequency 
reduces slightly. This apparent softening of the material is assumed to be due to nonlinear 
behavior. Two methods were used to quantify this apparent softening. The first involved the 
determination of a linear best fit through the maximum points of the frequency domain curve and 
then calculating the inverse of the slope. A low inverse slope value indicates a low nonlinear fast 
dynamic behavior.  From Figure 2.6 (a) it can be seen that the resonant peaks have higher 
variability at low amplitudes.  This can significantly skew the slope fit. To avoid this 
complication, the slope fit is only carried out through the resonant peaks that have amplitudes 
greater than 30% of the maximum amplitude. The fit obtained by limiting it to the resonant peaks 
with amplitudes greater than 30% of the maximum is shown in Figure 2.6 (b) with a red line. The 
threshold of 30% of the maximum amplitude was chosen after preliminary testing indicated that 
it was satisfactory.  A similar linear fit approach has been used to quantify the nonlinear fast 
dynamic behavior by Eiras et al. [10]  
The second method of nonlinear characterization was based on a parameter defined as ‘range’ 
(Figure 2.6 (b)). The range is the frequency difference the resonant peak with greatest resonant 
frequency and the resonant peak with the lowest resonant frequency in the windowed frequency 
domain response. As done in the inverse slope parameter, the resonant peaks considered for the 
‘range’ parameter were the resonant peaks that had amplitudes greater than 30% of the 
maximum.  
2.6 Slow dynamics measurement 
One of the main objectives of the present study is to characterize the nonlinear behavior using 
simple and consistent test methods.  In section 2.5 it was seen that the fast dynamic behavior 
could be characterized by a simple test. Similarly, the slow dynamic testing conducted in this 
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study too is designed to be simple. As pointed out in the background section, slow dynamics 
testing generally consists of two experimental phases: conditioning phase and recovery phase. 
Slow dynamics testing of the prismatic specimens were conducted in the transverse vibration 
configuration that was described in section 2.3. The signal acquisition parameters for a single 
impact event were the same as described in section 2.3. A single slow dynamics test consisted of 
4 test runs, and each test run comprised of 60 impact events. The 60 impact events were 
delivered at a rate of 1 impact event every two seconds (0.5 Hz). These impact events were 
manually delivered, and the amplitude in the time domain detected by the accelerometer for a 
single impact event was typically between 400 mV and 800 mV. The rate of 0.5 Hz was chosen 
because that was the fastest rate at which the impact events could be accurately delivered 
manually. Each impact event resulted in a time domain response similar to the one seen in 
Figure 2.3 (a). A single test requires 120 seconds to complete. This can be considered a 
conditioning of the test sample. Rest periods occurred between test runs, and after each run the 
test specimen was removed from the test set up and reinstalled for the next run. This was done to 
ensure that the response obtained was the result of actual material behavior and not a support 
condition effect. Three-minute rest periods were applied between test runs 1-2 and 3-4.  The rest 
period between run 2 and run 3 was 1 hour.  This larger rest period represents the recovery 
period.  A summary of the testing regime for each prismatic specimen is shown in the schematic 
in Figure 2.7.  
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Figure 2.7: Flowchart of slow dynamics testing procedure for a single prismatic specimen. 
 
The 60 time domain responses per run were analyzed for transverse fundamental resonant 
frequency as described in section 2.4. A typical slow dynamic test result from a specimen that 
was heat treated to a target temperature of 350°C is shown in Figure 2.8.  
Set up specimen in 
transverse excitation 
configuration 
Test run 1 – Duration – 
120 s. At end of test run 
specimen removed from 
test setup 
3 min rest period. 
During this period 
Specimen is set up for 
test run 2. 
Test run 2 – Duration 
– 120 s. At end of test 
run specimen removed 
from test setup 
1 hr rest period. 5 min 
prior to the end of the 
rest period the specimen 
is set up for testing. 
Test run 3 – Duration – 
120 seconds. At end of 
test run specimen is 
removed from test setup 
3 min rest period. 
During this period 
Specimen set up for 
test run 4. 
Test run 4 – Duration – 
120 seconds. At end of 
test run specimen is 
removed from test setup 
End of slow 
dynamic test regime 
for specimen 
36 
 
 
Figure 2.8: Typical transverse resonant frequency response from slow dynamic testing of a paste 
cement specimen heat treated to a target temperature of 350°C. The x-axis is labeled ‘pseudo 
time’ because the rest periods are not included in the plot. 
 
The x-axis of Figure 2.8 is termed ‘pseudo time’ because the rest periods are not included in the 
plot, although the time between transverse resonant frequency variation during each test run are 
captured.  A gradual drop in resonant frequency with successive impact events is seen, and is 
quantified by fitting a log function to the data in runs 1-2 and 3-4 data, respectively. The fit 
expression takes the form 
                (   )        (           )    (7) 
 
where γ is the slope of the line and κ is the y-intercept of the relationship if the data are presented 
in semi-log form. Although some recovery could occur during the 3 minute rest periods between 
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runs 1-2 and between runs 3-4,, preliminary testing revealed that the recovery during the 3 
minute rest period was minimal, so the data in runs 1 & 2, and 3 & 4, were fit together. Therefore 
henceforth run 1 & 2 and runs 3 &4 are referred as run A and run B respectively. The two fits 
done for a single specimen yielded four fit parameters:   ,   ,    and   . Higher values of    or 
   indicate greater nonlinear behavior. The one hour recovery of the specimen between runs 2 
and 3 was quantified by taking the difference between the resonant frequency predicted by the fit 
at the beginning of run B and the resonant frequency predicted by the fit at the end of run B. The 
drop in runs A and B were determined by taking the difference of the predicted resonance 
frequency from the fits between the start and end of each respective run.  
2.7 Experimental details of experiments conducted during this study 
1. Testing of Poly(methyl methacrylate) (PMMA) 
A PMMA prism of 50 mm × 50 mm × 200 mm was used in the tests. These dimensions 
were selected to have the same aspect ratio as the cementitious samples used in this study 
(width: height: length = 1:1:4). 
The main reason for testing PMMA was to benchmark the bandwidth measurement 
method detailed in section 2.4. To vary the viscous (damping) properties of PMMA, the 
sample was tested at different temperatures.  This was done in a single experiment. The 
PMMA specimen was immersed in boiling water and held for about 15 minutes so that 
the PMMA specimen will reach a uniform temperature of 100°C. Then the PMMA 
specimen was taken out of the boiling water and allowed to cool under ambient 
conditions for 70 minutes. During this cooling period, vibration testing was done in 
transverse mode. A type K thermocouple was fixed to the surface of the PMMA 
specimen to monitor its surface temperature.   
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Slow dynamics testing was done on the same PMMA specimen at 23°C, 45°C and 60°C.  
The slow dynamics test procedure was as described in section 2.6, except for one 
difference.  One test run consisted of only 30 impact events at a rate of 0.5 Hz, resulting 
in a total duration of 60 seconds. The elevated temperatures required for the slow 
dynamics testing was achieved by placing the PMMA specimen in an environment 
chamber at the required temperature for 1 hour. The slow dynamic testing was done 
outside the chamber at room temperature. Therefore the specimen was out of the chamber 
for about 7 minutes during the test runs. During the 1 hour rest period the specimen was 
stored in the environment chamber at the elevated temperature.  
2. Testing of portland cement paste specimens subjected to heat-induced damage 
Prior to inducing heat damage as described in section 2.2.1 vibration tests were 
conducted on all specimens. After the entire heat treatment regime (both heating and 
cooling) was done, vibration testing was conducted again on all specimens. Testing was 
done in transverse and longitudinal modes as described in section 2.4. The mass of all the 
paste samples prior to heat treatment and after treatment was measured. After the post-
heat treatment, the specimens were wrapped in plastic cling wrap to minimize exposure 
to the environment until slow dynamics testing was done.  
3. Testing of portland cement paste specimens to assess effect of moisture. 
Six portland cement paste specimens, cast and cured according to section 2.1.1, were 
used for this experiment. Specimens were allowed to dry under ambient conditions for 24 
days. After the drying period, the specimens were stored in an environmental chamber at 
100% relative humidity and 25±1°C temperature for 48 days. This allowed the specimens 
to re-saturate under gentle conditions. Submerging the specimens in water in order to re-
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saturate at the beginning of the re-saturation period was not desired, owing to the 
possibility of microcrack formation due to sudden moisture shock. During both the 
drying and the re-saturation samples were tested in transverse and longitudinal vibration 
modes. The mass of the specimens also were tracked throughout. During the re-saturation 
phase, specimen mass was measured at saturated surface dry (SSD) condition.  
4. Testing of portland cement mortars subjected to simulated alkali-silica reaction. 
As described in section 2.1.2, four different mixtures were tested for damage resulting 
from alkali-silica reaction (ASR). The paste specimens were subjected to the same harsh 
test conditions as described in section 2.2.2 so that the behavior can be compared to the 
heat treated samples and the samples used for the study of the effect of moisture. As 
described in section 2.2.2, for Phase I (described in section 3.3.1) all the specimens used 
for the ASR testing were kept in the aggressive environment for 33-38 days. Vibration 
testing was done on them periodically. Both transverse and longitudinal testing was done, 
as described in section 2.4. The vibration testing was started 30-40 minutes after taking 
the specimens out of the aggressive environment. Specimen mass and length were 
recorded every time vibration testing was done. When vibration testing was conducted, 
the specimens were out of the aggressive environment for a duration of 2-3 hours. Due to 
experimental results obtained in this experiment, the experimental conditions were 
modified; this will be discussed in the results and discussion section.  
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Chapter 3: Results and Discussion 
3.1 Vibration testing on Poly(methyl methacrylate) (PMMA) 
3.1.1 Results from linear vibration tests 
The mechanical nature (compliance and viscous damping) of PMMA is known to vary as a 
function of material temperature. It is expected that PMMA will reduce compliance (resonant 
frequency) and increase viscous damping (bandwidth) with increasing material temperature. 
Varying material temperature was achieved by heating the specimen in boiling water (~100°C) 
and allowing it to cool naturally in air under ambient room conditions. The experimentation 
details are presented in section 2.7. The bandwidth variation against linear resonant frequency is 
shown in Figure 3.1 (a). Vertical bars and horizontal bars indicate the statistical ranges of one 
standard deviation of bandwidth and resonant frequency resulting from five repeated impact 
events on a single sample. The linear vibration properties of the PMMA specimen vary as 
expected, resulting in resonant frequency and bandwidth changes owing to its temperature.  The 
variation of the PMMA specimen’s surface temperature during the experiment is shown in 
Figure 3.1(b). 
41 
 
 
                                         (a)                                                                         (b) 
Figure 3.1: (a) Transverse bandwidth against transverse resonant frequency of the PMMA 
sample with varying material temperature. Vertical bars and horizontal bars indicate statistical 
range of one standard deviation of data for 5 repeated readings. (b) The PMMA sample’s surface 
temperature variation during the experiment. 
 
Several minutes elapsed between the time the PMMA specimen was removed from boiling water 
and set up in its experimental configuration. During this time period the specimen cools. This 
effect is evident in the surface temperature data, where surface temperature was 59°C at the 
beginning of testing. It must be noted that even though the specimen’s surface temperature 
dropped, as presented in Figure 3.1 (b) the material in the specimen’s interior must be at a 
temperature higher than that at the surface. 
As the sample cooled the resonant frequency of the specimen increased. This represents the 
expected behavior. From Figure 3.1 (a) it can be seen that with the decrease of stiffness of the 
PMMA sample (indicated by resonant frequency) the bandwidth of the specimen also decreases. 
This behavior indicates that PMMA’s viscous damping property and compliance are linked 
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similarly to material temperature. The linear vibration data from PMMA show the expected 
behavior in both parameters, and indicate a robust (good sensitivity to change in PMMA stiffness 
and damping and low data variability) testing setup. From these results it can be inferred that, in 
the case of homogeneous non-porous samples exhibiting viscous mechanical behavior, resonant 
frequency captures the change in stiffness of the material and bandwidth the viscous damping 
behavior.  
3.1.2 Results from slow dynamic tests on PMMA 
Slow dynamic testing (section 2.6) was conducted on PMMA at three temperatures (23°C, 45°C, 
and 60°C) and the experimental details are presented in section 2.7. The results from the slow 
dynamics testing are presented in Figure 3.2 (a), (b) and (c).  
43 
 
 
(a) 
 
(b) 
 
(c)  
Figure 3.2: Repeated slow dynamic testing results from PMMA at different surface temperatures: 
(a) 23°C (b) 45°C and (c) 60°C. The x-axis is labeled ‘pseudo time’ because the rest periods are 
not included in the plot. 
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The slow dynamics data show that there is no significant variation in transverse frequency in all 
four test runs at all three temperatures.  A slight variation of transverse frequency represents a 
difference of just one spectral line spacing (0.01 kHz), and therefore it is not considered to 
represent a material behavior. Hence it can be concluded that the resonant frequency of the 
specimen does not change with repeating impacts at these test temperature levels, and PMMA 
does not exhibit slow dynamics behavior. Because PMMA is a well-known linear viscoelastic 
material, and not a porous, inhomogeneous and brittle material, it is not expected that it will 
show slow dynamic behavior.  
3.2 Results of vibration testing on heat-induced damaged paste specimens 
3.2.1 Presentation of results and variation of measurements 
The paste samples were subjected to five different heat damage levels, which are characterized 
by their final target temperatures (80°C, 120°C, 200°C, 350°C, and 750°C). The temperature 
exposures were applied with aggregate drying oven in air. In addition to the heat treated 
specimens, a set of paste specimens were cast and cured as described in section 2.1.1, and after 
28 days of curing were allowed to dry in ambient conditions for 20 hours. This set of specimens 
is henceforth referred to as ‘air dried’ specimens.  Including the air dried specimens, a total of six 
“treatments” (air dried, 80°C, 120°C, 200°C, 350°C& 750°C) were studied. A group of six 
nominally identical specimens were subjected to each treatment.  
Each measured parameter is expressed as the average of the 6 specimen measurements for each 
treatment. The variation among the data from the six nominally identical specimens is quantified 
using the standard deviation of the six specimen measurements, where the range of one standard 
deviation of the sample is indicated by bars in the following plots.  
45 
 
For slow dynamics testing, each specimen was tested once. Therefore, each specimen has only 
one measurement of each slow dynamic parameter (  ,  , Drop in run A, Drop in run B & 
recovery). This is not the case for linear measurements (resonant frequency & bandwidth) and 
nonlinear fast dynamics. In the case of measurement of linear parameters (linear resonant 
frequency, bandwidth) and fast dynamics parameters (1/slope, range) each specimen was 
subjected to 5 repeated tests (impacts) in transverse and longitudinal configurations (section 2.3). 
The average value of these 5 tests was assigned to the specimen. The average and the standard 
deviation of the values of a particular parameter corresponding to the six specimens in the group 
were used to represent the value of the parameter corresponding to each treatment.   
3.2.2   Linear vibration measurements on heat treated paste samples 
The mass of the all the samples were measured before and after their treatment regime (section 
2.7). From these data, the mass loss corresponding to the treatment method was determined. 
These data are presented in Figure 3.3.  
 
Figure 3.3: Average mass loss corresponding to individual oven heat treatments. Bars indicate 
statistical range of one standard deviation. 
0%
5%
10%
15%
20%
25%
30%
35%
Air 80˚C 120˚C 200˚C 350˚C 750˚C 
M
a
s
s
 l
o
s
s
 p
e
rc
e
n
ta
g
e
 
Treatment 
46 
 
Each mass loss per treatment is presented as the average of the mass loss of the 6 specimens per 
treatment. Error bars indicate the range of one standard deviation from the mean. For heat 
treatments below 350°C the mass loss is primarily due to the loss of free water [4]. The mass loss 
seen in the samples treated to 350°C, can be mainly attributed to the loss of free water and the 
first step of dehydration of calcium silicate hydrate (CSH)  [4]. For the samples treated to 750°C, 
the mass loss is mainly due to the loss of free water, decomposition of CSH and the 
decomposition of Portlandite [4].  As expected, the average mass loss increases with the intensity 
of the heat treatment.  However, it can be seen that the mass loss for the specimens treated to 
80°C and 120°C is about the same. One might expect that the specimens treated to 80°C should 
lose less water than the specimens treated to 120°C.  As a result of the heat treatment period of 8 
hours it may be presumed that the energy provided at 80°C is sufficient to evaporate the free 
water to the same degree as that achieved by the 120°C heat treatment. 
 
                                        (a)                                                                (b) 
Figure 3.4: Average (a) transverse and (b) longitudinal resonant frequency before and after oven 
heat treatment or ambient (laboratory air) drying. 
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Figures 3.4 (a) and (b) present the resonant frequency results from transverse and longitudinal 
resonant frequency testing respectively. Both transverse and longitudinal tests were performed 
on the same set of specimens, although longitudinal testing was not carried out on the specimens 
treated to 750°C. The average resonant frequency corresponding to each treatment is shown in 
both Figures 3.4 (a) and (b). Error bars denote the variability by indicating one standard 
deviation from the mean for the sample set. The standard deviation of resonant frequencies of 
each of the nominally identical groups of specimens prior to heat treatment or air drying were 
small compared to their average values.  This is a strong indication that the specimen casting and 
curing process was successful in preparing specimens with similar mechanical properties. This 
also reinforces the argument that the differences in the lengths of the curing periods which varied 
from 28-35 days did not have a significant effect on the initial condition of the specimens at the 
beginning of the treatment. 
Based on the resonant frequency results presented, it can be argued that the results observed are 
due to sample variability. Almost always, the resonant frequency measured for a single specimen 
had an extremely low coefficient of variation. Because the spectral line spacing in the signal is 
only 0.01 kHz, the data showed that resonant frequency measurements were highly repeatable, so 
that even the slightest change seen would have been due to a change in specimen conditions. 
The drop in resonant frequency between pretreatment and post treatment stages, which is shown 
in Figures 3.4 (a) and (b), follows the expected trend: the average resonant frequency drops as 
the intensity of the heat treatment increases. It should be noted that even though there was no 
clear difference in mass loss between the samples treated to 80°C and 120°C, there is a clear 
difference in the drop of resonant frequency in both excitation modes. This is an indication that 
the samples treated to 120°C have more microstructure degradation and cracking than the 
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samples treated to 80°C even though their mass loss was similar. It can also be seen that the data 
variation, which is represented by the lengths of error bars, increases for the post treatment 
resonance behavior in both excitation modes. The drop in resonant frequency is shown in Figure 
3.5 for clear comparison. 
 
Figure 3.5: Average drop in resonant frequency owing to heat treatment and air drying. 
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skin and surrounding outer area being relatively more damaged than the core of the specimen, 
can be proposed as an explanation as to why transverse resonant frequency is more sensitive than 
longitudinal resonant frequency. 
 
Figure 3.6: Average drop of transverse and longitudinal linear resonance frequency as a function 
of average mass loss percentage due to oven heat treatment of paste specimens. 
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stiffness reduction of the paste specimens which manifests as a drop in linear resonant frequency 
is indistinguishable owing to their compound occurrences during the heat treatment regime.    
The vibration responses obtained from the heat treated portland cement paste specimens were 
analyzed to characterize the half power bandwidth (henceforth referred to as bandwidth). An 
increase in vibrational energy dissipation presents itself in the frequency domain as an increase 
in bandwidth. This was seen, for example, in the case of PMMA presented in section 3.1. The 
hypothesis was that the bandwidth would increase with the increase of internal damage - for 
example internal damage caused by heat exposure.  The basis for this hypothesis was that 
vibrational damping in the specimen would increase with the increase of microcrack volume. 
The increased microcracking would introduce more energy dissipation through the increase of 
micro level sites that facilitate hysteretic crack opening/closing, friction between surfaces and 
friction related crushing of cement paste on friction planes. In turn, all these mechanisms should 
increase the vibrational energy dissipation in the specimen. 
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                                     (a)                                                                (b) 
Figure 3.7: Average (a) transverse and (b) longitudinal resonant bandwidth before and after oven 
heat treatment or ambient (laboratory air) drying.  
 
Figures 3.7 (a) and (b) respectively show the average transverse and longitudinal bandwidth 
measured before and after the treatment regimes, and the error bars show one standard deviation 
from the mean across the sample set for each heat treatment case.. When compared with the 
resonant frequency results (Figures 3.4 (a) & (b)) it can be seen that the variation in the 
bandwidth data are higher. This variation might not be due to the sample variation since linear 
resonant frequency presented above showed that the initial mechanical conditions of the samples 
were similar. From Figures 3.7(a) and (b) it can be seen that there is no clear trend with heat 
treatment. Bandwidth not showing the expected trend might be due to the lack of measurement 
sensitivity to heat induced microcracking or it might be due to high measurement variability. 
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The hypothesis of the present study proposes an increase of bandwidth with the increase of heat 
treatment intensity. However the expected trend was not observed. In transverse excitation, only 
specimens treated to 120°C, 200°C and 350°C show an increase in bandwidth following the heat 
treatment and they do not follow the expected trend. When longitudinal excitation is considered, 
bandwidth does not show considerable increase for any heat treatment case. In fact, longitudinal 
bandwidth for specimens heated to 200°C and 350°C show the opposite trend - a decrease in 
bandwidth after the heat treatment. Even though the hypothesis proposed that an increase in 
damage would increase damping and in turn lead to higher bandwidths the observations do not 
support it.  
3.2.3 Fast dynamic testing on heat treated portland cement paste specimens  
The previous section (3.2.2) dealt with linear vibration measurement methods. The present 
section focuses on nonlinear measurement methods: fast dynamics and slow dynamics. The same 
30 specimens tested for linear measurements were tested for nonlinear behavior. For fast 
dynamics behavior, no further work was required. The transverse and longitudinal vibration 
responses obtained prior to and subsequent to heat treatment that were analyzed for linear 
behavior were analyzed for fast dynamics behavior as described in section 2.5. The extraction of 
the slow dynamics response required additional testing. The slow dynamics testing was 
conducted after the post heat treatment vibration testing, and the testing procedure is detailed in 
section 2.6. 
As described in section 2.5, the fast dynamics analysis of a single impact event results in an 
inverse slope measurement and a frequency range measurement. The method undertaken to 
obtain a single fast dynamics measurement (inverse slope or range) for a single sample is 
detailed in section 3.2.1.  The fast dynamic response for each treatment is presented as the 
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average of six sample measurements. Figure 3.8 presents the results for the fast dynamics 
response parameter ‘inverse slope,’ extracted from both transverse and longitudinal excitation 
modes. 
 
Figure 3.8: Average inverse slope nonlinear parameter owing to heat treatment and air drying. 
The inverse slope parameter is result of fast dynamics analysis. 
 
The results in Figure 3.8 show that the variation in the inverse slope parameter is very high 
relative to the measured values. The data variation is indicated by the one standard deviation 
error bars. Outliers were excluded from results presented in Figure 3.8. If the average coefficient 
of determination (R
2
) for the 5 linear fits used to determine the inverse slope parameter 
corresponding to a specimen was less than 0.10, such specimens were excluded. In such cases 
the number of specimens used to estimate the average treatment behavior got reduced to 4-5. The 
expected trend for the inverse slope parameter was to become more negative as the intensity of 
the heat treatment increased. Figure 3.8 suggests that the expected trend due to increased heat 
treatment is not seen. In the case of specimens air-dried and heat treated to 80°C, it can be seen 
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
Air 80˚C 120˚C 200˚C 350˚C 
1
/s
lo
p
e
 
Treatment 
Transverse
Longitudinal
54 
 
that the inverse slope parameter has a positive mean value and that the standard deviation spans 
both positive and negative regions. This indicates that the individual linear fits had both positive 
and negative slopes. The expected nonlinear behavior is the ‘apparent softening’ of the material 
with higher excitation amplitudes (in the frequency domain). This ‘apparent softening’ will result 
in a linear fit with a negative slope which results in a negative inverse slope measurement. In 
most cases of positive slope the linear fit was poor with a low coefficient of determination (R
2
). 
Therefore a positive slope for the linear fit line is due to high data variability and is not due to a 
change in material response. The ‘apparent softening’ indicated by a negative inverse slope 
measurement is seen only at higher heat treatments, such as 200°C and 350°C. This is the case 
for both transverse and longitudinal excitation. Nevertheless, the expected trend of the increasing 
magnitude of the negative inverse slope is not seen with increasing heat treatment. Hence this 
parameter defined and measured according to this study is not effective in capturing the expected 
nonlinear behavior.  
In an effort to minimize the variation of data seen in the fast dynamic parameter inverse slope, a 
new parameter, ‘range’, was introduced. A description of this parameter is provided in section 
2.5 and the presentation of the analyzed results is described in section 3.2.1. Figure 3.9 below 
shows variation of the fast dynamics measurement parameter ‘range’ at increasing heat treatment 
intensities. 
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Figure 3.9: Average frequency range nonlinear parameter owing to heat treatment and air drying. 
The range parameter is result of fast dynamics analysis. 
 
Even though the variation of the range parameter was smaller in comparison to the variation of 
the inverse slope fast dynamics parameter, this variation was still much greater than the variation 
seen for linear resonant frequency. Furthermore similar to the fast dynamic parameter inverse 
slope, range does not exhibit the expected a trend with increased heat treatment. It was expected 
that the frequency range would increase with the increased heat treatment intensity, owing to the 
greater microcracking and vibrational loss mechanisms. Because frequency range also is not able 
to capture the expected trend, it too is considered ineffective under the current measurement 
conditions and processing procedures. 
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Lesnicki et al. manually increased the input energy with consecutive hammer impacts [9]. For 
nonlinear behavior to be seen, considerable (finite) strains have to be achieved. Therefore input 
energy plays a vital role in driving nonlinear behavior. In this study there minimal effort was 
taken to control input energy. When vibration testing was carried out, the only control on input 
energy was to ensure that the maximum amplitude of the time domain sensor response was 
between 400 mV and 800 mV.  Owing to these observations, it is suspected that the input energy 
provided in this study was insufficient or inconsistent to drive nonlinear fast dynamic behavior.  
3.2.4 Slow dynamic testing on heat treated portland cement paste specimens  
The slow dynamics measurement data for increased heat treatment intensity are shown in 
Figures 3.10 (a) & (b).  
 
                                           (a)                                                            (b) 
Figure 3.10: Average slow dynamic measurement paramters (a)   ,    and (b) frequency drop A 
and frequency drop B owing to oven heat treatment and air drying. 
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Figure 3.10 (a) presents the variaton of slow dynamics measurement parameters   and    with 
the increase of heat treatment intensity;    corresponds to run A and    corresponds to run B. 
Figure 3.10 (b) shows the measured drop in resonant frequency during the conditioning phase of 
the slow dynamics testing regime.     increases with the intensity of the heat treatment, which 
indicates a steeper drop in resonant frequency in run A with the increase of heat treatment in the 
specimen. Unlike the fast dynamics measurement parameters,    shows a consitant trend with the 
heat treatment intensity. This, however, is not the case for   .   shows much more variability, 
and it does not exibit a clear trend with the increase of heat curing intensity. It follows that drop 
A also shows a more pronounced trend with the increase of heat treatment intensity. Based on 
the data, it appears that the second run (Run B) does not provide any useful additional 
information other than the ability to measure the 1 hour recovery of the specimens after the 
conditioning. Figure 3.11 presents the results of the 1 hour recovery. 
 
Figure 3.11: Average one-hour frequency recovery measured from slow dynamics testing owing 
to oven heat treatment and air drying. 
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It can be seen that the 1 hour recovery has a positive value only for the specimens that were 
treated at 350°C, meaning that these were the only specimens that showed a consistent recovery 
of resonant frequency with rest. The majority of the other specimens that underwent heat 
treatments displayed either no recovery or a drop in resonant frequency, during the 1 hour 
recovery period. This behavior was not expected.  
Of the nonlinear measurement methods that were investigated here, only some slow dynamics 
parameters were able to show a response that correlated to the extent of heat treatment.  The slow 
dynamics test regime proposed in this study shows promise for the detection of nonlinear 
behavior using simple vibration tests.  But measurements made using the slow dynamic method 
still have more data variation than linear resonant frequency measurements. One can argue that 
slow dynamics exhibits more variation because it is much more sensitive to material 
microstructural features than linear resonant frequency, and that this added sensitivity can be 
causing the added variation. This issue needs to be investigated further. 
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3.3 Results of vibration testing on specimens damaged by simulated alkali-
silica reaction (ASR) 
3.3.1 Presentation of results from testing on specimens damaged by simulated alkali-silica 
reaction (ASR) 
The following four mixtures of cement paste and mortar were used to study the effects of alkali 
silica reaction (ASR) damage on the vibration test results.  Three nominally identical specimens 
were prepared for each of the following mixtures: 
1. pure cement paste (abbreviated as “Paste”),  
2. mortar with 0% fine aggregate replacement by reactive aggregate (abbreviated as 
“M_0”), 
3. mortar with 20% fine aggregate replacement by reactive aggregate (abbreviated as 
“M_20”), 
4. mortar with 40% fine aggregate replacement by reactive aggregate (abbreviated as 
“M_40”). 
The reactive aggregate was graded borosilicate granules (section 2.12) which conform to 
ASTM C 441 and the non-reactive aggregate was fine aggregate (river sand conforming to 
ASTM C 33). After casting and curing (section 2.12), all the specimens were exposed to an 
alkali rich basic environment of 1M sodium hydroxide (NaOH) solution. This sodium hydroxide 
solution was maintained at an elevated temperature of 80°C. The specimens were stored in this 
environment for 33 – 38 days; this period is referred to as Phase I.  Vibration testing on 
specimens was conducted intermittently during this period.  On each occasion, vibration testing 
was done on each specimen three times in transverse and longitudinal configurations (section 
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2.3). From the vibration responses, linear measurement parameters (resonant frequency, 
bandwidth) and nonlinear fast dynamic measurement parameters (inverse slope and frequency 
range) were extracted.   
Results from a single vibration excitation on a specimen yielded one measurement for each of 
these parameters. Each specimen was subjected to three separate vibration excitations and the 
average of the values was assigned to the specimen as a single reading.  The average of the 
readings for the three specimens from each mixture was assigned to the mixture.  The variation 
among the readings from the three nominally identical specimens of each mixture is quantified 
by their standard deviation. 
3.3.2 Linear vibration measurements on specimens exposed to alkali silica reaction (ASR)  
The results for the resonant frequencies during Phase I environmental exposure are presented in 
Figure 3.12.  The resonant frequencies were normalized with respect to their values prior to 
Phase I (i.e. just before initial exposure to the 1M NaOH solution). The data in blue corresponds 
to transverse excitations and the data in red corresponds to longitudinal excitations.  
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Figure 3.12: Normalized transverse and longitudinal resonant frequency variation with time of 
specimen exposure to 1M NaOH solution at 80°C (phase I). Data in blue indicate transverse 
excitation and data in red indicate longitudinal excitation. Error bars indicate statistical range of 
one standard deviation of the measurement of 3 specimens. 
 
Initially the specimens with no reactive aggregate (i.e. Paste & Mortar with 0% replacement 
“M_0”) show an increase in linear resonant frequency for both excitation modes. For the paste 
specimens, the growth of linear resonant frequency is not seen after about 8 days of exposure to 
Phase I conditions. The leveling of resonant frequency occurs earlier, after 2 days of exposure, 
for the mortar specimens with 0% reactive aggregate (M_0). The mortar specimens with 0% 
reactive aggregate then gradually decrease in resonant frequency for the remainder of the Phase I 
exposure. 
The environment that the specimens are stored in promotes alkali silica reaction. But paste 
specimens were not expected to be affected by alkali silica reaction because they do not contain 
any sort of aggregate. As there is no drop in resonant frequency for the paste specimens, it can be 
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concluded that there is no alkali silica reaction related degradation in the paste samples. In fact, 
the Phase I exposure conditions promote stiffening of the paste specimens as they initially 
exhibit a growth in resonant frequency. Likewise, the initial Phase I exposure conditions seem to 
promote stiffening of the material of the mortar samples with 0% reactive aggregate. For both the 
paste specimens and non-reactive mortar specimens, the stiffening of the material can be 
attributed to further hydration of unreacted portland cement. In the case of mortar specimens 
with 0% reactive aggregate, some level of alkali silica reaction cannot be ruled out because all 
mineral aggregate will exhibit some level of reactivity in the aggressive environment in which 
the samples are housed.  The gradual drop in linear resonant frequency seen after 2 days of 
Phase I exposure on the nonreactive mortar is likely a result of alkali silica reaction damage 
mechanism overcoming the effects of further hydration of unreacted portland cement. 
The specimens that contain reactive aggregate show a different trend during the Phase I exposure 
conditions. Initially the mortar specimens with reactive aggregates (M_20, M_40) showed drops 
in linear resonant frequency in both transverse and longitudinal modes. But after a 2-day 
exposure period, there was essentially no further decrease in linear resonant frequency in these 
specimens. This is seen in Figure 3.12 as a leveling of the normalized resonant frequency after 
two days of Phase I exposure.  
It was expected that specimens with reactive aggregates in an environment conducive to alkali 
silica reaction would show a drop in linear resonant frequency. The purpose of the study was to 
produce alkali silica reaction-induced damage in the specimens and study the effect on their 
vibration response. Therefore the linear resonant frequency indication that only limited damage 
was developed in the sample was a concern. At any point of time, there was no ability to actually 
verify that alkali-silica reaction was occurring in the specimens. A petrographic test or a uranyl 
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acetate staining with ultraviolet (UV) light examination [16] would have been a good indicator of 
alkali-silica reaction, but unfortunately such measures were not possible owing to time 
constraints. Therefore linking any damage to alkali silica reaction remains a major assumption.  
One possibility is that the initial alkali loading of 1M NaOH had decreased in concentration to a 
level that was not sufficient to drive ASR damage further. At the start of the alkali rich exposure 
period, the solution was at 1M but no effort was made to replenish the alkali content. Therefore it 
was necessary to ascertain whether a solution concentration decrease was the reason for the 
leveling of the linear resonant frequency in specimens containing reactive aggregate.  The 1M 
sodium hydroxide solution was recharged after the levelling off of the resonant frequency as 
indicated in Figure 18. Two days after the 1M sodium hydroxide recharge, vibration testing was 
performed. Figure 18 indicates that resonant frequencies did not exhibit significant changes after 
the recharge of the alkali solutions. Therefore it was concluded that a drop in the concentration 
of the alkali solution was not cause of the levelling off of the linear resonance frequency sin 
specimens with reactive aggregates. 
  
64 
 
 
 
Figure 3.13: Normalized mass of different mixtures with time of specimen exposure to 1M 
NaOH solution at 80°C (Phase I). Error bars indicate statistical variation of one standard 
deviation of the measurements of three specimens. 
 
During the Phase I testing, the mass of each of the specimens was also measured, and the results 
are presented in Figure 3.13. The measurements were normalized by the mass of the specimens 
prior to their exposure to 1M sodium hydroxide solution at 80°C. The average normalized mass 
of the three specimens belonging to each mixture is plotted and the variation among the three 
samples of each mixture is indicated by error bars that show a single standard deviation from the 
mean.  
The data in Figure 3.13 indicate an apparent loss of mass of the paste specimens between 
exposure durations of 2 and 3 days. This is not a real loss of mass from the specimens, but rather 
a result of a change in the procedure of the specimen mass measurement. The mass 
measurements of the paste specimens for Phase I exposure at 1 and 2 days duration were carried 
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out immediately after the specimens were removed from the 1M sodium hydroxide solution at 
80°C. All other mass measurements were carried out between 30-90 minutes after the specimens 
were taken out of the 1M sodium hydroxide solution. During the time period between removing 
the specimens from the 1M sodium hydroxide solution at 80°C and the time of mass 
measurement, there would have been a loss of water due to natural evaporation. The evaporation 
effect was not present for the mass measurements of the paste specimens made at exposure 
durations of 1 and 2 days. Therefore the corresponding mass readings would be greater than the 
mass readings after the evaporation period and hence the higher normalized mass. 
By observing the normalized mass in Figure 3.13 it can be seen that the specimens that contain 
no reactive aggregate (i.e. paste specimens and mortar specimens with no reactive aggregate) 
increase in mass with further exposure duration to Phase I conditions. The specimens with the 
reactive aggregate show the opposite trend.  The mass of the reactive aggregate specimens 
reduced with the increase in exposure time to Phase I conditions. Therefore, there was a net mass 
gain by the specimens with no reactive aggregate, and there was a net mass loss by the 
specimens with reactive aggregate. What types of ions or molecules were absorbed and liberated 
by the paste specimens and the mortar specimens to result in the observed fluctuation in mass is 
not definitively known. One process that can be safely assumed to be occurring in all the 
specimens is portland cement hydration. The hydration process will absorb water molecules from 
the sodium hydroxide solution and will release calcium hydroxide into the solution. So one can 
assume that the net mass gain of specimens containing no reactive aggregate is a result of the 
cement hydration process. Other alkali ions in solution may also be absorbed into the hydrated 
cement paste structure. The mass loss of the specimens containing reactive aggregate may be 
attributed to the leaching of ions or molecules to the sodium hydroxide solution, but information 
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about these ions or molecules is not known. Furthermore, in Figure 3.13 the recharging of the 
1M sodium hydroxide solution did not have a significant impact in terms of changing the mass 
loss/gain behavior before and after the recharge.  
The results of recharging the 1M sodium hydroxide solution verified that the observed behavior 
of linear resonant frequencies and mass loss/gain was not caused by a possible decrease in alkali 
concentration. These results suggest that the 1M sodium hydroxide solution at 80°C may have 
not been potent enough to cause significant alkali silica reaction damage in the specimens 
containing reactive aggregate. Therefore it was decided to increase the sodium hydroxide 
concentration to 5M to further promote conditions for alkali silica reaction. Specimens were kept 
in this new environment of 5M sodium hydroxide at 80°C for an additional 23 days. This stage 
of the study is termed Phase II. The linear resonant frequency variation with the duration of 
phase II exposure conditions is presented in Figure 3.14. 
  
Figure 3.14: Normalized transverse & longitudinal resonant frequency variation with time of 
specimen exposure to 5M NaOH solution at 80°C (Phase II). Data in blue indicate transverse 
excitation and data in red indicate longitudinal excitation. Error bars indicate statistical range of 
one standard deviation of the measurement of 3 specimens. 
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The normalization of the specimen linear resonant frequencies of both excitation modes was 
done with respect to the specimen’s respective linear resonant frequency before the exposure to 
Phase I conditions. This is the same normalization done in the presentation of results from the 
Phase I testing. Figure 3.14 shows that all the mortar specimens, irrespective of the amount of 
reactive aggregate they contained, show a drop in linear resonant frequency with increasing 
exposure time. If the assumption that alkali silica reaction is occurring in this very harsh 
environment is correct, it is interesting to see a reduction of linear resonant frequency, which 
potentially indicates ASR damage, even in the specimens that do not have reactive aggregate. 
The fact that mortar specimens with no reactive aggregate show alkali silica reaction is 
acceptable, because all mineral aggregates show some level of reactivity in high alkali basic 
environments. When the rate of the linear resonant frequency drop is compared against the 
mortar mixtures with varying reactive aggregate content, it can be seen that there is no relative 
difference among them. This suggests that the alkali silica reaction progression is same in all the 
mortar mixtures. Furthermore, to ascertain whether there is an effect of a slight drop if solution 
concentration with prolonged exposure duration, a 5M sodium hydroxide solution recharge was 
conducted after 18
 
days of exposure to the Phase II conditions. The linear vibration response did 
not change significantly after the 5M sodium hydroxide recharge, indicating that the possible 
slight decrease of the solution concentration did not have a significant effect on the linear 
resonant frequency response.  
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Figure 3.15: Normalized mass variation of different mixtures with time of specimen exposure to 
5M NaOH solution at 80°C (phase II). Error bars indicate statistical range of one standard 
deviation of the measurement of 3 specimens. 
 
The normalized mass variation during exposure to Phase II conditions is shown in Figure 3.15. 
The mass data in Fig. 3.15 were normalized by their respective masses prior to exposure to Phase 
I conditions.  As observed in the Phase I testing also, the paste specimens increase in mass with 
the increase of exposure duration. During Phase I testing, the M_0 specimens showed a gradual 
increase of mass. But during phase II exposure conditions these specimens showed slow mass 
loss with increased exposure duration.  
As previously seen under the Phase I exposure conditions also, the mortar specimens with 
reactive aggregate show continuing mass loss with increasing exposure. Since there is a net loss 
of mass from the mortar specimens with reactive aggregate this suggests the possibility of 
leaching occurring in these specimens. 
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(a) 
 
(b) 
Figure 3.16: (a) Transverse & (b) longitudinal bandwidth frequency variation with time of 
specimen exposure to 1M NaOH solution at 80°C (phase I). Error bars indicate statistical range 
of one standard deviation of the measurement of 3 specimens. 
 
Figures 3.16 (a) and (b) present the Phase I variation of the measured bandwidth for transverse 
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the linear resonant frequency measurements, and they do not exhibit any clear trend with 
increasing exposure time. Figures 3.17 (a) and (b), present the Phase II variation of measured 
bandwidth in transverse and longitudinal excitation, respectively.  
 
(a) 
 
(b) 
Figure 3.17: (a) Transverse and (b) longitudinal bandwidth frequency variation with time of 
specimen exposure to 5M NaOH solution at 80°C (phase II). Error bars indicate statistical range 
of one standard deviation of the measurement of 3 specimens. 
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The transverse and longitudinal bandwidth responses do not show a clear trend with increased 
exposure duration in Phase II conditions also. Though the transverse bandwidth for M_0 
specimens appear to gradually increase with the prolonged exposure. Considering the variability 
shown in all the bandwidth measurements, further experimentation is required to confirm this 
observed trend.  
Alkali silica reaction damage produces a ‘gel’ like reaction product, which could exhibit wave 
energy damping. The bandwidth tests were carried out to investigate if such damping was 
measurable through bandwidth measurements. However, the test results show the damping 
property measured with the bandwidth parameter does not change. The specimens are believed to 
be undergoing damage due to alkali silica reaction as seen from the drop in linear resonant 
frequency.  It is known that upon absorption of water, the alkali silica reaction gel swells and 
causes damage within the specimen. The environment in these tests should promote alkali silica 
reaction gel formation in the samples, and some level of cracking damage is also expected. The 
evidence of damage is seen through the decrease in linear resonant frequency. However, 
bandwidth data do not show sensitivity to this cracking damage and gel production. For heat 
treated specimens it was seen that bandwidth was not able to capture the damage caused in them 
also. Therefore in both instances, heat induced damage and ASR induced damage it seems that 
bandwidth is not sensitive to cracking damage. In these experimental samples, it is assumed that 
the ASR gel is produced, and upon the absorption of water swells and damages the specimens. 
But afterward, it is likely that the reaction gel goes into solution, owing to the fact that the 
specimens are in submersed conditions. This argument is supported by the fact that a mass drop 
is consistently seen for the mortar specimens which contain reactive aggregate when 
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considerable drop of linear resonant frequency occurs. Therefore the fact that bandwidth 
measurements do not show an increase with prolonged exposure may be justified, as there may 
be not sufficient alkali silica reaction gel remaining in the specimens to influence the global 
damping. 
3.3.3 Nonlinear fast dynamic vibration measurements on specimens exposed to alkali silica 
reaction (ASR) 
Fast dynamics analysis was carried out on the samples exposed to the two exposure phases of the 
simulated alkali silica reaction study. The inverse slope and frequency range parameters were 
extracted for both transverse and longitudinal excitation modes. The results are presented in 
Appendix A.  The fast dynamics data show high variability as compared to linear resonant 
frequency. Figure 3.18 (a) and (b) shows the transverse inverse slope parameter and the 
frequency range parameter variation during the Phase II exposure conditions.  
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(a) 
 
(b) 
Figure 3.18: The variation of transverse nonlinear vibration measurement parameters (a) inverse 
slope and (b) frequency range during the Phase II exposure. 
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parameters during the Phase I and II exposure conditions (Appendix A). It appears that the data 
obtained by the proposed fast dynamics procedure and analysis failed to detect the damage that is 
observed through linear resonant frequency data. 
3.4 Effect of moisture on linear and nonlinear vibration responses 
3.4.1. Presentation of results from moisture study conducted on paste specimens 
Six nominally identical portland cement paste specimens, identified as specimen 1, through 6, 
were used for this segment of the study.  They were cast and cured as described in section 2.1.1. 
Drying was started 77 days after casting and continual moist curing.  The specimens were dried 
under ambient conditions for 24 days, ands followed by gentle re-wetting of the samples for 48 
days in an environmental chamber at 100% relative humidity and 25±1°C temperature. Vibration 
tests were carries out for both transverse and longitudinal modes, performed intermittently over 
this combined drying and wetting period of 72 days. From the vibration responses, linear 
measurement parameters (resonant frequency, bandwidth) and nonlinear fast dynamic 
measurement parameters (inverse slope and frequency range) were extracted.  Each of the linear 
vibration measurement parameters (resonant frequency, bandwidth) and the nonlinear fast 
dynamic vibration measurement parameters (inverse slope, frequency range) is presented as the 
average of three readings per specimen per excitation mode. The variation amongst these three 
reading for each parameter is represented by their standard deviation. 
It was observed that specimens 1through 5 showed similar responses. Specimen 6 showed a 
bifurcation of the resonant peak, which will be discussed separately in section 3.4.6. Specimen 6 
was not used for the estimation of other vibration measurement parameters. All the vibration 
response data from specimens 1-5 are included in graphical form in Appendix B.  The behavior 
75 
 
of specimen 5, which is presented as a representative of specimens 1-5, will be discussed below 
in sections 3.4.3 and 3.4.4.   
3.4.2 Moisture content variation with drying and wetting 
The change in sample moisture content is quantified as the amount of mass difference with 
respect to the saturated surface dry condition. This is based on the assumption that mass loss and 
gained is purely due to moisture movement.  Extreme care was taken in testing to ensure that no 
material was lost due to other accidental reasons, such as chipping. The specimens were moist 
cured for 77 days after casting, at which point the drying process was initiated.  Because these 
samples were very mature, the increase in mass due additional cement hydration was considered 
minimal.  Even though carbonation of the specimen surfaces could also have occurred and added 
mass to the specimens, this effect too is considered negligible. Therefore, all mass gain and loss 
is attributed to moisture movement.   
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(a) 
 
(b) 
Figure 3.19: (a) Loss of mass for six replicate paste samples with duration of drying under 
ambient conditions. (b) Recovery of mass with duration of wetting. 
 
0 5 10 15 20 25
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
Drying time (days)
M
a
s
s
 l
o
s
s
 p
e
rc
e
n
ta
g
e
 (
%
)
 
 
S1
S2
S3
S4
S5
S6
0 10 20 30 40 50
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
Wetting time (days)
M
a
s
s
 l
o
s
s
 p
e
rc
e
n
ta
g
e
 (
%
)
 
 
S1
S2
S3
S4
S5
S6
77 
 
The mass variation with duration of drying and wetting is shown in Figures 3.19 (a) and (b). It 
can be seen that the rate of mass loss in the initial stage of the drying period, and the rate of 
recovery of mass loss in the initial stage of the wetting period, are significantly higher than the 
same rates in the later stages of the drying and wetting processes. This is to be expected because 
in the initial stages the loss and gain of moisture would be occurring in the outer skin region of 
the specimens where the diffusion path of moisture would be shorter. In the later stages of drying 
and wetting diffusion of the moisture has to occur from and to the core region of specimens 
would control the rate of moisture movement.  
3.4.3 Behavior of linear measurement parameters during drying and wetting 
 
                               (a)                                                                     (b) 
Figure 3.20: The variation of (a) transverse and (b) longitudinal linear resonant frequencies of 
specimen 5 during drying and wetting phases of testing, as a function of mass loss percentage. 
Error bars indicate statistical range of one standard deviation of three readings. 
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Figures 3.20 (a) and (b) show the linear resonant frequency variations for the two excitation 
modes for one sample.  The two vibration modes show similar behaviors, and all five samples 
showed this type of behavior. In the drying phase, two types of behaviors are evident. With the 
initial moisture loss, there is sharp drop in linear resonant frequency, which is followed by a 
more gentle reduction in linear resonant frequency. The wetting process was applied 
immediately after the drying process.  Wetting of the specimen leads to a mass gain signifying 
the recovery of lost moisture. Early in the wetting process, in a manner similar but opposite to 
the early behavior during drying, a sharp recovery of linear resonant frequency is seen. With 
further moisture ingress, the resonant frequency tends to its initial value. The resonant frequency 
variation with mass loss percentage arising from moisture movement displays a hysteretic 
behavior irrespective of excitation mode. At the end of the wetting process the resonant 
frequency was slightly higher than its value at the beginning of the drying process. This would 
have been due to the strength gain that would have occurred during the 70 days of the 
drying/wetting process as a result of further hydration of cement.  
The initial sharp drop in linear resonant frequency in the drying phase and the initial sharp 
recovery of linear resonant frequency in the wetting phase results from moisture transport from 
and to the outer skin region of the specimen. The results suggest that the linear resonant 
frequency is more sensitive to the moisture content in the skin region of the specimen than in the 
core, regardless of the vibration mode. This is an interesting observation because the results 
appear to contradict the widely accepted notion that the vibration response globalizes the 
specimen response as a result of the occurrence of many mechanical wave reflections.  
The average mass loss of the specimens that underwent drying over the 24 day period is 3.2%. 
The drop in linear resonant frequency due to moisture loss for these specimens ranged between 
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15-27% for transverse excitations, and 8-13% for longitudinal excitations. The results suggest 
that transverse linear resonant frequency is more sensitive to moisture loss than longitudinal 
resonant frequency. In Figure 3.21, the average drop in transverse and longitudinal resonant 
frequencies at the end of the drying phase are compared with the corresponding drops due to heat 
treatment discussed in section 3.2.2.   
 
Figure 3.21: Percentage change in transverse and longitudinal resonant frequencies resulting 
from drying and oven heating treatments. 
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very interesting to see that these two treatments result in relatively same drops in linear resonant 
frequency even though they are very different to each other. As discusses in section 3.2.2 the 
drop in resonant frequency in heat treated specimens is due to the combined effect of moisture 
loss and effect of microcracking it is not known which process contributes more towards the 
drop in linear resonant frequency. Also for both excitation modes the drop in linear resonant 
0
10
20
30
40
D
ro
p
 i
n
 l
in
e
a
r 
re
s
o
n
a
n
t 
fr
e
q
u
e
n
c
y
 (
%
)
80°C heat
mass loss=5.23%
120°C heat
mass loss=5.21%
Drying
mass loss=3.2%
200°C heat
mass loss=12.8%
Cause of drop in linear resonant frequncy
 
 
Transverse
Longitudinal
80 
 
frequency per unit of mass loss is greatest for the situation where drying was the reason for the 
resonant frequency drop. This is further indication that the moisture movement plays an 
important role in the change of resonant frequency.  
 
                                      (a)                                                              (b) 
Figure 3.22: The variation of (a) transverse and (b) longitudinal bandwidth of specimen 5 during 
drying and wetting phases of testing as a function of mass loss percentage. Error bars indicate 
statistical range of one standard deviation of 3 readings. 
 
Figures 3.22 (a) and (b) present the transverse and longitudinal bandwidths as a function of mass 
change with drying and wetting. It can be seen that the transverse bandwidth does not show 
hysteretic behavior that was shown by the resonant frequency data. Though the transverse 
bandwidth of specimen 4 showed a slight hysteretic tendency (Appendix B). The data in 
Figure 3.22 (b) show that the longitudinal bandwidth shows a slight hysteretic tendency.  
Notwithstanding the noted variability, it is still interesting that all five tested specimens 
(Appendix B) showed slight hysteretic tendencies for longitudinal bandwidth. 
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3.4.4 Behavior of nonlinear measurement parameters during drying and wetting 
 
                                (a)                                                                       (b) 
Figure 3.23: The variation of (a) transverse and (b) longitudinal nonlinear inverse slope 
parameter of specimen 5 during drying and wetting phases of testing against mass loss 
percentage. Error bars indicate statistical range of one standard deviation of 3 readings. 
 
Figure 3.23 shows the variation of the inverse slope parameter during the drying and wetting 
phases for specimen 5. Since there were readings that were scattered limits were applied on the 
inverse slope boundary in both excitation modes on the y-axis so that hysteresis behavior could 
be better seen. Figure 3.34 shows the inverse slope parameters with the y-axis limits applied. 
Therefore owing to these y-axis limits in Figure 3.24, some data points are not presented and 
some error bars extend beyond the y-axis limits. 
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(a) 
 
(b) 
Figure 3.24: The variation of (a) transverse and (b) longitudinal nonlinear inverse slope 
parameter of specimen 5 during the drying and wetting phases after applying inverse slope limits 
to data presented in Figure 28 (a) and (b). Error bars indicate statistical range of one standard 
deviation of 3 readings. 
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Figure 3.24 (a) and (b) show the variation of the transverse and longitudinal fast dynamic 
nonlinear parameter inverse slope following the applied inverse slope boundary limits to the data 
presented in Figures 3.23 (a) and (b). 
The transverse inverse slope parameter shows a slight hysteretic behavior for specimen 5 as seen 
in Figure 3.24 (a). Specimens 1 and 2 also showed similar behavior (data shown in Appendix B).  
However, the inverse slope parameter for longitudinal excitations did not appear to indicate any 
hysteretic behavior.  
 
                                     (a)                                                              (b) 
Figure 3.25: Variation of (a) transverse and (b) longitudinal nonlinear parameter frequency range 
of specimen 5 during drying and wetting phases of testing against mass loss. Error bars indicate 
statistical range of one standard deviation of 3 readings. 
 
Figure 3.25 (a) presents the fast dynamic nonlinear parameter frequency range for transverse 
vibrations of specimen 5 with respect to mass change.  The transverse frequency range parameter 
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specimens. Figure 3.25 (b) shows that the longitudinal range parameter for specimen 5 and it 
exhibits only a slight hysteretic tendency.  However, the other four specimens did not show 
similar behavior (data shown in Appendix B).  
3.4.5 Summary of hysteretic tendencies in drying and wetting testing 
The hysteretic nature of the vibration measurement data for each specimen was assigned a 
‘hysteresis score,’ following to the scoring system given below. This was based on the visual 
judgments of the corresponding vibration data with respect to moisture content. The hysteresis 
scores are assigned as follows: 
Score of 2 – Shows clear hysteretic tendency with little or modest variation 
Score of 1 – Shows some hysteretic tendency with considerable variation 
Score of 0 – Shows no discernible hysteretic tendency 
Table 2 shows the ‘hysteresis score’ results. 
Table 3.1: ‘Hysteresis score’ obtained for five samples tested  
Parameter Sp. 1 Sp. 2 Sp. 3 Sp. 4 Sp. 5 
Parameter 
Average 
Trans. Lin. Res. Freq. 2 2 2 2 2 2.0 
Trans. BW 0 0 0 2 0 0.4 
Trans. 1/slope 2 1 0 0 1 0.8 
Trans. Range 2 2 1 1 2 1.6 
Long. Lin. Res. Freq. 2 2 2 2 2 2.0 
Long. BW 1 1 2 1 1 1.2 
Long. 1/slope 0 0 0 1 0 0.2 
Long. Range 0 0 0 0 1 0.2 
 
Abbreviations: Trans. – Transverse, Long. – Longitudinal, LRF – Linear resonant frequency, 
BW – Bandwidth, Sp. – Specimen 
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Transverse and longitudinal linear resonant frequencies show clear trends of hysteresis with 
respect to mass change during the drying and wetting phases for all samples tested. Transverse 
frequency range and longitudinal bandwidth, having hysteresis scores within the range of 1-2, 
are considered to have displayed some hysteretic tendencies. Frequency range is a nonlinear 
parameter while bandwidth is a linear parameter.  The important finding here is that some 
vibration parameters, nonlinear as well as linear, showed hysteretic tendencies, and thus are 
likely affected by internal material moisture content. The reason why some vibration 
measurement parameters exhibited hysteretic tendencies while the others did not is not yet clear.  
3.4.6 Bifurcation behavior of resonant peak 
All tested specimens, except for specimen 6, showed consistent behavior with respect to the 
shape of the fundament transverse resonant peak. However specimen 6 showed distinct behavior. 
During the drying phase of specimen 6, a single fundamental resonant peak was seen for 
transverse excitation until a mass loss of 0.208% (reading 8). The next reading (reading 9), and 
all subsequent drying readings, showed that the fundamental transverse resonant frequency peak 
had bifurcated. The frequency domain representations of normal and bifurcated resonant peaks 
of specimen 6 are shown in Figure 3.26.  
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                                     (a)                                                                (b) 
Figure 3.26: Resonance peaks for transverse excitations of specimen 6 (a) before and (b) after 
bifurcation.  
 
These bifurcated peaks were present in all the subsequent transverse vibration measurements in 
the drying phase (i.e. mass loss greater than 0.397%) of specimen 6. The frequencies 
corresponding to these dual bifurcated peaks are presented in Figure 3.27, where the peak with 
the lower resonant frequency is identified as ‘Bifurcated peak low’ and the peak with the higher 
resonant frequency is identified as ‘Bifurcated peak high’. During the initial stages of the wetting 
process, the bifurcated behavior of the mode was also evident.  When the mass loss recovered to 
2.34% with wetting, the bifurcation of the peak disappeared and the usually observed single 
fundamental resonant peak reappeared. With further recovery of mass loss, this single 
fundamental resonant peak gradually approached the initial value it had prior to drying, similar 
to observations for the other specimens described in section 3.4.3. 
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Figure 3.27:  Variation of transverse resonant frequency peaks of specimen 6 with drying and 
wetting. 
 
The data in Fig. 3.27 suggest that one of the two bifurcated peaks matches well with the trend of 
the single non-bifurcated peak. In the case of the drying process, the lower of the bifurcated 
frequencies does not follow the trend of the single mode, and seems to represent a separate, 
distinct mode of vibration with “drier” material conditions. In the case of the rewetting process, 
the higher of the bifurcated frequencies does not follow the trend of the single mode, and seems 
to represent a separate, distinct mode of vibration with “wetter” material conditions. More study 
is needed to better understand this interesting behavior, but it is plausible that this particular 
sample exhibits an asymmetric spatial variation of open porosity, thus promoting early and 
unequal drying and wetting within the material cross-section. It must be emphasized that only 
one specimen out of the six tested showed transverse fundamental resonant peak bifurcation. The 
fundamental longitudinal resonant peak of specimen six too showed some signs, though not very 
clear, of bifurcated behavior.   
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Chapter 4: Conclusions 
Based on the experimentation and analysis conducted during this study, the following 
conclusions have been made: 
 The linear resonant frequency and linear half power bandwidth (bandwidth) test methods 
are robust in terms of sensitivity, precision, and accuracy.   The test methods provide 
consistent and reasonable results from PMMA, a well-known viscous, non-porous, 
homogeneous material. 
 For both transverse and longitudinal excitation modes, linear resonant frequency shows a 
significant recoverable hysteretic response with respect to internal material moisture 
content of cement paste, as measured through tests on cement paste samples subjected to 
ambient air drying and gentle wetting conditions. The drop in linear resonance frequency 
owing to gentle drying is comparable to the drop in linear resonance frequency owing to 
the 120°C oven drying treatment conducted in the study. This finding suggests that the 
internal moisture content has a significant influence on the linear resonant frequency, and 
that this response is coupled with other microstructural changes and damage mechanism 
responses.  Furthermore, the hysteretic drying and wetting test response seen in both 
vibration modes suggests that the moisture content of the outer surface region influences 
the global behavior of the linear resonant frequency response more than the moisture 
content of the core of the specimen, and can lead to bifurcated resonant peak responses in 
some cases.  
 Linear resonant frequency, in both transverse and longitudinal modes, is repeatable and 
sensitive to changes in portland cement paste and mortar subjected to oven drying heat 
exposure up to 350°C and simulated alkali silica reaction (ASR), respectively. With 
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respect to heat treatment, the drop in linear resonant frequency is a result of the 
compound effect of moisture loss and likely microstructural changes, including the 
development of distributed microcracks. The degree to which the two mechanisms 
contribute towards the observed drop in linear resonant frequency of the heat treated 
samples cannot be ascertained with the current test results. With regard to ASR sample 
testing, the moisture content of the samples was relatively constant during tests, so the 
influence of microstructural changes on the responses is more clear.  
 The nonlinear fast dynamic parameters frequency range when measured with the 
transverse mode, and the linear parameter bandwidth when measured with the 
longitudinal mode also showed some degree of hysteretic response with respect to 
internal moisture content resulting from the ambient air drying and gentle wetting 
conditions, although the results are disrupted by data variability. The other test 
parameters did not show significant dependence on moisture content. Further 
experimentation is needed to verify these observations and to determine the effect of 
internal moisture content on these parameters.   
 Although bandwidth successfully characterizes viscous damping properties of a material, 
it was not able to clearly characterize microstructural changes in portland cement paste 
specimens owing to oven heat treatment. This result suggests that linear bandwidth is not 
a sensitive measure of non-viscous material energy dissipation mechanisms, such as 
opening/closing of microcracks and internal friction present in porous (due to loss of 
moisture) material such as dehydrated and cracked cement paste.  
 Linear bandwidth measurements were not able characterize microstructural changes in 
the specimens undergoing simulated alkali silica reaction. It was anticipated that the 
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accumulation of ASR gel would trigger a bandwidth increase owing to an increase of 
viscous damping from the gel compound within the mortar specimen. In these tests 
however, it is possible that the specimen exposure conditions were not able to preserve 
the alkali silica reaction gel within the sample, resulting in the ASR gel being leached 
away from the sample microstructure and into solution. Sample mass measurements 
support this contention. Therefore if a considerable portion of simulated alkali silica 
reaction gel leached out of the specimen, the amount of gel remaining in the specimen 
might not be sufficient enough to change the global damping property of the mortar 
sample to such an extent that is detectable by linear bandwidth. Further refined tests are 
needed to ensure that sufficient alkali silica reaction gel is precipitated within the 
specimen so that bandwidth testing can be done with confidence, knowing that alkali 
silica gel is present in the specimen.    
 The fast dynamic measurement parameters developed in this effort were very variable, 
and were not able to detect changes in material properties caused by oven heat exposure 
and simulated alkali silica reaction. It is possible that inaccurate control of the vibration 
excitation input energy disrupts the results and obscures the fast dynamic behavior that 
would reveal the microstructural changes owing to heat treatment and alkali silica 
exposure. Further fast dynamic tests are needed with a controlled input energy sufficient 
to excite nonlinear behavior in the specimens.  
 The nonlinear slow dynamic measurement parameters developed in this effort, showed 
promise to detect changes in material properties owing to oven heat treatment, although 
the slow dynamic measurement data showed much higher variation than linear resonant 
frequency. During the conditioning phase of slow dynamic testing, the transverse linear 
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resonant frequency decreased, and subsequent recovery of it was observed after 
conditioning was removed. Further experimentation is required to determine the effect of 
internal moisture on slow dynamic responses, and to ascertain whether the added 
variation observed in the slow dynamics measurements is due to increased sensitivity of 
the nonlinear slow dynamic method, or poor testing method control. 
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Appendix A: Fast dynamics results from ASR study 
Results from Phase I (1M NaOH at 80°C) testing 
 
Figure A1: Transverse inverse slope variation with exposure duration to phase I conditions. Error 
bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
 
 
Figure A2: Longitudinal inverse slope variation with exposure duration to phase I conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
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Figure A3: Transverse frequency range variation with exposure duration to phase I conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
 
 
Figure A4: Longitudinal frequency range variation with exposure duration to phase I conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
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Results from phase II (5M NaOH at 80°C) testing 
 
Figure A5: Transverse inverse slope variation with exposure duration to phase II conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
 
 
Figure A6: Longitudinal inverse slope variation with exposure duration to phase II conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
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Figure A7: Transverse frequency range variation with exposure duration to phase II conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
 
 
Figure A8: Longitudinal frequency range variation with exposure duration to phase II conditions. 
Error bars indicate statistical range of one standard deviation of the measurement of 3 specimens. 
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Appendix B: Moisture Study Results 
Abbreviations in presented figures in Appendix B. 
Trans. – Transverse 
Long. – Longitudinal  
Lin. – Linear 
Res. – Resonant 
Freq. – Frequency 
BW – Bandwidth 
Please note that applying y-axis limits (as described in section 3.4.4) has been done to the 1/slope 
data in Appendix B.  
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Figure B1: Vibration testing results from moisture study for specimen 1. Drying indicated in 
red, wetting indicated in blue. 
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Figure B2: Vibration testing results from moisture study for specimen 2. Drying indicated in 
red, wetting indicated in blue. 
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Figure B3: Vibration testing results from moisture study for specimen 3. Drying indicated in 
red, wetting indicated in blue. 
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Figure B4: Vibration testing results from moisture study for specimen 4. Drying indicated in 
red, wetting indicated in blue. 
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Figure B5: Vibration testing results from moisture study for specimen 5. Drying indicated in 
red, wetting indicated in blue. 
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Appendix C: Code 
Process_loop.m 
% Jeevaka Somaratna 
% Vibration data processor 
  
clear 
clc 
close all 
  
output_tot=[] 
  
for n=[1:1:3] 
    
% Clearing memory, screen and closing figures 
clc 
close all     
    
%part1='sASPHl16b19t30_transf1r'; 
part1='sASR_M40_1l16b14_fc90d33_lon_'; 
part2=num2str(n); 
part3='.txt'; 
  
% Loading data 
filename=strcat(part1,part2,part3) 
%filename=('l10f10fctrans_8mm_5.txt'); % Insert complete name of filename ex 
- 'test.txt'  
data=load(filename); 
data_time=data(:,1); % Loading time vector 
data_amplitude=data(:,2); % Loading amplitude vector 
  
% Information about signal 
Np=length(data_time); % number of data point recorded. 
tf=data_time(length(data_time))-data_time(1); 
SI=tf./(Np-1); 
delta_f=1./(SI.*Np); 
  
  
%Plotting data in time domain 
  
figure(1) 
plot(data_time,data_amplitude,'-') 
title('Signal variation with time') 
xlabel('time (s)') 
ylabel('signal amplitude') 
grid on 
  
% Putting SI on graph 
str0=num2str(SI); 
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text(data_time(length(data_time))-
0.35*data_time(length(data_time)),max(data_amplitude)-
0.10.*max(data_amplitude),'SI (sec) =','FontSize',12); 
text(data_time(length(data_time))-
0.1*data_time(length(data_time)),max(data_amplitude)-
0.1.*max(data_amplitude),str0,'FontSize',12); 
  
pause(1) 
  
% Converting signal to frequency domain 
  
  
dt=data_time(2)-data_time(1); 
fs = 1/dt; 
fc=fs/2;   
Nfft1 =length(data_time); 
Ncut1 = floor(Nfft1/2); 
df1=fc/Ncut1; 
freq1 = 0 : df1 :(Ncut1-1)*df1; 
freq1=freq1./1000; 
mag1=abs(fft(data_amplitude)); 
mag1=mag1(1:Ncut1); 
  
[pks,locs]=findpeaks(mag1,'minpeakdistance',50,'SORTSTR','descend'); 
  
for n=1:4 
    peak1_freq(n)=freq1(locs(n)); 
    peak1_mag(n)=pks(n); 
end 
  
str1=num2str(peak1_freq(1),4); 
str2=num2str(peak1_freq(2),4); 
str3=num2str(peak1_freq(3),4); 
str4=num2str(peak1_freq(4),4); 
  
figure(3) 
hold on 
%plot(freq1(1:6000),mag1(1:6000,:),'x') 
plot(freq1',mag1','x') 
xlim([0 20]); 
  
% Plotting peaks values 
%h1 = plot(x,y,'-'); 
peaks=plot(peak1_freq,peak1_mag+0.05,'k^','markerfacecolor',[1 0 0]); 
  
% Selecting data for Q 
[pl,xs,ys] = selectdata('sel','r','ignore',peaks); 
  
text(peak1_freq(1)+1,peak1_mag(1)+1,str1,'FontSize',12) 
text(peak1_freq(2)+1,peak1_mag(2)+1,str2,'FontSize',12) 
text(peak1_freq(3)+1,peak1_mag(3)+1,str3,'FontSize',12) 
text(peak1_freq(4)+1,peak1_mag(4)+1,str4,'FontSize',12) 
  
ylabel('magnitude') 
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xlabel('Frequency(kHz)') 
title(filename) 
  
% Putting spectral line spacind on graph 
str5=num2str(delta_f); 
%text(freq1(1200),max(mag1)-0.10.*max(mag1),'Spectral line spacing (Hz) 
=','FontSize',12); 
text(freq1(2500),max(mag1)-0.1.*max(mag1),str5,'FontSize',12); 
hold off 
  
% data processing for Q 
% coef=polyfit(xs,ys,2); 
% xfit=[min(xs):0.001:max(xs)]; 
% yfit=polyval(coef,xfit); 
  
% Calculating intercept 
  
Hy=(1./sqrt(2)).*max(ys); 
Hy_plot=ones(1,length(xs)).*Hy; 
  
  
in_high=find(ys>Hy); 
p2y=ys(in_high(1)); 
p2x=xs(in_high(1)); 
p3y=ys(in_high(length(in_high))); 
p3x=xs(in_high(length(in_high))); 
  
  
in_low=find(ys<Hy); 
% y=0; 
% for n=1:length(in_low) 
%     if in_low(n)==n 
%     else 
%         y=n; 
%         break 
%     end 
% end 
  
p1y=ys(in_low(in_high(1)-1)); 
p1x=xs(in_low(in_high(1)-1)); 
p4y=ys(in_high(length(in_high))+1); 
p4x=xs(in_high(length(in_high))+1); 
  
[bwidth,x_int1,x_int2]=bandwidth(p1x,p1y,p2x,p2y,p3x,p3y,p4x,p4y,Hy) 
[max_ys,maxys_index]=max(ys); 
  
%Calculating Q 
Q=xs(maxys_index)./bwidth 
  
  
figure(4) 
hold on 
plot(xs,ys,'x') 
plot(xs,Hy_plot,'k-') 
108 
 
%plotting vector 
pvector=[x_int1 Hy;x_int2,Hy]; 
plot(pvector(:,1),pvector(:,2),'ro-','markerfacecolor','r') 
title(filename) 
% Putting Q on graph on graph 
% str6=num2str(Q); 
% text(x_int2.*1.01,Hy.*1.01,'Quality (Hz/Hz)=,','FontSize',12); 
% text(x_int2*1.05,Hy.*1.01,str6,'FontSize',12); 
  
pause(1) 
  
  
hold off 
% Outputting selected peak 
  
[s_peak_mag index]=max(ys); 
s_peak_freq=xs(index); 
  
output=[s_peak_freq s_peak_mag bwidth] 
  
output_tot=[output_tot ;output]; 
  
end 
  
 
 
bandwidth.m 
function [bwidth,x_int1,x_int2] = bandwidth(x1,y1,x2,y2,x3,y3,x4,y4,Hy);  
    m1=(y2-y1)./(x2-x1); 
    c1=-m1.*x1+y1; 
     
    m2=(y4-y3)./(x4-x3); 
    c2=-m2.*x4+y4; 
     
    x_int1=(Hy-c1)./m1; 
    x_int2=(Hy-c2)./m2; 
     
    bwidth=x_int2-x_int1; 
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The Matlab program selectdata.m (Covered under a BSD license) was retrieved on July 23
rd
 
2014 from http://www.mathworks.com/matlabcentral/fileexchange/13857-graphical-data-
selection-tool/content/selectdata.m 
 
This is not the author’s  (Jeevaka Somaratna) intellectual property and the copyright information 
is shown below,  
 
%%%%%%%%%%%%%%%%%%%%BEGIN  selectdata.m%%%%%%%%%%%%%%%% 
 
Copyright (c) 2007, John D'Errico 
All rights reserved. 
 
Redistribution and use in source and binary forms, with or without 
modification, are permitted provided that the following conditions are 
met: 
 
    * Redistributions of source code must retain the above copyright 
      notice, this list of conditions and the following disclaimer. 
    * Redistributions in binary form must reproduce the above copyright 
      notice, this list of conditions and the following disclaimer in 
      the documentation and/or other materials provided with the distribution 
 
THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND 
CONTRIBUTORS "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, 
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF 
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE 
DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS 
BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR 
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT 
OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR 
BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF 
LIABILITY, WHETHER INCONTRACT, STRICT LIABILITY, OR TORT (INCLUDING 
NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS 
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. 
 
 
 
function [pointslist,xselect,yselect] = selectdata(varargin) 
% selectdata: graphical selection of data points on a plot using the mouse 
% usage: pointslist = selectdata         % uses all default options 
% usage: pointslist = selectdata(prop1,val1,prop2,val2,...) 
% 
% SELECTDATA allows the user to select data points on a given plot 
% using the mouse, in a variety of modes. 'Lasso' mode allows the 
% selection by a user directed lasso around the points. 'Brush' mode 
% selects points as you brush over them with the mouse. 'Rect' mode 
% draws a rectangle, selecting any points inside the rectangle. 
% 'Closest' mode looks for a aingle mouse click, finding the closest 
% point to the mouse. 
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% 
% Returned is a list of the point indexes selected, additionally you 
% can specify that the points be deleted from the plot. 
% 
% Arguments: (input) 
%  The input arguments to SELECTDATA are all property/value pairs. 
%  (See PARSE_PV_PAIRS for more details.) 
%  
http://www.mathworks.com/matlabcentral/fileexchange/loadFile.do?objectId=9082
&objectType=FILE 
%  
%  Property names and character values can be shortened as long as 
%  the shortening is unambiguous. Capitalization is ignored. 
% 
%  Valid Properties: 'Action', 'Axes', 'BrushSize', 'Identify', 
%           'Ignore' , 'Pointer', 'SelectionMode' 
% 
%  'Action' - {'list', 'delete'} 
%           'delete' causes the selected points to be deleted from 
%           the figure after their selection is final. 
% 
%           DEFAULT VALUE: 'List' 
% 
%  'Axes' - denotes the axes from which to select points 
% 
%           DEFAULT VALUE: gca 
%   
%  'BrushShape' - {'rect', 'circle'} 
% 
%           DEFAULT VALUE: 'circle' 
% 
%           Sets the shape of the brush to be used. Both brush 
%           shapes are relative to the figure axes, so a nominally 
%           "circular" brush is actually elliptical if the axis 
%           units/lengths are unequal. 
% 
%           Only used when SelectionMode is 'brush'. 
% 
%  'BrushSize' - Only used when SelectionMode is 'brush'. 
% 
%           DEFAULT VALUE: 0.05 
% 
%           The default value will specify a rectangular brush 
%           that has dimensions of 5% of the current axes. Note 
%           that on a set of square axes, the brush will always 
%           look square, even if the axes have very different 
%           units. 
% 
%           0 < brushsize <= 0.25 
% 
%  'Identify' - {'on', 'off'} 
%           Causes the selected points to be temporarily over-plotted 
%           with a new filled red marker ('o') as they are selected. 
% 
%           Points selected with a lasso, or rect may be deselected 
%           as the tool is modified. Brush selections are cumulative. 
% 
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%           DEFAULT VALUE: 'on' 
% 
%  'Ignore' - a data handle, or [] 
% 
%           A list of data handles to be ignored. This allows you to 
%           use selectdata on only some sets of points, while others 
%           in the same figure are ignored. This is a useful option 
%           when you may have plotted some data points but also a 
%           curve fit through your data. You can then cause the plotted 
%           curve to be ignored by selectdata. 
% 
%           DEFAULT VALUE: [] 
% 
%  'Label' - {'off', 'on'} 
% 
%           Causes text labels with their (x,y) coordinates to appear 
%           next to each point selected. 
% 
%           Beware that selecting large numbers of points and creating 
%           and displaying the label for them can be time consuming. 
%           This option is a great one for single point selection, 
%           but I have seen system-related problems when rapidly 
%           selecting & deselecting large numbers of points with the 
%           rect tool. 
% 
%           DEFAULT VALUE: 'off' 
% 
%  'Pointer' - {'crosshair' | 'fullcrosshair' | 'arrow' | 'ibeam' | 
%           'watch' | 'topl' | 'topr' | 'botl' | 'botr' | 'left' | 
%           'top' | 'right' | 'bottom' | 'circle' | 'cross' | 'fleur' | 
%           'hand' } 
% 
%           Changes the cursor pointer while selection is active. 
%           After selection terminates, the figure pointer is 
%           restored to its old setting. 
% 
%           DEFAULT VALUE: 'crosshair' 
% 
%  'Return' - {'selected' | 'unselected' } 
% 
%           Selection of data points, perhaps if used to indicate 
%           outliers in data, would normally return that set of  
%           points selected. But some users may prefer to see the 
%           list of points returned to be those points which were 
%           NOT selected. 
% 
%           DEFAULT VALUE: 'selected' 
% 
%  'SelectionMode' - {'Lasso', 'Brush', 'Rect', 'Closest'} 
% 
%           DEFAULT VALUE: 'Lasso' 
% 
%           If 'Brush' is used, then the brush will be a rectangular 
%           brush, with a size as defined by the 'BrushSize' property.  
%           The brush will be centered at the current mouse coordinates. 
%           Brush size will be a fraction of the axis limits for the 
%           current axes. Click inside the axes, then drag the "brush" 
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%           around. Any points the brush crosses over will be selected. 
% 
%           If 'Lasso' is chosen, then click inside the axes to define 
%           one end of the lasso, then drag with the mouse still down, 
%           causing the mouse to define a general curvilinear region. 
%           The polygon will close automatically when the mouse button 
%           is released. A point is "inside" the lasso if inpolygon 
%           identifies it as so. BEWARE of convoluted lassos that 
%           intersect themselves. 
% 
%           If 'Rect' is chosen, then click inside the axes to define 
%           one corner of the rect, dragging to specify the opposite 
%           corner, just as rbbox would do. 
% 
%           If 'Closest' was chosen, then a single mouse click in the 
%           figure window is used, then that point which is closest in 
%           in Euclidean distance (in window units) is chosen. You 
%           can move the cursor around (don't release the mouse until 
%           you are done) and the currently selected point will be 
%           highlighted. 
% 
%  'Verify' - { 'off' | 'on' } 
% 
%           If set to 'on', this causes a dialog box to pop up after 
%           selection. The user can then acccept the selection, redo 
%           it, or cancel out, causing no points to be selected. 
% 
%           Note, if cancel is chosen from the dialog, and 'return' 
%           was specify to return those points 'unselected', then ALL 
%           the points will actually be returned. 
% 
%           DEFAULT VALUE: 'off' 
% 
% 
% Note: other properties are available for use, but I've chosen to 
% leave them semi-hidden because they don't seem terribly useful to 
% most users. These properties allow you to specify the colors of the 
% selection tool itself, the colors of the selected point markers, 
% the transparency of the selection tool, the marker itself, etc. 
% Default values for these parameters are: 
% 
%           FlagMarker    = 'o' 
%           FlagColor     = 'r' 
%           Fill          = 'on' 
%           FillColor     = 'y' 
%           FillEdgeColor = 'b' 
%           FillTrans     = 0.5 
%           MaxBrush      = 0.25 
%           RemoveTool    = 'on' 
%           RemoveFlagged = 'on' 
%           RemoveLabels  = 'on' 
% 
% Further documentation on these parameters can be found by editting 
% selectdata.m itself. 
% 
% 
% Arguments: (output) 
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%  pointslist - list of points that were selected. If only one 
%           dataset was found, then points list is a simple vector. 
%           If multiple sets of points were found in the axes, then 
%           points list will be a cell array. 
% 
%           NOTE: Each set of points is peeled off the stach in the 
%           matlab stores it. 
% 
%  xselect - array (or cell array) containing the x coordinates of 
%           those points identified in the selection 
% 
%  yselect - array (or cell array) containing the y coordinates of 
%           those points identified in the selection 
% 
% 
% Example: 
%  Plot a set of points, then select some with the mouse 
%  using a rectangular brush, return the indices of those 
%  points selected. (Note: user interaction on the plot 
%  will be necessary.) 
% 
%    x = 0:.1:1; 
%    y = x.^2; 
%    plot(x,y,'o') 
%    pl = selectdata('selectionmode','brush'); 
%   
% Example: 
%  Select a single point with the mouse, then delete that 
%  selected point from the plot. 
% 
%    pl = selectdata('selectionmode','closest','action','delete'); 
% 
% Example: 
%  Select some points using a rect(rbbox) tool, also return 
%  the (x,y) coordinates from multiple curves plotted. Use 
%  shortened versions of the properties and values. 
%   
%    plot(rand(5,2),rand(5,2),'o') 
%    [pl,xs,ys] = selectdata('sel','r'); 
%   
% Example: 
%  Plot a curve and some data points on one plot, select 
%  some points from the data plotted, but ignore the 
%  smooth curve, even if the lasso passes over it. 
%    x = 0:.01:1; 
%    y = exp(x); 
%    ynoisy = y + randn(size(y))/2; 
%    h1 = plot(x,y,'-'); 
%    hold on 
%    h2 = plot(x,ynoisy,'o'); 
%    [pl,xs,ys] = selectdata('sel','lasso','ignore',h1); 
% 
% See also: 
% 
% 
% Author: John D'Errico 
% E-mail: woodchips@rochester.rr.com 
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% Release: 3.0 
% Release date: 2/19/07 
  
% defaults for the parameters 
params.Axes = gca; 
params.SelectionMode = 'lasso'; 
params.Action = 'list'; 
params.BrushShape = 'circle'; 
params.BrushSize = .05; 
params.Identify = 'on'; 
params.Ignore = []; 
params.Pointer = 'cross'; 
params.Return = 'selected'; 
params.Verify = 'off'; 
params.Label = 'off'; 
  
% Undocumented options, also unchecked for validity. 
% These parameters control the marker used to identify 
% those points which are currently selected. 
% FlagMarker must be a valid plot marker, FlagColor 
% must be a valid color spec. The default values are... 
params.FlagMarker = 'o'; 
params.FlagColor = 'r'; 
  
% More (unchecked) options that are yours to fiddle with 
% (or not.) These control the fill color to be applied 
% to the interior of the lasso, rect, and brush. Also 
% controlled are the degree of transparency to be applied. 
params.Fill = 'on'; 
params.FillColor = 'y'; 
params.FillEdgeColor = 'b'; 
params.FillTrans = 0.5; % must be in the interval [0,1] 
  
% The maximum relative brushsize allowed is also 
% controlled here, just in case I ever wanted to allow 
% the brush to be a bit larger. 
params.MaxBrush = 0.25; 
  
% After selection has been accomplished, the flagged points 
% and the selection tool itself are normally deleted. But 
% in some circumstances it may be useful to not delete 
% those objects. 'off' will cause these objects to remain. 
params.RemoveTool = 'on'; 
params.RemoveFlagged = 'on'; 
params.RemoveLabels = 'on'; 
  
% save this to restore later 
axissize = axis; 
  
% process any Property/value pairs. 
if nargin>0 
  params = parse_pv_pairs(params,varargin); 
end 
  
% check the supplied parameters for validity 
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params = check_params(params); 
  
% bring the focus to the figure containing the 
% designated axes 
fighandle = get(params.Axes,'parent'); 
figure(fighandle) 
  
% get the current figure pointer, so we can 
% restore it later on 
oldpointer = get(fighandle,'Pointer'); 
  
% extract xdata and ydata from the specified axes 
% get the children of the axes 
hc = get(params.Axes,'children'); 
  
% are any of the data handles to be ignored? 
if ~isempty(params.Ignore) 
  hc = setdiff(hc,params.Ignore); 
end 
  
% strip out xdata and ydata 
xdata = get(hc,'xdata'); 
ydata = get(hc,'ydata'); 
  
% if we must highlight the points as they are 
% selected, then for efficiency we need to know 
% how many we may expect. 
flaghandle = []; 
if ~iscell(xdata) 
  xdata = xdata(:); 
  ydata = ydata(:); 
  % total number of data points 
  npoints = length(xdata); 
else 
  for i = 1:length(xdata) 
    xdata{i} = xdata{i}(:); 
    ydata{i} = ydata{i}(:); 
  end 
  % total number of data points 
  npoints = cellfun('length',xdata); 
end 
  
% for textlabels if desired 
texthandles = []; 
  
% set up a while loop in case we need to verify 
% satisfaction 
selectionflag = true; 
  
while selectionflag 
  % and the total number currently selected 
  nsel = 0; 
   
  % what SelectionMode was specified 
  switch params.SelectionMode 
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    case 'closest' 
      % Find the single closest point (in Euclidean distance) 
      % to the mouse click 
       
      % set the figure pointer 
      if ~isempty(params.Pointer) 
        set(fighandle,'Pointer',params.Pointer) 
      end 
       
      % mouse click? 
      waitforbuttonpress; 
       
      % Button Motion and Button Up 
      set(fighandle,'WindowButtonMotionFcn',@CPmotion); 
      set(fighandle,'WindowButtonUpFcn',@selectdone); 
       
      % dx, dy to scale the distance 
      dx = (axissize(2) - axissize(1)); 
      dy = (axissize(4) - axissize(3)); 
       
      % current closest point is 
      cc = get(gca,'CurrentPoint'); 
      xy = cc(1,1:2); 
       
      % what point was closest? 
      [pointslist,xselect,yselect] = closestpoint(xy,xdata,ydata,dx,dy); 
      nsel = 1; 
       
      % identify any points? 
      if strcmp(params.Identify,'on') 
        flagpoints 
      end 
       
      % label them? 
      if strcmp(params.Label,'on') 
        maketextlabels 
      end 
       
      % selecthandle is not needed for this mode op operation 
      selecthandle = []; 
       
      % wait until the mouse button was released 
      uiwait 
       
      % .... 
       
      % resume. 
       
      % all we need to do here is restore the figure pointer 
      % if we changed it before 
      if ~isempty(params.Pointer) 
        set(fighandle,'Pointer',oldpointer) 
      end 
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    case 'rect' 
      % Selection rect as a polygon 
  
      % mouse click? 
      waitforbuttonpress; 
  
      % set the figure pointer 
      if ~isempty(params.Pointer) 
        set(fighandle,'Pointer',params.Pointer) 
      end 
  
      % button down detected 
      cc = get(gca,'CurrentPoint'); 
      rectxy1 = cc(1,1:2); 
      rectxy2 = rectxy1 + eps(rectxy1); 
  
      % make a polygon of the box, initially of nil area 
      xv = [rectxy1(1), rectxy2(1), rectxy2(1), rectxy1(1), rectxy1(1)]; 
      yv = [rectxy1(2), rectxy1(2), rectxy2(2), rectxy2(2), rectxy1(2)]; 
  
      % no points should been selected 
      [pointslist,xselect,yselect,nsel] = testpoly(xv,yv,xdata,ydata); 
  
      % and plot it, filled or not 
      hold on 
      if strcmp(params.Fill,'on') 
        % filled 
        selecthandle = fill(xv,yv,params.FillColor); 
        set(selecthandle,'facealpha',params.FillTrans, ... 
          'linestyle','--','edgecolor',params.FillEdgeColor) 
      else 
        % unfilled 
        selecthandle = plot(xv,yv,'r:'); 
      end 
  
      % we can undo the hold now 
      hold off 
  
      % Button Motion and Button Up 
      set(fighandle,'WindowButtonMotionFcn',@rectmotion); 
      set(fighandle,'WindowButtonUpFcn',@selectdone); 
  
      % wait until the selection is done 
      uiwait 
  
      % .... 
  
      % resume. 
  
      % The rect already is a polygon, stored in (xv,yv) 
  
    case 'lasso' 
      % Selection lasso as a polygon 
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      % mouse click? 
      waitforbuttonpress; 
  
      % set the figure pointer 
      if ~isempty(params.Pointer) 
        set(fighandle,'Pointer',params.Pointer) 
      end 
  
      % button down detected 
      cc = get(gca,'CurrentPoint'); 
      xlasso = cc(1,1); 
      ylasso = cc(1,2); 
  
      % form the polygon 
      xv = xlasso; 
      yv = ylasso; 
  
      % and plot it, filled or not 
      hold on 
      if strcmp(params.Fill,'on') 
        % filled 
        selecthandle = fill(xv,yv,params.FillColor); 
        set(selecthandle,'facealpha',params.FillTrans, ... 
          'linestyle','--','edgecolor',params.FillEdgeColor) 
      else 
        % unfilled 
        selecthandle = plot(xv,yv,'r:'); 
      end 
  
      % we can undo the hold now 
      hold off 
  
      % Button Motion and Button Up 
      set(fighandle,'WindowButtonMotionFcn',@lassomotion); 
      set(fighandle,'WindowButtonUpFcn',@selectdone); 
  
      % wait until the selection is done 
      uiwait 
  
      % .... 
  
      % resume. 
  
      % The lasso already is a polygon, stored in (xv,yv) 
  
    case 'brush' 
      % paint over the data, with a rectangular brush 
  
      % mouse click? 
      waitforbuttonpress; 
  
      % set the figure pointer 
      if ~isempty(params.Pointer) 
        set(fighandle,'Pointer',params.Pointer) 
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      end 
  
      % button down detected 
      bc = get(gca,'CurrentPoint'); 
      brushcenter = bc(1,1:2); 
  
      % dx, dy for the brush 
      bdx = params.BrushSize*(axissize(2) - axissize(1)); 
      bdy = params.BrushSize*(axissize(4) - axissize(3)); 
  
      if strcmpi(params.BrushShape,'rect') 
        % make the brush polygon as a fixed size rectangle 
        % that we can slide around 
        xv = brushcenter(1) + [-1, 1, 1, -1, -1]*bdx/2; 
        yv = brushcenter(2) + [-1, -1, 1, 1, -1]*bdy/2; 
      else 
        % a circle was specified 
        theta = linspace(0,2*pi,100); 
        xv = cos(theta)*bdx/2 + brushcenter(1); 
        yv = sin(theta)*bdy/2 + brushcenter(2); 
      end 
  
      % draw the initial brush polygon, filled or not 
      hold on 
      if strcmp(params.Fill,'on') 
        % filled 
        selecthandle = fill(xv,yv,params.FillColor); 
        set(selecthandle,'facealpha',params.FillTrans, ... 
          'linestyle','-','edgecolor',params.FillEdgeColor) 
      else 
        % unfilled 
        selecthandle = plot(xv,yv,'r:'); 
      end 
      hold off 
  
      % have any points been selected? 
      [pointslist,xselect,yselect,nsel] = testpoly(xv,yv,xdata,ydata); 
  
      % identify any points? 
      if strcmp(params.Identify,'on') && (nsel>0) 
        flagpoints 
      end 
       
      % label them? 
      if strcmp(params.Label,'on') && (nsel>0) 
        maketextlabels 
      end 
       
      % Button Motion and Button Up 
      set(fighandle,'WindowButtonMotionFcn',@brushmotion); 
      set(fighandle,'WindowButtonUpFcn',@selectdone); 
  
      % wait until the selection is done 
      uiwait 
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      % .... 
  
      % resume. 
  
  end 
   
  % verify? 
  if strcmpi(params.Verify,'on') 
    % pop up a dialog 
    ButtonName = questdlg( ... 
      'Are you satisfied with the points selected?','???', ... 
      'Yes','Redo Selection','Cancel Selection','Yes'); 
     
    switch ButtonName 
      case 'Yes' 
        % we can drop through 
        selectionflag = false; 
         
      case 'Cancel Selection' 
        % drop out, with nothing selected 
        if ~iscell(xdata) 
          pointslist = []; 
          xselect = []; 
          yselect = []; 
        else 
          for i = 1:numel(xdata); 
            pointslist{i} = []; 
            xselect{i} = []; 
            yselect{i} = []; 
          end 
        end 
         
        % we can drop through 
        selectionflag = false; 
         
      case 'Redo Selection' 
        % or try again. The while loop will cycle 
        % until happy or canceled 
         
    end 
   
  else 
    % no verification was requested, so we want to 
    % terminate the while loop after only one pass through. 
    selectionflag = false; 
  end 
   
end 
  
% pointslist and xselect, yselect are already complete. 
% Do we delete the selected points? 
if strcmpi(params.Action,'delete') 
  if ~iscell(xdata) 
    % only one set, so xdata and ydata are not cell arrays 
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    % Which points from the data fall in the selection polygon? 
    xdata(pointslist) = []; 
    ydata(pointslist) = []; 
     
    % drop those points from the plot 
    set(hc,'xdata',xdata,'ydata',ydata) 
  else 
    % it was a cell array, so there were multiple sets. 
    for i = 1:numel(xdata); 
       
      xdata{i}(pointslist{i}) = []; 
      ydata{i}(pointslist{i}) = []; 
       
      % drop those points from the plot 
      set(hc(i),'xdata',xdata{i},'ydata',ydata{i}) 
    end 
  end 
end 
  
% was 'return' set to be the selected list or the unselected one? 
% Do nothing if 'selected', we are already done. 
if strcmpi(params.Return,'unselected') 
  if ~iscell(xdata) 
    % only one set, so xdata and ydata are not cell arrays 
    pointslist = setdiff((1:npoints)',pointslist); 
    xselect = xdata(pointslist); 
    yselect = ydata(pointslist); 
  else 
    % it was a cell array, so there were multiple sets. 
    for i = 1:numel(xdata); 
      pointslist{i} = setdiff((1:npoints(i))',pointslist{i}); 
       
      xselect{i} = xdata{i}(pointslist{i}); 
      yselect{i} = ydata{i}(pointslist{i}); 
    end 
  end 
end 
  
  
  
% ===================================================== 
%     begin nested functions 
% ===================================================== 
function brushmotion(src,evnt) %#ok 
  % nested function for motion of the brush 
   
  % get the new mouse position 
  mousenew = get(params.Axes,'CurrentPoint'); 
  mousenew = mousenew(1,1:2); 
   
  % make sure the axes are fixed 
  axis(axissize) 
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  % how far did it move 
  brushoffset = mousenew - brushcenter; 
  brushcenter = mousenew; 
   
  xv = xv + brushoffset(1); 
  yv = yv + brushoffset(2); 
   
  % did we brush over any new points 
  [pl,xselect,yselect,nsel] = testpoly(xv,yv,xdata,ydata); 
   
  % for a brush, we need to append any selected points to 
  % the already selected list 
  if ~iscell(xdata) 
    % only one set, so xdata and ydata are not cell arrays 
    pointslist = union(pointslist,pl); 
    xselect = xdata(pointslist); 
    yselect = ydata(pointslist); 
    nsel = length(pointslist); 
  else 
    % it was a cell array, so there were multiple sets. 
    for j = 1:numel(pointslist); 
      pointslist{j} = union(pointslist{j},pl{j});  %#ok 
      pointslist{j} = pointslist{j}(:); %#ok 
       
      if ~isempty(pointslist{j}) 
        xselect{j} = xdata{j}(pointslist{j}); 
        yselect{j} = ydata{j}(pointslist{j}); 
      end 
    end 
     
    % total of points selected 
    nsel = sum(cellfun('length',pointslist)); 
  end 
   
  % identify any points? 
  if strcmp(params.Identify,'on') 
    flagpoints 
  end 
   
  % label them? 
  if strcmp(params.Label,'on') 
    maketextlabels 
  end 
   
  % replot the brush in its new position 
  set(selecthandle,'xdata',xv,'ydata',yv) 
   
end 
% ===================================================== 
  
% ===================================================== 
function CPmotion(src,evnt) %#ok 
  % nested function to select the closest point 
   
  % get the new mouse position 
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  mousenew = get(params.Axes,'CurrentPoint'); 
  xy = mousenew(1,1:2); 
   
  % make sure the axes stay fixed 
  axis(axissize) 
   
  % what point was closest? 
  [pointslist,xselect,yselect] = closestpoint(xy,xdata,ydata,dx,dy); 
  nsel = 1; 
     
  % identify any points? 
  if strcmp(params.Identify,'on') 
    flagpoints 
  end 
   
  % label them? 
  if strcmp(params.Label,'on') 
    maketextlabels 
  end 
   
end 
% ===================================================== 
  
% ===================================================== 
function rectmotion(src,evnt) %#ok 
  % nested function for expansion or contraction of the rect 
   
  % get the new mouse position 
  mousenew = get(params.Axes,'CurrentPoint'); 
  rectxy2 = mousenew(1,1:2); 
   
  % make sure the axes are fixed 
  axis(axissize) 
   
  % update the rect polygon of the box, changing the second corner 
  xv = [rectxy1(1), rectxy2(1), rectxy2(1), rectxy1(1), rectxy1(1)]; 
  yv = [rectxy1(2), rectxy1(2), rectxy2(2), rectxy2(2), rectxy1(2)]; 
     
  % did we brush over any new points 
  [pointslist,xselect,yselect,nsel] = testpoly(xv,yv,xdata,ydata); 
   
  % identify any points? 
  if strcmp(params.Identify,'on') 
    flagpoints 
  end 
  
  % label them? 
  if strcmp(params.Label,'on') 
    maketextlabels 
  end 
     
  % replot the rect in its new position 
  set(selecthandle,'xdata',xv,'ydata',yv) 
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end 
% ===================================================== 
  
% ===================================================== 
function lassomotion(src,evnt) %#ok 
  % nested function for expansion of the lasso 
   
  % get the new mouse position 
  mousenew = get(params.Axes,'CurrentPoint'); 
  mousenew = mousenew(1,1:2); 
  
  % append the new point on the end of the last lasso 
  xlasso = [xlasso,mousenew(1,1)]; 
  ylasso = [ylasso,mousenew(1,2)]; 
   
  % and close it to form the polygon 
  xv = [xlasso,xlasso(1)]; 
  yv = [ylasso,ylasso(1)]; 
  
  % replot the newly extended lasso 
  set(selecthandle,'xdata',xv,'ydata',yv) 
   
  % did we enclose any new points? 
  [pointslist,xselect,yselect,nsel] = testpoly(xv,yv,xdata,ydata); 
   
  % identify any points? 
  if strcmp(params.Identify,'on') 
    flagpoints 
  end 
  
  % label them? 
  if strcmp(params.Label,'on') 
    maketextlabels 
  end 
     
  % make sure the axes are maintained in size 
  axis(axissize) 
   
end 
% ===================================================== 
  
% ===================================================== 
function selectdone(src,evnt) %#ok 
  % nested function for mouse up 
   
  % do we remove the selection tool? 
  if strcmpi(params.RemoveTool,'on') 
    % delete the selection object from the plot 
    delete(selecthandle) 
    selecthandle = []; 
  end 
   
  % do we remove the flagged points? 
  if strcmpi(params.RemoveFlagged,'on') 
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    % also remove the flagged/plotted points 
    if ~isempty(flaghandle) 
      delete(flaghandle) 
      flaghandle = []; 
    end 
  end 
   
  % do we remove the flagged points? 
  if strcmpi(params.RemoveLabels,'on') 
    % also remove the labels 
    delete(texthandles) 
    texthandles = []; 
  end 
   
  % cancel the WindowButtonFcn's that we had set 
  set(fighandle,'WindowButtonMotionFcn',[]); 
  set(fighandle,'WindowButtonUpFcn',[]); 
   
  % restore the figure pointer to its original setting 
  if ~isempty(params.Pointer) 
    set(fighandle,'Pointer',oldpointer) 
  end 
   
  % and resume execution, back in the mainline 
  uiresume 
end 
% ===================================================== 
  
% ===================================================== 
function flagpoints 
  % nested function for flagging the selected points 
   
  % Are these the first points flagged? If so, 
  % we need to plot them and set the marker, etc. 
  if isempty(flaghandle) && (nsel > 0) 
    % hold the figure, so we can add the flagged points 
    hold on 
     
    if ~iscell(xselect) 
      flaghandle = plot(xselect,yselect,params.FlagMarker); 
      
set(flaghandle,'Color',params.FlagColor,'MarkerFaceColor',params.FlagColor) 
    else 
      flaghandle = 
plot(vertcat(xselect{:}),vertcat(yselect{:}),params.FlagMarker); 
      
set(flaghandle,'Color',params.FlagColor,'MarkerFaceColor',params.FlagColor) 
    end 
     
    % now release the hold 
    hold off 
  elseif ~isempty(flaghandle) 
    % otherwise, we just need to update xdata and ydata 
     
    if nsel == 0 
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      set(flaghandle,'xdata',[],'ydata',[]); 
       
    elseif ~iscell(xselect) 
      set(flaghandle,'xdata',xselect,'ydata',yselect); 
    else 
      
set(flaghandle,'xdata',vertcat(xselect{:}),'ydata',vertcat(yselect{:})); 
    end 
  end 
end 
% ===================================================== 
  
% ===================================================== 
function maketextlabels 
  % nested function for generation of text labels 
  % over each point selected 
   
  % We need to remove the last set of text labels 
  delete(texthandles) 
   
  % creat a new set of handles  
  if ~iscell(xselect) 
    xtext = xselect; 
    ytext = yselect; 
  else 
    xtext = vertcat(xselect{:}); 
    ytext = vertcat(yselect{:}); 
  end 
   
  % anything selected? 
  if ~isempty(xtext) 
    textlabels = cell(1,nsel); 
    for L = 1:nsel 
      textlabels{L} = ['(',num2str(xtext(L)),',',num2str(ytext(L)),')']; 
    end 
    texthandles = text(xtext,ytext,textlabels); 
  end 
end 
% ===================================================== 
  
end % mainline end 
  
% ================================================ 
%               end main function 
% ================================================ 
  
% ================================================ 
%                  subfunctions 
% ================================================ 
function [pl,xsel,ysel,nsel] = testpoly(xv,yv,xdata,ydata) 
% checks which points are inside the given polygon 
  
% was there more than one set of points found in the plot? 
if ~iscell(xdata) 
  % only one set, so xdata and ydata are not cell arrays 
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  % Which points from the data fall in the selection polygon? 
  pl = find(inpolygon(xdata,ydata,xv,yv)); 
  nsel = length(pl); 
   
  xsel = xdata(pl); 
  ysel = ydata(pl); 
else 
  % it was a cell array, so there were multiple sets. 
  pl = cell(size(xdata)); 
  xsel = pl; 
  ysel = pl; 
  nsel = 0; 
  for i = 1:numel(xdata); 
    pl{i} = find(inpolygon(xdata{i},ydata{i},xv,yv)); 
    nsel = nsel + length(pl{i}); 
     
    if ~isempty(pl{i}) 
      xsel{i} = xdata{i}(pl{i}); 
      ysel{i} = ydata{i}(pl{i}); 
    end 
     
  end 
end 
  
end % subfunction end 
  
% ================================================ 
%                  subfunction 
% ================================================ 
function [pointslist,xselect,yselect] = closestpoint(xy,xdata,ydata,dx,dy) 
% find the single closest point to xy, in scaled units 
if ~iscell(xdata) 
  % just one set of points to consider 
  D = sqrt(((xdata - xy(1))/dx).^2 + ((ydata - xy(2))/dy).^2); 
  [junk,pointslist] = min(D(:)); %#ok 
  xselect = xdata(pointslist); 
  yselect = ydata(pointslist); 
else 
  % there is more than one set of points 
  Dmin = inf; 
  pointslist = cell(size(xdata)); 
  for i = 1:numel(xdata); 
    D = sqrt(((xdata{i} - xy(1))/dx).^2 + ((ydata{i} - xy(2))/dy).^2); 
    [mind,ind] = min(D(:)); %#ok 
     
    if mind < Dmin 
      % searching for the closest point 
      Dmin = mind; 
       
      pointslist = cell(size(xdata)); 
      xselect = cell(size(xdata)); 
      yselect = cell(size(xdata)); 
       
      pointslist{i} = ind; 
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      xselect{i} = xdata{i}(ind); 
      yselect{i} = ydata{i}(ind); 
    end 
  end 
end 
  
end % subfunction end 
  
% ================================================ 
%                  subfunction 
% ================================================ 
  
% ============================================ 
% subfunction - check_params 
% ============================================ 
function par = check_params(par) 
% check the parameters for acceptability 
% 
% Defaults 
%  Axes = gca; 
%  SelectionMode = 'lasso'; 
%  Action = 'list'; 
%  BrushSize = .05; 
  
% Axes == gca by default 
if isempty(par.Axes) 
  par.Axes = gca; 
else 
  if ~ishandle(par.Axes) 
    error 'Axes must be the handle to a valid set of axes.' 
  end 
end 
  
% SelectionMode == 'brush' by default 
if isempty(par.SelectionMode) 
  par.SelectionMode = 'brush'; 
else 
  valid = {'rect', 'brush', 'lasso', 'closest'}; 
  if ~ischar(par.SelectionMode) 
    error 'Invalid Style: Must be character' 
  end 
   
  ind = strmatch(lower(par.SelectionMode),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid SelectionMode: ',par.SelectionMode]) 
  end 
  par.SelectionMode = valid{ind}; 
end 
  
% BrushShape == 'circle' by default 
if isempty(par.BrushShape) 
  par.BrushShape = 'circle'; 
else 
  valid = {'rect', 'circle'}; 
  if ~ischar(par.BrushShape) 
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    error 'Invalid Style: Must be character' 
  end 
   
  ind = strmatch(lower(par.BrushShape),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid SelectionMode: ',par.BrushShape]) 
  end 
  par.BrushShape = valid{ind}; 
end 
  
% Action == 'list' by default 
if isempty(par.Action) 
  par.Action = 'list'; 
else 
  valid = {'list', 'delete'}; 
  if ~ischar(par.Action) 
    error 'Invalid Action: Must be character' 
  end 
   
  ind = strmatch(lower(par.Action),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid Action: ',par.Action]) 
  end 
  par.Action = valid{ind}; 
end 
  
% Pointer == 'crosshair' by default, but 
% if empty, will not change the pointer. 
if ~isempty(par.Pointer) 
  valid = {'crosshair', 'fullcrosshair', 'arrow', 'ibeam', ... 
    'watch', 'topl', 'topr', 'botl', 'botr', 'left', 'top', ... 
    'right', 'bottom', 'circle', 'cross', 'fleur', ... 
    'custom', 'hand'}; 
   
  if ~ischar(par.Pointer) 
    error 'Invalid Pointer: Must be character' 
  end 
   
  ind = strmatch(lower(par.Pointer),valid,'exact'); 
  if isempty(ind) 
    ind = strmatch(lower(par.Pointer),valid); %#ok 
    if isempty(ind) || (length(ind)>1) 
      error(['Invalid Pointer: ',par.Pointer]) 
    end 
  end 
  par.Pointer = valid{ind}; 
end 
  
% Identify == 'on' by default 
if isempty(par.Identify) 
  par.Identify = 'on'; 
else 
  valid = {'on', 'off'}; 
  if ~ischar(par.Identify) 
    error 'Value for Identify is invalid: Must be character' 
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  end 
   
  ind = strmatch(lower(par.Identify),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid Action: ',par.Identify]) 
  end 
  par.Identify = valid{ind}; 
end 
  
% Label == 'off' by default 
if isempty(par.Label) 
  par.Label = 'off'; 
else 
  valid = {'on', 'off'}; 
  if ~ischar(par.Label) 
    error 'Value for Label is invalid: Must be character' 
  end 
   
  ind = strmatch(lower(par.Label),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid Action: ',par.Label]) 
  end 
  par.Label = valid{ind}; 
end 
  
% Return == 'selected' by default 
if isempty(par.Return) 
  par.Return = 'selected'; 
else 
  valid = {'selected', 'unselected'}; 
  if ~ischar(par.Return) 
    error 'Value for Return is invalid: Must be character' 
  end 
   
  ind = strmatch(lower(par.Return),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid Action: ',par.Return]) 
  end 
  par.Return = valid{ind}; 
end 
  
% Verify == 'off' by default 
if isempty(par.Verify) 
  par.Verify = 'off'; 
else 
  valid = {'on', 'off'}; 
  if ~ischar(par.Verify) 
    error 'Value for Verify is invalid: Must be character' 
  end 
   
  ind = strmatch(lower(par.Verify),valid); %#ok 
  if isempty(ind) || (length(ind)>1) 
    error(['Invalid Action: ',par.Verify]) 
  end 
  par.Verify = valid{ind}; 
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end 
  
% BrushSize == 0.05 by default 
if isempty(par.BrushSize) 
  par.BrushSize = 0.05; 
else 
  if (length(par.BrushSize)>1) || (par.BrushSize<=0) || 
(par.BrushSize>par.MaxBrush)  
    error 'Brushsize must be scalar, and 0 < BrushSize <= 0.25' 
  end 
end 
  
% Ignore == [] by default 
if ~isempty(par.Ignore) && any(~ishandle(par.Ignore)) 
  error 'Ignore must be empty, or a data handle' 
end 
  
end % check_params 
  
  
% ============================================ 
% Included subfunction - parse_pv_pairs 
% ============================================ 
function params=parse_pv_pairs(params,pv_pairs) 
% parse_pv_pairs: parses sets of property value pairs, allows defaults 
% usage: params=parse_pv_pairs(default_params,pv_pairs) 
% 
% arguments: (input) 
%  default_params - structure, with one field for every potential 
%             property/value pair. Each field will contain the default 
%             value for that property. If no default is supplied for a 
%             given property, then that field must be empty. 
% 
%  pv_array - cell array of property/value pairs. 
%             Case is ignored when comparing properties to the list 
%             of field names. Also, any unambiguous shortening of a 
%             field/property name is allowed. 
% 
% arguments: (output) 
%  params   - parameter struct that reflects any updated property/value 
%             pairs in the pv_array. 
% 
% Example usage: 
% First, set default values for the parameters. Assume we 
% have four parameters that we wish to use optionally in 
% the function examplefun. 
% 
%  - 'viscosity', which will have a default value of 1 
%  - 'volume', which will default to 1 
%  - 'pie' - which will have default value 3.141592653589793 
%  - 'description' - a text field, left empty by default 
% 
% The first argument to examplefun is one which will always be 
% supplied. 
% 
%   function examplefun(dummyarg1,varargin) 
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%   params.Viscosity = 1; 
%   params.Volume = 1; 
%   params.Pie = 3.141592653589793 
% 
%   params.Description = ''; 
%   params=parse_pv_pairs(params,varargin); 
%   params 
% 
% Use examplefun, overriding the defaults for 'pie', 'viscosity' 
% and 'description'. The 'volume' parameter is left at its default. 
% 
%   examplefun(rand(10),'vis',10,'pie',3,'Description','Hello world') 
% 
% params =  
%     Viscosity: 10 
%        Volume: 1 
%           Pie: 3 
%   Description: 'Hello world' 
% 
% Note that capitalization was ignored, and the property 'viscosity' 
% was truncated as supplied. Also note that the order the pairs were 
% supplied was arbitrary. 
  
npv = length(pv_pairs); 
n = npv/2; 
  
if n~=floor(n) 
  error 'Property/value pairs must come in PAIRS.' 
end 
if n<=0 
  % just return the defaults 
  return 
end 
  
if ~isstruct(params) 
  error 'No structure for defaults was supplied' 
end 
  
% there was at least one pv pair. process any supplied 
propnames = fieldnames(params); 
lpropnames = lower(propnames); 
for i=1:n 
  p_i = lower(pv_pairs{2*i-1}); 
  v_i = pv_pairs{2*i}; 
   
  ind = strmatch(p_i,lpropnames,'exact'); 
  if isempty(ind) 
    ind = find(strncmp(p_i,lpropnames,length(p_i))); 
    if isempty(ind) 
      error(['No matching property found for: ',pv_pairs{2*i-1}]) 
    elseif length(ind)>1 
      error(['Ambiguous property name: ',pv_pairs{2*i-1}]) 
    end 
  end 
  p_i = propnames{ind}; 
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  % override the corresponding default in params 
  params = setfield(params,p_i,v_i); %#ok 
   
end 
  
end % parse_pv_pairs 
  
%%%%%%%%%%%%%%%%%%%%END  selectdata.m%%%%%%%%%%%%%%%% 
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% Hajin Choi and Jeevaka Somaratna 
% Fast dynamics processor 
  
clear all 
close all 
clc 
  
tic 
output_tot=[]; 
  
[ndata text alldata]=xlsread('Input_Moisture_ML5.xlsx','Input','A1:A277'); 
filenames=alldata(:,1); 
  
for n=[1:1:277] 
    
% Clearing memory, screen and closing figures 
clc 
close all 
clearvars -except n output_tot filenames  
    
  
part1=filenames(n); 
part2='.txt'; 
compress=strcat(part1,part2); 
filename=compress{1} 
  
% Loading data 
data=load(filename); 
n 
%% 
sig = data(:,2); 
t = data(:,1); 
%sig1 = data1(:,2); 
%t1 = data1(:,1); 
  
[func_res func_amp]=RFreq(t,sig); 
  
  
%% 
% check signal data on time domain 
% figure(1) 
% plot(t,sig,'r') 
% hold on 
% %plot(t1,sig1,'b') 
% xlabel('Time(sec)') 
% ylabel('Amplitude(V)') 
% title('signal data on time domain') 
  
% check signal data on frequency domain 
SI=t(2)-t(1); % 20 micro sec 
  
  
%% 
%% 
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newt = t(1):SI:1; 
newsig = zeros(1,length(newt)); 
newsig(1:length(sig)) = sig; 
  
% figure 
% plot(t,sig) 
% hold on  
% plot(newt,newsig,'r') 
t = newt; 
sig = newsig; 
%% 
  
tf=t(end);    % 100 ms 
df=1/tf;      % 10 Hz 
fny=1/(2*SI); 
Np=length(t); 
freq=0:df:df*(Np-1); 
% freq=freq./1000; 
amp_original=abs(fft(sig)); 
%amp_original1=abs(fft(sig1)); 
  
  
  
  
% figure(2) 
% plot(freq,amp_original,'r') 
% hold on 
% %plot(freq,amp_original1,'b') 
% xlabel('Frequency(Hz)') 
% ylabel('Amplitude') 
% title('signal data on frequency domain') 
  
%% Akaike Information Criteria (AIC) 
signal = sig(1:2000); 
%signal1 = sig1(1:2000); 
  
win = length(signal); 
AIC = zeros(1,length(win)); 
for i = 1:win                                                                    
    AIC(i) = i*log(var(signal(1:i)))+(win-i-1)*log(var(signal(1+i:win)));       
    if (AIC(i)==-Inf)                                                            
        AIC(i)=0; 
     else  
        AIC(i)=AIC(i); 
     end 
end 
[min_AIC ind] = min(AIC);                                           
onset = ind;  
  
% %win = length(signal1); 
% AIC = zeros(1,length(win)); 
% for i = 1:win                                                                    
%     AIC(i) = i*log(var(signal1(1:i)))+(win-i-1)*log(var(signal1(1+i:win)));       
%     if (AIC(i)==-Inf)                                                            
%         AIC(i)=0; 
136 
 
%      else  
%         AIC(i)=AIC(i); 
%      end 
% end 
% [min_AIC ind] = min(AIC);                                           
% onset1 = ind;  
  
sig = sig(onset:end); 
%sig1 = sig1(onset1:50000); 
t = t(onset:end); 
%t1 = t1(onset1:50000); 
  
%% Analysis (tukey window) 
  
% normalized signal 
Ms = max(abs(sig)); 
%Ms1 = max(abs(sig1)); 
sigN = sig./Ms; 
%sigN1 = sig1./Ms1; 
L = length(sigN); 
%L1 = length(sigN1); 
  
% tukey window setup 
wl = 1000; 
tw = tukeywin(wl,0.5); 
twneg = tw*(-1);   % negative tukey window 
ws = 50; 
  
twN(1:wl,1) = tw; 
twN(wl+1:L,1) = zeros(L-wl,1); 
for i = 2:962-77               % 963 is maximum for wl 1000 
    tw_pre = zeros(ws*(i-1),1); 
    tw_end = zeros(L-wl-ws*(i-1),1); 
    tw_sum = zeros(length(L),1); 
    tw_sum(1:ws*(i-1)) = tw_pre;  
    tw_sum(ws*(i-1)+1:ws*(i-1)+wl) = tw; 
    tw_sum(ws*(i-1)+wl+1:L) = tw_end; 
    twN(:,i) = tw_sum; 
end 
twNneg(1:wl,1) = twneg; 
twNneg(wl+1:L,1) = zeros(L-wl,1); 
for i = 2:962-77   
    twneg_pre = zeros(ws*(i-1),1); 
    twneg_end = zeros(L-wl-ws*(i-1),1); 
    twneg_sum = zeros(length(L),1); 
    twneg_sum(1:ws*(i-1)) = twneg_pre;  
    twneg_sum(ws*(i-1)+1:ws*(i-1)+wl) = twneg; 
    twneg_sum(ws*(i-1)+wl+1:L) = twneg_end; 
    twNneg(:,i) = twneg_sum; 
end 
%twN1(1:wl,1) = tw; 
%twN1(wl+1:L1,1) = zeros(L1-wl,1); 
% for i = 2:962               % 963 is maximum for wl 1000 
%     tw_pre = zeros(ws*(i-1),1); 
%     tw_end = zeros(L1-wl-ws*(i-1),1); 
%     tw_sum = zeros(length(L1),1); 
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%     tw_sum(1:ws*(i-1)) = tw_pre;  
%     tw_sum(ws*(i-1)+1:ws*(i-1)+wl) = tw; 
%     tw_sum(ws*(i-1)+wl+1:L1) = tw_end; 
%     twN1(:,i) = tw_sum; 
% end 
% twNneg1(1:wl,1) = twneg; 
% twNneg1(wl+1:L1,1) = zeros(L1-wl,1); 
% for i = 2:962   
%     twneg_pre = zeros(ws*(i-1),1); 
%     twneg_end = zeros(L1-wl-ws*(i-1),1); 
%     twneg_sum = zeros(length(L1),1); 
%     twneg_sum(1:ws*(i-1)) = twneg_pre;  
%     twneg_sum(ws*(i-1)+1:ws*(i-1)+wl) = twneg; 
%     twneg_sum(ws*(i-1)+wl+1:L1) = twneg_end; 
%     twNneg1(:,i) = twneg_sum; 
% end 
  
  
% zero padding outside tukey window 
% step 1: renctangular windowing 
sigZN(1:wl,1) = sigN(1:wl); 
sigZN(wl+1:L,1) = zeros(L-wl,1); 
for i = 2:963  
    sig_pre = zeros(ws*(i-1),1); 
    sig_end = zeros(L-wl-ws*(i-1),1); 
    sig_sum = sigN; 
    sig_sum(1:ws*(i-1)) = sig_pre;  
    sig_sum(ws*(i-1)+wl+1:L) = sig_end; 
    sigZN(:,i) = sig_sum; 
end 
% sigZN1(1:wl,1) = sigN1(1:wl); 
% sigZN1(wl+1:L1,1) = zeros(L1-wl,1); 
% for i = 2:962  
%     sig_pre = zeros(ws*(i-1),1); 
%     sig_end = zeros(L1-wl-ws*(i-1),1); 
%     sig_sum = sigN1; 
%     sig_sum(1:ws*(i-1)) = sig_pre;  
%     sig_sum(ws*(i-1)+wl+1:L1) = sig_end; 
%     sigZN1(:,i) = sig_sum; 
% end 
  
% step 2: positive tukey windowing  
for i = 1:L 
for h = 1:962-77  
    if sigZN(i,h) <= twN(i,h) 
       sigZN(i,h) = sigZN(i,h); 
    else 
        sigZN(i,h) = 0; 
    end 
end 
end 
% for i = 1:L1 
% for h = 1:962  
%     if sigZN1(i,h) <= twN(i,h) 
%        sigZN1(i,h) = sigZN1(i,h); 
%     else 
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%         sigZN1(i,h) = 0; 
%     end 
% end 
% end 
  
% step 2: negative tukey windowing  
for i = 1:L 
for h = 1:962-77  
    if sigZN(i,h) >= twNneg(i,h) 
       sigZN(i,h) = sigZN(i,h); 
    else 
        sigZN(i,h) = 0; 
    end 
end 
end 
% for i = 1:L1 
% for h = 1:962  
%     if sigZN1(i,h) >= twNneg(i,h) 
%        sigZN1(i,h) = sigZN1(i,h); 
%     else 
%         sigZN1(i,h) = 0; 
%     end 
% end 
% end 
  
% fft 
SI=t(2)-t(1); % 20 micro sec 
tf=t(end);    % 100 ms 
df=1/tf;      % 10 Hz 
fny=1/(2*SI); 
Np=length(t); 
freq=0:df:df*(Np-1); 
for k = 1:962  
    amp(:,k)=abs(fft(sigZN(:,k))); 
    [Mf(k) If(k)] = max(amp(:,k)); 
    Rf(k) = freq (If(k)); 
    Ampf(k) = Mf(k); 
end 
% for k = 1:962  
%     amp1(:,k)=abs(fft(sigZN1(:,k))); 
%     [Mf1(k) If1(k)] = max(amp1(:,k)); 
%     Rf1(k) = freq(If1(k)); 
%     Ampf1(k) = Mf1(k); 
% end 
  
%% Plot 
  
% check windowing with signal 
i = 20;  
  
% figure(3) 
% plot(t,sigZN(:,i)) 
% hold on 
% plot(t,twN(:,i),'r') 
% plot(t,twNneg(:,i),'r') 
% xlabel('Time(sec)') 
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% ylabel('Amplitude(V)') 
  
% figure 
% plot(t1,sigZN1(:,i)) 
% hold on 
% plot(t1,twN1(:,i),'r') 
% plot(t1,twNneg1(:,i),'r') 
% xlabel('Time(sec)') 
% ylabel('Amplitude(V)') 
  
  
% check frequency  
f4x1=freq(1:5000); 
f4y1=amp(1:5000,:); 
f4x2=Rf; 
f4y2=Ampf; 
  
% figure(4) 
% set(gcf,'position',[5 50 1000 650]) 
% plot(freq(1:5000),amp(1:5000,:),'k') 
% xlabel('Frequency(Hz)') 
% ylabel('Amplitude') 
% hold on 
% plot(Rf,Ampf,'r*') 
% %axis([1800 2800 0 300]) 
% title('No Threshold') 
  
% figure(5) 
% set(gcf,'position',[5 50 1000 650]) 
% plot(freq(1:5000),amp(1:5000,1:100),'k') 
% xlabel('Frequency(Hz)') 
% ylabel('Amplitude') 
% hold on 
% plot(Rf(1:100),Ampf(1:100),'r*') 
% %axis([1800 2800 0 300]) 
% title('Threshold Applied by plotting 1st 100 data points') 
  
% Establishing threshold for amplitude data - Jeevaka Begin 
max_amp=max(amp(:)); 
threshold=max_amp.*.30 ;% Anything above 30% of max amplitude is good 
  
% filtering data using established threshold 
for j=[1:1:length(Ampf)]; 
    if Ampf(j)>=threshold 
        Ampf(j)=Ampf(j); 
    else 
        Ampf(j)=NaN; 
        Rf(j)=NaN; 
    end 
end 
  
% filtering out NaN data 
% Making a single matrix for filtering 
pre_filter=[Rf'  Ampf']; 
filter=[Rf'  Ampf']; 
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filter(any(isnan(filter),2),:)=[]; 
  
Rf=filter(:,1)'; 
Ampf=filter(:,2)'; 
  
  
%%[a b points]=linear_fit_Tukey_topbottom(Rf,Ampf); comented out on June 
%%20th 
  
%selected_data=[Rf,Ampf]; 
  
% figure(6) 
%  
% set(gcf,'position',[5 50 1000 650]) 
% %plot(freq(1:5000),amp(1:5000,1:100),'k') 
% plot(freq(1:5000),amp(1:5000,1:100),'k') 
% xlabel('Frequency(Hz)') 
% ylabel('Amplitude') 
% hold on 
% plot(Rf,Ampf,'o','MarkerFaceColor','b') 
% % plot(points(:,1),points(:,2),'rx-') commented out on June 20 
% % y_fit=polyval([a b],Rf); 
% %plot(Rf,y_fit,'g-') 
%  
% ylim([0 300])  
% %axis([4070 4095 0 300]) 
%  
% hold off 
f6x1=freq(1:5000); 
f6y1=amp(1:5000,1:100); 
f6x2=Rf; 
f6y2=Ampf; 
% estimate=a.*Rf+b; %%commented out june 20 
%  
% residual=Ampf-estimate; 
% residual_squared=residual.^2; 
% sum_residual_squared=sum(residual_squared); 
% ratio=sum_residual_squared/length(estimate); 
% RMSE=sqrt(ratio); 
%  
% Output=[a RMSE] 
  
% figure(7) 
% plot(Rf,Ampf,'x') 
% title('Fit Data') 
% xlabel('freq (Hz)') 
% ylabel('amplitude') 
  
x_data=Rf'; 
y_data=Ampf'; 
  
  
p=polyfit(x_data,y_data,1); 
yfit = polyval(p,x_data); 
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residual = (y_data - yfit).^2; 
residual_sum=sum(residual); 
RMSE=sqrt(residual_sum./length(residual)) 
  
a=p(1); 
b=p(2); 
  
% figure(1) 
% hold on 
% plot(Rf,Ampf,'x') 
% plot(Rf,yfit,'-k') 
% title('Fit data') 
% xlabel('freq (Hz)') 
% ylabel('amplitude') 
  
range=max(x_data)-min(x_data); 
  
% Start calculating R^2 for fit 
deviation_from_mean_squared=(y_data-mean(y_data)).^2; 
deviation_from_mean_squared_sum=sum(deviation_from_mean_squared); 
R_squared=1-(residual_sum./deviation_from_mean_squared_sum); 
  
  
  
Output=[func_res func_amp a b R_squared RMSE range min(x_data) max(x_data) 
min(y_data) max(y_data)] 
  
% figure(6) 
% %set(gcf,'position',[5 50 1000 650]) 
% %plot(f6x1./1000,f6y1,'-k') 
% plot(f4x1./1000,f4y1,'-k') 
% xlabel('Frequency (kHz)') 
% ylabel('Amplitude (a.u.)') 
% hold on 
% plot(f6x2./1000,f6y2,'o','MarkerFaceColor','b') 
% plot(Rf./1000,yfit,'-r','linewidth',4) 
% % plot(points(:,1),points(:,2),'rx-') commented out on June 20 
% % y_fit=polyval([a b],Rf); 
% %plot(Rf,y_fit,'g-') 
%  
% axis([4.25 4.35 0 300]) 
%  
% hold off 
  
output_tot=[output_tot ;Output]; 
  
end 
toc 
time_per_file=toc/n 
 
 
