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Introduction
Wansbeek, 2012). A related concept is that of strong and weak factors, recently proposed by Chudik et al. (2011) . The authors demonstrate that there is a direct relationship between the concept of weak/strong factors and their conception of weak/strong dependence. They demonstrate that a process that is the sum of a finite number of common factors and an idiosyncratic error term is cross-sectionally strongly dependent at a given point in time if at least one of those common factors is strong. Specifically, the CCE approach explicitly introduces a finite number of strong factors, entailing strong dependence, but does not explicitly introduce weak factors.
Second, the most general model would obviously allow for both forms of dependence -weak and strong -as suggested by some recent papers Chudick et al., 2011; Bresson and Hsiao, 2011; Bailey et al. 2015b ). However, the CCE approach has been shown to be valid even in this case. In particular, Pesaran and Tosetti (2011) prove that the CCE estimator provides consistent estimates of the slope coefficients and their standard errors under a generalized data generating process (DGP) with an error term that is the sum of a multifactor structure and a spatial process, i.e., when both forms of cross-correlation -weak and strong -characterize the DGP. Moreover, Chudik et al. (2011) extended the CCE approach by allowing for the presence of both a limited number of strong factors and a large number of weak or semi-strong factors and then show that, even under this extended framework, the CCE method still provides consistent estimates of the slope coefficients.
Third, while both factor and spatial models allow for cross-sectional correlation, the motivations underlying such models differ meaningfully. In the first approach, the unobserved factors are regarded as nuisance variables introduced to allow for cross-sectional dependence and to capture information in a parsimonious way, whereas the main focus is on the estimation and inference of the slope parameters. Moreover, this set-up introduces endogeneity due to unobservables, whereby the explanatory variables are allowed to be correlated with the factors. Bai (2009) and Sarafidis and Wansbeek (2012) provide many examples of circumstances under which this may occur, such as production and cost function specifications. This can also be relevant in the CH specification, as stressed by Keller (2004, p.763) . The spatial models, instead, are intended to model interactions among cross-sections, such as spillover or network effects. Such cross-section interactions will produce differentiated impact coefficients computed from the reduced form of the spatial model (see, e.g., Debarsy and Ertur, 2010) . Moreover, spatial models have been shown to be relevant in many contexts related to this paper such as neoclassical and endogenous growth models Koch, 2007, 2011) .
We argue that, when analyzing international R&D spillovers, there are neither theoretical reasons nor well-established empirical evidence allowing for an a priori choice between the spatial approach and the factor model. If the data exhibit only weak correlation, this could indicate the necessity of modeling spatial interactions, while if strong correlation is present, this would suggest that relevant variables have not been accounted for in the original formulation or that both forms of correlation may affect the model. In this paper, we first focus on testing and measuring cross-sectional correlation. This appears highly relevant from both a theoretical and a policy perspective. According to the obtained results, we finally estimate the model with the most suitable approach and provide some new results.
The remainder of the paper is organized as follows: section 2 describes the baseline model. Section 3 extends the benchmark specification by allowing for cross-sectional dependence. Section 4 presents the results. Finally, section 5 concludes.
Baseline econometric specification
The baseline econometric model is an extended version of that adopted by CH, as modified by CHH by including human capital on the right-hand side of the equation:
where f it is the total factor productivity of country i = 1, ..., N at time t = 1, ..., T ; α i are individual fixed effects that account for unobserved time-invariant characteristics, which are allowed to be freely correlated with both R&D capital stocks (domestic, S 
where w ij represents the weighting scheme. The model is then linearized by taking logs:
It is interesting to note that this simple empirical specification can be derived from an endogenous growth model (see, e.g., Keller, 2004, p. 762 In this paper, we focus on geographic proximity as a channel for technology diffusion for many reasons. First, it is theoretically consistent. Keller (2002) and Eaton and Kortum (2002) show that international technology diffusion is related to geographic distance due to transport costs or geographic barriers. Second, the geographic localization of international technology diffusion can have economically relevant implications. Specifically, it can affect the process of convergence across countries (Grossman and Helpman, 1991) , the agglomeration that takes place in an economy (Krugman and Venables, 1995) and the long-term effectiveness of macroeconomic policies aimed at technological progress (Keller, 2002) . Third, there have been far fewer studies on geographic international R&D spillovers than on spillovers via other channels, such as trade or FDI, despite the theoretical consistency and empirical relevance of geography. Finally, and perhaps most important in the context of this paper, which focuses on the methodological issue of cross-sectional dependence, traditional channels of international technology diffusion might create reverse causality problems when included in econometric specifications. For instance, a country's international trade, FDI or patent activity may depend on its technological level and, in turn, may be endogenous with respect to TFP (see, e.g., Hong and Sun, 2011) . In contrast, geographic distance is generally considered exogenous, "Global technology spillovers favor income convergence, and local spillovers tend to lead to divergence, no matter through which channel technology diffuses. . . An advantage of this is that geography is arguably exogenous in this process" (Keller, 2004, p.772) . Moreover, geographic distance may be considered an exogenous proxy for certain endogenous measures of socioeconomic, institutional, cultural or linguistic similarities that might enhance the diffusion of technology. Following Keller (2002) , we propose a specification of foreign R&D that incorporates the notion that the impact of foreign R&D is a decreasing function of geographic distance from foreign economies. Therefore, the foreign R&D capital stock for each country i is obtained by weighting the domestic R&D capital stocks of every other country j = i in the sample using an exponential distance decay function, ω ij = exp(−d ij ), such that:
Finally, to construct the stock of human capital, we use the average number of years of schooling in the population over 25 years old. Following Hall and Jones (1999) , this parameter is converted into a measure of human capital stock through the following formula:
where Edu it is the average number of years of schooling and the function g (Edu it ) reflects the efficiency of a unit of labor with Edu years of schooling relative to one with no schooling. Following Psacharopoulos (1994) and Caselli (2005) , it is assumed that g (Edu it ) is piecewise linear, which implies a log-(piecewise)linear relationship between H and Edu. Combining equations (4) and (5):
The homogeneity of the slope parameters implicit in the use of a pooled specification as in equation (6) has, however, been questioned from both an econometric Smith, 1995, Maddala et al. 1997 ) and an economic perspective. From an economic standpoint and closely related to the present topic, a theoretical justification for heterogeneous slope parameters across countries can be found in the 'new growth' literature, which argues that technology differs across countries. As Brock and Durlauf (2001, p. 8-9) remark, "the assumption of parameter homogeneity seems particularly inappropriate when one is studying complex heterogeneous objects such as countries". Moreover, Durlauf et al. (2001) also suggest that the explanatory power of the Solow growth model is substantially enhanced by allowing for country-specific production functions. Concerning international technology diffusion in particular, some studies have challenged the assumption of a common technology by arguing that technologies are specific to particular combinations of inputs. Basu and Weil (1998) propose a learning-by-doing model to describe the process of technological advancement whereby firms improve the productivity not only of the specific capital-labor mix that they are using (as in Atkinson and Stiglitz, 1969 ) but also of similar techniques. At the aggregate level, this model leads to a situation in which a follower country can use the technology of the leading country only if the former has a sufficiently high level of development and, simultaneously, spillovers are heterogeneous across countries.
In this paper, we adopt two alternative specifications. First, to allow the impact of the explanatory variables to differ between the G7 countries and the others, the benchmark specification we adopt is a simple variant of equation (6) that has been widely used in the literature (see, e.g., Lichtenberg and Van Pottelsberghe, 2001 ):
with:1 G7 = 1 if country ∈ G7 group 0 if country / ∈ G7 group , and:
Second, we consider variants of equation (7) by adopting methods allowing for heterogeneous slopes such as the mean group estimator (Pesaran and Smith, 1995) and focus on the averages of country-specific estimates within the two groups of countries. Although approaches allowing for country-specific parameters are conceptually appealing, considering the benchmark specification in equation (7) would be useful both for comparison purposes with previous studies and for avoiding the problem of parameter estimate instability caused by the estimation of several parameters with relatively short time series (Baltagi et al., 2002 (Baltagi et al., , 2004 . In the following, for ease of exposition, equation (7) can then be expressed as:
where:
Our main source is the CHH data set. This data set is a balanced panel of 24 countries observed over the period 1971-2004. Our measures of TFP and domestic R&D capital stock come from this data source. The average number of years of schooling used to construct our measure of human capital is taken from Barro and Lee (2013) . Finally, the distance between two countries is calculated as the spherical distance between capitals.
3 Strong and weak cross-sectional correlation
To introduce cross-sectional correlation into the benchmark specification defined by equation (8) , following Sarafidis (2009) and Sarafidis and Wansbeek (2012), a general error structure can be considered:
where denotes the Hadamard product, ξ t = (ξ 1t , ξ 2t , ..., ξ mt ) is an m × 1 vector of unobserved common factors, i = ( i1 , i2 , ..., im ) is an m × 1 vector of factor loadings, w i = (w i1 , w i2 , ..., w im ) is am m × 1 vector of deterministic bounded weights and ε it ∼ i.i.d. (0, σ 2 ε ). Equation (9) allows us to regard the unobserved components, ξ t , as shocks, the impact of which are a combination of heterogeneous factor loadings ( i ) with a weight scheme (w i ).
Setting w i = ι, ι as a vector of ones, equation (9) reduces to the multifactor error structure:
With m = N , the N common factor model (Chudick et al., 2011) is obtained as follows:
In matrix form, stacking over individuals, we obtain the following:
where ξ t = ξ t = (ξ 1t , ξ 2t , ..., ξ N t ) is an N × 1 vector of unobserved factors, P is an N × N matrix of associated factor loadings with typical element { ij } and
. Imposing appropriate zero restrictions on w i , at least w ij = 0 for i = j, homogeneity restrictions on i = λ, ∀i, and setting ξ jt = e jt , for j = 1, ..., N , with m = N , equation (9) reduces to a spatial autoregressive error specification:
w ij e jt + ε it (13) that can be rewritten in matrix form as follows:
2 It is worth noting that equation (9) also contains the spatial moving average process, i.e., e it = λ j =i w ij ε jt +ε it , and the spatial error component process, e it = λ j =i w ij ς jt + ε it , where E(ς jt ) = 0, V (ς jt ) = σ where W N is defined in the spatial econometrics literature as an N × N interaction or spatial weight matrix. It is generally not derived from theory but exogenously given to reflect the interaction pattern connecting individuals, which is considered to be time invariant.
3 Its elements are non stochastic, non negative and finite. Under the invertibility condition of (I N − λW N ), we obtain:
where R N = (I N − λW N ) −1 . Note that W N and R N must satisfy some regularity conditions given for instance by Lee (2004) for QML estimation. 4 Those conditions primarily require that W N and R N be uniformly bounded in row and column sums both at the true value of the λ parameter and uniformly in λ in a compact parameter space Λ. The true value of the λ parameter is in the interior of Λ.
5
It may be useful to understand how these two approaches are related to the concepts of weak and strong cross-sectional dependence recently developed in the literature. Forni and Lippi (2001) introduce the notion of an idiosyncratic process to characterize a weak form of dependence that involves both time series and cross-sectional dimensions. More recently, Chudick et al. (2011) (henceforth CPT) propose a new and more widely applicable definition. They consider the asymptotic behavior of weighted averages at each point in time and define a process, {z it }, to be cross-sectionally weakly dependent at a given point in time if its weighted average at that time, conditional on the information set available in the previous period, t−1 , converges to its expectation in quadratic mean, as the cross-sectional dimension is increased without bounds for all weights, w, that satisfy certain granularity conditions ensuring that the weights are not dominated by a few individuals, 6 that is, lim
Another definition has been recently proposed by Sarafidis (2009) (henceforth, SARA), who defines a process {z it } to be cross-sectionally weakly dependent if j =i |Cov (z it , z js |F ij )| < ∞, where F ij denotes the conditioning set of all time-invariant characteristics of individuals i and j (Robinson, 2011, and Robinson and Thawornkaiwong, 2012 , provide a very similar definition).
Spatial error models satisfy, under a standard set of regularity conditions, weak dependence under both definitions. For example, the standard uniform boundedness conditions provided by Lee (2004) are sufficient but not necessary to guarantee weak dependence (see Sarafidis and Wansbeek (2012) for a more detailed discussion). Conversely, the factor approach entails strong dependence under both definitions unless further restrictions are imposed on the factor loadings. To see this relationship, consider the single factor error process e it = i ξ t + ε it , with N and T both being large and noticing that σ ij,t = cov (e it , e jt |F ij ) = i j σ 2 ξ = 0; therefore, j =i |σ ij,t | is unbounded, thus entailing strong correlation under SARA. A related and important concept is that of strong and 4 Those assumptions all originate from Kelejian and Prucha (1998 . 5 A slightly different set is given, for instance, by Kelejian and Prucha (2010) for GMM estimation along with a detailed discussion of the parameter space. 6 The definition of an idiosyncratic process advanced by Forni and Lippi (2001) and the definition by CPT of weak dependence differ in how the weights used to construct weighted averages are defined.
weak factors (Chudik et al. 2011) . Let b be a constant in the range 0 ≤ b ≤ 1, and consider the condition lim Chudik et al. (2011) , the strong and weak factors correspond to b = 1 and b = 0, respectively. For b ∈ (0, 1), the factor ξ t is said to be semistrong (1/2 ≤ b < 1) or semi-weak (0 < b < 1/2). Thus, b = 0 implies that the factor affects only a fixed number of cross-sectional units, whereas b < 1 means that the subset of cross-sectional units affected by the factor grows more slowly than N at a rate depending on b. Under CPT, if there exists at least one strong factor, the underlying process is strongly cross-sectionally dependent; otherwise, it is cross-sectionally weakly dependent. As Chudik et al. (2011) also note, the CCE approach by Pesaran (2006) explicitly introduces a finite number of strong factors according to their definition of strong and weak factors. Thus, it entails strong dependence under both SARA and CPT.
Strong correlation: errors with multifactor structure
The empirical setup adopted in this paper builds on the framework originally proposed by Pesaran (2006) and further developed and studied more recently (Chudik et al. 2011; Pesaran and Tosetti, 2011; Kapetanios et al. 2011 ). Such a framework has a number of appealing features. It is sufficiently general to render a variety of panel data models as special cases, it allows correlated common factors, it does not require specifying the number of factors, and it is computationally very simple. Let us consider the following DGP:
where d t is an l × 1 vector of observed common effects, α i is the associated vector of parameters and x it is a 4 × 1 vector of explanatory variables. The 'one-way' specification is simply obtained by setting d t = 1. The slope coefficients β i = [θ, γ G7 , γ N OG7 , δ] can be assumed to be fixed and homogeneous across countries, β i = β ∀ i, or assumed to follow a random coefficients specification:
The errors e it are assumed to have a multifactor structure as in equation (10):
where ξ t is an m × 1 vector of unobserved common factors with country-specific factor loadings i .
Combining (16) with (17), we thus obtain the following:
where the idiosyncratic errors, ε it , are assumed to be independently distributed over (d t , x it ) , whereas the unobserved factors, ξ t , can be correlated with (d t , x it ). This correlation is allowed by modeling the explanatory variables as linear functions of the observed common factors, d t , and the unobserved common factors, ξ t :
where A i and Γ i are l×6 and m×6 factor loading matrices and v it = (v i1t , v i2t , , v i3t , v i4t ) . Combining (18) and (19), we finally obtain a system of equations simultaneously explaining TFP, R&D (domestic and foreign) and human capital:
where I k is an identity matrix of order k. In our specific case, k = 6. We adopt the Pesaran CCE (2006) approach, which augments the regression with proxies for the unobserved factors. Pesaran suggests using [d t z wt ] as observable proxies for the unobserved factors, and z wt indicates the cross-sectional average: z wt = N j=1 w j z jt , and w j are weights equal to 1/N. The individual slopes, β i , or their mean can be consistently estimated by regressing y it on x it , d t and z wt . This type of estimator is referred to as a common correlated effect estimator. In particular, Pesaran (2006) proposes two estimators of the individual coefficients' mean, β : the CCE pooled estimator (CCEP) and the mean group estimator known as CCEMG, which is obtained by averaging the country-specific estimates following Pesaran and Smith (1995) .
Some remarks are in order. First, and very important, this setup introduces endogeneity, whereby the x it are correlated with the unobservable e it via the correlation between ξ t and x it . As Kapetanios et al. (2011) note, standard approaches that neglect common factors fail to identify β i ; instead, they yield an estimate of:
The estimation bias is thus a function only of the factor loadings i and Γ i . 7 Second, specifying a factor loading matrix, C i , of the type presented above permits a variety of situations, as each variable is allowed to be affected in a specific way by each factor because the typical element of such a matrix, say c imj , measures the country-specific effect of the m th common factor on the j th variable.
7 To see how this may occur, let us rewrite the model for y it as in Kapetanios et al. (2011) equation (52): abstracting from d t , assuming that k (the number of regressors)= m(the number of common unobserved factors) and that Γ i is invertible, we can write the following:
v it . Therefore, applying least squares to such an equation consistently estimates κ i rather than β i .
For example, it may allow some of the unobserved common factors driving the evolution of TFP to also drive the variation in R&D and human capital stocks. It could also allow other factors to specifically affect only one variable in the system (see, e.g., Eberhardt and Teal, 2010) . It is finally worth recalling some recent results concerning the validity of the CCE approach when the underlying DGP is also characterized by weak factors or spatial error correlation. Chudik et al. (2011) also extend the CCE approach by allowing for the presence of both a limited number of strong factors and a large number of weak or semi-strong factors and then show that, even under this extended framework, the CCE method still provides consistent estimates of the slope coefficients. Pesaran and Tosetti (2011) prove that the CCE estimator provides consistent estimates of the slope coefficients and their standard errors under the more general case of a multifactor error structure and spatial error correlation (see also Bresson and Hsiao, 2011 , for further simulation results), i.e., when both forms of cross-correlation -weak and strong -characterize the DGP:
This appears to be a very appealing feature because it could be that both forms of dependence are present in the data as shown, for instance, by Bailey et al. (2015b).
Weak correlation: errors with spatial autocorrelation
We consider the following panel model with spatially autocorrelated error terms:
where λ is the spatial autoregressive parameter. For λ = 0, equation (21) simply reduces to the baseline a-spatial specification (8) . To obtain a better understanding of such a spatial process, it is useful to examine the so-called reduced form. In matrix form, stacking over all individuals for time period t, we have the following:
where y t represents the N × 1 vector of log TFP, X t is the N × 4 matrix of explanatory variables and W N is an N × N row-normalized interaction matrix. 8 Under the invertibility condition of (24) can be rewritten in its reduced-form representation:
where (I N − λW N ) −1 is the so-called global spatial multiplier. This reduced form has the following important implications. First, in the conditional mean, the total factor productivity in country i will only be affected by the domestic R&D capital stock or human capital stock in the same country i and not by those in any other country j, exactly as in the standard a-spatial panel data model. Therefore there are no spatial spillover effects in this model. Spillovers enter the benchmark model in eq. (7) only through foreign R&D. In contrast, spatial spillovers exist in the spatially lagged endogenous variable model, sometimes referred to as the mixed regressive spatial autoregressive model, or the SAR model in the spatial econometric literature. Second, and more specifically, one can easily see that a random shock due to unobservable factors (i.e., a shock in the disturbances) in a specific country i not only affects TFP in country i, but it also has an impact on TFP in all the countries of the sample through the inverse spatial transformation, (I N − λW N ) −1 : this is the so-called global spatial diffusion process of a random shock, which can be expressed as follows:
where Ξ ε y is an N × N matrix of the partial derivatives of y t with respect to the disturbance term, ε t . This matrix is in general full and not symmetric whatever the sparsity and structure of the interaction matrix W n .
Therefore, in this model, a random shock in a given country will spill over the entire sample and will have a global impact. It should be clear that the impact of a random shock hitting a given country is by no means "local" in such a model. The diagonal elements of this matrix represent the direct impacts of random shocks affecting each of the countries of the sample, including feedback effects, which are inherently heterogeneous in the presence of spatial autocorrelation due to differentiated interaction terms in the W N matrix. 9 This type of heterogeneity is called interactive heterogeneity, in opposition to standard individual heterogeneity in panel data models (Debarsy and Ertur, 2010) . The off-diagonal elements of this matrix represent the indirect impacts of random shocks (see, e.g., LeSage and Pace, 2009; Kelejian et al., 2006 Kelejian et al., , 2008 . Considering column j of the impact matrix, Ξ ε y , a random shock in a given country j will differently affect each of the countries in the sample. This represents the emission side of the spatial diffusion process. Considering row i, random shocks in any of the countries in the sample will each differently affect country i even if they are common or identical. This represents the reception side of the spatial diffusion process. Using obvious notations, we have the following:
The magnitude of those direct and indirect impacts of random shocks will depend on (1) the degree of interaction between countries, which is governed by the W N matrix, and (2) the parameter λ, measuring the strength of interactions or cross-sectional correlation between countries. Note that feedback effects are at best of second-order importance and may die out rather quickly, as can be easily seen in equation (26), whereas indirect impacts, although presumably small in magnitude,
should not be a priori neglected. The QML approach proposed by Lee and Yu (2010) can be used to estimate equation (23) . This method is based on a data transformation that eliminates the individual fixed effects and does not suffer from the incidental parameter problem discussed in Neyman and Scott (1948) , affecting the direct ML approach. In particular, Lee and Yu (2010) show that direct ML provides consistent estimates of regressor coefficients. However, it provides inconsistent estimates of the variance parameter when T is finite.
Remarks on econometric modeling
In this section, we have discussed factor and spatial models and how they are related to the notions of weak and strong dependence. It is worth stressing that factor and spatial models not only allow for different forms of cross-sectional dependence but also exhibit differences in the motivations of the econometric modeling underlying such models. In the first approach, the unobserved factors are the latent economic forces driving and strongly connecting the economies. These factors are regarded as nuisance variables introduced to allow for cross-sectional dependence and to capture information in a parsimonious way. The main focus is the estimation and inference of the slope parameters. Moreover, this framework can be effectively used to address endogeneity due to unobservables because the explanatory variables are allowed to be correlated with the factors. By contrast, the spatial models are intended to model interactions and interconnections of cross-sections. Such cross-section interactions will produce differentiated impact coefficients computed from the reduced form of the spatial model. More specifically, the spatial error model produces the so-called global spatial diffusion process of a random shock. In this process, a random shock due to unobservable factors (i.e., a shock in the disturbances) in a specific country i not only affects the dependent variable in country i but also impacts this variable in all countries in the sample. This is the result of the so-called global spatial multiplier. Consequently, this approach focuses not only on the slope parameters but also on the estimation of direct and indirect impacts of random shocks. Finally, it is worth recalling that the CCE approach does not allow for the simultaneous modeling of both forms of dependence. Yet, it provides consistent estimates of the slope coefficients and their standard errors under a generalized DGP with an error term that is the sum of a multifactor structure and a spatial process. Table 2 summarizes the results obtained by estimating the benchmark specifications presented above. Column (i) shows the estimated parameters from the specification in equation (6), where the model is estimated using LSDV. The output elasticity of domestic R&D capital stock, θ, is estimated to be 0.084 and is statistically significant. This result is in line with the related empirical literature, such as CH, CHH, Lichtenberg and Van Pottelsberghe (2001) and Keller (2002) . The estimated coefficient of human capital (δ) is highly significant and of the same order of magnitude as that obtained by CHH. The inclusion of human capital is relevant not only because it affects productivity and the ability of firms to absorb information, but also because it is potentially correlated with R&D; hence, estimating the model without human capital should bias the coefficient associated with R&D upward. In some previous studies ( (Lee, 2006; Bitzer and Kerekes, 2008) . Analyses of technology diffusion originating from knowledge spillovers that are not necessarily embodied in specific economic transactions (see, e.g., Griliches, 1979, for a discussion of rent and knowledge spillovers) are more rare. Lee (2006) finds that disembodied channels such as bilateral technological proximity and patent citations between countries have a significant and quite substantial effect in the range of 0.15-0.18. This is broadly the same result obtained by Musolesi (2007) focusing on knowledge spillovers incorporated into language skills.
Results

Preliminary estimation results
Next, we turn to the estimates of the benchmark specification in equation (8), which allows the output elasticities to differ between large and small countries ( Table 2 , column ii). Clearly, the effect of domestic R&D on TFP is much higher for G7 than for non-G7 countries ( θ G7 = 0.105, θ N OG7 = 0.046) while the opposite is true when focusing on foreign R&D (γ G7 = 0.032,γ N OG7 = 0.200). These results are fully consistent with CH and CHH focusing on trade and with Bitzer and Kerekes (2008) who find that non-G7 countries benefit more from inward FDI than G7 countries, while Lichtenberg and Van Pottelsberghe (2001) find the opposite result for outward FDI. Finally, we observe that the effect of human capital is nearly identical for the two groups of countries ( δ G7 = 0.551, δ N OG7 = 0.556).
When the DGP is characterized by heterogeneous slopes, however, fixed effects estimators yield consistent estimates of the mean coefficients only when the number of cross-sectional units approaches infinity. Following Pesaran and Smith (1995), we thus consider the mean group (MG) estimator (Table 2 , column iii). While the estimated coefficients of R&D and human capital are of the same order of magnitude as before, that of foreign R&D increases substantially (γ = 0.207). We also note that when considering the specification with G7 dummy interaction (column iv), the results indicate that human capital -which is constructed using the average number of years of schooling -has a larger effect on non-G7 countries. The MG estimator has, however, only asymptotic justification for T → ∞ and generally suffers from the problem of parameter estimate instability. This, in turn, can produce non-significant estimates because the variance of the MG estimator is simply equal to the variance of the individual OLS estimates scaled by a factor of 1/N . This is exactly what happens in our case.
To obtain a more in-depth understanding on the issue of slope heterogeneity in a framework characterized by cross-sectional independence, we also applied the shrinkage estimators described in Maddala et al. (1997) , i.e., the (two-step) empirical Bayes and the iterative empirical Bayes estimators. These estimators can be regarded as a compromise between the unrealistic homogeneity assumption and the unstable heterogeneous estimates. We also applied the hierarchical Bayes approach (Hsiao et al., 1999) . According to Hsiao et al. (1999) , this estimator is asymptotically equivalent to the MG estimator but performs better in small samples. The results are interesting, possibly even concerning the use of another MG-type estimator, i.e., the CCEMG. The estimated average parameters are very close to those obtained with the MG but the precision increases substantially, obtaining in most cases significant estimates. This latter result is also reported by Baltagi et al. (2004) . Detailed results are available upon request.
Testing for cross-sectional correlation
A widely adopted test, likely due to its useful small-sample properties, is the CD test developed by Pesaran (2004) . An interesting feature of this test is that, as Pesaran (2015) demonstrates, the implicit null hypothesis of the CD test is, in the most common cases, weak cross-sectional correlation. This assumption makes the test more appealing from an applied perspective because when estimating a model, only strong cross-sectional correlation may pose serious problems, that is, inconsistency of estimation. Pesaran (2015) shows that the implicit null of the CD test is given by 0 ≤ a < (2 − ) /4. Thus, for close to zero (T almost fixed as N → ∞), such a null hypothesis is 0 ≤ a < 1/2, whereas in the case in which = 1 (N and T → ∞ at the same rate, as is roughly the case for the data used in this paper, the implicit null of the CD test is given by 0 ≤ a < 1/4. The CD test has been performed both on the residuals of the benchmark specification and on the macro variables. The CD statistics were 11.090, 83.427, 91.708, 93.363 and 81.145 for the residuals, TFP, domestic R&D, foreign R&D and human capital, respectively. They are all highly statistically significant and strongly reject the null hypothesis, suggesting that the exponent of cross-sectional correlation, a, is in the range [1/4, 1] .
To obtain a measure of the degree of such correlation and to discriminate between weak and strong correlation, we adopt the method recently proposed by Bailey et al. (2015a) and compute the bias-corrected version of a for all macro variables under study. As in Bailey et al. (2015a), Holm's approach has been preferred over the Bonferroni procedure. These estimates, along with the 90% confidence bands, are reported in Table 3 . The exponent of cross-sectional correlation, a, is estimated as approximately 1 for all variables, while the 90% confidence bands are approximately ±0.06 around the point estimates such that they lie largely above 0.5 and include unity. As crosscountry interconnections concerning technology might have changed over the period, it would be of interest to investigate the possible time variations of a. Therefore, we also provide the results using 15 rolling samples of 20 years. Both the point estimates of a and the associated confidence bands appear to be very stable over time, mimicking the full sample results. This is a very clear-cut result not only indicating the presence of strong cross-sectional correlation but also being consistent with the factor literature, which typically assumes that all factors have the same cross-sectional exponent of a = 1 Bai and Ng, 2002) . As also suggested by Bailey et al. (2015b) , however, this result does not exclude the possibility that both forms of dependence -weak and strong -are present in the data. While Bailey et al. (2015b) model de-factored residuals with spatial tools in order to study interconnections across units, our main goal is obtaining consistent estimates of the slope parameters and the CCE approach can be used. The second implication is that we do not encounter the problems arising when the assumption that a = 1 fails, which are discussed in Chudick et al. (2011), Kapetanios and Marcellino (2010) and Onatski (2012) 
Testing for unit roots
We focus on second-generation tests allowing for cross-sectional dependence. We consider both augmented ADF-type specifications and tests decomposing the panel into deterministic, common and idiosyncratic components (Bai and Ng, 2004; Moon and Perron, 2004). We report here the main conclusions of our analysis. While most previous works find evidence of nonstationary variables by applying first-generation tests (see, among others, CHH), we provide a more nuanced and thorough picture. On the one hand, the use of augmented ADF-type specifications , which by construction exclude the possibility of the factors having unit roots, indicates the rejection of the null hypothesis. On the other hand, the adoption of tests decomposing the panel into deterministic, common and idiosyncratic components suggest that while the unobserved idiosyncratic component of the variables under study is stationary, the unobserved common factors seem to be nonstationary. The main results are provided in Tables 4, 5 and 6, while a more detailed discussion and all of the results are available in online appendix 1.
These results are highly relevant from an empirical perspective and are related to the recent work by Kapetanios et al. (2011) . They partition the vector of observed common factors as d t = d 1t , d 2t , where d 1t is an l 1 × 1 vector of deterministic components and d 2t is an l 2 × 1 vector of unit root observed common factors, with l 1 + l 2 = l, and then suppose that the (l 2 + m) × 1 vector of stochastic common effects h t = d 2t , ξ t follows a multivariate unit root process. Both analytical results and a simulation study indicate that the CCE approach is still valid when the unobserved factors are allowed to follow unit root processes.
Main estimation results
We present the results obtained using both pooled and fully heterogeneous estimators, i.e., the CCEP and CCEMG. In our view, they have relative advantages and disadvantages, as "the truth probably lies somewhere in between. The parameters are not exactly the same, but there is some similarity between them" (Maddala et al. 1997, p. 91) .
While the main focus of this paper is on geographic R&D spillovers, we also present the results obtained using alternative specifications and different definitions of foreign R&D that have been used in previous empirical studies that neglect the role of cross-sectional correlation. This might allow us to provide a richer contribution to the empirical literature on international R&D spillovers.
The CCEP results are presented in Table 7 . There are eight specifications. In the first, we use the same regressors as in our benchmark specification (equation (7)). Then (column (ii)), we estimate the model using a measure of foreign R&D capital incorporating information on bilateral imports and adopt the same definition proposed by Lichtenberg and van Pottelsberghe de la Potterie (1998), log S f LP it . In the third and fourth specifications, as in CHH, the foreign R&D variablelog S f it and log S f LP it , respectively-is interacted with m it , i.e., the share of imports in the GDP of country i at time t. In the next specifications, similar to CHH and Lee (2006), we consider simultaneously alternative measures of foreign R&D. Specifically, in column (v) we consider both geographic proximity, log S Regarding the CCEP estimates, we note that the coefficient associated with domestic R&D for G7 countries, θ G7 , is always positive, ranging between 0.103 and 0.478, and in almost all cases it is significant. This indicates a much larger effect relative the benchmark fixed effects estimates. However, these estimates provide small negative and not significant values of the coefficient associated with non-G7 countries, θ N OG7 . This is a new result in the literature on international R&D spillovers. In our view, it is consistent with the stream of literature suggesting that a critical mass of investments in technology and research is necessary to make such research effective (see, e.g., Röller and Waverman, 2001 ) and complements Eberhardt et al. (2013) , who estimate a knowledge capital production functionà la Griliches -i.e., a production function augmented with domestic R&D -at the industry level and find that when unobserved common factors are introduced, the effect of R&D is close to zero and no longer significant.
Concerning geographic spillovers (columns (i), (v) and (vii)), we find that for G7 countries, the effect of log S f it on TFP, γ G7 , is high, ranging from 0.304 to 0.374, and is always statistically significant. For the other countries, the estimated elasticity, γ N OG7 , is much lower, ranging from 0.094 to 0.209, and is never statistically significant. This also differs from the standard fixed effects results. Richer countries are, according to these results, better at adopting foreign technology than are poorer countries. This pattern can be considered consistent with the existence of a minimum level of absorptive capacity that allows a country to benefit from foreign technology (e.g., Xu, 2000) and theories describing how technology that is invented in frontier countries is less appropriate for poorer countries (e.g., Basu and Weil, 1998) . Finally, human capital ( δ G7 and δ N OG7 ), never significantly affects TFP in any of the specifications. This appears to complement some previous studies on growth that report that when addressing an omitted-variable bias by including in the regression variables accounting for the quality of education, the quantity of education has no further effect (e.g., Hanushek and Kimko, 2000) . In our view, this is a particularly relevant result because the factor approach not only allows us to relax the assumption of cross-sectional independence but is also a parsimonious way to capture information from the data and to address the problem of (possibly many) correlated unobserved variables (e.g., Bai-Ng, 2008, p.114).
When focusing on alternative definitions of foreign R&D, some results are provided. First, comparing spillovers incorporated into geographic proximity and bilateral imports (columns (i) and (ii), respectively) suggests that while the largest and most developed countries benefit more from geographic spillovers that are not necessarily embodied in specific economic transactions, smaller countries benefit more from rent spillovers originating from trade. In column (ii), γ LP G7 = 0.017 and is not significant while γ LP N OG7 = 0.058 and is highly significant. This latter result is also consistent with some previous studies focusing on trade and inward FDI (CH, CHH and Bitzer and Kerekes, 2008). Column (v) suggests that foreign R&D capital incorporating geographic spillovers, S f it , performs somewhat better than the one incorporating trade, S f LP it . Indeed, when both definitions of foreign R&D are included, only S f it continues to be significant and high in magnitude for G7 countries, while S f LP it is no longer significant for either group. This result holds even when using the definition of foreign R&D proposed by CH. We focus on S f LP it because it outperforms the foreign R&D constructed using the definition of CH. These results are available upon request.
When the foreign R&D variable is interacted with the import share, the results in columns (iii) and (iv) indicate that both m it * log S f it and m it * log S f LP it positively and significantly affect the two groups of countries, although the magnitude of the impacts is quite low, with the estimated parameters ranging between 0.014 and 0.038. However, when both variables are simultaneously included in the regression, neither of them is still significant (column (vi)). Column (vii), complementing Fracasso and Marzetti (2013), suggests that both geographic spillovers, log S f it , and trade-related geographic spillovers, m it * log S f it , simultaneously affect TFP, but only for G7 countries. When both log S f LP it and m it * log S f LP it are included in the regression (column viii), S f LP it has a significant effect only for non-G7 countries while the interactive effect is low for both groups of countries. It is significant for the G7 and almost significant for the others.
Overall, the use of the CCEMG (Table 8 ) confirms the main findings and provides some further insights. First, note that while the CCE provides some unexpected negative signs, especially for θ N OG7 and δ G7 , this problem tends to disappear when considering the CCEMG, which provides estimated parameters with the expected sign in nearly all cases. Only θ N OG7 continues to be generally negative, but it is still never significant and is very close to zero, while δ G7 is now positive (but always insignificant) seven times out of eight and ranges between -0.021 and 0.302. Second, when using the CCEMG, as documented with the standard MG estimator, the significance level decreases substantially with respect to the pooled estimates. This is again because of the instability of the country-specific estimates (detailed country-specific results are available upon request). In general, the most parsimonious specifications yield estimates that are characterized by the highest significance levels. The effect of domestic R&D for the G7, θ G7 , decreases with respect to the CCE, now ranging from 0.034 to 0.128, but it is still significant five times out of eight. It is also interesting to note that among the different variables used to capture spillovers, the most significant is the interaction m it * log S f it . Two remarks are in order. A first remark concerns inference. As the rank condition, Rank (E ( i , Γ i )) = m, may not hold in practice, this inference is obtained using the nonparametric variance estimator proposed by Pesaran (2006) , which can be used irrespective of whether the rank condition holds (see also Pesaran and Tosetti, 2011).
11 Second, note that foreign R&D is a weighted average of domestic R&D, i.e., 1 G7 log
jt , for G7 and non-G7 countries, respectively, and that the CCE procedure introduces other averages of domestic R&D: 1 G7 log S d t and 1 G7 log S d t . One may wonder whether and how these quantities are correlated and if this correlation may affect the results. A closer examination of the data indicates that the correlation between the observed variables, z it , and the cross-sectional averages, z t , is quite low, ranging from 0.025 to 0.693, and in particular, the correlation coefficients between the crosss-sectional averages of domestic R&D and the foreign R&D variables are very low, ranging between 0.037 and 0.086, and are not much affected by the weighting scheme that is adopted to construct foreign R&D, i.e., geographic distance or trade.
12 Even when considering variables not interacted with the G7 dummy, this correlation is quite low and ranges between 0.405 and 0.573 depending on the adopted definition of foreign R&D. These correlations are of the same order of magnitude as the correlations between foreign R&D stocks and the other cross-sectionally averaged variables. The correlation of cross-sectionally averaged variables among themselves is, instead, very high in all cases, ranging between 0.97 and 0.99. Next, we try to interpret the latent (possibly non-stationary) strong factors by looking at the coefficients of the cross-sectional averages in the CCE regressions.
13 Such variables approximate the unobserved factors. The CCE allows for country-specific effects of these variables. Table 8 provides the cross-sectional averages of the estimated parameters. The results indicate that the cross-sectional average of TFP has a strong effect, whose mean is generally close to one. Among the averaged regressors, it appears that those referring to the G7 countries have a higher average effect compared to the others, in particular concerning domestic R&D. In our view, this result might suggest the existence of a strong asymmetry between the G7 and the other countries in the way the 11 Failure of the rank condition can occur if there is an unobserved factor for which the average of the loadings tends to a zero vector or if the number of unobservable factors, m, is larger than k + 1, where k is the number of regressors. Further note that the consistency and asymptotic normality of the CCE estimator are maintained in the rank deficiency case.
f LP it ) = 0.0861. 13 These comments refer to the CCEMG. For the CCEP, the geometry of LS requires that the average of countryspecific coefficients associated with y it be equal to one, while the average of the coefficients associated with any x it have the same value as but the opposite sign of the parameter associated with x it .
factors -such as technological shocks or national policies intended to increase the level of technology -and the country-specific TFP are linked (see e.g., Gregory and Head, 1999 ).
14 It is worth noticing that the use of the CCE approach has been favoured in this paper for a number of reasons. Firstly, it yields consistent estimates in a variety of situations that have been detailed above. Secondly, it does not require any a priori knowledge of the number of unobserved common factors, when in practice there is often considerable uncertainty about it. At the same time, it introduces the unobserved factors as nuisance variables and does not allow for a direct estimation of them. Nevertheless, approaches based on principal component analysis (e.g., Bai, 2009 ) allow for such an estimation.
15
Consequently, such approaches may be used to shed light on the behaviour of these latent factors.
While an in depth investigation of these latent variables is beyond the scope of the present paper, some preliminary descriptive results of the estimated factors using the approach by Bai (2009) are available upon request. Finally, comparing the results with those obtained using a spatial panel data model with spatially autocorrelated errors, as in equation (23), may provide some interesting insights into the possible bias occurring when allowing only for weak correlation when strong correlation is present in the data. Therefore, considering an interaction matrix with typical element w ij = exp(−d ij )/ j exp(−d ij ) to model interactions between countries i and j, a spatial model has been estimated by the QML approach proposed by Lee and Yu (2010) , and the estimation results are presented in Table 9 . The results are quite similar to those obtained with the a-spatial baseline specification and suggest i) a high and significant effect of human capital (for both the G7 and the other countries), ii) that non-G7 countries benefit more from geographic spillovers than do G7 countries, and iii) that domestic R&D significantly affects both groups of countries. In summary, when using a spatial model instead of a model with multifactor error structure, we obtain very different results concerning the effect of R&D, geographic spillovers and human capital. This is a relevant result both in terms of econometric modeling and with respect to policy implications. This result may be due to the bias induced by strong cross-sectional correlation/unobservable (correlated) common factors, which is not taken into account in the spatial econometric approach. (2006), we have proposed the main results introducing the cross-sectional averages for all the regressors. To complement the discussion about the factors, we have run regressions using a subset of the x t . A first result is that when we introduced only log f t and 1 G7 log S d t which are the cross-sectional averages characterized by the highest average coefficients, the estimated slope parameters associated with the x it were of the same order of magnitude than those obtained including all the x t . At the same time, introducing all the cross-sectional averages improves the precision of the estimates. Another interesting result is that despite some variability across specifications, in all cases, these estimates confirmed a high positive effect of domestic R&D for the G7 countries, while the effect of the same variable is very close to zero for non-G7 countries. Finally, in all the specifications that we estimated, human capital continued to have no effect for both groups. 15 Estimating the factors can be useful for many purposes such as forecasting, instrumental variables estimation, etc. (see e.g., Stock and Watson, 2011) . 16 The results are very robust to the choice of the exponential decay parameter of the spatial autoregressive component.
Conclusion
This paper provides an analysis of international technology diffusion by accounting for the role of cross-country correlation when estimating the econometric specification. Theoretical consistency, empirical relevance and exogeneity arguments have allowed us to focus on geographic proximity as a channel of technology diffusion. Cross-sectional dependence can accounted for using two alternative approaches: unobserved common factors and spatial models. The motivations underlying these two approaches are completely different. The first approach is related to the notion of strong cross-sectional dependence and is based on a parsimonious means of capturing information in a data-rich environment using a small number of unobserved factors, which are allowed to be freely correlated with the conditioning variables. The second approach is related to weak cross-sectional dependence. It is explicitly oriented toward modeling cross-sectional interactions and capturing spatial spillovers or analyzing the global spatial diffusion process of a random shock that occurs in a given country. There are no theoretical or empirical reasons to a priori favor one of them, and the type of cross-sectional dependence should be tested before estimating the most suitable model.
A preliminary analysis based on the CD test proposed by Pesaran (2004 Pesaran ( , 2015 and on the estimation of the exponent of cross-sectional correlation proposed by Bailey et al. (2015a) , a, provides a very clear-cut result in favor of strong correlation. Indeed, first, the CD test strongly rejects the null. Using the results of Pesaran (2015) . Therefore, we focus on the estimation of a and obtain an estimate of a very close to unity, not only indicating the presence of strong cross-sectional correlation but also being consistent with the factor literature, which typically assumes that a = 1. Moreover, before moving to the estimation, we also study the order of integration of the variables of interest using several tests allowing for cross-sectional dependence . While most previous works find evidence of nonstationary variables by applying first-generation tests (see, among others, Coe et al. 2009 ), we provide a more nuanced and thorough picture, ultimately suggesting that while the unobserved idiosyncratic component of the variables under study is stationary, the unobserved common factors appear to be nonstationary. This result is highly relevant from an empirical perspective and is related to the recent work by Kapetanios et al. (2011) showing that the CCE approach is still valid when the unobserved factors are allowed to follow unit root processes. Then, the model is estimated using both pooled and fully heterogeneous estimators, i.e., the CCEP and CCEMG, and some new results are provided. In particular, these estimates suggest that domestic R&D has a strong positive effect for G7 countries while it does not play a significant role the other countries. This might indicate that a critical mass of R&D is necessary to make it truly effective. The findings also cast considerable doubt on the notion that the stock of human capital-constructed using the average years of schooling -significantly affects TFP. They also complement some previous studies on growth stressing the key role played by the quality of education (e.g., Hanushek and Kimko, 2000) and suggesting that when addressing omitted variable bias, the quantity of education no longer has a significant effect. Specifically concerning international R&D spillovers, some new results are provided. For instance, comparing spillovers incorporated into geographic proximity and bilateral imports suggests that that largest and most developed countries benefit more from geographic spillovers that are not necessarily embodied in specific economic transactions, while smaller countries benefit more from rent spillovers originating from trade.
Finally, the results are compared with those obtained from a spatial error model, providing some interesting insights into the possible bias occurring when allowing only for weak correlation when strong correlation is present in the data. LSDV: Least Squares Dummy Variable ; LSDV G7: Least Squares Dummy Variable with G7 interactions; MG: Mean Group; MG G7: Mean Group with G7 interactions; ***, **, *: significant at 1%, 5%, 10%, respectively. Standard errors in brackets.
.
TABLE 3
Exponent of cross-country correlation of the macro variables log f log S 
TABLE 4
Bai and Ng test Model with intercept and trend log f Notes:
r BIC3 is the estimated number of common factors, based on BIC3 criterion. We impose that the maximum number of factors is 6.
BIC3 and IC2 provide very similar results.
For the idiosyncratic components, only pooled unit root tests are reported. Individual ADF t-statistics based on de-factored components are available upon request.
The pooled test for the idiosyncratic component is valid only for the intercept case.
In the linear trend case, the limiting distribution of the pooled test is not a DF-type distribution. For the common factors components, the estimated number r 1 of independent stochastic trends is reported ( 5% level).
The results of the test for all values of r in the range 1-20 are available upon request. They strongly confirm the finding of nonstationary common factors and stationary idiosyncratic components.
TABLE 5
Moon and Perron test ris the number of factors.
Here, we impose that the maximum number of factors is 6. In almost all cases, the criteria suggest that the number of unobserved factors, r, equals the maximum number we allowed, 6. This is the same result as in Pesaran (2007) and (see also Gutierrez, 2006) . This suggests that the number of factors could be even higher than 6. However, given the possibility that the criteria overestimate the number of factors and the number of observations available, we provide our main results and do not allow the maximum number of factors to be greater than 6. As a robustness check, available upon request, we also perform the test for all possible values of rin the range 1 − 20.
Model with intercept: the null hypotesis is always rejected. Model with intercept and trend: the null is almost always rejected for log f, log S 
Notes:
We set the lag order,
, as in . This gives p = 3. Notes.
***, **, *: significant at 1%, 5%, 10%, respectively
Standard errors in brackets are based on the variance estimator of eq. (58) in Pesaran (2006) .
The values corresponding to log f it , ..., 1 N OG7 log H it refer to the averages of their estimated heterogeneous coefficients.
TABLE 9
Spatial autoregressive Error Model (QML) Moreover, while weak cross-sectional correlation can be addressed with a simple correction of the tests, the presence of strong cross-sectional correlation is more problematic, causing the test statistics to be divergent (Westerlund and Breitung, 2009 ). As we clearly documented the presence of strong correlation in our data, it is crucial to apply the so-called second generation unit root tests Ng, 2002, 2004; ). propose decomposing the panel into deterministic, common and idiosyncratic components, i.e.:
where D it is the deterministic component with individual effects and eventually individual trends, ζ i f t the common 
The idiosyncratic component is I(1) if ρ i = 1 and is stationary if ρ i < 1. There are r 0 stationary common factors and r 1 common stochastic trends, such that r 0 + r 1 = r, the total number of factors; the rank of C (1) is r 1 . The goal of is to determine r 1 and test whether ρ i = 1 when neither f t nor v it is observed. This approach is known as the PANIC (panel analysis of nonstationarity in idiosyncratic and common components) approach. A preliminary issue that arises is to determine how many common factors, r, are necessary to capture the existing cross-sectional correlation. To this end, we will employ the information criteria suggested by Bai and Ng (2002) . They are constructed in a similar spirit to the AIC and BIC criteria for time series, involving a trade-off between some measure of fit and a penalty for complexity. As the number of factors increases, the fit must improve but the penalty also increases. We compute all of the criteria, but In nearly all cases, the criteria suggest that the number of unobserved factors, r, equals the maximum number we allowed. This is the same result as in Pesaran (2007) and , and it is not completely surprising given our sample sizes (see also Gutierrez, 2006) . This suggests that the number of factors could be even higher than 6. However, given the possibility that the criteria overestimate the number of factors and the number of observations available, we provide our main results without allowing the maximum number of factors to be greater than 6 (table 4). As a robustness check that is available upon request, we also perform the procedure of Bai and Ng It is interesting to note that the nonstationarity of the idiosyncratic components can be tested without knowing whether the factors are stationary, and vice versa. All that one need know is the total number of factors, r. This is why, given the considerable uncertainty that surrounds the number of factors, we perform the tests for a large foreign R&D and human capital, the null is rejected irrespective of the value of r , the total number of common factors, while for TFP, the null is rejected 19 times out of 20. The rejection of the nonstationarity of the idiosyncratic component does not imply that the series are stationary, as some of the common factors may be nonstationary. We have already attempted to determine the total number of factors using information criteria on first differences, and the next task is thus to determine how many of these factors are nonstationary. For this purpose, we follow and proceed as follows. For r = 1, we use a standard ADF test; its rejection indicates that the unique common factor is stationary, while for r > 1, we consider the M Q f and M Q c statistics. The limiting distributions of these statistics are nonstandard, and critical values are reported in for up to 6 factors. The results provide a very clear-cut picture: for all of the variables, whatever the test used, the number of nonstationary common factors, r 1 , is almost always equal to the total number of common factors, r. This is the same result obtained by Hurlin (2010) . The application of the PANIC approach by thus suggests that the variables are nonstationary and that this property is the result of multiple nonstationary common factors combined with stationary idiosyncratic components.
Next, to further investigate the order of integration of the variables of interest, we follow , who also allow for r unobserved common factors but propose expressing the panel in an autoregressive form of the type:
As in , data are first de-factored, and then panel unit root test statistics based on de-factored data are proposed. , however, consider the factors to be nuisance parameters, and the unit root test is only based on the estimated idiosyncratic components. This is a relevant difference with respect to . The proposed test statistic uses de-factored data obtained by projecting the data onto the space orthogonal to the factor loadings. The authors derive two modified t-statistics -denoted t a and t b -which have a Gaussian distribution under the null hypothesis, and propose the implementation of feasible statistics -t * a and t * bbased on the estimation of long-run variances. To assess the robustness of the results to the choice of the kernel function used to estimate the long-run variances, we compute t * a and t * b with both quadratic spectral and Bartlett kernels. In , the abovementioned information criteria to detect the number of common factors are applied to the residuals (rather than to the first-differences). Such criteria provide the same results we obtained using PANIC and tend to select the maximum number of factors allowed, that is, 6 (table 5). To obtain results fully comparable with PANIC, we also consider a model with an intercept but without a trend in the deterministic They propose utilizing the information contained in a number of k additional variables, x it , that are assumed to share the common factors of the series of interest, y it . In particular, they propose two tests. The first test, CIPS, is an extension of the test proposed in and is based on the average of t-ratios from ADF regressions augmented by the cross-sectional averages of the dependent variable as well as k additional regressors. The second test, CSB, exploits cross-sectional augmentation for the Sargan-Bhargava test. It is worth noting that the perspective of these tests is quite different from that of . Indeed, while consider whether the source of nonstationarity is due to the common factors and/or the idiosyncratic components, neither of which are observed directly, aim to test for the presence of a unit root in the y it process, which is observed. In doing so, they adopt an autoregressive specification augmented with common factors, and the unit root test is performed by testing whether the autoregressive component of the specification expressed in first difference, δ i , is 0 for all i against the alternative, which can be expressed as δ i = 0 for some countries but δ i < 0 for some others. In such a framework, they rule out the possibility of the factors having unit roots because otherwise all series in the panel could be I(1) irrespective of whether δ i = 0. To address the uncertainty surrounding the value of r, we follow and consider the application of the CIPS and CSB tests, allowing the number of factors, r = k + 1, to take any value between 1 and 4 and present the results of these tests for all possible combinations of regressors. Note that 4 is the maximum number of factors for which provide the critical values.
When k = 3, we implicitly assume that the four observed variables used in the econometric analysis, f it , S d it , S f it , H it , share the same common factors. set the lag order, p = 4 (T /100) 1/4 ; in our case, this rule gives p = 3. For small T , as in our case, they also suggest using the CSB test, having higher power than that of CIPS.
We thus provide our main findings in the paper using the CSB test and stetting p = 3 but provide in this appendix the results of both CIPS and CISB and for p = 1, 2, 3. These results are summarized in Table A1 . The test outcomes are as follows. When the CSB test is used, the null hypothesis of a panel unit root is rejected in nearly all cases irrespective of the lag order for all the variables under investigation. Few exceptions occur when r = 1, which is a case that is always rejected by the above-presented criteria when choosing the number of factors with PANIC and Moon and Perron (2004) . When the CIPS test is used, the results are mixed and crucially depend both on the variables that are used to augment the ADF regression and on the lag order of the autoregressive component. 18 Rejection of the null hypothesis is more likely to appear when r > 1.
18 A high level of sensitivity to the number of lags of the AR component is also found when considering some first-generation tests, notably the test proposed by Im, Pesaran and Shin (2003) (IPS) and the Fisher-type tests introduced by and further developed by . In particular, we documented that when the number of lags of the autoregressive component of heterogeneous ADF-type specifications is estimated in a model selection framework, the tests generally indicate the rejection of the null. Detailed results are available upon request. 
Notes:
Model with intercept and trend.
The variables under the heading xtindicate the regressors used for cross-section augmentation in addition to y t .
In the case where r = 1, no additional regressors are used as in . **, * Denote rejection at the 5% and 10% level, respectively.
