The aim of the paper is to improve known estimates of the Wallis ratio. Moreover, we show that these improvements are valid, because certain functions involving the continuous version of the Wallis ratio are completely monotone.
Introduction
The Wallis ratio
has important applications in pure mathematics (combinatorics, number theory, probabilities) or in other branches of science such as applied statistics, statistical physics and quantum mechanics. It is closely related to the Euler gamma function (1.1)
and later on, other accurate estimates were stated. We refer for example to the work by Zhao De Jun [2] with a proof of the following inequalities:
Zhao and Wu [3] improved the upper bound of the previous inequality, showing that for 0 < ε < 1/2, it holds
whenever n ≥ n * (ε), where n * (ε) is the maximal root of the equation
In fact,
The first aim of this paper is to prove that the Zhao-Wu inequality (1.4) holds for every n ≥ n # (ε), where
Our bound n # (ε) is much better than n * (ε), having in mind that n * (ε) > n # (ε), for every 0 < ε < 1/2 and moreover, n * (ε) − n # (ε) tends to infinity, as ε → 0 + . However, as we can see in the next section, this bound can sometimes be further improved. Inequalities (1.3)-(1.4) show us that the best approximations of the form
are obtained for a = 1/2. Moreover, if we are interested to obtain further accurate approximations of the form
then θ n should tend to 1/2, as n approaches infinity. Such approximations are motivated by
 , (1.6) which improves the inequalities in (1.2)-(1.4).
Thanks to (1.1), relation (1.5) can be equivalently written as
and we are entitled to study the logarithmically completely monotonicity of the functions
More precisely, we prove that for all 1/2 ≤ a ≤ 2, the function g a is logarithmically completely monotonic on (0, ∞).
Afterwards we exploit a = 1/2 case to establish the following double inequality
where the constants α = 1 and β = 
On the range of the Zhao-Wu inequality
Inequality (1.4) can be studied by defining the sequence
Indeed, x n converges to 1, and if it is strictly increasing, then evidently, x n < 1, and (1.4) follows. In this sense, notice that
as soon as n > n # (ε). Thus, we immediately obtain the following properties of the sequence x n .
Theorem 1.
The sequence
is strictly increasing and for all n > n # (ε), it holds
Using this fact, we obtain the following estimate of the Wallis ratio.
Theorem 2. For all integers n
Proof. The sequences
 converge to 1, so it suffices to show that u n is strictly decreasing and v n is strictly increasing. In this sense, we have
so u n+1 < u n and v n+1 > v n and the conclusion follows.
Now we can see that our bound n # (ε) can be improved. By Theorem 2, inequality (1.4) holds as soon as
it results that the bound n & (ε) is better than n # (ε), whenever 0 < ε < 
Proof. We use the following inequalities, for all x ≥ 1:
See, e.g. [4, Proof of Theorem 2.1]. Under these hypotheses, we have
and it suffices to show that y < 0 and z > 0, where
We have Now y is strictly concave and z is strictly convex on [1, ∞), with y(∞) = z(∞) = 0, so y(x) < 0 and z(x) > 0, for all x ∈ [1, ∞). This completes the proof.
Completely monotone functions
The logarithmic derivative of the gamma function ψ is called the digamma (or psi) function, while the derivatives ψ ′ , ψ ′′ , ψ ′′′ , . . . are known as polygamma functions. In what follows, we use the following integral representations, for every positive integer n,
and for every r > 0,
See, e.g., [5] .
Recall that a function w is completely monotonic in an interval I if w has derivatives of all orders in I such that
for all x ∈ I and n = 0, 1, 2, 3 . . . . Dubourdieu [6] proved that if a non constant function w is completely monotonic, then strict inequalities hold in (3.3). Completely monotonic functions involving ln (x) are important because they produce sharp bounds for the polygamma functions. 
where µ is a non-negative measure on [0, ∞) such that the integral converges for all x > 0.
By a logarithmically completely monotonic function t, we mean a positive function t such that ln t is completely monotonic.
Related to approximation (1.5), we prove the following
First, we state an auxiliary lemma.
Lemma 1. Let us define
x n (a) = (a + 5)
Proof. First notice that
so it suffices to consider only the n ≥ 5 case. Evidently
n , then we prove
This inequality can be justified as follows
where
Proof of Theorem 4. We have to prove that f a = ln g a is completely monotonic. In this sense, we have
1 − e −t dt − 
