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We consider the problem of characterising the spatial extent of a composite light source
using the superresolution imaging technique when the centroid of the source is not
known precisely. We show that the essential features of this problem can be mapped
onto a simple qubit model for joint estimation of a phase shift and a dephasing strength.
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1. Introduction
The promise of superresolution imaging is to determine characteristics of a spatially
extended light source with precision better than that defined by the diffraction
limit.1,2 The diffraction limit is a consequence of a finite aperture of the optical in-
strument used for observation combined with the conventional measurement of the
spatial distribution of light intensity in the image plane.3 At the fundamental level,
an intensity measurement consists of registering a finite number of counts generated
by incident photons. Generation of each photocount is an inherently random pro-
cess that needs to be described in statistical terms.4 The randomness of locations
where individual photons are registered effectively masks features of a composite
light source whose extent is below the diffraction limit. The reconstruction of such
features by conventional means would require collection of an immense amount of
data to suppress the effects of statistical uncertainty.5
As proposed by Tsang and Nair1,2 and demonstrated in a series of proof-of-
principle experiments,6,7 the above difficulty can be overcome by detecting the in-
cident photons after separating them in a carefully selected basis of spatial modes.
This technique, called mode demultiplexing, requires additional a priori knowledge
of the centroid of the light source. The most straightforward approach to deal with
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this issue is to perform a standard spatially resolved measurement on a fraction
of available photons and to estimate the centroid as the average position.1 In this
contribution we consider the problem of simultaneous determination of the cen-
troid and the spatial extent of a composite light source. We show that when these
two parameters are well below the diffraction limit, the problem can be modelled
with the help of an elementary qubit system in which the parameters of interest
correspond respectively to a rotation and a contraction of the Bloch vector. This
observation links supperresolution imaging to quantum multiparameter estimation
which has been addressed in several recent works.8–11
This paper is organised as follows. In Sec. 2 we review the spatial mode demul-
tiplexing technique for the determination of the spatial extent of a composite light
source when its characteristic size is well below the diffraction limit. The measure-
ment error is discussed in Sec. 3. The qubit model for the underlying estimation
problem is presented in Sec. 4. Finally, Sec. 5 concludes the paper.
2. Spatial mode demultiplexing
Consider an ensemble of mutually incoherent point sources labelled with an index
j characterised by relative strengths wj ,
∑
j wj = 1. For simplicity we will discuss
image formation using one spatial dimension. We will also assume that the prob-
ability of detecting more than one photon in a given observation time interval is
negligibly small and hence we will think of image formation as a series of repeated
single photon detection events. In the image plane each source generates a coherent
field distribution described by an amplitude transfer function u(x − xj) with its
centre located at xj . We will assume that the transfer function u(x) is real and
even, i.e. u(x) = u∗(x) = u(−x), and furthermore that its square is normalized to
one,
∫∞
−∞ dx [u(x)]
2 = 1. The objective is to determine the spatial extent of the
sources in a scenario when they are spread over a range much smaller than the
characteristic width of the transfer function, corresponding to the diffraction limit.
In the standard spatial intensity distribution measurement, the probability density
for detecting a photon at a given point x is given by a weighted sum
p(x) =
∑
j
wj [u(x− xj)]2. (1)
In the limit of small spreads, this distribution can hardly be distinguished from
the one corresponding to a single point source located at the centroid of the source
xC =
∑
j wjxj , in which case it would read p(x) = [u(x− xC)]2. This is illustrated
in Fig. 1(a) with the example of two equally weighted point sources separated by
a distance 2d much smaller than the width σ of the transfer function, assumed to
have the Gaussian form
u(x) =
1
4
√
2piσ2
exp
(
− x
2
4σ2
)
. (2)
This difficulty leads to an intuitive expectation—the Rayleigh’s criterion—that
estimating the separation between the sources in this regime is subject to large
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Fig. 1. (a) Spatial intensity distribution produced by a pair of incoherent point sources separated by
2d = 0.01 with centroid located at xC = 0.025 with respect to the reference position xR = 0. Each
individual source produces a Gaussian distribution characterised by standard deviation σ = 1. The
problem of characterising the extended source can be described with two dimensionless parameters
ε = d/σ and θ = (xC − xR)/σ. (b) The amplitude transfer function u(x) and its normalised
derivative v(x) used in the spatial mode demultiplexing technique.
uncertainty. Using methods of parameter estimation theory that provide general
quantitative bounds on how precisely a parameter can be estimated within a given
probabilistic model, this intuition can be formulated in a rigorous way confirming
that in the case of a direct measurement of the spatial intensity distribution, the pre-
cision indeed deteriorates significantly in the small separation regime irrespectively
of what inference strategy one pursues.1,12,13 In particular, for the given example
of two sources separated by distance 2d with the Gaussian transfer function (2), the
precision behaves as ∆d ≈ σ2d
√
2
N , where N is the number of registered photons.
This formula clearly shows divergence in the limit of small separations d→ 0.
The basic idea of superresolution imaging based on mode demultiplexing is to
measure the intensity of incoming radiation in a basis of spatial modes that provides
a signal more sensitive to the extent of the ensemble. In the simplest model valid
for small extents, it is sufficient to consider a mode function proportional to the
derivative of the transfer function
v(x) = −2σdu
dx
. (3)
The multiplicative factor warrants the normalisation of v(x). To satisfy this condi-
tion for a general transfer function that is not necessarily Gaussian, the parameter
σ should be taken as
σ =
1
2
(∫ ∞
−∞
dx
(
du
dx
)2)−1/2
. (4)
For a real transfer function u(x) the functions u(x) and v(x) are mutually orthog-
onal, i.e.
∫∞
−∞ dx v(x)u(x) = 0. An exemplary set of mode functions u(x) and v(x),
assuming a Gaussian shape for the former given explicitly by Eq. (2) is shown in
Fig. 1(b). The functions are analogous to the ground state and the first excited
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state of a quantum mechanical harmonic oscillator in the position representation.
The modes u(x) and v(x) can be separated using integrated optics structures1 or
a spatial light modulator.6
Suppose now that instead of conventional spatially resolved detection, the in-
coming light is demultiplexed in the basis of spatial modes u(x−xR) and v(x−xR)
centred at a reference point xR and that the intensity of individual components is
measured. The probability that an incoming photon is detected in the mode v(x)
is given by
I(xR) =
∑
j
wj
(∫ ∞
−∞
dx v(x− xR)u(x− xj)
)2
≈ 1
(2σ)2
∑
j
wj(xj − xR)2, (5)
where in the second step we have expanded u(x − xj) ≈ u(x − xR) + 12σ (xj −
xR)v(x − xR) up to the linear term and the orthogonality of the mode functions
u(x) and v(x) has been used. Note that I(xR) is the fraction of the source intensity
directed to the mode v(x−xR). Intrinsic properties of the composite source can be
determined if the above measurement is performed at the centroid of the system
xC , given by the weighted sum xC =
∑
j wjxj , in which case
I(xC) = IC =
1
(2σ)2
∑
j
wjd
2
j , (6)
where dj = xj −xC denote relative distances of individual sources from the system
centroid and satisfy
∑
j wjdj = 0. The right hand side of the above formula has
a simple interpretation as the second moment for the distribution of point sources
with respect to the centroid of the system, expressed in units (2σ)2.
3. Measurement error
As a concrete example, suppose that the system comprises two point sources of equal
brightness separated by the distance 2d, which implies that IC = d
2/(2σ)2. Let us
consider a situation where there are N incoming photons in total. If the centroid
is known perfectly, they are detected in the mode basis u(x− xC), v(x− xC) with
respective probabilities pu ≈ 1 − IC , pv ≈ IC . A general result on the asymptotic
efficiency of maximum likelihood estimation14 implies that in the limit of large N
the optimal precision of estimating d is given by
∆d =
1√
NF
, F =
∑
i=u,v
1
pi
(
∂pi
∂d
)2
, (7)
where F is the Fisher information. In our case F = [σ2(1− d24σ2 )]−1, and hence the
parameter d can be estimated with uncertainty equal to:1
∆d =
σ√
N
(
1− d
2
4σ2
)1/2
. (8)
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This provides a huge advantage over the spatial intensity distribution measurement
and allows to circumvent the Rayleigh criterion since the estimation uncertainty
does not diverge even when taking the limit d/σ → 0. Note that the above derivation
is valid only in the regime d/σ  1.
What happens if one does not know exactly the location of the centroid? If
the measurement is performed with respect to a general position xR a straight-
forward calculation using the approximate expression derived in Eq. (5) yields the
probability of detection equal to
I(xR) = IC +
1
(2σ)2
(xR − xC)2. (9)
Note that this formula is analogous to Steiner’s theorem for the mass moment of
inertia. The second term in Eq. (9), originating from the imperfect knowledge of
the centroid, constitutes a systematic error. In the standard approach, the loca-
tion xR is determined via spatially resolved detection of a certain number photons
characterized by the position distribution given in Eq. (1). The variance of this
distribution is
Var(x) =
∫ ∞
−∞
dx (x− xC)2p(x) =
∑
j
wjd
2
j +
∫ ∞
−∞
dxx2[u(x)]2. (10)
In the regime when the spatial extent of the source is well below the diffraction
limit, the second term in the above expression, equal to the second moment of
the squared transfer function, dominates the variance. Therefore for the Gaussian
model considered here we have Var(x) ≈ σ2. By sacrificing n photons to perform
estimation of the centroid we may estimate its position with precision σ/
√
n. For
n large enough, more precisely n2  IC , we may therefore make the second term
in Eq. (9) arbitrary small compared to the first one and estimate the parameter
d as before. More formally, having the total of N photons at our disposal, we can
sacrifice n ∝ Nα, 0 < α < 1 to estimate the centroid, and keep the rest N −Nα for
separation estimation. In the asymptotic limit of N →∞, since N −Nα ≈ N , we
should recover precision scaling as given in (8). For any finite N one needs to resort
to numerical means to find the optimal partition of the photons used to measure
the centroid and the extent of the source.
An elementary method to deal with the problem of biasedness in determining
IC would be to perform measurements at several locations xR in the vicinity of
the centroid and then to fit a parabolic curve described by the right hand side
of Eq. (9) with IC and xC taken as free parameters. An exemplary numerical
simulation of this procedure with the same parameters as those used in Fig. 1(a)
is presented in Fig. 2(a). In order to evaluate the accuracy of the procedure, we
have performed 20000 repetitions of the numerical simulation, which yielded the
value IC = 0.6197(1)× 10−3 as the average result. This is lower than 0.625× 10−3
calculated using Eq. (6), but for a fair comparison one should use the exact integral
expression given in Eq. (5), which yields the figure 0.6246×10−3 that remains higher
than IC obtained from numerical simulations. Thus the quadratic fit method seems
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Fig. 2. (a) Simulation of the measurement of the intensity I(xR) in the mode v(x − xR) with
respect to a reference point xR assuming N = 10
5 photons received from the source (crosses with
vertical error bars) and the fitted parabolic function with the obtained values of free parameters
IC and xC . Actual parameters of the source are the same as those used in Fig. 1. (b) A histogram
of the values of IC obtained from 20000 repetitions of a simulation presented in the panel (a).
The solid line is a Gaussian fit with the mean 0.6197(1)× 10−3.
to produce an estimate that on average is slightly biased below the actual value of
IC and in particular would underestimate the separation parameter d for a pair of
point sources.
4. Qubit model
The essential features of the problem discussed in the preceding section can be
distilled by considering a two-dimensional subspace spanned by the mode functions
u(x − xR) and v(x − xR) that effectively defines a qubit. In order to keep the
formulas concise, we will now switch to Dirac notation and use the following kets
u(x− xR) ≡ |0〉, v(x− xR) ≡ |1〉. (11)
The field from a source at location xj can be now written as:
u(x− xj) ≈ u(x− xR) + 1
2σ
(xj − xR)v(x− xR) ≡ |0〉 + 1
2σ
(xj − xR)|1〉. (12)
Because the sources are mutually incoherent, the radiation needs to be described
by the first-order coherence function4 which in the Dirac notation takes the form
of an operator:∑
j
wju(x− xj)u∗(x′ − xj)
∼= |0〉 〈0|+ 1
2σ
(xC−xR)
(|1〉〈0|+ |0〉〈1|)+ 1
(2σ)2
(xC − xR)2 +∑
j
wjd
2
j
 |1〉 〈1|
(13)
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It will be convenient to introduce two dimensionless parameters that express rele-
vant lengths in the units of σ: the location of the centroid θ = (xC − xR)/σ and
the effective radius of the source ε =
(∑
j wj(dj/σ)
2
)1/2
. The normalised density
matrix written in the basis |0〉, |1〉 takes the form
%ˆ =
1
1 + ε
2
4 +
θ2
4
(
1 θ2
θ
2
ε2
4 +
θ2
4
)
. (14)
The role of the parameters ε and θ can be most easily understood by considering
the Bloch representation of the qubit state, %ˆ = 12
(
1 +
∑3
i=1 siσˆi
)
, where σˆ denote
Pauli matrices. The three components of the Bloch vector are given by
s1 =
θ
1 + ε
2
4 +
θ2
4
≈
(
1− ε
2
2
)
sin θ
s2 = 0 (15)
s3 =
1− ε24 − θ
2
4
1 + ε
2
4 +
θ2
4
≈
(
1− ε
2
2
)
cos θ.
The second approximate expressions are correct up to the quadratic order in ε and
θ. They offer a simple interpretation of our problem illustrated with Fig. 3. In the
great circle located in the plane s1, s3 the parameter θ corresponds to a rotation
of the Bloch sphere about the axis s2, whereas ε is responsible for the contraction
of the Bloch vector. This signals a connection of the studied problem with joint
estimation of a phase shift and a dephasing strength.9
Using the introduced model, we may now address the problem of estimating
the parameters ε and θ without specifying a priori any particular measurement.
Instead, we will calculate the quantum Fisher information (QFI)15 on the state %ˆ,
which for a single parameter estimation problem equals the value of Fisher informa-
tion corresponding to the most informative measurement performed on the state.
Specifically, the QFI for the estimation of a single parameter ε can be calculated
using the following formula:
FQ = Tr(%ˆLˆ
2
ε), (16)
where Lˆε, called the symmetric logarithmic derivative, is given implicitly by ∂ε%ˆ =
(Lˆε%ˆ+ %ˆLˆε)/2. As a result, the fundamental precision bound on estimating param-
eter ε, irrespectively of what measurement was performed, reads ∆ε ≥ 1/√NFQ,
where N is the number of repetitions of the experiment. In case of multiparameter
estimation, one needs to define the QFI matrix, (FQ)µν = Tr(%ˆLˆµLˆν), where Lˆµ
is the symmetric logarithmic derivative corresponding to the parameter µ. The in-
verse of the QFI matrix multiplied by the number of repetitions (NFQ)
−1 provides
a lower bound on the covariance matrix of the estimated parameters.
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Fig. 3. Bloch sphere representation of the qubit model for superresolution imaging at an uncertain
location. The phase shift θ corresponds to the location of the source centroid with respect to the
reference system and the reduction of the Bloch vector length by ε2/2 can be related to the spatial
extent od the source.
The QFI matrix corresponding to the two-parameter estimation problem reads:
FQ =
(
(FQ)εε (FQ)εθ
(FQ)θε (FQ)θθ
)
=
(
1 + ε
2
4 0
0 1− ε2
)
, (17)
where the elements are specified up to the second order in the parameters ε and
θ. As a result, we obtain the following bounds on the estimation precision in the
leading order of ε:
∆ε ≥ 1√
N
(
1− ε
2
4
)1/2
, ∆θ ≥ (1 + ε
2)1/2√
N
. (18)
Recalling the relation between ε, θ and the dimensional parameters d, xC − xR, σ,
we see that the bound on ∆ε corresponds exactly to the uncertainty formula for d
given in (8), while the bound ∆θ corresponds exactly to the estimation precision of
the centroid as discussed below equation (10), when the first term in (10) equal to
σ2ε2 is not neglected. This shows that the measurements considered in Sec. 3 are
indeed optimal for the determination of one of the parameters ε or θ. Unfortunately,
these measurements are not compatible and cannot be performed jointly. This can
also be seen explicitly in the qubit model considered here. In general, the optimal
measurements that maximize Fisher information with respect to a given parameter
are projection measurements in the eigenbasis of the respective symmetric loga-
rithmic derivative operator. At the operating point ε = θ = 0 the corresponding
eigenbases for Lˆε and Lˆθ are |0〉, |1〉 and |±〉 = (|0〉 ± |1〉)/
√
2 respectively. It is
seen that these two measurements do not commute with each other. Hence, if one
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insists on using the optimal projective measurements, they need to be performed
separately on different subsets of the input ensemble as discussed in Sec. 3. It is
worth mentioning that while the symmetric logarithmic derivatives do not com-
mute, their commutator yields zero when traced over the state %ˆ. This implies that
the simultaneous measurement reaching the optimal values of precision is possible
provided collective measurements on many probes are performed.10
5. Conclusions
We have presented an elementary discussion of the superresolution imaging tech-
nique based on spatial mode demultiplexing. In the regime when the spatial extent
of a composite light source is much less than the diffraction limit, the demultiplex-
ing method enables one to determine the second moment of the distribution of the
constituent point sources. Intrinsic properties of the source are given by this second
moment with respect to the centroid. If the exact position of the centroid is not
known, it is necessary to adopt a multiparameter estimation approach. We have
described a simple quantum mechanical model in which the spatial extent and the
centroid of the source are analogues of the phase shift and the dephasing strength of
a qubit. Interestingly, optimal projective measurements for estimating individually
these parameters are mutually incompatible. The qubit model can provide insights
in other imaging-related scenarios, e.g. involving hypothesis testing.16
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