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Abstract
We present the calculation of hadronic production of a Higgs boson in association
with two jets at next-to-leading order in perturbation theory. We consider ampli-
tudes in an effective theory in which the Higgs couples to gluons in the limit of a
large top quark mass. We treat the Higgs as the real part of the complex field φ that
couples to the self-dual field strengths. We use modern on-shell inspired methods to
calculate helicity amplitudes and we give a detailed review of unitarity based and
on-shell methods. Using these unitarity methods we derive the cut-constructible
pieces of the general φ-MHV amplitudes in which the positions of the two negative
gluons are arbitrary. We then generate the cut-constructible pieces of the φ-NMHV
four parton amplitudes A
(1)
4 (φ, 1
+, 2−, 3−, 4−) and A
(1)
4 (φ, 1
−
q , 2
+
q , 3
−, 4−). We gen-
erate the rational pieces of these amplitudes and the four-gluon φ-MHV amplitude
A
(1)
4 (φ, 1
−, 2+, 3−, 4+), using Feynman diagrams. For the φ-MHV amplitude we also
use the unitarity-boostrap method to calculate the rational pieces. We then imple-
ment these, and analytic results from previous calculations, into MCFM. Using this
program we are able to perform some phenomenological studies at the Tevatron and
LHC.
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Chapter 1
Introduction
The outstanding problem in theoretical particle physics over the past forty or so
years, is to adequately describe the mechanism by which electroweak symmetry is
broken. This ultimately results in the generation of the observed masses for the
W and Z vector bosons. By far the most widely accepted solution to this problem
is the Higgs mechanism which introduces a new massive scalar into the standard
model. The verification of the electroweak symmetry breaking mechanism, together
with the discovery of the Higgs boson is one of the major physics goals of the world’s
current leading particle accelerators, Fermilab’s Tevatron and CERN’s Large Hadron
Collider (LHC). These are hadronic colliders and therefore an intimate knowledge
of Quantum Chromodynamics (QCD) is required in order to make predictions of
cross sections and other physical observables. In this thesis, the one-loop Higgs
plus four parton one-loop amplitudes are calculated analytically. These amplitudes
have now been implemented into the public program MCFM [1–5] which is designed
to calculate cross sections at Next-to-Leading Order (NLO). In the final chapter
MCFM is used to perform some phenomenological studies of Higgs plus jet physics
at hadron colliders.
This chapter consists of a brief introduction to the Standard Model (SM) of
particle physics, focussing primarily on the need to break electroweak symmetry
spontaneously and the resulting addition of the Higgs boson to the particle spectrum.
The second half of this chapter will describe Higgs phenomenology, with particular
1
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emphasis on Higgs production in hadronic environments and in the heavy-top limit.
1.1 The Standard Model of Particle Physics
The Standard Model is arguably the great scientific achievement of the 20th Century.
Consistently its predictions have been met with experimental confirmation at ever
increasing levels of precision. Nevertheless, there are several theoretical problems
at the heart of the SM, which leads one to ultimately go beyond it. The enduring
problem of recent times has been to describe how electroweak symmetry is broken,
and, as result, how the acquisition of masses for the W and Z vector bosons occurs.
In this section we introduce the SM and describe its main features.
1.1.1 Standard Model: Yang-Mills theories and gauge in-
variance.
QED and U(1) gauge invariance
At the heart of the SM is the notion of gauge invariance. We will show how the
notion of the invariance under local phase rotations can be used to construct the
Lagrangian of QED 1. QED (Quantum Electrodynamics) was the first quantum field
theory to be studied [8–13] and is the simplest of those that make up the SM. We
begin by showing that if one starts with the Dirac Lagrangian
LDirac = ψ(i/∂ −m)ψ (1.1)
and enforces invariance under transformations of the form,
ψ(x)→ eiα(x)ψ(x) (1.2)
then one naturally arrives at the QED Lagrangian. Firstly, it is trivial to see that the
mass term in the Lagrangian mψψ is invariant under these transformations (since
1Gauge invariance and the standard model are the topics of several good textbooks (e.g. see [6,7]
and others), in the following derivations we use the definitions of [6]
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the conjugation ensures that the α dependence drops out). However, the derivative
term is not invariant. This is because the derivative operation naturally acts on
fields by deforming x by small amounts x→ x+ ǫ. However the points x and x+ ǫ
transform with different rotations under eq. (1.2), so no cancellation occurs. We
wish to define an object which transforms in the following way
D(x, y)→ eiα(y)D(x, y)e−iα(x) (1.3)
This then ensures that D(x, y)ψ(y) has the same transformation as ψ(x). Using
this we can construct a covariant derivative which has the correct transformation
properties,
nµDµψ = limǫ→0
1
ǫ
(ψ(x+ ǫn)−D(x+ ǫn, x)ψ(x)) (1.4)
where we have defined an arbitrary direction nµ in which the derivative acts. We
can perform a Taylor expansion on D(x+ ǫn, x)
D(x+ ǫn, x) = 1− igǫnµAµ(x) +O(ǫ2). (1.5)
The coefficient of the displacement ǫnµ is a new vector field Aµ, which we use to
build the covariant derivative,
Dµψ(x) = ∂µψ(x) + igAµψ(x). (1.6)
Inserting the Taylor series expansion into the transformation equation eq. (1.3) we
observe that the vector field Aµ must transform in the following way
Aµ(x)→ Aµ(x)− 1
g
∂µα(x). (1.7)
We can verify that Dµψ(x) now behaves as we would wish,
Dµψ(x) →
[
∂µ + ig
(
Aµ − 1
g
∂µα
)]
eiα(x)ψ(x)
= eiα(x)(∂µ + igAµ)ψ(x) (1.8)
such that γµψDµψ is now gauge invariant as required. We observe that the new term
in the Lagrangian is none other than the interaction term in the QED Lagrangian.
We now check that the kinetic term for the photon is also gauge invariant. This is
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easy to show since upon inserting eq. (1.7) into the definition of the field strength
tensor,
Fµν = ∂µAν − ∂νAµ → ∂µ(Aν − 1
g
∂να)− ∂ν(Aµ − 1
g
∂µα)
= Fµν − 1
g
(∂µ∂ν + ∂ν∂µ)α = Fµν (1.9)
we observe that Fµν is invariant under gauge transformations. Since LMaxwell =
−1
4
F µνFµν the QED Lagrangian is clearly gauge invariant.
It is also simple to see that a photon mass term, m2AµAµ is manifestly not gauge
invariant, thus gauge invariance requires that mγ = 0. We shall see that problems
associated with generating a mass term for a vector field motivates the introduction
of the Higgs shortly.
In summary, we observed that if we wish to create a field theory for Dirac
fermions which is manifestly invariant under local phase rotations, we needed to
introduce an additional vector field Aµ which through its coupling to the fermions
allows the derivative to possess the correct transformation properties. Remarkably
this new term in the Lagrangian is exactly that which in QED is associated with the
photon - fermion - fermion vertex. Eq. (1.2) is actually an example of a mathemat-
ical group known as U(1). A natural extension to the above example is to generalise
the principle of constructing gauge invariant Lagrangians to include other mathe-
matical groups. We will show that the invariance under SU(N) transformations can
be used to construct the Lagrangians of QCD and indeed the entire SM Lagrangian.
SU(N) gauge invariance
In the previous discussion we constructed a Lagrangian based upon the principle of
invariance under local phase rotations, here we wish to generalise the approach to
include transformations of the form,
ψ(x)→ V (x)ψ(x) (1.10)
and now we allow V (x) to become an n × n unitarity matrix, implying that fields
ψ(x) form an n-plet. In general one can expand an infinitesimal transformation as
1.1. The Standard Model of Particle Physics 5
follows,
V (x) = 1 + iαata +O(α2). (1.11)
Here ta is a matrix and the set of t’s are the basic generators of the symmetry group.
Indeed since V (x) is unitarity we find that
V (x)V †(x) = 1 =⇒ ta − (t†)a = 0 (1.12)
so ta are Hermitian. A continuous group with Hermitian operators of this kind is
known as a Lie group and the vector space spanned by the generators defined with
the following commutation relation,
[ta, tb] = ifabctc (1.13)
defines a Lie algebra. Here fabc are called the structure constants of the group. Lie
groups can be quite diverse but in this discussion we restrict ourselves to the group
of N × N unitary matrices with determinants equal to 1 (SU(N)). These theo-
ries were first studied by Yang and Mills [14], hence the resulting gauge invariant
SU(N) Lagrangian is referred to as the Yang-Mills Lagrangian. The traceless Her-
mitian matrices ta define the fundamental representation of the group, and it is this
representation which will govern how fermions will transform given an infinitesimal
transformation. The structure constants fabc define the adjoint representation of the
group and it is this representation that determines how vector bosons transform. We
also note that if the structure constants all vanish (an example of which is the U(1)
gauge group) then the group is called Abelian. If however, there are non-zero com-
mutation relations between group generators the group is non-Abelian. We shall see
presently that this has a huge effect on the physics of a gauge theory.
Now that we have defined the properties of the groups with which we want
physics to be invariant under, we must define the infinitesimal field transformations
and gauge invariant combinations of fields that can be used to construct Lagrangians.
The generalisation of the covariant derivative eq. (1.6) is straightforward,
Dµ = ∂µ − igAaµta. (1.14)
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The covariant derivative simply contains a vector field for each generator of the
representation. The infinitesimal field transformations have the following form,
ψ → (1 + iαata)ψ, (1.15)
Aaµ → Aaµ +
1
g
∂µα
a + fabcAbµα
c, (1.16)
and the finite transformation of Aaµ ensures the correct transformation of the covari-
ant derivative,
Aaµ(x)t
a → V (x)
(
Aaµ(x)t
a +
i
g
∂µ
)
V †(x) (1.17)
The field strength for a non-Abelian theory extends that of QED,
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcµ. (1.18)
Using the transformation of the vector field eq. (1.17) we find that under a gauge
transformation,
F aµνt
a → V (x)F aµνtaV †(x). (1.19)
In contrast to the abelian case the field strength tensor is no longer separately
gauge invariant, however traces of F aµνt
a will always be gauge invariant (because
of the cyclic nature of traces). Hence we can construct gauge invariant terms by
considering traces of F aµνt
a’s. The Yang-Mills Lagrangian then has the following
form,
LSU(N) = ψ(i/D)ψ − 1
2
(F iµν)
2 −mψψ (1.20)
In the above we have used the normalised the colour matrices using tr(tatb) = δab,
which differs from Peskin and Schroeder [6] by a factor of 1/2. The major difference
between the QED Lagrangian and the Yang-Mills Lagragian above is the presence
of three- and four-point vertices which couple vector bosons to themselves. In QED
there are no such vertices and the resulting changes in physics are remarkable.
Asymptotic freedom, (meaning that the colour charge grows weaker with increasing
energy) is a result of these vertices and is responsible for confinement of coloured
particles.
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Figure 1.1: A simple one-loop Feynman diagram
We have now described all the pieces needed to construct guage-invariant La-
grangians and hence build the SM. All that remains to do is to define the particular
gauge group in which represents the various theories of nature. As we have shown,
QED arises naturally from a U(1) gauge group where g, the coupling of matter to
photons, is given by the electric charge of the fermions. The strong force described
by Quantum Chromodynamics (QCD) was over time shown to be described by an
SU(3) non-Abelian gauge theory2. The weak force is more subtle. Over time it
was established that the weak force was chiral in nature (i.e. it coupled to particles
depending on their spin orientation relative to the direction of motion) and that the
desired gauge group to describe the theory was SU(2). The problem of assigning a
mass to theW and Z vector bosons in a gauge-invariant way resulted in the concept
of electroweak symmetry breaking, which we will discuss in section 1.2. First we re-
view a couple of other topics which are relevant to the work performed in this thesis,
the regularisation of loop amplitudes and the kinematics of a hadronic collision.
1.1.2 Regularisation of UV and IR divergences
In this section we briefly describe the concepts regarding the regularisation of loop
amplitudes in quantum field theories. The need arises for regularisation when one
moves beyond the calculation of tree-level (0-loop) amplitudes. When one considers
loop diagrams it is simple to see that one can assign any momentum to a loop particle
in the diagram. This results in the need to integrate over all allowed momenta when
one considers a loop diagram. One of the simplest non-trivial loop diagrams is the
2For a nice historical overview of QCD see [15].
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bubble diagram shown in Fig 1.1. Application of the Feynman rules and reduction
of intermediate tensor integrals [16] would ultimately lead to the following sort of
term,
I4D2 =
∫
d4ℓ
(2π)4
1
(ℓ2)(ℓ− P )2 (1.21)
This diagram diverges as ℓ → ∞ (known as UV divergence) and to expose the
singularity structure of the integral we wish to regularise the integral at intermediate
stages. By far the most popular method of regularisation is that of dimensional
regularisation, first proposed by ’t Hooft and Veltman [17]. In this approach one
alters the number of spacetime dimensions to 4 − 2ǫ. Singularities then reveal
themselves as inverse powers of ǫ. This method has numerous advantages, including
maintaining gauge-invariance and regularising both UV (ℓ → ∞) and IR (ℓ →
0) singularities at the same time. This point needs some clarification since these
singularities arise from different sources, a UV singularity occurs when the powers
of ℓ in the numerator dominate as ℓ → ∞. To regularise these divergences we
would wish to define ǫ > 0. Clearly the situation is reversed for IR singularities,
where the denominator dominates and we would wish that ǫ < 0. However, in
practical calculations one can define ǫ > 0, reguarlise and renormalise (which will
be explained shortly) the UV singularities and then analytically continue to ǫ < 0,
which regulates the remaining IR singularities.
How one treats external particles is up to the discretion of the calculator, and
several schemes exist and are related to each other by predictable quantities. In this
thesis unless stated we will work in the four-dimensional helicity scheme (FDH). This
allows us to keep external particles strictly in four-dimensions, whilst only the loop
momenta (and the metric) are D-dimensional. The t’Hooft-Veltman scheme [17]
defines γµ in d dimensions with γ5 = iγ0γ1γ2γ3 defined such that it anticommutes
with γµ for µ ∈ {0, 1, 2, 3} and commutes with γµ for all other µ.
Of course one does not expect to predict infinite cross sections, and this certainly
is not what is observed at colliders! Ultimately we wish to remove the singularities in
ǫ and there are systematic ways of doing this. Ultraviolet divergences can be removed
by a process known as renormalisation. Basically the physical quantities written in
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the Lagrangian such as charges and masses are not the true physical quantities
observed in nature. At each loop order one must calculate counterterms which are
absorbed into the masses and charges. When combined with divergent integrals these
counter terms lead to (UV) finite amplitudes at each order in perturbation theory.
Infra-red divergences arise from two sources, when ℓ2 → 0 in a loop amplitude and
when an external (spin-1) particle becomes soft (E0 → 0) or collinear to another
external particle3. In the second case, an (n+1) parton amplitude is observationally
equivalent to an n parton amplitude. In the first case the loop particle does not
affect the momentum flow of the diagram and the n parton m loop amplitude tends
towards an n parton (m− 1) loop amplitude. Therefore we see that in an IR region
one can combine (n + 1) parton (m − 1)-loop amplitudes with n-parton m loop
amplitudes, resulting in IR pole cancellation. This procedure works systematically
at all loop orders [18–20] and in our case we will need to combine (n + 1) parton
tree level amplitudes with n-parton one-loop amplitudes.
1.1.3 An overview of a hadronic collision
In this section we provide an extremely brief overview of a particle collision in
an hadronic environment. We discuss factorisation of QCD amplitudes, jets and
hadronisation.
Factorisation and cross sections
A hadronic collider such as the Tevatron or the LHC collides composite objects
rather than fundamental particles (such as electrons and positrons at LEP). In
general a cross-section for a physical observable can be obtained from the following
formula [7, 21],
σ(S) =
∑
i,j
∫
dx1dx2fi(x1, µ
2)fj(x2, µ
2)σˆij(sˆ = x1x2S, αS(µ
2),
Q2
µ2
) (1.22)
3Quark pairs can also produce collinear singularities through qq → g.
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and explaining the various terms in this formula is the goal of this section. Calculat-
ing quantities in QCD is considerably more difficult than those in QED, primarily
because we do not observe isolated coloured particles, but instead we observe colour-
less bound states (hadrons). At a certain scale (≈ ΛQCD ∼ 1 GeV) hadronisation
occurs resulting in the varied spectrum of baryons and mesons observed in detectors.
The problem is exacerbated by the fact that we initially collide hadrons! How can
we make predictions using perturbation theory when we are colliding bound states?
Fortunately, the situation is not as bad as may be first thought. Factorisation
allows us to split up the various problems associated with the different physical
scales in the problem. This factorisation is apparent in eq. (1.22). The scattering
which occurs at high energies (hard scale) is calculated using perturbation theory
(σˆ), the scale µ represents the factorisation scale below which interactions are ab-
sorbed into fi, the parton-distribution functions (PDFs). The PDFs incorporate
both perturbative and non-perturbative physics and can be thought of as the prob-
ability of extracting a parton of type i with a momentum fraction x1 of the total
proton momentum. PDF’s are calculated from both experimental data and theoret-
ical predictions [22–26] and as result are quoted in terms of the order of perturbation
theory with which they are matched to. Currently Next-to-Next-to Leading Order
(NNLO) PDF’s are available, in this thesis we use the (LO or NLO) MSTW08 PDF
sets [22].
The strategy to generate a partonic cross section is now clear. One firsts calcu-
lates the partonic cross section for the hard process of interest. Then to produce a
cross section which can be compared with experiment one must convolve the par-
tonic cross section with the PDFs and integrate over xi, the partonic momenta
fraction. This deals with the issue of colliding bound states. However the final
states produced in a hadronic collision are predominately coloured objects. The
issues associated with hadronisation are considered in the next section.
1.1. The Standard Model of Particle Physics 11
Showers and jets
Immediately upon looking at an image of a high-energy collision one can spot a
collection of hadrons which are grouped into a roughly cone sized area. These
hadrons, which have travelled roughly collinear to each other, are known as jets.
Therefore, to compare theory to experiment one needs a suitable jet algorithm to
define exactly what is meant by a jet and the properties it has. Several jet algorithms
exist [27–31], the one we will use in this thesis is known as the kT algorithm and
works in the following way [32]:
• The algorithm begins with a set of preclusters, which for our theoretical cal-
culations with MCFM means partons. Each precluster is expressed in the
following form
(E,p) = E(1, cosφ sin θ, sinφ sin θ, cos θ) (1.23)
where E is the precluster energy and φ and θ are the azimuthal and polar
angles respectively.
• For each precluster define the square of the transverse momenta and rapidity,
d2i = p
2
T,i, p
2
T = p
2
x + p
2
y and y =
1
2
ln
E + pz
E − pz , (1.24)
• For each pair (i, j) (i 6= j) of preclusters define,
dij = min(p
2
T,i, p
2
T,j)
∆R2ij
D2
= min(p2T,i, p
2
T,j)
(yi − yj)2 + (φi − φj)2
D2
(1.25)
where D ≈ 1 is a parameter of the jet algorithm.
• Find the minimum of all the di and dij and call it dmin.
• If dmin is a dij remove preclusters i and j from the list and replace them with
a new merged precluster (Eij , pij), given by
Eij = Ei + Ej
pij = pi + pj (1.26)
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• If dmin is a di then the precluster is not mergeable, remove precluster from the
list and define it as a jet.
• Continue until no preclusters remain.
We observe that the algorithm produces a list of jets which are separated by ∆R > D
and that this algorithm can be applied equally well to theoretical calculations or
experimental data.
Perturbation theory naturally produces amplitudes containing a fixed number of
partons, however the naive approximation that a jet is represented by a single hard
parton (at higher orders in perturbation theory this is somewhat improved) is not
reproduced in nature. The multiple emissions of partons in the soft and collinear
regions (which then hadronise to form jets) are modeled theoretically by a parton
shower 4. Parton showers are a key element in Monte Carlo event generators, which
for the most part merge [33] leading order matrix elements with parton showers
and hadronisation to form a realistic prediction of particle physics collision. Some
modern examples are HERWIG [34–36], SHERPA [37,38] and PYTHIA [39,40].
1.2 Electroweak Symmetry Breaking
The study of electroweak symmetry by spontaneously broken symmetries originally
started in the 1960’s [41–45]. Yet the search for the Higgs is only now, nearly fifty
years later, reaching its climax. In this section we introduce the main features of
the Higgs mechanism and briefly review some Higgs phenomenology.
1.2.1 Spontaneous breaking of O(N) symmetries, Goldstone
bosons
In this section we introduce the main aspects of a gauge theory which is sponta-
neously broken showing how within these theories gauge bosons naturally acquire a
4for an overview of parton showers see Chapter 5 of [7]
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mass. We follow [6] and begin by describing spontaneous symmetry of a continuous
symmetry first before moving onto discuss the breaking of gauge symmetries. We
consider the following Lagrangian consisting of a set of N real scalar fields φi(x),
LLS = 1
2
(∂µφ
i)2 +
1
2
µ2(φi)2 − λ
4
[(φi)2]2 (1.27)
which is known as the linear sigma model. Here we choose λ, µ2 > 0. The above
Lagrangian is invariant under the group of orthogonal rotations O(N),
φi → Rijφj (1.28)
The lowest-energy classical configuration is a constant field φi0 whose value minimises
the potential,
V (φi) = −1
2
µ2(φi)2 +
λ
4
[(φi)2]2 (1.29)
φi0 satisfies,
(φi0)
2 =
µ2
λ
(1.30)
We observe that this constraint merely fixes the length of the vector φi0, its direction
is arbitrary. We choose coordinates such that φi0 points in the N -th direction,
φi0 = (0, 0, . . . , 0, v), (1.31)
where v = µ/
√
λ. We now choose to expand the fields around the lowest energy
solution,
φi(x) = (πk(x), v + σ(x)), k = 1, . . . N − 1 (1.32)
Written in terms of these fields the Lagrangian takes the following form,
LLS = 1
2
(∂µπ
k)2 +
1
2
(∂µσ)
2 − 1
2
(2µ2)σ2 −
√
λµσ3 −
√
λµ(πk)2
−λ
4
σ4 − λ
2
(πk)2σ2 − λ
4
[(πk)2]2. (1.33)
We note the appearance of one massive field σ and N − 1 massless fields πk. The
original symmetry group of the Lagrangian O(N) is no longer apparent, there is
only an O(N − 1) symmetry which rotates πk fields amongst themselves. In this
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example we have spontaneously broken the O(N) continuous symmetry by choosing
to express the ground state in terms of a particular direction in φ space. The
remaining symmetry is O(N − 1) so we would describe this breaking as O(N) →
O(N − 1).
The appearance of massless fields as a result of spontaneous symmetry breaking
is a general result of theorem proven by Goldstone [46, 47]. Goldstone’s theorem
states that for every spontaneously broken continuous symmetry the theory must
contain a massless particle. In the above example the original symmetry O(N)
had (N(N − 1))/2 symmetries, when it was broken to O(N − 1) this changed to
(N − 2)(N − 1)/2. This resulted in a loss of N − 1 symmetries, hence we observed
N − 1 Goldstone bosons.
1.2.2 Spontaneous breaking of scalar QED
Next we consider the following Lagrangian which couples a complex scalar to itself
and to an electromagnetic field,
L = −1
4
(Fµν)
2 + |Dµφ|2 − V (φ) (1.34)
where Dµ = ∂µ + ieAµ. As can be seen from the discussion of section 1.1.1 the
Lagrangian is invariant under the following U(1) transformations (provided V (φ) is
a function of φ∗φ),
φ(x)→ eiα(x)φ(x), Aµ(x)→ Aµ(x)− 1
e
∂µα(x). (1.35)
An interesting, and relevant choice of potential is the following
V (φ) = −µ2φ∗φ+ λ
2
(φ∗φ)2. (1.36)
In exactly the same manner as the previous section when µ2 > 0 there is a non-zero
vacuum expectation value (vev),
〈φ〉 = φ0 =
(
µ2
λ
)1/2
. (1.37)
When we expand φ(x) areound the vacuum state,
φ(x) = φ0 +
1√
2
(φ1(x) + φ2(x)) (1.38)
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the potential takes the following form,
V (φ) = − 1
2λ
µ4 +
1
2
(2µ2)φ21 +O(φ3i ). (1.39)
We note that φ1 gains the mass
√
2µ and φ2 is the massless Goldstone boson. Until
now the discussions of this section and that preceding it have been identical. How-
ever, this Lagrangian contains a covariant derivative linking φ to the electromagnetic
field Aµ, and we must also inspect what happens to this term in the Lagrangian as
a result of the symmetry breaking.
|Dµφ|2 =
2∑
i=1
1
2
(∂µφi)
2 +
√
2eφ0Aµ∂
µφ2 + e
2φ20A
µAµ + . . . (1.40)
where . . . represent cubic and quartic interactions of the fields. The piece we are
most interested in is
LmA =
1
2
m2AA
µAµ = e
2φ20A
µAµ (1.41)
i.e. the photon has acquired a mass which is proportional to the vacuum expectation
value φ0. This illustrates how the mechanism of spontaneous symmetry breaking
can be responsible for the W and Z vector boson masses. The question remains as
to the specific gauge group to break to correctly generate the observed spectrum of
vector boson masses.
1.2.3 The Higgs mechanism
Merely breaking the group SU(2) does not generate the correct spectrum of masses
observed in nature, one can generate either three identical mass vector bosons or
two identical and one massless vector boson depending on the representation of the
scalar field. However when we couple the scalar to both SU(2) and U(1) fields we
can correctly generate massive bosons with different masses. A beautiful feature of
breaking SU(2)×U(1) is that there is also one residual massless boson with a U(1)
gauge symmetry. This naturally becomes electrodynamics, and as result the weak
and electrodynamic forces can be unified into the larger gauge group.
In terms of SU(2)× U(1) gauge theory the covariant derivative for φ is
Dµφ = (∂µ − igAaµ − i
1
2
g′Bµ)φ (1.42)
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We note that the since the SU(2) and U(1) gauge factors commute with each other,
they can have different coupling constants. We also note that we have assigned a
charge of 1/2 to the scalar under the U(1) symmetry and this is to eventually ensure
that the scalar remains electrically neutral. Assuming that the field acquires a vev
of the form
〈φ〉 = 1√
2
 0
v
 , (1.43)
then gauge transformations of the form
φ→ eiαaτaeiβ/2φ (1.44)
with α1 = α2 = 0, α3 = β leaves the vev invariant. It is this invariance to a
particular combination of generators which leaves one of the vector bosons massless.
When we expand the quadratic terms in the Lagrangian we find,
Lmass = 1
2
v2
4
[g2(A1µ)
2 + g2(A2µ)
2 + (−gA3µ + g′Bµ)2], (1.45)
resulting in three massive vector bosons,
W±µ =
1√
2
(A1µ ± iA2µ), mW = g
v
2
, (1.46)
and
Z0µ =
1√
g2 + g′2
(gA3µ − g′Bµ), mZ =
√
g2 + g′2
v
2
. (1.47)
The remaining combination of vector fields is the massless photon,
Aµ =
1√
g2 + g′2
(gA3µ + g
′Bµ) mA = 0 (1.48)
We have seen how spontaneously breaking symmetries can result in the spec-
trum of masses observed in nature. The unified theory of electroweak interactions
makes predictions about the relationship between the W and Z boson, masses, in
particular it produces a larger Z mass naturally. To successfully break the sym-
metry one needed to introduce a new scalar field into the Standard Model. This
field transforming in the SU(2)×U(1) gauge group has a potential with the correct
parameters to introduce a non-zero vev to the theory. The physical manifestation of
this new scalar is the Higgs boson. In the remainder of this chapter we will discuss
Higgs phenomenology at colliders and introduce the gluon-Higgs effective coupling.
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Figure 1.2: A sample Higgsstrahlung diagram in which the Higgs boson is radiated
from a massive Z vector boson. Since the Higgs-electron coupling is small this was
the dominant Higgs production mechanism at LEP.
1.3 Higgs searches at colliders
In this section we describe the results of various searches for the Higgs boson at
different colliders. We discuss the current lowest bound on the Higgs mass, which
comes from LEP. We also discuss the exclusion region around 2mW observed by the
Tevatron, and discuss search strategies and potentials at the LHC.
1.3.1 Higgs searches at LEP
The Large Electron-Positron (LEP) collider operated at CERN between 1989 and
2000, colliding electrons and positrons with a centre of mass energy between 90 and
209 GeV. Its Higgs searches focused primarily on direct production whilst precision
measurements of theW and Z mass allowed constraints to be placed onmH through
quantum effects. These indirect searches constrained mH < 193GeV/c
2 at the 95%
confidence level and favoured a mass in the range 81+51−33GeV/c
2 [48].
Direct production of a Higgs boson at a lepton collider is made more difficult since
the colliding particles have very small couplings to the Higgs (since the coupling is
proportional to the mass of the particle). This means that the dominant production
mechanism of a Higgs boson at a lepton collider is through the Higgsstrahlung
process, (in which a Higgs is radiated from a Z boson) for which a sample diagram
is shown in Fig. 1.2 [49,50]. For the range of Higgs boson masses which were relevant
for the LEP studies the Higgs predominately decayed to bb pairs (with a branching
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ratio of 74%). The branching ratios for the decays to τ+τ−,WW ∗ and gg are around
7% with the remaining ≈ 4% decay to cc.
The final states which were included in the final combined analyses [51–55] were
the four-jet final state (H → bb)(Z → qq), the missing energy final state (H →
bb)(Z → νν), the leptonic final state (H → bb)(Z → ℓ+ℓ−) ℓ ∈ {e, µ} and the tau
lepton final states, (H → bb)(Z → τ+τ−) and (H → τ+τ−)(Z → qq). The result
of the combined direct searches, [51] was a limit on the lightest a SM Higgs boson
could be. They found a lower bound of 114.4GeV/c2 at the 95% confidence level.
Fig. 1.3 summarises these results.
1.3.2 Higgs searches at the Tevatron and the LHC
The two colliders currently searching for the Higgs boson, Fermilab’s Tevatron and
CERN’s LHC are both hadronic colliders (the Tevatron collides protons and antipro-
tons, the LHC collides protons). As such the main Higgs production mechanisms
are completely different from those at LEP and are shown in Figs. 1.4-1.5, the larger
energy associated with these colliders also introduces new Higgs decay modes, which
are shown in Fig. 1.6.
The dominant production mechanism at both colliders occurs through the gluon
fusion process, which is the main topic of the next section. It is interesting to
note the differences between the subdominant production mechanisms between the
colliders. At the Tevatron the second largest source of Higgs bosons occurs through
W and Z Higgsstrahlung, the quark equivalent of the main process at LEP. However,
at the LHC it is Vector-boson fusion (VBF or sometimes referred to as WBF) which
is the sub-dominant process. This is not merely due to the difference in centre of
mass energies between the colliders, but due to the fact that in an anti-proton there
are more valence anti-quarks than in a proton and as result processes in which quark
annihilation occur are favoured at the Tevatron.
We note that in Fig. 1.6 there is a clear change in Higgs branching ratio around
mH ≈ 130 GeV below these values the Higgs decays mostly into bb pairs, whilst
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Figure 1.3: Search results from the LEP collaboration [51], the solid line indicates
observation, the dashed line indicating the median expectation for the background.
The dark shaded bands indicate the 68% and 95% probability bands. The intersec-
tion of the horizontal line for CLs = 0.05 with the observed curve is used to define
the 95% confidence lower bound on mH .
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Figure 1.4: Higgs production at the Tevatron (taken from [56]), Run II of the
Tevatron collides protons and anti-protons at a centre of mass energy of 1.96 TeV.
The dominant production mechanism is gluon fusion. The second most dominant
mechanism is W Higgsstrahlung, followed by Vector-boson-fusion (VBF).
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Figure 1.5: Higgs production at the LHC (taken from [56]) for a design centre of
mass energy of 14 TeV. In a similar fashion to the Tevatron gluon fusion dominates
over all other channels, however, for the LHC VBF is now the subdominant channel
and Higgsstrahlung is suppressed.
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Figure 1.6: Higgs decay modes for an interesting range of Higgs masses [56,57]. For
light Higgs bosons (mH / 130 GeV) bb is the dominant decay mode. For all other
masses W+W− dominates, for large masses tt becomes an important cannel.
above these masses the Higgs decays preferentially into W+W−. This latter channel
with leptonic W decay is much cleaner at hadron colliders since in an hadronic
environment picking out QCD decays of the Higgs is extremely difficult due to the
large irreducible backgrounds.
The peak in the H → W+W− spectrum around mH ≈ 2mW gives a particular
sensitivity to a Higgs boson in this mass range. Indeed the Tevatron has recently
produced results [58] which exclude a Higgs boson in the mass range 162-166 GeV
at the 95% CL. This is based on the combined analysis [58] of 4.8 [59] (CDF) and
5.4 [60] (D0) fb−1 data sets. The experiments investigated events with large missing
transverse energy and two oppositely charged leptons, targeting the H → W+W−
signal, in which both W s decay leptonically. The results are shown in Fig. 1.7.
It should be noted that in this analysis theoretical predictions for the Higgs cross
section play a crucial role, which we will talk more about in Chapter 6. Very
recently, [61] the combined CDF (5.9) fb−1 and D0 (6.7) fb−1 results have been
published, increasing the exclusion limits to 158 < mH < 175 GeV/c
2, the results
are summarised in Fig 1.8.
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Figure 1.7: Combined CDF and D0 Higgs search results [58]. The sensitivity around
2mW allows an exclusion region to develop around these masses. The exclusion
occurs where the observed line falls below the theoretical prediction.
Over the next decade, as the LHC gathers a large enough data set, the Higgs
boson will either be observed or excluded in the theoretically acceptable region.
Like the Tevatron, the LHC will be more sensitive to a heavy Higgs [62], however
it should gather a enough data to allow even very rare decays (but experimentally
favourable) of light Higgs bosons such as H → γγ to be investigated.
1.4 Effective coupling between gluons and a Higgs
in the limit of a heavy top quark
1.4.1 Effective Lagrangian
In this section we introduce the effective Lagrangian which couples gluons to the
Higgs boson [63–65]. Since the Higgs boson only couples to massive particles the
interaction proceeds predominantly through a top quark loop. The dependence on
the top mass quickly makes calculations extremely difficult, since at LO in the full
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Figure 1.8: Combined CDF and D0 results [61], the increased data set (relative
to [58]) has increased the exclusion limit around 2mW . The results are also beginning
to approach the LEP lower limit on the Higgs mass.
Figure 1.9: The Higgs-gluon coupling in the Standard Model proceeds through a
top quark loop, at LO order in the full theory this is the only contributing diagram.
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theory one must deal with massive loops and massive external particles. Amplitudes
with a Higgs boson and up to four gluons have been calculated at LO in the full
theory [66–68]. Processes which allow large amounts of colour annihilation typically
have large K factors, and as such we expect NLO contributions to gluon fusion to
be large. Since NLO calculations in the full theory involve two loop diagrams with
a massive loop, these calculations are formidable. To simplify the problem we can
work in an effective theory in which the top mass is sent to infinity [63–65]. This
approximation will work well provided that mH < 2mt. In this effective theory the
top loops are integrated out to produce vertices. These vertices arise from higher-
dimensional terms in the Lagrangian which directly couple Higgs bosons and gluon
field strengths. The first of these terms is five dimensional, successive terms, which
are higher dimensional, contain higher powers of gluon field strengths,
Linteff =
1
2
CH trGµνGµν + C
′H trGµνG
ν
ρG
ρ
µ + . . . . (1.49)
Since each term in the Lagrangian is ultimately four dimensional we observe that
C ′ ∼ C/m2t , i.e. each of the higher dimensional Lagrangian pieces are suppressed
by powers of mt. Therefore in the mt →∞ limit only the first term contributes to
Higgs plus gluon amplitudes. O(m2H/m2t ) corrections can be included by calculating
amplitudes using the higher-dimensional pieces of the Lagrangian. One can use these
higher-dimensional effective operators to calculateO(1/m2t ) corrections to Higgs plus
jet amplitudes in the effective theory [69].
To make predictions using the effective theory Lagrangian we must obtain the
Wilson coefficient C, this can be done by matching to fixed order calculations in the
full theory. In this way one obtains C as a perturbation series in αS, for example
at leading order the (colour stripped) matrix element for H → gg in the effective
theory is,
MEff(H → gg) = −iCgµνp1 · p2ǫ∗µ1 ǫ∗ν2 (1.50)
where pi and ǫ
∗
i represent the momentum and polarisation vector of gluon i. We
can also calculate the H → gg amplitude in the full theory,where there is only one
diagram, the triangle diagram shown in Fig 1.9. In the mt → ∞ limit the matrix
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element takes the following form,
MFTmt→∞(H → gg) = −i
αs
6πv
gµνp1 · p2ǫ∗µ1 ǫ∗ν2 + . . . (1.51)
where . . . represent pieces which are suppressed in the large top limit. We can
determine the coefficient C by matching eq. (1.50) and eq. (1.51).
CαS =
αS
6πv
(1.52)
To compute C to higher orders in αS one must calculate MFTmt→∞(H → gg) at
higher loops, The effective coupling C has been calculated up to order O(α3s) in [70].
However, for our purposes we need it only up to order O(α2s) [71],
Cα
2
S =
αs
6πv
(
1 +
11
4π
αs
)
+O(α3s) (1.53)
One can also define the following quantity R which is given by the ratio
R =
σ(H → gg)
σmt→∞(H → gg)
, (1.54)
where σ(gg → H) is the total cross section. Setting x = 4m2t/m2H the correction for
the finite mass of the top quark in the region x > 1 is [72],
R =
[
3x
2
(
1− (x− 1)
[
sin−1
1√
x
]2)]2
. (1.55)
This quantity when used to normalise an effective theory cross section provides
a good approximation of the cross section from the full theory, see Ref. [66] and
references therein.
It has been known for a long time that the radiative corrections to Higgs pro-
duction through gluon fusion are large [72–74]. These NLO studies showed that
going beyond NLO was essential and impressively fully differential cross-sections
at NNLO have now been calculated [75–82]. Recent calculations have studied the
effect of finite top masses on the NNLO calculations [83–88]. They found them
to be reasonably small, indicating that for Higgs production through gluon fusion
the effective theory works well. The NNLO results can also be improved by in-
cluding next-to-next-to-leading logarithmic (NNLL) soft gluon resummation [89] 5.
5At the Tevatron this results in an increase in cross section of around 13%.
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These calculations have been confirmed by calculation of soft terms to N3LO accu-
racy [90, 91].
When more partons are considered in the final state top mass effects become
more pronounced. It has been shown that top and bottom quark mass effects can
play an important role [92] in deviations from the effective theory results [93,94] for
Higgs plus jet calculations at NLO. We discuss the role of additional jets further
(with an emphasis on two jets) in section 1.5.
1.4.2 φ, φ† splitting of the Effective Lagrangian
When we look at a simple Higgs plus gluon helicity amplitude at tree-level a hint of
structure jumps out at us,
A
(0)
4 (φ, 1
−, 2+, 3−, 4+) =
〈13〉4
〈12〉〈23〉〈34〉〈41〉 +
[24]4
[12][23][34][41]
. (1.56)
Here we have used the spinor helicity formalism, which is described in Appendix A.
Eq. (1.56) has a clear structure, if momentum were conserved amongst the gluons
(pH → 0) then the two terms would be conjugates of each other. With this in mind
we make the following definitions, [95],
φ =
(H + iA)
2
, φ† =
(H − iA)
2
. (1.57)
Here A is a massive pseudo-scalar. We also wish to divide the gluon field strength
tensor Gµν into self-dual (SD) and anti-self dual (ASD) pieces,
GµνSD =
1
2
(Gµν + ∗Gµν) GµνASD =
1
2
(Gµν − ∗Gµν), (1.58)
with
∗Gµν =
i
2
ǫµνρσGρσ. (1.59)
In terms of these definitions the Lagrangian takes the following form,
LintH,A =
C
2
[
HtrGµνGµν + iAtrG
∗
µνG
µν
]
= C
[
φtrGSD µνG
µ,ν
SD + φ
†trGASDµνG
µ,ν
ASD
]
. (1.60)
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The effective interaction linking gluons and scalar fields splits into a piece containing
φ and the self-dual gluon field strengths and another part linking φ† to the anti-self-
dual gluon field strengths. The last step conveniently embeds the Higgs interaction
within the MHV structure of the QCD amplitudes. The self-duality of φ amplitudes
also results in them having a simpler structure than Higgs amplitudes. The full
Higgs amplitudes are then written as a sum of the φ (self-dual) and φ† (anti-self-
dual) components,
A(l)n (H ; {pk}) = A(l)n (φ, {pk}) + A(l)n (φ†, {pk}). (1.61)
We can also generate pseudo-scalar amplitudes from the difference of φ and φ†
components,
A(l)n (A; {pk}) =
1
i
(
A(l)n (φ, {pk})− A(l)n (φ†, {pk})
)
. (1.62)
Furthermore parity relates φ and φ† amplitudes,
A(m)n (φ
†, gλ11 , . . . , g
λn
n ) =
(
A(m)n (φ, g
−λ1
1 , . . . , g
−λn
n )
)∗
. (1.63)
From now on, we will only consider φ-amplitudes, knowing that all others can be
obtained using eqs. (1.61)–(1.63). We will discuss tree amplitudes containing a φ
and partons in Appendix A.
1.5 Higgs plus two jets: Its phenomenological role
and an overview of this thesis
As has been mentioned earlier in the chapter, an important search channel for the
Higgs boson, in the mass range 115 < mH < 160 GeV, is production via weak boson
fusion [96]. A Higgs boson produced in this channel is expected to be produced
relatively centrally, in association with two hard forward jets. These striking kine-
matic features are expected to enable a search for such events despite the otherwise
overwhelming QCD backgrounds. Confidence in the theoretical prediction for the
Higgs signal process is based upon knowledge of next-to-leading order corrections in
both QCD [97–99] and in the electroweak sector [100, 101].
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However, in addition to the weak process, a significant number of such events
may also be produced via the strong interaction. In order to accurately predict
the signal and, in particular, to simulate faithfully the expected significance in a
given Higgs model, a fully differential NLO calculation of QCD production of a
Higgs and two hard jets is also required. The interference between the weak boson
fusion process and gluon fusion have been calculated and shown to be experimentally
negligible [102].
In the Standard Model the Higgs couples to two gluons via a top-quark loop.
Calculations which involve the full dependence on mt are difficult and a drastic
simplification can be achieved if one works in an effective theory in which the mass of
the top quark is large [65,72,73]. For inclusive Higgs production this approximation
is valid over a wide range of Higgs masses and, for processes with additional jets,
the approximation is justified provided that the transverse momentum of each jet
is smaller than mt [67]. Tree-level calculations have been performed in both the
large-mt limit [64, 103] and with the exact-mt [67] dependence.
Results for the one-loop corrections to all of the Higgs + 4 parton processes have
been published in 2005 [104]. Although analytic results were provided for the Higgs
q¯qq¯q processes, the bulk of this calculation was performed using a semi-numerical
method. In this approach the loop integrals were calculated analytically whereas
the coefficients with which they appear in the loop amplitudes were computed nu-
merically using a recursive method. Although some phenomenology was performed
using this calculation [105], the implementation of fully analytic formulae will lead
to a faster code and permit more extensive phenomenological investigations, which
is the main goal of this thesis.
Since then there has been a drive to produce analytic results for the process,
with the aim of improving the speed of the calculation. This thesis contains cal-
culations for the most complicated helicity configurations; the φ-NMHV helicity
configurations (both the pure gluon and qqgg cases), and the non-adjacent MHV
helicity gluon configuration. The remaining calculations have been performed else-
where; the rational amplitudes (φ + + + +), (φ,− + ++) and (φ, qq + +) have
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been performed in [106] the all minus and adjacent minus MHV case can be found
in [107,108], whilst the φqq-MHV amplitudes (as well as φqqQQ helicity amplitudes)
can be found in [109].
This thesis proceeds as follows, in chapter 2 we present an overview of the on-shell
techniques which we will use throughout the thesis. Chapter 3 contains the calcula-
tion of the φMHV amplitude with general helicites, we present the cut-constructible
pieces for all multiplicities, whilst for the rational pieces we focus on the four-gluon
amplitude we are ultimately interested in. Chapter 4 describes the calculation of
the φ-NMHV and summarises the results for the four gluon amplitudes. The last
chapter dealing with analytic calculations is chapter 5, which presents the remaining
helicity amplitude, the φqq-NMHV amplitude. Chapter 6 then moves from analytic
calculations into describing some phenomenology which can be performed with the
new results. In chapter 7 we draw our conclusions. Appendix A contains a review
of both the spinor helicity formalism and colour ordering of tree and one-loop am-
plitudes as well as a list of useful tree amplitudes. Appendix B contains explicit
formulae for the basis integrals we use in this work.
Chapter 2
Unitarity and on-shell methods
2.1 Unitarity
Inspired by the optical theorem, unitarity techniques have recently become widely
used in the calculation of one-loop multi-particle amplitudes. These techniques,
originally pioneered by Bern, Dixon, Dunbar and Kosower in the mid-90’s [110,111],
have been revolutionised over the last few years by the introduction of complex
momenta and generalised unitarity.
In this section we will outline the main principles of generalised unitarity. In a broad
sense these methods can be classified as either four or D-dimensional techniques,
both of which are introduced in the following sections. We will also discuss on-shell
techniques for the generation of tree-level amplitudes, the MHV rules and BCFW
recursion relations. The unitarity-boostrap, a fully four-dimensional method for
generating one-loop amplitudes, is also introduced. Finally we review the recent
progress towards one-loop automisation.
2.1.1 Unitarity: An Introduction
At the heart of unitarity methods lies the optical theorem, which relates the discon-
tinuity of a matrix element to its imaginary part. When expanded in a perturbation
series in the relevant coupling constant the first non-trivial result relates the product
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of two tree level amplitudes to the discontinuity of a one-loop integral function. The
discontinuity of a one-loop integral associated with a kinematic scale s = P 2 can be
determined by replacing (or cutting) the following propagators,
1
ℓ2 + iǫ
→ −2πiδ(ℓ2), 1
(ℓ+ P )2 + iǫ
→ −2πiδ((ℓ + P )2). (2.1)
In the mid-90’s Bern, Dixon, Dunbar and Kosower used these relations to calculate
a series of one-loop amplitudes [110, 111]. The method involves taking a cut in a
certain kinematic scale and then using the simplifying kinematics of the cut (e.g. a
four dimensional on-shell loop momenta) to reduce the complexity of the coefficients
of the cut loop functions. The cut propagators are then reinstated so that the inte-
grand returns to being a one-loop integral. This approach successfully determines
the coefficients of all basis integrals which contain a cut in the kinematic scale. Inte-
grals which do not contain a cut propagator, but can arise in the reduction process,
must be dropped and recovered in the appropriate cuts.
A major simplification occurs when four-dimensional tree amplitudes are used
in the cuts. This is because one can use the spinor helicity formalism (which is
described in Appendix A) to produce compact helicity amplitudes. However, the
price of using four-dimensional cuts is the inability to determine pieces of the ampli-
tude which do not contain discontinuities in the kinematic invariants. These pieces,
lacking such discontinuities, are referred to as the rational pieces [110, 111]. Their
origin, and elusiveness in four-dimensions can be thought of as follows, a general
term in a one-loop amplitude has the following structure,
Ci · Ii = (c0 + c1ǫ+ c2ǫ2 + . . . ) ·
(
I−2
ǫ2
+
I−1
ǫ
+ I0 · log({s, t, . . . }) + . . .
)
. (2.2)
Here Ci · Ii represents a basis integral Ii with a coefficient Ci. In general Ii can
contain poles of up to second order in the dimensionally regulating parameter ǫ.
The term log({s, t, . . .}) represents a generic piece of the integral which contains
logarithms (these could also be di-logarithms or ln2). It is these pieces which con-
tain a discontinuity in a kinematic invariant and hence enter the optical theorem.
However when one uses four-dimensional trees, one loses all sensitivity to the higher
order pieces in ǫ which enter the coefficient multiplying the discontinuity. Hence,
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four dimensional cuts are only sensitive to terms of the form c0I0. The missing
pieces, which are of higher order in ǫ in the coefficient contribute finite pieces when
multiplying the pole pieces of the integral. This is why they can be thought of as
having no discontinuities in the kinematic invariants (but can still be detected by
D-dimensional cuts).
The separation into rational and cut-constructible pieces leads to divide and
conquer strategies for methods which rely on four-dimensional cuts. Unitarity tech-
niques can be used to calculate the cut-constructible pieces leaving the rational
pieces to be determined by some other method. For amplitudes in N = 4 and
N = 1 supersymmetric Yang-Mills (SYM) theories, no additional methods are
needed, since these amplitudes are completely determined by their four-dimensional
cuts [110,111]. This realisation has led to many calculations of amplitudes in these
theories [110–116]. In addition to being interesting in their own right, these am-
plitudes can be used to construct gluonic amplitudes. If one combines one N = 4
multiplet (which contains one gluon four fermions and three complex scalars), with
four N = 1 chiral multiplets (each one containing one fermion and one complex
scalar) one finds that
Agluonn = A
N=4
n − 4AN=1n + AN=0,scalarn (2.3)
Here the gluon loop is represented in terms of two pieces which are cut-constructible
and one piece which contains a complex scalar. This last piece, although not cut-
constructible in four-dimensions, is simpler than the initial gluon loop. Importantly,
the rational pieces can be thought of arising from diagrams which contain scalars,
rather than gluons, circulating around the loop. The piece of gluon amplitudes which
arises from a fermion loop (and is proportional to the number of light flavours NF )
has a similar breakdown.
Agluon,NFn = A
N=1
n − AN=0,scalarn (2.4)
So that the rational parts of pure gluonic amplitudes are always proportional to
(1−NF/NC) (which will be useful in later chapters).
The unitarity method as described above (with various techniques to determine
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the rational part) was used to calculate several phenomenologically important pro-
cesses [117–119]. The main drawback of the method being that for a given cut one
would find multiple basis integrals (for example a cut could contain box, triangle and
bubble contributions and all can enter simultaneously) and the appearance of terms
in the reduction of tensors which do not contain the appropriate cut propagators.
In 2004 unitarity methods were reinvigorated by several developments in on-
shell techniques. New methods for generating compact helicity expressions were
discovered, the BCFW recursion relations, and the MHV rules. At the same time
the idea of using multiple cuts was established as a useful technique, known as
generalised unitarity.
2.2 Quadruple cuts
2.2.1 The quadruple cut method
As discussed previously, massless one-loop amplitudes can be written in the following
basis,
A(1)n =
∑
i
(c4;iI4,i + c3;iI3;i + c2;iI2;i) +Rn, (2.5)
where Ii;j is a basis integral with i propagators with a topology denoted by j (in
the above equation the summation is over the various allowed topologies given the
external momenta). Since the basis is process independent, the calculation of one-
loop amplitudes is essentially reduced to extracting the coefficients of each basis
integral as efficiently as possible. With this in mind it was proposed [120] that one
could isolate a given box coefficient by applying four (rather than two) cuts. Since
only the box terms in eq. (2.5) contain four propagators each four-cut should isolate
an individual box,∫
d4ℓ
4∏
i=1
δ(ℓ2i )A
(0)
1 (ℓ1, ℓ2)A
(0)
2 (ℓ2, ℓ3)A
(0)
3 (ℓ3, ℓ4)A
(0)
4 (ℓ4, ℓ1)
= c4,{P}
∫
d4ℓ
4∏
i=1
δ(ℓ2i ) (2.6)
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Here the LHS of eq. (2.6) represents the application of the four on-shell constraints
δ(ℓ2i ) to the LHS of eq. (2.5), shown schematically in Fig. 2.1, whilst the RHS
represents the application of the four cuts to the basis integral. In four-dimensions
the loop momenta has the same number of components as there are cut propagators
and as such is frozen by the cuts. Since the integral over the cut phase space merely
contributes a Jacobian, which is identical on both sides of the equation, we can
relate the coefficient of a box (with a given topology P ) to the solution of the four
products of trees
A
(0)
1 (ℓ1, ℓ2)A
(0)
2 (ℓ2, ℓ3)A
(0)
3 (ℓ3, ℓ4)A
(0)
4 (ℓ4, ℓ1) = c4,{P}, (2.7)
where the loop momenta are solved via the on-shell constraints.
There is a subtlety, however, regarding the application of four cuts to a one-loop
amplitude. There are six classes of box integral which can be classified in terms of
the number of legs bunched at each corner. Two or more legs at a specific corner
results in a “mass” since the squared sum of corner momenta is no longer zero. For
four external (massless) particles it is thus possible to have a zero-mass box. As the
number of external particles increase so can the number of masses, one can draw
a one-mass box, two two-mass boxes 1, a three-mass and a four-mass box. For all
but the the four-mass box, after the application of the four-cut, one finds a corner
containing a three-point vertex A
(0)
3 (1
λ1, 2λ2 , 3λ3). Since this amplitude is Lorentz
invariant it must depend only on squares of the individual momenta p2i , or invariant
products between them pi · pj . For massless momenta p2i = 0 so the amplitude
can only depend on invariant products between momenta. However, conservation of
momenta forces each product to be zero,
(pi + pj)
2 = p2k = 0 =⇒ pi · pj = 0, (2.8)
which implies A
(0)
3 (1
λ1 , 2λ2, 3λ3) = 0. For real momenta this appears to be a major
flaw in the quadruple cut approach. The crucial observation in [120] is that if
one switches to complex momenta this obstacle can be overcome. Specifically, in
1The integral in which the massive corners are opposite is called the easy configuration. The
other configuration in which the masses are adjacent is referred to as the hard configuration
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Figure 2.1: The application of four cuts to a one-loop amplitude results in the
factorisation onto the product of four tree amplitudes. Since boxes are the only
one-loop basis function to contain four propagators each four cut selects a unique
box function from the basis. In addition for four-dimensional cuts the loop momenta
is frozen by the cutting procedure.
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Minkowskii space (+ − −−) a bispinor (light-like four vector) has the form paa˙ =
λaλ˜a˙. For real momenta λ and λ˜ are complex but are related to each other, λ˜ = ±λ.
This means that when an invariant pi · pj = 0 both 〈ij〉 and [ij] equal zero (since
they are conjugates of each other). If however, one drops the reality condition, such
that λ and λ˜ are independent, one can still satisfy momenta conservation by having
either [ij] = 0 and 〈ij〉 6= 0 or [ij] 6= 0 and 〈ij〉 = 0.
Choosing which spinor product should be set equal to zero is made simple by
inspecting the structure of the three gluon amplitude. There are two non-zero
helicity configurations,
A
(0)
3 (1
+, 2+, 3−) =
[12]3
[23][31]
and A
(0)
3 (1
+, 2−, 3−) =
〈23〉3
〈12〉〈31〉 . (2.9)
For the (+ + −) configuration one should set 〈12〉 = 〈23〉 = 〈31〉 = 0 since the
amplitude is independent of these variables and vice versa for (+− −). This tech-
nique was shown in [120] to correctly reproduce one-loop amplitudes in N = 4 SYM
(which contain only box terms to O(ǫ)).
2.2.2 A quadruple cut example
As an example of the method we calculate the coefficient of a two-mass easy box
which appears in the amplitude A
(1)
4 (φ, 1
−, 2+, 3−, 4+) c4;φ|1|23|4 , the products of four
trees are as follows,
c4;φ|1|23|4 = A
(0)
3 (ℓ
−
1 , φ, ℓ
−
2 )A
(0)
3 (ℓ
+
2 , 1
−, ℓ+3 )A
(0)
4 (ℓ
−
3 , 2
+, 3−, ℓ+4 )A
(0)
3 (ℓ
−
4 , 4
+, ℓ+1 )
= −〈ℓ1ℓ2〉2 [ℓ2ℓ3]
3
[ℓ21][1ℓ3]
〈ℓ33〉4
〈ℓ32〉〈23〉〈3ℓ4〉〈ℓ4ℓ3〉
[4ℓ1]
3
[ℓ44][ℓ4ℓ1]
(2.10)
Momentum conservation requires that
ℓ2 = ℓ, (2.11)
ℓ3 = ℓ− p1, (2.12)
ℓ4 = ℓ− P123, (2.13)
ℓ1 = ℓ− P1234. (2.14)
We choose to expand ℓ in terms of a basis made out of the two massless legs,
ℓµ = αpµ1 + βp
µ
4 +
1
2
(δ〈1|γµ|4] + ρ〈4|γµ|1]). (2.15)
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We now must solve for {α, β, δ, γ} using the on-shell constraints ℓ2i = 0. Firstly
p1 · ℓ = 0 implies that β = 0, while putting ℓ on-shell ℓ22 = 0 implies that,
0 = s14(δρ) (2.16)
so that one of δ or ρ is zero. We choose ρ = 0, such that
ℓµ = αpµ1 +
1
2
δ〈1|γµ|4]. (2.17)
The next two equations are slightly more complicated,
0 = −2α(p1 · P123)− δ〈1|P23|4] + s123 (2.18)
0 = −2α(p1 · P1234)− δ〈1|P23|4] + s1234 (2.19)
The difference of these equations determines α
0 = αs14 − 〈4|P123|4] =⇒ α = 〈4|P123|4]
s14
(2.20)
We can now solve for δ,
0 = −〈1|P123|1]〈4|P123|4]
s14
− δ〈1|P123|4] + s123
=
〈1|P123|4]〈4|P123|1]
s14
− δ〈1|P123|4]
δ =
〈4|P123|1]
s14
(2.21)
We now have solved for the loop momenta in terms of the external kinematics,
ℓµ =
〈4|P123|4]
s14
pµ1 +
1
2
〈4|P123|1]
s14
〈1|γµ|4]. (2.22)
We can simplify this further,
ℓµ =
1
2s14
(
〈4|P123|4]〈1|γµ|1] + 〈4|P123|1]〈1|γµ|4]
)
=
〈4|P123γµ|1〉
2〈14〉 . (2.23)
The above can be proven by converting the second term into a trace and commuting
p1 with γ
µ. In terms of spinors,
|ℓ〉 = |1〉 |ℓ] = |P123|4〉〈14〉 (2.24)
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We also note that this solution only required knowledge of the two-mass easy box
momentum structure. It is, therefore, applicable to any two-mass easy topology
with arbitrary helicity structure. However, here we see a problem with our solution,
a priori we do not know whether p1 will be in a MHV or MHV configuration. If it
forms part of a MHV three point vertex we see that 〈ℓ21〉 = 0, which is not what we
wanted. What should be noted is that earlier we explicitly chose ρ = 0, if however,
we chose δ = 0 we would have found that,
ℓµ = αpµ1 +
1
2
ρ〈1|γµ|4] (2.25)
Clearly the solution for α is unchanged the equation to determine ρ is given by
0 =
〈1|P123|4]〈4|P123|1]
s14
− ρ〈4|P123|1]
ρ =
〈1|P123|4]
s14
, (2.26)
such that the second solution for ℓ is given by
|ℓ] = |1] |ℓ〉 = |P123|4]
[41]
(2.27)
One should include the contributions from both solutions to the loop momenta when
calculating a box coefficient (although in this case one solution is always killed by
the MHV or MHV three point amplitude). For our coefficient of interest we first re-
write the integrand such that it solely depends on ℓ2 using momentum conservation
then substitute in our calculated result.
c4;φ|1|23|4 = 〈ℓ1ℓ2〉2 [ℓ2ℓ3]
3
[ℓ21][1ℓ3]
〈ℓ33〉4
〈ℓ32〉〈23〉〈3ℓ4〉〈ℓ4ℓ3〉
[4ℓ1]
3
[ℓ44][ℓ4ℓ1]
=
[4|ℓ1|ℓ2〉2[ℓ2|ℓ3|3〉3〈ℓ33〉[4ℓ1]
[ℓ21][1|ℓ3|2〉〈23〉〈3|ℓ4|ℓ1]〈ℓ3|ℓ4|4]
=
[4|P123|ℓ2〉2[ℓ21]〈13〉4
〈ℓ22〉〈23〉〈34〉〈1|P23|4]
= A
(0)
4 (φ, 1
−, 2+, 3−, 4+)[4|P231P23|4〉
= A
(0)
4 (φ, 1
−, 2+, 3−, 4+)(s234s123 − s1234s23) (2.28)
Here the coefficient is given by the tree-level amplitude multiplied by a kinematic
function associated with the two mass box [121].
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The quadruple cut method reduces the extraction of the box coefficients in the
one-loop basis expansion (eq. (2.5)) to an algebraic operation. For QCD amplitudes
the remaining cut-constructible pieces are the coefficients of the triangle and bub-
ble integral functions. Inspired by the multiple cut techniques, new methods were
developed to isolate the coefficients of these integral functions. Two of these are
described below, Forde’s Laurent expansion method [122] and spinor integration
[123].
2.3 Forde’s Laurent expansion method
2.3.1 The triple cut method
The Laurent expansion method [122] allows each coefficient in eq. (2.5) to be iso-
lated and determined individually. Once the coefficients of the box terms have been
determined from quadruple cuts, one applies a triple cut to the amplitude (as de-
picted in Fig. 2.2). For four-dimensional loop momenta, three of the components
are fixed by the constraints. This means that the loop momenta can be expressed
in terms of one free parameter t,
ℓµ = aµ0 t+
1
t
aµ1 + a
µ
2 . (2.29)
Here ai are orthogonal null four-vectors to ensure ℓ
2 = 0, the ai are completely fixed
by the kinematics of the cut however for now we are interested in the t-dependence
of the cut. The denominator of the product of three trees can contain propagators
of the general form (ℓ−P )2, which we associate with box terms. These propagators
go on-shell when the following equation is satisfied,
(ℓ− P )2 = 0 =⇒ 2(a0 · P )t+ 2(a1 · P )
t
+ 2(a2 · P )− P 2 = 0. (2.30)
The use of partial fractioning allows us to separate the pieces arising from poles in
t from the remaining terms,∫
d4ℓ
2∏
i=0
δ(ℓ2i )A1A2A3
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Figure 2.2: The application of three cuts to a one-loop amplitude results in the
factorisation onto the product of three tree amplitudes. Both boxes and triangle
integral functions appear in a triple cut, since multiple boxes can share a specific
set of three propagators more than one box can enter. Each cut selects a specific
triangle integral function. For four-dimensional cuts the loop momenta has one free
parameter.
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Figure 2.3: The application of two cuts to a one-loop amplitude results in the
factorisation onto the product of two tree amplitudes. Boxes, triangle and bubble
integral functions appear in a double cut, again with multiple triangle and box
contributions with an individual bubble term. For four-dimensional cuts the loop
momenta has two free parameters.
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=
∫
d4ℓ
2∏
i=0
δ(ℓ2i )
(
[InftA1A2A3](t) +
∑
poles j
Rest=tjA1A2A3
t− tj
)
. (2.31)
In the above equation ℓi = ℓ −Ki where Ki is one of the two kinematic invariants
which appear in the triple cut, ℓ0 = ℓ. InftA1A2A3 contains all the pieces of the
integrand which contain no poles2 in t, i.e.
lim
t→∞
(
[InftA1A2A3](t)− A1(t)A2(t)A3(t))
)
= 0. (2.32)
We can decompose the Inf piece as follows
[InftA1A2A3](t) =
m∑
i=0
fit
i. (2.33)
The residue contributions in eq. (2.31) arise from propagators of the form (ℓ− P )2
going on-shell. Since this equation is quadratic we expect two solutions (labelled
t = t±) and this is indeed what we observed when calculating solutions to the four
on-shell constraints in the previous section.∫
d4ℓ
2∏
i=0
δ(ℓ2i )
1
(ℓ− P )2 ∼
1
t+ − t−
(∫
d4ℓ
2∏
i=0
δ(ℓ2i )
1
t− t+
−
∫
d4ℓ
2∏
i=0
δ(ℓ2i )
1
t− t−
)
(2.34)
Therefore, after suitable partial fractioning we can write the triple cut integrand as
follows, ∫
d4ℓ
2∏
i=0
δ(ℓ2i )A1A2A3 =
∫
dtJt
( m∑
i=0
fit
i
)
+
∑
boxes{l}
dlD
cut
0 . (2.35)
Here we sum over the various triple cut boxes in which the t dependence has been
eliminated by evaluating the loop momenta at the specific residue values. The
remaining piece of the equation is a sum over the positive powers of t. Jt represents
a Jacobian factor obtained by the transformation of the integration variable from ℓ
to t. Since there is a freedom in how we define the loop expansion (i.e. a freedom in
how we choose ai), we can choose a specific basis in which integrals over non-zero
2This operation will also be useful when calculating the rational terms [124]
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powers of t vanish,∫
d4ℓ
2∏
i=0
δ(ℓ2i )A1A2A3 = f0
∫
dtJt +
∑
boxes{l}
dlD
cut
0 . (2.36)
If this parameterisation is possible then one has successfully isolated the coefficient
of the scalar triangle (which is represented by
∫
dtJt) from the previously known
box coefficients (although if unknown these can be extracted also). In general the
coefficient is given by,
c3;P = −[InftA1A2A3](t)
∣∣∣∣
t=0
. (2.37)
All that remains to be done is to define the correct momentum parameterisation
such that integrals over non-zero powers of t vanish. The basis is inspired by one
proposed in [125] and relies on the following massless projections of the (potentially)
massive vectors K1 and K2 (the two momenta which appear as legs of the triangle),
K♭,µ1 =
Kµ1 − (S1/γ)Kµ2
1− (S1S2/γ2) , K
♭,µ
2 =
Kµ2 − (S2/γ)Kµ1
1− (S1S2/γ2) . (2.38)
Here γ± = (K1 · K2) ±
√
∆ and ∆ = (K1 · K2)2. When determining the triangle
coefficient we must average over the γ solutions. In terms of these basis vectors the
loop momenta has the following form,
ℓµ = α02K
♭,µ
1 + α01K
♭,µ
2 +
t
2
〈K♭,−1 |γµ|K♭,−2 〉+
α01α02
2t
〈K♭,−2 |γµ|K♭,−1 〉, (2.39)
with
α01 =
S1(γ − S2)
(γ2 − S1S2) , α02 =
S2(γ − S1)
(γ2 − S1S2) . (2.40)
The other two on-shell loop momenta ℓi = ℓ − Ki have a similar basis expansion
and the coefficients αi1 and αi2 are given explicitly in [122]. Importantly it has been
shown [122,125] that using this basis∫
dtJt
1
tn
= 0,
∫
dtJtt
n = 0, for n ≥ 1, (2.41)
which ensures the validity of eq.(2.37). Thus to extract a triangle coefficient one
merely has to parameterise the loop momenta in the above basis, and extract the
coefficient of t0 in an expansion around t =∞.
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2.3.2 A triple cut example
As an example of the triple cut method we describe the calculation of C3;φ|12|34,
the coefficient of a three-mass triangle which appears in the φ-NMV amplitude
A
(1)
4 (φ, 1
+, 2−, 3−, 4−). The product of the three amplitudes has the following form,
C3;φ|12|34 = A
(0)
2 (φ, ℓ
−
0 , ℓ
−
2 )A
(0)
4 (ℓ
+
2 , 4
−, 3−, ℓ+1 )A
(0)
4 (ℓ
−
1 , 2
−, 1+, ℓ+0 ) (2.42)
= −〈ℓ0ℓ2〉2 〈34〉
3
〈ℓ24〉〈3ℓ1〉〈ℓ1ℓ2〉
〈ℓ12〉3
〈12〉〈1ℓ0〉〈ℓ0ℓ1〉 (2.43)
We now insert the definitions for ℓi in terms ofK
♭µ
1 andK
♭µ
2 , generating the following
t dependent function,
C3;φ|12|34 = − ∆〈34〉
3(t〈K♭12〉+ 〈K♭22〉α11)3
〈12〉(t〈K♭11〉+ 〈K♭21〉α01)(t〈K♭13〉+ 〈K♭23〉α11)(t〈K♭14〉+ 〈K♭24〉α21)
(2.44)
where
∆ =
(α01 − α21)2
(α11 − α21)(α01 − α11) (2.45)
and the definitions for αij can be found in [122]. The triangle coefficient is found
by taking the t0 coefficient in a series expansion of eq. (2.44) around t =∞.
C3;φ|12|34(φ, 1
+, 2−, 3−, 4−) =
∑
γ=γ±(pφ,p1+p2)
− m
4
φ〈K♭12〉3〈34〉3
2γ(γ +m2φ)〈K♭11〉〈K♭13〉〈K♭14〉〈12〉
,
(2.46)
2.3.3 The double cut method
The Laurent expansion method also includes double cuts [122]. Two cut propagators
implies that two parameters are needed to encapsulate the remaining degrees of
freedom of the loop momenta,
ℓµ =
y2
t
aµ0 +
y
t
aµ1 + ya
µ
2 + ta
µ
3 + a
µ
4 . (2.47)
The general approach is the same as the triple cut. One wishes to find a param-
eterisation of the loop momenta which cleanly separates triangle box and bubble
contributions such that we can extract the bubble contribution. Although more
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complicated than the triple cut procedure this has been achieved [122]. The ana-
lytic results which arise from Forde’s double cut method tend to be more compli-
cated than those which arise from spinor integration (which will be described in
section 2.4). Since in this thesis we are interested in obtaining compact analytic
results for one-loop Higgs plus parton amplitudes this double cut method will not
be described in any more detail. The main advantage of the Laurent expansion
method is its algorithmic nature and as such it has been successfully implemented
in the program Blackhat [126] (which will also be described in section 2.8).
2.4 Spinor integration
The technique known as spinor integration was first proposed in 2005 by Britto,
Buchbinder, Cachazo and Feng [123]. Spinor integration naturally separates the
integrand into pieces which integrate to logarithmic functions in the kinematic in-
variants and those which integrate to rational functions. Further, each type of
triangle or box has a specific logarithm which can be used to identify it in the cut.
This technique was used to calculate the missing three mass triangle and bubble
contributions to the six gluon amplitudes in N = 1 [123] and N scalar = 0 [127]
theories. In addition a triple cut method based on spinor integration [128] has been
used to calculate analytic forms for the six photon amplitude [129].
2.4.1 Spinor integration via the holomorphic anomaly
The starting point, in a similar fashion to all unitarity methods, is the product of
two tree amplitudes integrated over a cut phase space,
c2;P =
∫
d4ℓδ(ℓ2)δ((ℓ− P )2)A(0)1 (ℓ, . . . , ℓ− P )A(0)2 (−(ℓ− P ), . . . ,−ℓ) (2.48)
shown schematically in Fig. 2.3. The name spinor integration arises from the redef-
inition of the phase space in terms of spinors λ and λ˜ = λ [130, 131],∫
d4ℓδ(ℓ2) =
∫ ∞
0
dt t
∫
〈λ, dλ〉[λ˜, dλ˜]. (2.49)
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Here we have used ℓα,α˙ = tλαλ˜α˙. The integration over t is actually frozen by the
second delta function,
δ((ℓ− P )2) = δ(P 2 − t〈λ|P |λ]) =⇒ t = P
2
〈λ|P |λ]. (2.50)
A generic double cut integrand has the following form,
c2;P =
∫
〈λ, dλ〉[λ˜, dλ˜] P
2
〈λ|P |λ]2g(λ, λ˜), (2.51)
where g(λ, λ˜) arises from the product of the tree amplitudes. The main crux of the
idea behind spinor integration is that in the above equation one can systematically
perform one of the integrations (either in λ or λ˜), whilst the remaining contour
integration can be done via the Residue Theorem. Two different methods have
been proposed in order to perform this first integration. In the following section
we will discuss performing the integration by the application of Stokes’ Theorem
[132]. Firstly we describe the method proposed in the original paper [123] via the
holomorphic anomaly.
We begin by considering the integration of a simpler function g(λ) which depends
on λ only, i.e. it has the general form,
g(λ) =
∏k
i=1〈λ,Ai〉∏k
j=1〈λ,Bj〉
. (2.52)
The following identity follows from the Schouten identity,
[λ dλ]
〈λ|P |λ˜]2 = −dλ˜
c˙ ∂
∂λ˜c˙
(
[λ˜η]
〈λ|P |λ˜]〈λ|P |η]
)
, (2.53)
and holds for all values of λ, apart from those where the denominator vanishes along
the integration contour (where λ˜ = λ) at this point,
−dλ˜c˙ ∂
∂λ˜c˙
1
〈λχ〉 = 2πδ(〈λ, χ〉) (2.54)
the definition of δ is such that it freezes the integration in λ,∫
〈λdλ〉δ(〈λ, χ〉)B(λ) = −iB(χ). (2.55)
With the knowledge of the holomorphic anomaly (2.54) in hand, we can re-write
eq. (2.53) for use with our function g(λ),
[λ dλ]
〈λ|P |λ˜]2g(λ) = −dλ˜
c˙ ∂
∂λ˜c˙
(
[λ˜η]g(λ)
〈λ|P |λ]〈λ|P |η]
)
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+
2π[λ˜η]
〈λ|P |λ˜]
(
− δ(〈λ|P |η])g(λ) + 1〈λ|P |η]
k∑
j=1
δ(〈λBj〉)g(λ)〈λBj〉
)
. (2.56)
That is we sum over the poles coming from g(λ) and the denominator 〈λ|P |λ]〈λ|P |η].
At first glance one might expect to see a piece proportional to δ(〈λ|P |λ]), however
one cannot satisfy the vanishing of the 〈λ| and the conjugation relation simultane-
ously, so there is no pole here. Upon integration over λ the first term vanishes such
that the integral is localised by the remaining δ functions. This allows to write the
spinor integral of our function g(λ) as,
I =
∫
〈λ, dλ〉[λ˜, dλ˜] P
2
〈λ|P |λ]2g(λ)
= − 1
P 2
g(λP ) +
k∑
j=1
[Bjη]
〈Bj|P |Bj]〈Bj |P |η]
∏k
i=1〈BjAi〉∏
l 6=j〈BjBl〉
(2.57)
where |λP 〉 = |P |η]. Knowledge of the integral of the function g(λ) allows us to
trivially determine the double cut of a bubble integral, g(λ) = 1,
∆I2 = −1. (2.58)
We can also investigate the cut of a three mass triangle,
∆I3 =
∫
d4ℓδ(ℓ2)δ(ℓ−K1)2 1
(ℓ+K3)2
=
∫ ∞
0
t dt
∫
〈λ, dλ〉[λ˜, dλ˜]δ(K
2
1 − t〈λ|K1|λ˜])
K23 + t〈λ|K3|λ˜]
=
∫
〈λ, dλ〉[λ˜, dλ˜] K
2
1
〈λ|K1|λ˜]2
〈λ|K1|λ]
K23〈λ|K1|λ˜] +K21 〈λ|K3|λ˜]
=
∫
〈λ, dλ〉[λ˜, dλ˜] 1〈λ|K1|λ˜]〈λ|Q|λ˜]
, (2.59)
where Qµ =
K23
K21
Kµ1 + K
µ
3 . We can further simplify this by introducing a Feyn-
man parameter x which combines the two denominators at the cost of one extra
integration,
1
〈λ|K1|λ˜]〈λ|Q|λ˜]
=
∫ 1
0
dx
1
〈λ|R|λ˜]2 (2.60)
with R = (1 − x)K + xQ. As a result of this transformation the integral over λ is
equal to that of the scalar bubble which leaves only the x integration,
∆I3 = −
∫ 1
0
dx
1
R2
. (2.61)
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The explicit value of this integral is not of interest here (it being dependent on
whether the external momenta K2i are positive or negative), the point of interest is
that it integrates to a logarithmic function. In fact, all basis integrals other than
the scalar bubble integrate in the double cut regime to a logarithmic function of the
kinematics. This is a very useful observation, since if one can separate the integral
into pieces which integrate to logarithmic funcitons, and those that do not, then
the task of extracting the coefficient of the scalar bubble becomes simpler. It was
shown in [123] that one can always separate these contributions and determine the
coefficient of the scalar bubble using the holomorphic anomaly eq. (2.56). Since the
original paper, this approach has been extended to D dimensions [133–135], and
closed forms for all basis integrals appear in the double cuts have been provided
[136,137].
In this thesis we used a more recent variant of spinor integration [132], which uses
Stokes’ Theorem rather than the holomorphic anomaly to perform the integrations
in λ. This is described in the following section.
2.4.2 Spinor integration via Stokes’ Theorem
In this section we describe the application of spinor integration via Stokes’ Theorem
[132]. Firstly of course, we start with the double cut measure,∫
d4ℓ1δ(ℓ
2
1)δ((ℓ1 − P )2) =
∫ ∞
0
t dt δ
(
t− P
2
〈ℓ|P |ℓ]
)∫ 〈ℓ dℓ〉[ℓdℓ]
〈ℓ|P |ℓ] (2.62)
Here as in eq. (2.49) we have rescaled ℓ1 (the loop momenta appearing in the tree
products) as ℓµ1 = t〈ℓ|γµ|ℓ]/2, which is equivalent to the following spinor shifts,
|ℓ1〉 =
√
t|ℓ〉 and |ℓ1] =
√
t|ℓ]. (2.63)
At first glance there appears in eq. (2.62) an inverse factor of 〈ℓ|P |ℓ] relative to
eq. (2.49). This however is expected, since in eq. (2.49) the second δ function
(which is of the form δ(f(t)) has not been applied, whereas in the above equation
the δ function is of the form δ(t− a).
To proceed one notices that with two free parameters one can write the loop
momentum in terms of two vectors pµ and ηµ, such that the sum of p and η is equal
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to the cut momentum P , i.e.
ℓµ = pµ + zz η
µ +
z
2
〈η|γµ|p] + z
2
〈p|γµ|η]. (2.64)
This is identical to making the following spinor shifts,
|ℓ〉 = |p〉+ z|η〉 and |ℓ] = |p] + z|η]. (2.65)
In terms of the new variables the measure becomes,∫
d4ℓ1δ(ℓ
2
1)δ((ℓ1 − P )2) =
∮
dz
∫
dz
1
(1 + zz)2
. (2.66)
Here the notation deserves some justification. We have written the integral over z as
a contour integration, with the remaining integration in z as an indefinite integral.
This is because we intend to perform the explicit integration in z thereby producing
rational and logarithmic terms (of course we could have swapped the role of z and
z if we desired). The remaining contour integral is performed by summing over the
residues in z, using Cauchy’s residue theorem. The details of the proof use Stokes’
theorem and are described in [132]. Here we sketch the technique and in the next
section we give a detailed example.
In general the product of the two trees will have the following form,
A
(0)
L (ℓ1, ℓ1 − P )A(0)R (−ℓ1,−ℓ1 + P ) =
A
(0)
L (z, z)A
(0)
R (z, z)
(1 + zz)αL+αR
, (2.67)
where αL,R represent the powers of t which arise from the tree amplitudes and are
integrated out via the second delta function. This means that one can write the
double cut integrand in the following form,
∆2−cut =
∮
dz
∫
dz f(z, z), with f(z, z) =
P (z, z)
Q(z, z)
. (2.68)
Now one introduces a primitive of f with respect to z, that is
F (z, z) =
∫
dzf(z, z), (2.69)
so that the double cut becomes,
∆2−cut =
∮
dz
∫
dz Fz(z, z) (2.70)
2.4. Spinor integration 50
with Fz = ∂F/∂z. This integral is evaluated by summing the residues in z of the
primitive function F , which is proven using the Cauchy-Pompeius formula,
f(χ) =
1
2πi
∫ ∫
D
fz(z)
χ− z dz ∧ dz. (2.71)
This formula is valid when f vanishes on the boundary of D (which is ensured in
our case by the structure of Q). A nice overview of this formula and differential
forms can be found online, [138]. In our problem we know that the primitive must
differentiate to a rational function, therefore in general it can contain only rational
and logarithmic terms,
F (z, z) = F rat(z, z) + F log(z, z) (2.72)
From our physics understanding we regard the logarithmic pieces as the cuts of
triangle and box terms, the rational piece represents the double cut of the scalar
bubble function I2. In fact we can always associate the pure scalar bubble with the
z = 0 residue,
∆I2 =
∮
dz
∫
dz
1
(1 + zz)2
= −
∮
dz
1
(1 + |z|2)z
= −1. (2.73)
We are content to see that the two spinor integration methods yield the same result
for the double cut of a scalar bubble eq.’s (2.58) and (2.73) 3 . We also observe
that the (1 + |z|2) will never produce a residue in z (which arises from 〈ℓ|P |ℓ] and
which also didn’t contribute when the holomorphic anomaly was used).
The remaining residues (z 6= 0) in the rational part of the primitive F contribute
to the bubble coefficient but can be traced back to scalar bubbles which have arisen
from reduction of tensor triangle and box diagrams.
3Here we have been slightly cavalier with our factors of 2πi although in practical applications
these will drop out since we equate the LHS (which is the double cut of the tree amplitudes) with
the double cut of the scalar bubble multiplied by the coefficient of interest.
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2.4.3 A double cut example
As a more concrete example of the above method, we describe the calculation of a
bubble coefficient in the s12 channel for the one-loop amplitude A
(1)
4 (φ, 1
−, 2+, 3−, 4+).
The tree products have the following form,∑
i=±
A
(0)
L (ℓ
i
1, φ, 3
−, 4+, ℓ−i2 )A
(0)
R (ℓ
i
2, 1
−, 2+, ℓ−i1 ) =
−〈ℓ13〉4〈ℓ21〉4 − 〈ℓ11〉4〈ℓ23〉4
〈ℓ13〉〈34〉〈4ℓ2〉〈ℓ21〉〈12〉〈2ℓ1〉〈ℓ1ℓ2〉2 .
(2.74)
Using the Schouten identity we can re-write the numerator in terms of three functions
(which will be defined in chapter 3), for now, we concentrate on one of these three
functions,
Fs12 = −
〈13〉2〈ℓ11〉〈ℓ23〉
〈34〉〈ℓ24〉〈12〉〈ℓ12〉 . (2.75)
Next we use momentum conservation to remove ℓ1 in favour of ℓ2,
Fs12 = −
〈13〉2[ℓ2|ℓ1|1〉〈ℓ23〉
〈34〉〈ℓ24〉〈12〉[ℓ2|ℓ1|2〉
= − 〈13〉
2[ℓ2|P12|1〉〈ℓ23〉
〈34〉〈ℓ24〉〈12〉[ℓ2|P12|2〉 (2.76)
We rescale ℓ2 = tℓ and perform the trivial t integration,
Fs12 =
〈13〉2[ℓ22]〈ℓ23〉
〈34〉〈ℓ24〉〈12〉[ℓ21]
∆Fs12 =
∫
t
〈ℓ|P12|ℓ]
〈13〉2[ℓ2]〈ℓ3〉
〈34〉〈ℓ4〉〈12〉[ℓ1]
=
∫
s12
〈ℓ|P12|ℓ]2
〈13〉2[ℓ2]〈ℓ3〉
〈34〉〈ℓ4〉〈12〉[ℓ1] (2.77)
Here we use ∆Fs12 to represent the double cut integral (for simplicity and to highlight
the operations on the integrand we have suppressed the details of the measure). Next
we wish to rewrite ℓ in terms of p and η, recall that p + η = P , here P = P12 so an
obvious choice for p and η is p = p1 and η = p2, so we write that |ℓ] = |1] + z|2] and
integrate in z dropping log terms.
∆Fs12 =
∫ 〈13〉2〈3ℓ〉
〈34〉〈4ℓ〉〈12〉〈2ℓ〉(〈2ℓ〉− z〈1ℓ〉) (2.78)
Finally we replace |ℓ〉 and take residues in z,
∆Fs12 =
∫ 〈13〉2(〈13〉+ z〈23〉)
〈34〉(〈14〉 − z〈24〉)〈12〉(1− zz)
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∆Fs12 =
〈13〉2[42]
〈24〉〈4|P12|4] . (2.79)
We observe that there was no residue at z = 0, meaning that the coefficient of
the two point function for this integrand came solely from the reduction of tensor
triangles, in fact 〈4|P12|4], which appears in the denominator is a signature of a first
rank tensor triangle.
In this thesis we will use the above method to construct the coefficients of scalar
bubbles for the various Higgs plus four parton one-loop amplitudes that we study.
2.5 MHV rules and BCFW recursion relations
In this section we discuss two important on-shell techniques for the generation of
tree-level amplitudes, the MHV rules [130, 131, 139] and BCFW recursion relations
[140, 141]. These techniques have had many important applications, some of which
will be described in the following sections.
2.5.1 The MHV/CSW rules
The MHV (or Parke-Taylor) amplitudes have long been known to possess a remark-
ably simple structure for all gluon multiplicities [142],
A(0)n (1
+, . . . , i−, . . . , j−, . . . , n+) =
〈ij〉4∏n−1
α=1〈α(α+ 1)〉〈n1〉
. (2.80)
MHV stands for Maximally-Helicity-Violating because if one classes amplitudes in
terms of the number of negative helicity gluons present these are the first which are
non-zero, i.e:
A(0)n (1
+, . . . , i+, . . . , j+, . . . , n+) = A(0)n (1
+, . . . , i+, . . . , j−, . . . , n+) = 0. (2.81)
MHV amplitudes are the conjugates of eq. (2.80),
A(0)n (1
−, . . . , i+, . . . , j+, . . . , n−) =
[ij]4∏n−1
α=1[α(α + 1)][n1]
. (2.82)
All relevant tree amplitudes (with definitions of spinor products) for this thesis are
collected together in Appendix A.
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In 2003 Witten interpreted the MHV amplitudes as vertices in a twistor string
theory, [131]. That is to say that he proposed that one could build amplitudes
with an increasing number of negative helicity gluons from MHV amplitudes. How-
ever, one immediately observes an apparent contradiction, the MHV amplitudes
eq. (2.80), are defined for on-shell gluons. How then can one promote these to ver-
tices? Vertices are connected together by off-shell propagators, and as such (up
to) two of the gluons in the MHV amplitude should be off-shell. The prescription
for taking a gluon λ off-shell proceeds as follows [130]. One chooses an arbitrary
reference vector η and then wherever one encounters λ inside an MHV vertex one
replaces,
λa = paa˙η
a˙, (2.83)
where paa˙ is the momenta which flows through the vertex. The amplitude should
be independent of η, and η should be chosen to be the same for all off-shell gluons
in the calculation.
Since the MHV amplitudes can be interpreted as vertices in a Yang-Mills theory,
one would expect to find a Lagrangian to derive them from. Such a Lagrangian has
been derived from the Yang-Mills Lagrangian using a light-cone expansion [143,144].
In a series of remarkable papers [115, 116, 145] the MHV rules were extended
to loop level. A four-dimensional application of the MHV rules was found to di-
rectly make contact with unitarity cuts and as such was able to calculate the cut-
constructible pieces of the all n gluon MHV one-loop amplitudes in N = 4, 1 and
0 theories. As we have seen, this combination of SYM amplitudes can be used to
construct the cut-constructible pieces of the gluonic QCD amplitude.
Another interesting application of the MHV rules relevant for this thesis has been
in the construction of the φ and φ† plus parton amplitudes at tree-level [95, 146].
The Lagrangian which is associated with this splitting of the Higgs field into dual
and anti-self dual pieces has been discussed in section 1.4.2. Here we comment on
the MHV structure of the theory. It was proven in [95] that the following amplitudes
vanish,
A(0)n (φ, 1
±, 2+, . . . , n+) = 0 (2.84)
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as well as the relevant parity conjugates. This similarity to the pure QCD amplitudes
holds at the MHV level, where
A(0)n (φ, 1
+, . . . , i−, . . . , j−, . . . , n+) =
〈ij〉4∏n−1
α=1〈α(α + 1)〉〈n1〉
. (2.85)
The only difference being that in the pure QCD case
∑n
i=1 p
µ
i = 0, here
∑n
i=1 p
µ
i =
−pµφ. A major difference between QCD and the φ plus gluon amplitudes are the
all-minus amplitudes (which are zero in QCD). The φ all-minus amplitudes have the
following form,
A(0)n (φ, 1
−, . . . , i−, . . . , j−, . . . , n−) =
(−1)nm4H∏n−1
α=1[α(α+ 1)][n1]
. (2.86)
φ plus parton amplitudes have also been derived [146] and are listed in Appendix A.
MHV rules have also been derived for amplitudes coupling gluons to massive
(coloured) scalars [147, 148]. These are relevant since eq. (2.4) shows that the only
part of gluon loop amplitudes which are not cut-constructible are the N scalar = 0
pieces. One way of implementing D dimensional unitarity is to consider the −2ǫ
pieces of the loop momenta as a mass µ. It has been shown [149], that one can use
unitarity cuts to construct one-loop amplitudes from the MHV rules of [147, 148].
2.5.2 The BCFW recursion relations
The BCFW recursion relations [140, 141] represent a remarkably simple yet deep
approach to the calculation of tree amplitudes in gauge theories. Essentially they
show that the entire spectrum of tree amplitudes can be calculated in a theory from
knowledge of the three point vertices alone. The proof is remarkably simple and
relies only on complex analysis and the universal factorisation of tree amplitudes.
There has been a huge range of applications of the recursion relations, including (but
not limited to) QCD [150–154], QED [155,156] and more exotic theories [157–160].
Here we sketch the details of the proof for a pure gluonic amplitude [141].
One begins by taking an on-shell amplitude A
(0)
n and selecting two of the gluons
pi and pj for special treatment. We wish to shift these momenta such that overall
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momentum conservation is retained,
pµi → pµi +
z
2
〈j|γµ|i] and pµj → pµj −
z
2
〈j|γµ|i] (2.87)
We note that pi(z) + pj(z) = pi + pj such that local momentum conservation is also
preserved. Furthermore
p2i (z) = (p
µ
i +
z
2
〈j|γµ|i])(pi,µ + z
2
〈j|γµ|i]) = 0 (2.88)
which implies that pi(z) is also on-shell. The shifts we have made are equivalent to
the following spinor shifts,
|i〉 → |i〉+ z|j〉 and |j]→ |j]− z|i], (2.89)
whilst leaving |i] and |j〉 unaltered. Immediately we see that we are no longer dealing
with real momenta in Minkowski space (where λ = ±λ˜), and just as in the quadruple
cuts of section 2.2 we work with complex momenta.
The shifted amplitude A
(0)
n (z) is thus also an on-shell tree amplitude and in
particular will share properties associated with physical on-shell tree amplitudes.
Firstly we note that A
(0)
n (z) is a rational function in z. Indeed A
(0)
n (z) only has simple
poles in z. This can be seen by considering how poles of tree-level amplitudes occur.
Tree-level amplitudes can only develop a pole when an internal propagator goes on-
shell i.e. P 2abc → 0, where Pabc is some generic combination of external momenta.
Since propagators are quadratic one may expect that double poles in z could arise,
however if the propagator Pα...β goes on-shell and i ∈ {α, . . . , β}, j /∈ {α, . . . , β}
then we have,
P (z)2α...β = (pα + · · ·+ pi + z|j〉[i|+ · · ·+ pβ)2 = P 2α...β + z〈j|Pα...β |i] (2.90)
If both i ∈ {α, . . . , β} and j ∈ {α, . . . , β} then the z dependence drops out,
P (z)2α...β = (pα + · · ·+ pi + z|j〉[i| + . . . pj − z|j〉[i] + · · ·+ pβ)2 = P 2α...β. (2.91)
So only simple poles can occur and a residue occurs when z is of the form z =
P 2α...β/〈j|Pα...β|i].
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Next we assume that A(z) → 0 as z → ∞, this means that one can write A(z)
in the following form
A(z) =
∑
ij
cij
z − zij . (2.92)
Ultimately we wish to know the physical amplitude A(0),
A(0) =
∑
ij
cij
zij
(2.93)
All that needs to be determined are the coefficients of the residues at zij , this is a
simple task however, since the only source of poles in a tree amplitude occurs when
an internal propagator goes on-shell. When this happens the amplitude factors on
to two lower point amplitudes (the so-called left and right amplitudes). This means
that we can write A(z) as
A(z) =
∑
h=±
∑
ij
AL,−h(zij)A
R,h(zij)
P 2ij(z)
, (2.94)
the sum over h represents the two helicity orientations of the propagator. We require
A(0) where,
A(0) =
∑
h=±
∑
ij
AL,−h(zij)A
R,h(zij)
P 2ij
. (2.95)
Eq. (2.95) is the BCFW recursion relation.
2.6 The unitarity-bootstrap
So far in this chapter we have described methods for calculating the cut-constructible
pieces of one-loop amplitudes for massless theories. Eq. (2.5) shows that by working
in four dimensions we lose information associated with higher order pieces in ǫ of the
coefficient of the basis integrals. These missing pieces are referred to as the rational
pieces. In this section we describe a method which obtains these rational pieces and
is still four-dimensional, the unitarity-bootstrap [124,161–165].
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2.6.1 BCFW at one-loop
Since the rational pieces of one-loop amplitudes contain no discontinuities they have
the same kinematic structure as tree-level amplitudes. This lead to the realisation
that they could be calculated, in principle, using BCFW recursion relations [161].
In the previous section the proof of BCFW recursion relations was sketched, here
we consider the integral over the shifted amplitude A(z),
I = 1
2πi
∮
C
A(z)
z
. (2.96)
The contour C is taken around the circle at infinity, if, as was required in the proof,
A(z)→ 0 as z →∞, we find the following result,
0 = A(0) +
∑
polesα
Resz=zα
A(z)
z
. (2.97)
If, on the other hand there is a contribution from A(z) as z → ∞ (equal to C∞),
the relation would be
A(0) = C∞ −
∑
polesα
Resz=zα
A(z)
z
. (2.98)
For one-loop amplitudes many of the properties of the shifted amplitude A(z) change
from those at tree-level. For example the proof in the previous section required that
the amplitude contained only simple poles which arose from internal propagators
going on-shell. At one-loop the situation changes and logarithms appear which
possess discontinuities and are defined on the complex plane with a branch cut. The
differences between the complex planes for tree-level and one-loop amplitudes are
shown schematically in Fig. 2.4 and Fig. 2.5. The BCFW recursion relations must
be altered to work at one-loop [161–163]. We begin by assuming once again that
for a specific shift A(z) → 0 as z → ∞. We then consider the following vanishing
integral which is taken along the circle at∞ and deformed such that it moves around
the branch cuts.
0 =
1
2πi
∮
C
A(z)
z
. (2.99)
The integral, although it still vanishes, is no longer equal to the sum of residues
of the simple poles. We must also include the contribution from the line integrals
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Figure 2.4: Tree-level amplitudes contain only simple poles in the shift parameter
z, these are each associated with an internal propagator going on-shell
Figure 2.5: One-loop amplitudes contain both simple poles and discontinuous func-
tions (illustrated by the branch cut) in the shift parameter z.
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deformed around the discontinuity (here referred to as B),
1
2πi
∮
B↑+iǫ
A(z)
z
+
1
2πi
∮
B↓−iǫ
A(z)
z
. (2.100)
Since A(z) has a non-vanishing discontinuity along B,
2πiDiscB A(z) = A(z + iǫ)−A(z − iǫ) (2.101)
one may write
0 = A(0) +
∑
polesα
Resz=zα
A(z)
z
+
∑
DiscB
∫
B
dz
z
DiscBA(z), (2.102)
this is the structure of a one-loop amplitude under a BCFW shift. Of course, one
must take special care if a pole is located along a branch cut, here must one move
the pole away from the branch cut by a small amount δ calculate the branch cut
terms separately and take the limit δ goes to zero at the end of the calculation.
2.6.2 Cut-constructible, cut-completion, rational and over-
lap terms
Eq. (2.102) describes the properties of one-loop amplitudes under a generic BCFW
shift (which vanishes at ∞). However, as been described in detail in this chapter,
we have simple and generic methods to extract the cut-constructible pieces of one-
loop amplitudes. Ideally we would wish to only extract the rational pieces from a
recursion relation, which are missed by our four-dimensional methods. Since these
pieces contain no discontinuities they should have simpler recursive properties than
the whole one-loop amplitude.
There is one complication however since rational and cut-constructible pieces
need to communicate with each other to ensure correct factorisation. Specifically
we will use the following basis functions which arise from the reduction of tensor
triangles,
Li(s, t) =
1
(s− t)i log (s/t). (2.103)
These terms become singular for i > 1 as s → t, since this is a non-physical singu-
larity it must be cancelled by some part of the rational piece. To aid in the stability
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of our results we shift (or complete) the basis such that no basis functions develop
unphysical singularities. The completed basis has the following form,
L3(s, t)→ Lˆ3(s, t) = L3(s, t)− 1
2(s− t)2
(
1
s
+
1
t
)
,
L2(s, t)→ Lˆ2(s, t) = L2(s, t)− 1
2(s− t)
(
1
s
+
1
t
)
,
L1(s, t)→ Lˆ1(s, t) = L1(s, t),
L0(s, t)→ Lˆ0(s, t) = L0(s, t). (2.104)
The rational pieces associated with the above functions are called the cut-completion
terms, we will use the following notation to describe the various pieces of the am-
plitude. The rational pieces are those left when all of the logs, dilogs and π2 terms
vanish,
Rn(z) =
1
cΓ
An
∣∣∣∣
log,Li,π2→0
, (2.105)
so that the total (z dependent) amplitude is defined as
An(z) = cΓ(Cn(z) +Rn(z)). (2.106)
As described above the cut-constructible pieces can be completed by including some
rational terms,
Ĉn(z) = Cn(z) + ĈRn(z) (2.107)
where
ĈRn(z) = Ĉn(z)
∣∣∣∣
rat
. (2.108)
Of course the total rational piece Rn is the sum of completion terms CRn and the
remaining rational pieces
Rn(z) = ĈRn(z) + R̂n(z). (2.109)
We now wish to consider the following integral∫
B
dz
z
DiscBĈn(z) (2.110)
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which, since the rational pieces contain no discontinuities, corresponds to the dis-
continuities of the shifted amplitude A(z). If Ĉn(z) vanishes as z → ∞, then the
same logic which was applied to the total amplitude A(z) can be applied to Ĉn(z)
Ĉn(0) = −
∑
polesα
Resz=zα
Ĉn(z)
z
−
∑
DiscB
∫
B
dz
z
Ĉn(z) (2.111)
Now when we use this information in eq. (2.102) we find
An(0) = −cΓ
[ ∑
polesα
Resz=zα
R̂n(z)
z
+
∑
polesα
Resz=zα
Ĉn(z)
z
+
∑
DiscB
∫
B
dz
z
Ĉn(z)
]
= cΓ
[
Ĉn(0)−
∑
polesα
Resz=zα
R̂n(z)
z
]
. (2.112)
This is exactly the form we require and the cut-constructible pieces which we calcu-
late with the unitarity method Cn are cleanly separated from the unknown rational
pieces, which only require summing over residues in z to determine. The task is now
to determine the exact recursive behaviour of R̂n.
It was shown in [163] that due to the separate factorisation of rational and cut
containing pieces one can devise a one-loop recursion relation for the pure rational
pieces,
−
∑
polesα
Resz=zα
Rn(z)
z
= RDn
=
∑
h=±
∑
ij
RL,−h(zij)A
R,h(zij)
P 2ij
+
AL,−h(zij)R
R,h(zij)
P 2ij
+AL,−h(zij)R(P
2
ij)A
R,h(zij). (2.113)
Here RL,R represents a lower point rational part of a one-loop amplitude on the
left (or right) hand side of the partition which results in the internal (massless)
propagator P 2ij going on-shell. The piece A
(0)RA(0) is a new contribution at one-
loop and represents one-loop corrections to the propagator4. With this recursion
relation in place we are nearly finished. Eq. (2.113) does not discriminate between
4In MHV helicity configurations this term does not contribute since one of the trees always
vanishes.
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rational pieces which arise recursively and those which are defined as completion
terms. Therefore to avoid double counting we must remove the overlapping residues
RDn = −
∑
polesα
Resz=zα
ĈRn(z)
z
−
∑
polesα
Resz=zα
R̂n(z)
z
. (2.114)
So that the final amplitude is given by
An(0) = cΓ
[
Ĉn(0) +R
D
n +
∑
polesα
Resz=zα
ĈRn(z)
z
]
(2.115)
This is the unitarity-bootstrap method. One first calculates Cn using unitarity
methods, then after completing the Li functions one calculates the residues of ĈR
associated with the shift parameter z. Finally from the knowledge of lower point
amplitudes one calculates the rational piece RD.
2.6.3 Techniques for general helicity amplitudes
In the previous section we described the unitarity-bootstrap technique in the op-
timum case (where A(z) → 0 as z → ∞ and the recursive pieces contained only
simple poles). In this section we discuss the general approach when these conditions
fail [124, 165].
We begin the discussion with the more serious problem associated with the ap-
pearance of double poles. We consider a three vertex Aµ(εa, εb) for which a and b
are external on-shell gluons and µ is the Lorentz index for the intermediate gluon
which is going on-shell in a particular way (either 〈ab〉 or [ab] is zero). The general
tensor structure can be written as [124, 166–169],
Aµ3 (εa, εb) = g1
(
sab,
ka · η
(ka + kb) · η
)
1
sab
(
εµεb · ka − εµb εa · kb + kµb εa · εb
)
+g2
(
sab,
ka · η
(ka + kb) · η
)
kµa
sab
(
εa · εb − εa · kb εb · ka
ka · kb
)
. (2.116)
Here the dependence on the reference vector η describes how the form factors depend
on the way in which a and b go on-shell. The first tensor structure is that which
appears at tree-level,
Atree,µ3 (εa, εb) =
1
sab
(
εµεb · ka − εµb εa · kb + kµb εa · εb
)
. (2.117)
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The second tensor structure vanishes when a and b have opposite helicities,(
ε+a · ε−b −
ε+a · kb ε−b · ka
ka · kb
)
= − [aqb]〈bqa〉〈aqa〉[bqb] +
[ab]〈bqa〉〈ba〉[aqb]
〈aqa〉[bqb]〈ab〉[ba] = 0.
(2.118)
The definitions of the polarisation vectors in terms of their reference vectors qi are
given in Appendix A. Since the tensor structure vanishes at tree-level it should also
vanish for all loops (because the loops only change the form factor g2). Therefore
when the two gluons a and b have opposite helicity only the tree-like tensor structure
enters the game and we understand the factorisation for complex momenta. How-
ever, when the two momenta have the same helicity the tensor structure no longer
vanishes,(
ε+a · ε+b −
ε+a · kb ε+b · ka
ka · kb
)
=
[ab]〈qbqa〉
〈aqa〉〈bqb〉 −
[ab]〈bqa〉[ba]〉〈aqb〉
〈aqa〉〈bqb〉〈ab〉[ba]
= − [ab]〈ab〉〈aqa〉〈bqb〉
(
〈ab〉〈qaqb〉+ 〈bqa〉〈aqb〉
)
= − [ab]〈ab〉 . (2.119)
This tensor structure still vanishes if we approach the on-shell limit such that [ab]→
0 (or 〈ab〉 → 0 for the two negative case). In these cases the tree-level also piece also
vanishes. If this tensor structure survives in the on-shell limit then it can produce
double poles in 〈ab〉 (when multiplied by the 1/sab). These double poles produce
subleading single poles whose complex momenta behaviour is not fully understood,
and, at the moment, there is no systematic way to include them into the recursion
relations.
Therefore when using the recursion relations at one-loop we have to ensure that
there are no shifts which contain a three point vertex with two external gluons of
the same helicity. However, as mentioned above if the tree-level amplitude for a
particular shift vanishes these diagrams do not contribute, e.g. if we shift |i〉 →
|i〉 + z|k〉 and i is a negative gluon found in a tree amplitude with j and P̂ij then
we find,
P̂ 2ij = 0 =⇒ 0 = P 2ij + z〈kj〉[ji] =⇒ z = −
〈ij〉
〈kj〉 . (2.120)
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After using the Schouten identity we find that with this z solution
|i〉 = 〈ik〉〈kj〉 |j〉 =⇒ 〈ij〉 = 0. (2.121)
Thus if we choose our shift such that |i〉 (and not |i]) is shifted and k (the other
shifted vector) does not have a non-zero three point tree amplitude with an external
gluon of the same helicity, then the unitarity bootstrap will still yield the correct
answer.
Clearly unphysical double poles can spoil the BCFW recursion relations at one-
loop and shifts which result in this behaviour should be avoided. The other as-
sumption made in deriving eq. (2.115) is that there is no large-z behaviour for the
amplitude An. If this were not the case then one would have to modify eq. (2.115)
as follows,
An = InfAn + cΓ
[
Ĉn(0) +R
D
n +On
]
. (2.122)
Here we have used On to denote the overlap terms which appear in eq. (2.115).
The appearance of boundary terms is a less serious issue since in general one can
determine these contributions. It was shown in [124] that by performing additional
shifts one could determine these pieces. For example, suppose a shift [i, j〉 on An
had some non-zero z → ∞ terms. Then one could perform an auxiliary shift [k, l〉
and calculate the rational terms associated with these pieces. Then by applying the
original shift to these new rational contributions one would get a polynomial in z.
By taking the z0 term in an expansion around z =∞ we find a piece of InfAn. We
are only interested in z0 since higher order pieces do not contribute to the physical
(z = 0) amplitude we are ultimately interested in. If we choose the auxiliary shift
carefully we can determine the InfAn in its entirety
5.
5In general one would have to take multiple shifts to determine whether the auxiliary shift had
determined InfAn fully. Collinear limits also provide a check. In this thesis we are able to check
the rational pieces against a Feynman diagram calculation.
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2.7 D-dimensional techniques
This chapter has focused on four-dimensional on-shell techniques for the generation
of one-loop amplitudes. As has been described, using four-dimensional trees in the
optical theorem results in only a partial reconstruction of the entire amplitude. To
obtain the full amplitude from unitarity cuts one should use D-dimensional trees. At
first glance this is somewhat unappealing, since when using four-dimensional trees,
we have a vast utility of tools and techniques associated with the spinor helicity
formalism at our disposal. Indeed the number of polarisations of a gluon in D
dimensions is 2 − ǫ, which spoils the compact helicity amplitudes used previously.
To avoid this one can work in the four dimensional helicity scheme (FDH), in which
external states are kept in four dimensions and only the loop momenta are continued
to D-dimensions. Then one can consider the −2ǫ components of the loop momenta
to be a mass µ since the only place these will enter in the FDH scheme are from ℓ2,
and some of the advantages of unitarity can still be used [170].
The scalar n-point function in massless theories is given in D dimensions by,
IDn [1] = i(−1)n+1(4π)D/2
∫
dDL
(2π)D
1
L2(L− p1)2 . . . (L−
∑n−1
i=1 pi)
2
. (2.123)
Here L exists fully in D = 4− 2ǫ dimensions, whist in the FDH the external sums
of momenta are four dimensional. This allows us to make the separation
L = ℓ+ µ, (2.124)
where ℓ is 4 dimensional and µ are the −2ǫ components of L. This transforms the
measure as, ∫
dDL =
∫
d−2ǫµ
∫
d4ℓ. (2.125)
The transformation re-writes (2.123) as,
IDn [1] =
∫
d−2ǫµ
(2π)−2ǫ
∫
d4ℓ
(2π)4
i(−1)n+1(4π)2−ǫ
(ℓ2 − µ2)((ℓ− p1)2 − µ2) . . . ((ℓ−
∑n−1
i=1 pi)
2 − µ2) ,
(2.126)
thus transforming a massless integral in D dimensions into a massive four dimen-
sional integral. An arbitrary numerator now acquires a dependence on µ2, and a
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generic integral becomes a polynomial in this parameter. We can use the results
of [170] to relate these integrals with factors of µ2 in the numerator to higher-
dimensional scalar integrals.
IDn [(µ
2)r] =
∫
d−2ǫµ
(2π)−2ǫ
∫
d4ℓ
(2π)4
i(−1)n+1(4π)2−ǫ(µ2r)
(ℓ2 − µ2)((ℓ− p1)2 − µ2) . . . ((ℓ−
∑n−1
i=1 pi)
2 − µ2)
= −ǫ(1− ǫ) . . . (r − 1− ǫ)ID+2rn [1]. (2.127)
Over the past few years many authors have investigated D-dimensional unitarity
setting varying numbers of denominators on-shell with delta functions. These in-
clude D-dimensional generalised unitarity, [171,172] where 4-3 and 2-cuts were used
to determine amplitudes. A D-dimensional version of the triple cut was derived
in [128]. Double cuts using spinor integration in D-dimensions have been studied
extensively in [133–137, 173]. An implementation of the Laurent expansion in D
dimensions has also been developed [172].
2.8 Recent progress: One-loop automatisation
Before closing this chapter the culmination of recent years work on automatisation
should be reviewed. For a long time the bottleneck in multi-leg processes was the
calculation of virtual corrections to 2 → 4 processes. The number of Feynman
diagrams associated with 2→ n processes grows factorially and as n increases new
tensor integrals arise which must be reduced to the known set of basis integrals
[16]. Until recently no 2 → 4 processes had been completed at one-loop using
Feynman diagram techniques, however over the last couple of years great strides in
this direction have been made, including the complete calculation of pp → tt + bb
[174–176] and qq → bbbb [177]. Despite the recent progress each new parton in the
final state brings with it many complications for the older approach. The unitarity
methods described in this chapter are well suited to multi-leg processes since the
growth in complexity is only linked to the growth in complexity of the (on-shell) tree
amplitudes from which the loops are made. Over the last couple of years several
groups have implemented these methods into programs which can automatically
generate one-loop amplitudes.
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Blackhat [126, 178–181] is a program which implements the four-dimensional
methods described in this chapter. The Laurent expansion method [122] is applied
in four dimensions to determine the coefficients of the cut-constructible pieces. The
rational pieces are then calculated using the unitarity-bootstrap approach with mul-
tiple shifts [124,161–165]. The program also includes the D-dimensional application
of the Laurent expansion [172] for an alternate method of generating the rational
terms. This program has been successfully integrated with the Monte Carlo event
generator Sherpa [33, 37, 38], which provides an efficient mechanism for generating
the real matrix elements and performing the integration over phase space. Blackhat
has been successfully applied to the calculation of V +3 jets (at NLO) [126,178–181]
where V is massive vector boson.
The program Rocket also uses unitarity techniques to numerically generate one-
loop amplitudes [182]. Rocket uses a numerical implementation of D-dimensional
unitarity [183–185], which can be applied to massive and massless particles. This
program also uses the QCDLoop package [186] which calculates the scalar basis
integrals. Rocket has also calculated W + 3 jets [187, 188] and the results between
the two groups are in agreement. Very recently, Rocket has been used with MCFM
to compute pp→W+W+ + 2j [189].
In addition to the unitarity based programs described above the Helac-Phegas
collaboration [190] have calculated ttbb production and tt+ 2j [191] using the OPP
reduction technique [125,192–195]. This reduction algorithm is similar to unitarity
techniques in that it is four-dimensional and solves for coefficients of basis inte-
grals using on-shell constraints, however the OPP method can be applied equally
to products of amplitudes (as in the unitarity case) or to individual Feynman dia-
grams. The rational pieces are generated differently however, with a separation into
pieces which can be generated recursively and those which can be deduced from the
reduction. The OPP method has also been applied to the calculation of tri-boson
production [196,197].
Efforts have also been made to automate 2 → 4 Feynman diagram calculations
and the GOLEM collaboration [198, 199] has made progress in this direction, in-
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cluding the recent calculation of qq → bbbb [177]. This program uses improved
Feynman diagram reduction techniques [200–202] and has been used to calculate
the six photon amplitude [129].
2.9 Summary
In this chapter on-shell methods for calculating one-loop amplitudes have been de-
scribed in detail. Several unitarity methods which will be used in later chapters
have been discussed. Inspired by the use of complex momenta generalised unitar-
ity and the BCFW recursion relations have been detailed with examples given of
the techniques we will apply in the following chapters. Other on-shell techniques,
the MHV rules and D-dimensional unitarity have also been included for complete-
ness, although they will play a limited role in the remainder of this thesis. A short
overview of the recent progress towards automisation has been given.
In the next chapter we will use the techniques described in the previous sections
to calculate the φ-MHV amplitude. We will calculate the cut-constructible pieces
for all multiplicities, the rational pieces for the amplitude A
(1)
4 (φ, 1
−, 2+, 3−, 4+) will
also be calculated using the BCFW recursion relations.
Chapter 3
One-loop φ-MHV amplitudes: the
general helicity case
3.1 Introduction
In this chapter we present the calculation of the φ-MHV amplitudes where the
two negative helicity gluons are positioned arbitrarily. This builds on previous work
[108] in which the two negative helicity gluons were constrained to be colour adjacent.
We will use the methods of generalised unitarity to determine the cut-constructible
pieces of the amplitude. Coefficients associated with box integrals will be calculated
using the four-cut method of Britto, Cachazo and Feng [120], which has been dis-
cussed in section 2.2. It will be shown that for the φ-MHV amplitudes only one-
and two-mass easy boxes appear. The triangle coefficients will be determined us-
ing Forde’s Laurent expansion method [122] described in section 2.3 (we will also
show that one can use IR conditions to fix the triangles once the box coefficients are
known). Finally, the bubble (or 2-point) coefficients will be determined using Mas-
trolia’s Stokes’ Theorem method [132], which was introduced in section 2.4. Due to
the simplicity of these methods it is easy to generalise the cut-constructible pieces
to include n gluon multiplicities.
The rational pieces will be calculated using the unitarity bootstrap approach
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[124, 165] (see section 2.6), and checked using Feynman diagrams. For simplicity,
we focus our efforts on the four point amplitude A
(1)
4 (φ, 1
−, 2+, 3−, 4+) which we are
ultimately interested in.
The tree-level φ-MHV amplitude has the following form [95],
A(0)n (φ, 1
−, 2+, . . . , m−, (m+ 1)+, . . . , n+) =
〈1m〉4∏n−1
α=1〈α(α+ 1)〉〈n1〉
. (3.1)
Here we refer to the colour stripped primitive amplitude. The details of how to
obtain colour dressed φ plus parton amplitudes are given in Appendix A. We will
decompose the loop amplitude into cut-constructible and rational pieces Cn and Rn
respectively, which are defined as follows,
A(1)n (φ, 1
−, 2+, . . . , m−, . . . , n+) = cΓ
(
Cn(φ, 1
−, 2+, . . . , m−, . . . , n+)
+Rn(φ, 1
−, 2+, . . . , m−, . . . , n+)
)
, (3.2)
where
cΓ =
Γ2(1− ǫ)Γ(1 + ǫ)
(4π)2−ǫΓ(1− 2ǫ) . (3.3)
We will also use the following notation to define the cut-completed cut-constructible
pieces Ĉn and the remaining rational terms R̂n (with the completion terms removed).
A(1)n (φ, 1
−, 2+, . . . , m−, . . . , n+) = cΓ
(
Ĉn(φ, 1
−, 2+, . . . , m−, . . . , n+)
+R̂n(φ, 1
−, 2+, . . . , m−, . . . , n+)
)
. (3.4)
In the following section we calculate the cut-constructible part Ĉn for all n, then
in section 4.3 we use the BCFW recursion relations to calculate the rational con-
tribution R̂n, which we check against a Feynman diagram calculation. Finally in
section 3.4 we justify the calculations by performing extensive collinear and soft
checks on the amplitude.
3.2 The cut-constructible parts
In this section we will use generalised unitarity methods to calculate Cn which
appears in eq. (3.2). In general the cut-constructible pieces have the following basis
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decomposition,
Cn(φ, 1
−, 2+, . . . , m−, . . . , n+) =
∑
i
C4;iI4;i +
∑
i
C3;iI3;i +
∑
i
C2;iI2;i. (3.5)
Here Cj;i represents the coefficient of a j-point scalar basis integral (Ij;i) with a
distribution of momenta {i}. Using the methods described in Chapter 2 we will
isolate each coefficient separately using a dedicated cut for that integral. We work
with a top down approach and calculate the box integral coefficients first [120], then
the triangle coefficients [122] finally using a double cut to determine the coefficient
associated with the two-point functions [132].
3.2.1 Box coefficients from four-cuts
We begin by discussing the boxes which do not contribute to the φ-MHV amplitude.
Specifically these are the four-, three- and two-mass hard boxes, which are shown
in Figs. 3.1-3.3. The three- and four-mass box configurations vanish trivially, since
however one assigns the helicities to the loop momenta one always finds at least one
zero-tree amplitude at one of the corners. Many of the two-mass hard topologies
vanish for a more subtle reason. When two MHV or MHV three-point amplitudes
are adjacent in a box topology the corresponding coefficient is zero. This can be
illustrated by considering the following product of two on-shell MHV amplitude,
A2×MHV = A
(0)
3 (ℓ
+
1 , 2
−, ℓ−2 )A
(0)
3 (ℓ
+
2 , 3
−, ℓ−3 )
=
〈ℓ22〉3
〈ℓ12〉〈ℓ2ℓ1〉
〈ℓ33〉3
〈ℓ23〉〈ℓ3ℓ2〉 . (3.6)
The complex solution of the on-shell constraints ensure that [ℓ22] = 0 from (ℓ2 +
p2)
2 = 0. However, the constraint at the second vertex implies that (ℓ2 + p3)
2 = 0,
for which the complex solution is that [ℓ23] = 0. This then implies that [23] = 0, or
|2] ∝ |3]. This solution is unphysical and as such we must throw it away.
Therefore we have established that the only box functions which can appear in
the general one-loop φ-MHV amplitude are one and two-mass easy box functions.
We will now classify the boxes and their solutions for general gluon multiplicities.
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Figure 3.1: Configurations where the coefficient of the four-mass box vanishes, ex-
ternal particles are either; positive helicity gluons (solid black lines) of which there
can be an arbitrary number at any vertex, negative helicity gluons (shown in green)
of which there can be only two and one φ (dashed black line). In each configuration
(a) − (c) we find one zero tree-level amplitude, these are highlighted by the red
boxes.
One-mass boxes
The one-mass box is simplest and we begin by classifying the two solutions for
the loop momenta ℓ with the general kinematics shown in Fig.3.4. The on-shell
conditions for the various loop momenta are as follows,
(ℓ+m1)
2 = 0 (3.7)
ℓ2 = 0 (3.8)
(ℓ−m2)2 = 0 (3.9)
(ℓ−M23)2 = 0 (3.10)
where we have used the shorthand notationMij = mi+mj . We choose to expand ℓ in
terms of two massless basis vectors m1 and m2 with four free parameters {α, β, ρ, δ}
which are fixed by the on-shell constraints.
ℓµ = αmµ1 + βm
µ
2 +
ρ
2
〈m2|γµ|m1] + δ
2
〈m1|γµ|m2]. (3.11)
The first and third on-shell constraint require that, α = β = 0. Then setting ℓ on
shell requires that either ρ or δ = 0. We begin by choosing δ = 0. Then the final
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Figure 3.2: As in the four-mass case three-mass boxes do not contribute to φ-MHV
amplitudes. External particles are either; positive helicity gluons (solid black lines)
of which there can be an arbitrary number at any vertex, negative helicity gluons
(shown in green) of which there can be only two and one φ (dashed black line). In
each configuration (a)− (f) we find that whichever way we distribute the helicities
we have at least one zero tree-level amplitude (highlighted by the red boxes).
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Figure 3.3: As in the four- and three-mass cases two-mass hard boxes do not con-
tribute to φ-MHV amplitudes. Here for simplicity we suppress helicities which are
unfixed (i.e. ±,∓). A new feature for the two-mass boxes which does not happen
for three- and four-mass is the zeroing of diagrams with two adjacent MHV (MHV)
three point amplitudes. These are highlighted by the blue boxes.
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Figure 3.4: A one-mass box with arbitrary massless legs m1, m2 and m3
on-shell constraint fixes ρ,
0 = sm2m3 − ρ〈m2|m3|m1] =⇒ ρ =
[m2m3]
[m3m1]
. (3.12)
If on the other hand we had taken ρ = 0 we would have found that
0 = sm2m3 − δ〈m1|m3|m2] =⇒ δ =
〈m2m3〉
〈m1m3〉 , (3.13)
so that the two solutions to the on-shell conditions are,
ℓµ(1) =
[m2m3]
2[m3m1]
〈m2|γµ|m1] and ℓµ(2) =
〈m2m3〉
2〈m1m3〉〈m1|γ
µ|m2]. (3.14)
We will average over the solutions, but in general one is always zero due to the
helicities of m1 and m2. With the general solution in hand we now proceed to
determine the types of one-mass box which can appear in the φ-MHV amplitude.
Since there is only one-mass, φ must always be present at the massive vertex. We are
then free to assign the two negative helicity gluons throughout the various vertices,
for which the general topologies are shown in Fig. 3.5.
Diagrams 3.5(a), (b), (d) and (e) only allow gluons to propagate in the loop, and
we consider these first, diagram 3.5(a) has the following integrand,
D(a) = A(0)n−1(φ, ℓ+1 , i+, . . . , 1−, . . . , m−, . . . , j+, ℓ+2 )A(0)3 (ℓ−2 , (j + 1)+, ℓ+3 )
×A(0)3 (ℓ−3 , (j + 2)+, ℓ−4 )A(0)3 (ℓ+4 , (i− 1)+, ℓ−1 ) (3.15)
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D(a) = 〈1m〉
4∏j−1
α=i〈α(α+ 1)〉〈ℓ1i〉〈jℓ2〉〈ℓ2ℓ1〉
[(j + 1)ℓ3]
3
[ℓ2(j + 1)][ℓ3ℓ2]
× 〈ℓ4ℓ3〉
3
〈ℓ3(j + 2)〉〈(j + 2)ℓ4〉
[ℓ4(i− 1)]3
[(i− 1)ℓ1][ℓ1ℓ4] (3.16)
D(a) = A(0)n
(
[(j + 1)|ℓ3ℓ4|(i− 1)]3ρ
〈j|ℓ2ℓ3|(j + 2)〉〈(j + 2)|ℓ4ℓ1|i〉[(i− 1)|ℓ1ℓ2|(j + 1)]
)
(3.17)
Here, and in the rest of this chapter, we use A
(0)
n to refer to the n-point φ-MHV tree
amplitude given by eq. (3.1), ρ = 〈j(j + 1)〉〈(j + 1)(j + 2)〉〈(j + 2)(i− 1)〉〈(i− 1)i〉.
In terms of the general solution (eq. (3.14)) we have
ℓ3 = ℓ (3.18)
ℓ4 = ℓ− pj+2 (3.19)
ℓ1 = ℓ4 − pi−1 (3.20)
ℓ2 = ℓ+ pj+1 (3.21)
We can use these equations to write the integrand solely in terms of ℓ,
D(a) = A(0)n
(〈(j + 2)|ℓ|(j + 1)][(j + 2)(i− 1)]si−1,j+2〈(j + 1)(j + 2)〉
〈(j + 2)|ℓ|(i− 1)]
)
(3.22)
The two solutions for ℓ are as follows,
ℓµ(1) =
[(j + 2)(i− 1)]
2[(i− 1)(j + 1)]〈(j + 2)|γ
µ|(j + 1)]
ℓµ(2) =
〈(j + 2)(j + 1)〉
2〈(j + 1)(i− 1)〉〈(j + 1)|γ
µ|(j + 2)] (3.23)
D(a)ℓ→ℓ(1) = 0 so that only the ℓ2 solution contributes to the coefficient,
D(a) = A
(0)
n
2
si−1,j+2sj+1,j+2. (3.24)
In a similar fashion, we find that the diagrams which only allow a gluon to propagate
in the loop (Fig.3.5(b), (d) and (e)) have the same form of solution (with the relevant
changes to i and j).
D(α) = A
(0)
n
2
si−1,j+2sj+1,j+2 (3.25)
where α ∈ {(b), (d), (e)}.
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Figure 3.5: One-mass boxes for the φ-MHV amplitudes are defined by the position
of the two negative helicity gluons, there can be an arbitrary number of positive
helicity gluons at the massive vertex of which the end points are denoted i and j.
Diagrams (a) − (e) are non-zero whilst diagram (f) which is a special case for the
5-point amplitude, is zero. Diagram (c) is of interest since it allows fermions (and
scalars) to propagate in the loop.
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This leaves Fig.3.5(c), which has a far richer structure than those previously
studied. Each loop helicity is unconstrained, which means that fermions as well as
gluons can propagate around the loop. In addition, there are now two contributing
topologies which we label D(c)g,+ and D(c)g,− the subscript indicating the species and
helicity of ℓ1 in the φ containing amplitude.
D(c)g,+ = A(0)n−1(φ, ℓ+1 , (n− 1)+, . . . , m−, . . . , 3+, ℓ−2 )A(0)3 (ℓ+2 , 2+, ℓ−3 )
×A(0)3 (ℓ+3 , 1−, ℓ−4 )A(0)3 (ℓ+4 , n+, ℓ−1 ), (3.26)
D(c)g,− = A(0)n−1(φ, ℓ−1 , (n− 1)+, . . . , m−, . . . , 3+, ℓ+2 )A(0)3 (ℓ−2 , 2+, ℓ+3 )
×A(0)3 (ℓ−3 , 1−, ℓ+4 )A(0)3 (ℓ−4 , n+, ℓ+1 ). (3.27)
There are two diagrams which have the same topology as (c), one with p1 ∈ Pi,j and
one with pm ∈ Pi,j (Pi,j represents the massive leg). For convenience we consider
only the case where pm ∈ Pi,j explicitly, since it is trivial to obtain the remaining
diagram from this one. The momentum constraints are as follows,
ℓ2 = ℓ+ p2 (3.28)
ℓ3 = ℓ (3.29)
ℓ4 = ℓ− p1 (3.30)
ℓ1 = ℓ4 − pn (3.31)
and the two specific solutions for ℓ are
ℓµ(1) =
[1n]
2[n2]
〈1|γµ|2] and ℓµ(2) =
〈1n〉
2〈2n〉〈2|γ
µ|1]. (3.32)
Once again the solution associated with ℓ(1) does not contribute and we are left with
only ℓ→ ℓ(2). We combine the two helicity solutions (eqs. (3.26)-(3.27))
D(c)g =
〈m|ℓ1|n]4〈1|ℓ3|2]4 + 〈m|ℓ2|2]4〈1|ℓ4|n]4
γ〈ℓ2ℓ1〉〈ℓ1(n− 1)〉〈ℓ23〉〈ℓ3ℓ4〉〈ℓ31〉〈ℓ41〉[ℓ3ℓ2][ℓ4ℓ1][nℓ1][nℓ4][2ℓ2][2ℓ3] .
(3.33)
Here we have introduced γ =
∏4
α=n−1〈α(α − 1)〉 to simplify the formula. Next we
use the momentum constraints to remove ℓ1 and ℓ2 from the numerator.
D(c)g =
〈m|ℓ4|n]4〈1|ℓ3|2]4 + 〈m|ℓ3|2]4〈1|ℓ4|n]4
γ〈ℓ2ℓ1〉〈ℓ1(n− 1)〉〈ℓ23〉〈ℓ3ℓ4〉〈ℓ31〉〈ℓ41〉[ℓ3ℓ2][ℓ4ℓ1][nℓ1][nℓ4][2ℓ2][2ℓ3] .
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(3.34)
We can use the Schouten identity to rewrite the numerator
〈m|ℓ4|n]4〈1|ℓ3|2]4 + 〈m|ℓ3|2]4〈1|ℓ4|n]4 = 〈1m〉4[2|ℓ3ℓ4|n]4
+4〈1m〉2[2|ℓ3ℓ4|n]2〈m|ℓ4|n]〈1|ℓ3|2]〈m|ℓ3|2]4〈1|ℓ4|n]
+2〈m|ℓ4|n]2〈1|ℓ3|2]2〈m|ℓ3|2]2〈1|ℓ4|n]2. (3.35)
When we calculate the contributions which arise when a fermion propagates in the
loop we find
D(c)f = −
〈m|ℓ4|n]3〈1|ℓ3|2]3〈m|ℓ3|2]〈1|ℓ4|n] + 〈m|ℓ3|2]3〈1|ℓ4|n]3〈m|ℓ4|n]〈1|ℓ3|2]
D(c),denomg
(3.36)
where D(c),denomg is the denominator of eq. (3.34). We expand the fermionic numer-
ator into the following,
〈m|ℓ4|n]3〈1|ℓ3|2]3〈m|ℓ3|2]〈1|ℓ4|n] + 〈m|ℓ3|2]3〈1|ℓ4|n]3〈m|ℓ4|n]〈1|ℓ3|2] =
〈1m〉2[2|ℓ3ℓ4|n]2〈m|ℓ4|n]〈1|ℓ3|2]〈m|ℓ3|2]4〈1|ℓ4|n]
+2〈m|ℓ4|n]2〈1|ℓ3|2]2〈m|ℓ3|2]2〈1|ℓ4|n]2. (3.37)
The fermion and gluon loops are hence made of similar contributions. This will
occur frequently in this chapter and we use the following notation to describe the
relevant contributions,
D(c) = D(c)g +
Nf
Nc
Dcf
= G1m(1) + 4
(
1− Nf
4Nc
)
F1m(1) + 2
(
1− Nf
Nc
)
S1m(1) (3.38)
Here the subscript indicates the cut integral we are referring to, and the brackets
describe the kinematic dependence (here indicating that p1 is the massless leg rather
than pm). These integrals have the following form,
G1m(1) = −A(0)n
〈(n− 1)n〉〈n1〉〈12〉〈23〉[2|ℓ3ℓ4|n]3
〈ℓ1ℓ2〉〈ℓ1(n− 1)〉〈ℓ23〉〈ℓ31〉〈ℓ41〉[ℓ3ℓ2][ℓ4ℓ1][nℓ1][2ℓ2] (3.39)
F1m(1) = A(0)n
〈ℓ3ℓ4〉〈ℓ3m〉〈ℓ4m〉〈(n− 1)n〉〈n1〉〈12〉〈23〉[nℓ4]3[2ℓ3]3
〈ℓ1ℓ2〉〈ℓ1(n− 1)〉〈ℓ23〉〈1m〉2[ℓ3ℓ2][ℓ4ℓ1][nℓ1][2ℓ2]
(3.40)
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S1m(1) = A(0)n
〈ℓ3m〉2〈ℓ4m〉2〈ℓ31〉〈ℓ41〉〈(n− 1)n〉3〈n1〉〈12〉〈23〉[nℓ4]3[2ℓ3]3
〈ℓ1ℓ2〉〈ℓ1(n− 1)〉〈ℓ23〉〈1m〉4〈ℓ3ℓ4〉[ℓ3ℓ2][ℓ4ℓ1][nℓ1][2ℓ2]
(3.41)
The procedure to calculate these quantities is straightforward, remove ℓ1, ℓ2 and ℓ4
in terms of ℓ3 and substitute in the solution ℓ(2). This yields the following
G1m(1) = A
(0)
n
2
s12s1n, (3.42)
F1m(1) =
(
A
(0)
n
2
s12s1n
)〈mn〉〈2m〉〈1n〉〈12〉
〈1m〉2〈2n〉2 , (3.43)
S1m(1) = −
(
A
(0)
n
2
s12s1n
)(〈mn〉〈2m〉〈1n〉〈12〉
〈1m〉2〈2n〉2
)2
. (3.44)
This completes the analysis for one-mass boxes, we will observe in the next section
that the calculation of the two-mass box coefficients proceeds in an identical fashion.
Two-mass boxes
When calculating the coefficients of one-mass boxes which appear in φ-MHV am-
plitudes we noted that there were two sorts of contributions. Diagrams in which
the loop particle was constrained to be a gluon had a coefficient of the following
form, A
(0)
n s1s2 where s1 and s2 are the invariants associated with pairs of (adjacent)
massless legs. The diagrams which allowed fermions to propagate in the loop have
a more complicated structure, they also contain a piece of the form A
(0)
n s1s2 but in
addition contain pieces proportional to Nf , the number of light flavours.
We find an identical situation with the two-mass boxes which are depicted in
Fig. 3.6. Diagrams (a), (b), (d) and (e) which contain a gluon loop alone have
coefficients of the form A
(0)
n (s1s2 − P 2Q2) where P and Q are the momenta of the
massive legs. An example of this type of term was given in the previous chapter.
We also find that the diagrams which allow a fermion to propagate in the loop have
the same breakdown as the one-mass boxes,
D(c) = G2m(a, i, j) + 4
(
1− Nf
4Nc
)
F2m(a, i, j) + 2
(
1− Nf
Nc
)
S2m(a, i, j).
(3.45)
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Figure 3.6: Two-mass easy boxes for the φ-MHV amplitudes are defined by the
position of the two negative helicity gluons, there can be an arbitrary number of
positive helicity gluons at the massive vertices. The two massless legs are denoted
i and j. Diagrams (a)− (e) are non-zero whilst diagram (f) which is a special case
for the 5-point amplitude, is zero. Diagram (c) is of interest since it allows fermions
(and scalars) to propagate in the loop.
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Here a ∈ {1, m} indicates which negative helicity gluon is not paired with φ at the
massive vertex. The integration is almost identical to the one-mass case the only
difference being that i and j now play the roles of p2 and n (or (m ± 1)). The
coefficients are constructed from the following function,
bij1m =
〈mi〉〈j1〉〈mj〉〈i1〉
〈1m〉2〈ij〉2 =
tr−(m, i, j, 1) tr−(m, j, i, 1)
s2ijs
2
1m
(3.46)
where we have introduced the notation tr−(a, b, c, d) = 〈ab〉[bc]〈cd〉[da]. In terms of
this quantity we have the general results
G2m(a, i, j) = A
(0)
n
2
(si,j−1sj,i−1 − si,jsi+1,j−1) (3.47)
F2m(a, i, j) = bij1m
A
(0)
n
2
(si,j−1sj,i−1 − si,jsi+1,j−1) (3.48)
S2m(a, i, j) = −(bij1m)2
A
(0)
n
2
(si,j−1sj,i−1 − si,jsi+1,j−1) (3.49)
We stress a crucial notation subtlety in the above sets of formula when we refer to
sij we mean sij = 〈ij〉[ji] and is the invariant formed between the pair of partons pi
and pj . When we refer to si,j we refer to si,j = (pi + pi+1 + · · ·+ pj−1 + pj)2 which
is a mass associated with the two-mass box.
We observe that we can obtain the one-mass box coefficients from the soft-limit
of the two mass boxes. This means that to finalise the box coefficients we merely
have to define the summation over the allowed boxes. In total we find that the box
coefficients associated with the φ-MHV amplitude equal
C4−cutn;1 (φ, 1
−, 2+, . . . , m−, . . . , n+) = A(0)n
(
AφG,4−cutn;1 (m,n)
−4
(
1− Nf
4Nc
)
AφF,4−cutn;1 (m,n)− 2
(
1− Nf
Nc
)
AφS,4−cutn;1 (m,n)
)
, (3.50)
where we defined A
φ{G,F,S},4−cut
n;1 to be the tree-factored combinations of box integrals
multiplied by their relevant coefficient. Explicitly
AφG,4−cutn;1 (m,n) = −
1
2
n∑
i=1
n+i−1∑
j=i+3
F2me4 (si+1,j, si,j−1; si,j, si+1,j−1)
−1
2
n∑
i=1
F1m4 (si,i+1, si+1,i+2; si,i+2) (3.51)
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We note that AφG,4−cutn;1 (m,n) is independent of the position of the two negative
helicity gluons.
AφF,4−cutn;1 (m,n) =
m−1∑
i=2
n∑
j=m+1
bij1m F
2me
4 (si+1,j, si,j−1; si,j, si+1,j−1)
+
m−1∑
i=2
n∑
j=m+1
bij1m F
2me
4 (sj+1,i, sj,i−1; sj,i, sj+1,i−1) (3.52)
and
AφS,4−cutn;1 (m,n) = −
m−1∑
i=2
n∑
j=m+1
(bij1m)
2 F2me4 (si+1,j, si,j−1; si,j, si+1,j−1)
−
n∑
i=m+1
m−1∑
j=2
(bij1m)
2 F2me4 (si+1,j, si,j−1; si,j, si+1,j−1). (3.53)
We leave the explicit definitions of the basis functions F2me4 and F
1m
4 to Ap-
pendix B, noting that the definitions we use are related to the basis integral I4
by a kinematic factor (which cancels those appearing in the coefficients given in
this chapter). The summations in AφF,4−cutn;1 and A
φS,4−cut
n;1 do not explicitly refer to
one-mass boxes, this is because these terms arise naturally from the two-mass boxes
when one of the massive legs becomes soft.
3.2.2 Triangle Coefficients
In this section we determine the coefficients associated with the triangle basis inte-
grals. For the general φ-MHV configuration we show that there can never be any
non-zero three-mass triangle coefficients. Further, we show that the remaining co-
efficients attributed to the one- and two-mass triangles can be split into two pieces.
The first of these pieces is helicity blind whilst the second contains pieces propor-
tional to Nf , and depends on the position of the two negative helicity gluons. Since
the three-mass triangles do not contribute, knowledge of the triangle coefficients can
also be determined by infra-red safety conditions.
3.2. The cut-constructible parts 84
The vanishing of three-mass triangle coefficients
The three-mass triangle integral is listed with the other basis integrals in Appendix B
and is finite (i.e. it has no poles in the dimensional parameter ǫ) and as such the
coefficient of the three-mass triangle cannot be fixed by infra-red safety conditions.
However, for any φ-MHV helicity configuration there can be no non-zero three-mass
triangle coefficients. The general topologies are shown in Fig. 3.7 for each one there
is always at least one vertex which vanishes.
One- and two-mass triangle coefficients
The remaining triangle coefficients which are associated with one- and two-mass
triangles can be calculated from infra-red safety conditions. To ensure correct infra-
red behaviour the ǫ−2 pieces of the amplitude must have the following form,
A(1)n = −
cΓ
ǫ2
A(0)n
n∑
i=1
(
µ2
−si,i+1
)ǫ
+O(ǫ0). (3.54)
In general we expect the coefficients of the various triangles to possess a similar
structure to the box coefficients, i.e. we expect to find the following sorts of terms
in our amplitude,
C3−cutn;1 (φ, 1
−, 2+, . . . , m−, . . . , n+) = A(0)n
(
AφG,3−cutn;1 (m,n)
−4
(
1− Nf
4Nc
)
AφF,3−cutn;1 (m,n)− 2
(
1− Nf
Nc
)
AφS,3−cutn;1 (m,n)
)
. (3.55)
In this decomposition it is clear that only AφG,3−cutn;1 (m,n) can contribute to eq. (3.54),
further we can infer that since no infra-red poles are proportional to Nf (since there
exists no (n+1) φ plus gluon tree amplitude which has an Nf dependence) we know
that the triangles which occur in these pieces must cancel the poles which arise from
the box contributions. The case where m = 2 has been calculated [108] and the
following contributions were found,
AφG,3−cutn;1 (2, n) =
n∑
i=1
(F1m3 (si,n+i−2)− F1m3 (si,n+i−1)) (3.56)
AφF,3−cutn;1 (2, n) = A
φS,3−cut
n;1 (2, n) = 0 (3.57)
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Figure 3.7: For each three mass triangle there is always at least one vertex corre-
sponding to a zero tree-level amplitude. As in previous diagrams external negative
heclicity gluons are represented as green lines and there can be an arbitrary number
of positive helicity gluons at each vertex.
K2
(i− 1)
(i+ 1)
(j − 1)
i = K1
j
Figure 3.8: The kinematic structure of a generic two-mass triangle which appears
in our calculations. The same kinematics can be used to represent the one-mass
triangle with (i− 1) = j with no loss of generality.
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Figure 3.9: One- and two-mass topologies which appear in φ-MHV amplitudes. Of
particular interest are topologies (b) and (g) which allow fermions and gluons to
propagate in the loop and hence have a richer structure. The remaining diagrams
factorise into a helicity blind integral and are the same as those which appear in [108].
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We will presently show that AφG,3−cut is helicity blind and as such AφG,3−cutn;1 (2, n) =
Aφ,G,3−cutn;1 (m,n) = A
φ,G,3−cut
n;1 (n). It was also shown in [108] that the combination
of AφG,3−cut and AφG,4−cut correctly generates the pole structure of eq. (3.54). The
general structure of one- and two-mass triangles are shown in Fig. 3.9 of these (a)
(c)− (f) and (h) represent pieces which only contribute to AφG. As an example we
consider (a) in detail and show that the dependence on pm factors into the tree-level
prefactor. The product of tree amplitudes has the following form,
D(a) = A(03 (φ, ℓ−1 , ℓ−2 )A(0)(ℓ+2 , i+, ℓ−3 )A(0)(ℓ−3 , (i+ 1)+, 1−, . . . , m−, (i− 1)+, ℓ+1 )
= −〈ℓ1ℓ2〉2 [ℓ2i]
3
[iℓ3][ℓ3ℓ2]
〈1m〉4
〈ℓ3(i+ 1)〉
∏i−2
α=i+1〈α(α+ 1)〉〈(i− 1)ℓ1〉〈ℓ1ℓ3〉
= −A(0n
〈ℓ1ℓ2〉2[ℓ2i]3〈i(i+ 1)〉〈(i− 1)i〉
[ℓ3ℓ2][iℓ3]〈ℓ3(i+ 1)〉〈(i− 1)ℓ1〉〈ℓ1ℓ3〉 . (3.58)
It is trivial to show that diagrams (c)− (f) and (h) factorise in the same manner.
As such we know that these integrals will be identical to the adjacent minus φ-MHV
case [108]. This leaves us with the task of determining the coefficients represented
by Fig. 3.9(b) which allow both fermions and gluons to propagate in the loops.
We follow the same procedure as we did for the box diagrams and decompose the
diagram into constituent pieces,
D(b) = G2,1m(a, i, j) + 4
(
1− Nf
4Nc
)
F2,1m(a, i, j) + 2
(
1− Nf
Nc
)
S2,1m(a, i, j)
(3.59)
As before a ∈ {1, m} indicates which of the negative helicity gluons is not paired
with φ at a vertex. Here we do not distinguish explicitly between one- and two-mass
triangles (i.e. we consider (b) knowing we can obtain (g) in the soft limit), in the
approach we will use [122] we choose two momenta K1 and K2 (which are external
momenta) and parameterise the loop momentum in terms of massless projections
of these vectors. In these calculations we can always set K21 = 0 K
2
2 6= 0 regardless
of whether the triangle has one or two massive legs. A schematic representation of
the kinematics we will use for the calculation is shown in Fig. 3.8. The massless
projections of K1 and K2 which we will use to construct our basis in which the loop
momentum is decomposed have the following form,
K♭,µ1 = p
µ
i , (3.60)
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K♭,µ2 = P
µ
j;i −
P 2j;i
〈i|Pj;i|i]p
µ
i . (3.61)
The general solution for the loop momenta, as prescribed in [122] is,
ℓµ = α02K
♭,µ
1 + α01K
♭,µ
2 +
t
2
〈K♭1|γµ|K♭2] +
α01α02
2t
〈K♭2|γµ|K♭1]. (3.62)
Specifically for the triangle topologies we are studying here, α01 = 0, α02 = P
2
j;i/〈i|Pj;i|i].
Next we turn our attention to obtaining the G, F and S integrands relevant for these
coefficients. The product of trees is equal to,
D(b),±g = A(0)(φ, ℓ±, (i+ 1)+, 1−, (j − 1)+, ℓ∓2 )
×A(0)(ℓ±2 , j+, m−, (i− 1)+, ℓ∓1 )A(0)(ℓ±1 , i+, ℓ∓). (3.63)
Combining the two diagrams we find
D(b) = 〈1ℓ2〉
4〈mℓ1〉4[ℓ1i]4 + 〈1ℓ〉4〈mℓ2〉4[ℓi]4
〈ℓ(i+ 1)〉∏j−2i+1 〈(j − 1)ℓ2〉〈ℓ2ℓ〉〈ℓ2j〉∏i−2j 〈(i− 1)ℓ1〉〈ℓ1ℓ2〉[ℓ1i][iℓ][ℓ1ℓ] .
(3.64)
Here we have introduced the short-hand notation
∏b
a =
∏b
α=a〈α(α+1)〉 to simplify
the formula. Using the kinematics of the cut we can re-write the integrand as
D(b) = 〈1ℓ2〉
4〈m|ℓ|i]4 + 〈1|ℓ|i]4〈mℓ2〉4
〈ℓ(i+ 1)〉∏j−2i+1 〈(j − 1)ℓ2〉〈ℓ2ℓ〉〈ℓ2j〉∏i−2j 〈(i− 1)ℓ1〉〈ℓ1ℓ2〉[ℓ1i][iℓ][ℓ1ℓ] .
(3.65)
From this we can extract G, F and S in the same way as we did for the box terms,
D(b) = G2,1m(1, i, j) + 4
(
1− Nf
4Nc
)
F2,1m(1, i, j) + 2
(
1− Nf
Nc
)
S2,1m(1, i, j),
(3.66)
with
G2,1m(1, i, j) = A(0)n
〈ℓ2ℓ〉2[ℓi]〈(j − 1)j〉〈i(i+ 1)〉
〈ℓ(i+ 1)〉〈(j − 1)ℓ2〉〈ℓ2j〉 , (3.67)
F2,1m(1, i, j) = A(0)n
〈1ℓ2〉〈mℓ〉〈1ℓ〉〈mℓ2〉[ℓi]〈(j − 1)j〉〈i(i+ 1)〉
〈1m〉2〈ℓ(i+ 1)〉〈(j − 1)ℓ2〉〈ℓ2j〉 , (3.68)
S2,1m(1, i, j) = −A(0)n
〈1ℓ2〉2〈mℓ〉2〈1ℓ〉2〈mℓ2〉2[ℓi]〈(j − 1)j〉〈i(i+ 1)〉
〈1m〉4〈ℓℓ2〉2〈ℓ(i+ 1)〉〈(j − 1)ℓ2〉〈ℓ2j〉 . (3.69)
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As expected we see that G factors onto the tree-level amplitude multiplying a
helicity blind function. The denominators in the above equations have exactly
the form we expect from our four-cut calculations. Spinor products of the form
〈ℓj〉 ∝ (ℓ− pj)2/[ℓj] are linked to Feynman propagators and can be associated with
box diagrams. Indeed the residues of these propagators correspond to setting a
further propagator on-shell and as such correspond to a four-cut. At first glance
we observe three spinor products associated with inserting additional propagators
(ℓ− pj)2, (ℓ− pj+1)2 and (ℓ− pi+1)2. Of these the first two correspond to two-mass
easy boxes and the third corresponds to a two-mass hard topology. We observed in
the previous section that there are no such contributions to the φ-MHV amplitude,
implying that somehow this residue must not contribute to a box-coefficient. Upon
closer inspection we see that there is indeed no residue associated with this term
since the non-vanishing three-point vertex in the triangle requires that |ℓ〉 ∝ |i〉 and
as such when the solution for the loop-momenta is inserted there is a cancellation
between 〈i(i+ 1)〉 in the denominator and numerator.
To determine F and S one merely has to insert the parameterisation for the loop
momentum in terms of eq. (3.62) and take the t0 coefficient in a series expansion
around t =∞. We find,
F2,1m(1, i, j) = A(0)n
〈j(j − 1)〉
〈1m〉2
(〈im〉〈i1〉2〈m|Pj;i|i]
〈ij〉〈i(j − 1)〉 +
〈im〉2〈i1〉〈1|Pj;i|i]
〈ij〉〈i(j − 1)〉
−〈im〉
2〈i1〉2〈j|Pj;i|i]
〈ij〉2〈i(j − 1)〉 −
〈im〉2〈i1〉2〈(j − 1)|Pj;i|i]
〈ij〉〈i(j − 1)〉2
)
. (3.70)
After using the Schouten identity to simplify the above formula we find
F2,1m(1, i, j) = A(0)n (−bij1m + bi(j−1)1m )〈i|Pj;i|i], (3.71)
where bij1m is defined as in eq. (3.46). The calculation for S is identical to that of
F (although here the intermediate formulae are more complicated so we quote only
the final result)
S2,1m(1, i, j) = A(0)n ((bij1m)2 − (bi(j−1)1m )2)〈i|Pj;i|i]. (3.72)
With these solutions in hand we are now able to calculate the coefficient of any
one- or two-mass triangle appearing in the φ-MHV amplitude. All that remains is
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Figure 3.10: The above combination of four two-mass triangles with the two-mass
easy box is IR finite. The above combinations uses the F definitions of Appendix B,
these are related to the scalar basis integrals I by a kinematic factor. The definitions
α = (j − 1) and β = (i+ 1) are used to simplify the Figure.
to correctly define the sum over allowed triangles and check the IR safety of the
formula.
3.2.3 Cancellation of Nfǫ
−2 poles
We show how our results for the two-mass triangles result in the cancellation of
the Nf ǫ
−2 poles which arise from the two-mass boxes. We consider two-mass boxes
which are proportional to (1 − Nf/4Nc) (i.e F terms) for simplicity, however the
proof for the (1−Nf/Nc) boxes proceeds identically.
A given two-mass box in AφF,4−cutn;1 has a coefficient b
ij
1m, we find four two-mass
triangles which have a term proportional to bij1m. The combination of all of the
contributions with a piece proportional to bij1m (W(bij1m)) is given by,
W(bij1m) = −bij1m F2me4 (si+1,j, si,j−1; si,j, si+1,j−1)
+
(
(−bij1m + bi(j+1)1m )(F1m3 (P 2i,j)− F1m3 (P 2i+1,j))
+ (−bij1m + b(i−1)j)1m )(F1m3 (P 2i,j)− F1m3 (P 2i,j−1))
+ (−bi(j−1)1m + bij1m)(F1m3 (P 2i,j−1)− F1m3 (P 2i+1,j−1))
+ (−b(i+1)j1m + bij)1m)(F1m3 (P 2i+1,j)− F1m3 (P 2i+1,j−1))
)
. (3.73)
When we expand the above we find using the definitions in Appendix B
W(bij1m) = −bij1m F2me4F (si,j, si+1,j−1; si+1,j, si,j−1) + . . . , (3.74)
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where . . . indicates terms that are not proportional to bij1m and as a result to do
not contribute to this particular box. We observe that the triangles have exactly
cancelled the pole pieces of the box function, leaving on the finite piece. The com-
bination is shown in Fig 3.10, we note that the term 〈i|Pj;i|i] = P 2j;i − P 2j;(i−1) in
eq. (3.71) explicitly cancels the kinematic factor appearing in the denominator of
I2m3 resulting in the F
1m
3 terms used in eq. (3.73).
By summing over all of the allowed triangle topologies we cancel all the poles
associated with Nf boxes.
Combined quadruple and triple cuts
Putting the results from the previous two sections altogether we find for the combi-
nation of triple and quadruple cuts
Cn;1(φ, 1
−, 2+, . . . , m−, . . . , n+)|3,4cut =
A(0)n
(
AφGn;1(m,n)|3,4cut − 4
(
1− Nf
4Nc
)
AφFn;1(m,n)|3,4cut
−2
(
1− Nf
Nc
)
AφSn;1(m,n)|3,4cut
)
, (3.75)
where
AφGn;1(m,n)|3,4cut = −
1
2
n∑
i=1
n+i−1∑
j=i+3
F2me4 (si+1,j, si,j−1; si,j, si+1,j−1)
−1
2
n∑
i=1
F1m4 (si,i+1, si+1,i+2; si,i+2) + (F
1m
3 (si,n+i−2)− F1m3 (si,n+i−1)), (3.76)
AφFn;1(m,n)|3,4cut =
m−1∑
i=2
n∑
j=m+1
bij1m F
2me
4F (si+1,j, si,j−1; si,j, si+1,j−1)
+
m−1∑
i=2
n∑
j=m+1
bij1m F
2me
4F (sj+1,i, sj,i−1; sj,i, sj+1,i−1). (3.77)
Finally
AφSn;1(m,n)|3,4cut = −
m−1∑
i=2
n∑
j=m+1
(bij1m)
2 F2me4F (si+1,j, si,j−1; si,j, si+1,j−1)
−
n∑
i=m+1
m−1∑
j=2
(bij1m)
2 F2me4F (si+1,j, si,j−1; si,j, si+1,j−1) (3.78)
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Figure 3.11: Double cut topologies which can appear in φ-MHV amplitudes. Dia-
grams which allow both fermions and gluons to propagate in the loop are coloured
blue. The remaining diagrams only allow gluons to propagate in the loop.
In eq. (3.76)-(3.78) F2me4F represents the finite part of a two-mass box and is defined
in Appendix B. The coefficients bij1m are defined by eq. (3.46).
3.2.4 φ-MHV Double cuts
With the calculation of the box and triangle coefficients now complete we turn our
attention to determining the coefficients of the various two point functions that
appear in φ-MHV amplitudes. The general double cut topologies are depicted in
Fig. 3.11, and, as was found with the four and three cut topologies, the position of
the two negative helicity gluons determines what species of particle can propagate
in the loop.
We begin by considering diagram 3.11(a), this diagram only allows gluonic con-
tributions,
D(a) = A(0)n+2−(j−i)(φ, ℓ+1 , (j + 1)+, . . . , 1−, . . . , m−, . . . , (i− 1)+, ℓ+2 )
×A(0)(j−i)+2(ℓ−2 , i+, . . . , j+, ℓ−1 )
= − 〈1m〉
4〈ℓ2ℓ1〉2
〈ℓ1(j + 1)〉
∏i−2
α=(j+1)〈α(α+ 1)〉〈(i− 1)ℓ2〉〈ℓ2i〉
∏j−1
β=i〈β(β + 1)〉〈ℓ1j〉
= −A(0n
〈ℓ1ℓ2〉2〈(i− 1)i〉〈j(j + 1)〉
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2i〉〈ℓ1j〉 . (3.79)
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It is trivial to see that diagrams 3.11(c), 3.11(e) and 3.11(f) have exactly the same
integrand (with the relevant values of i and j). Therefore to consider the pure-
glue diagrams we merely need perform the double cut integration of the following
function,
Iij = 〈ℓ1ℓ2〉
2〈(i− 1)i〉〈j(j + 1)〉
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2i〉〈ℓ1j〉 . (3.80)
The Schouten identity can be used to relate I ij to simpler functions Gij,
I ij = −Gij +G(i−1)j +Gi(j+1) −G(i−1)(j+1) (3.81)
with
Gij =
〈iℓ1〉〈jℓ2〉
〈iℓ2〉〈jℓ1〉 . (3.82)
We will now proceed to integrate Gij using the method of [132]. First remove ℓ1 in
favour of ℓ2 = ℓ1 + P and replace ℓ2 = tλ, t is then fixed by the δ function, leaving
the following integrand,∫
Gij =
∫
dλ
sPi,j〈jλ〉〈i|P |λ]
〈iλ〉〈j|P |λ]〈λ|P |λ]2 . (3.83)
Next we replace |λ〉 with |p〉+z|η〉 and integrate in z removing the pieces proportional
to logarithms. It is interesting to note that if we had started with I ij and integrated
we would have found no pieces which are not proportional to logarithms and hence
would have concluded that I ij ∝ boxes and triangles. However, when we work with
Gij we find a non-zero piece which has a non-zero residue at z = 0. In the previous
chapter we described how these pieces arise from the integrand of a cut-bubble. This
implies that Gij contains bubbles whilst I ij does not. For both these statements to
be correct implies that Gij does not depend on i or j, indeed we find that∫
Gij |2−point = 1, (3.84)
which ensures that I ij|2−point = 0 as expected. In conclusion there are no pieces of
diagrams 3.11(a), 3.11(c), 3.11(e) and 3.11(f), which are not proportional to boxes
and triangles (and hence already known).
This leaves diagrams 3.11(b) and 3.11(d) which are related to each other ((d)
can be obtained from (b)), here the integrands are more complicated since there are
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two helicity solutions and two species can contribute. In previous sections we found
that these types of terms had the following breakdown,
D ∝ G +
(
1− Nf
4Nc
)
F +
(
1− Nf
Nc
)
S (3.85)
with G, F and S becoming increasingly more complicated. With this in mind we
inspect the integrand of diagram (b),
D(b)g,+ = A(0)n+2−(j−i)(φ, ℓ+1 , (j + 1)+, . . . , 1−, . . . , (i− 1)+, ℓ−2 )
×A(0)(j−i)+2(ℓ+2 , i+, . . . , m−, . . . , j+, ℓ−1 )
= −A(0)n
〈1ℓ2〉4〈mℓ1〉4〈(i− 1)i〉〈j(j + 1)〉
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2ℓ1〉2〈ℓ2i〉〈jℓ1〉〈1m〉4
, (3.86)
D(b)g,− = A(0)n+2−(j−i)(φ, ℓ−1 , (j + 1)+, . . . , 1−, . . . , (i− 1)+, ℓ+2 )
×A(0)(j−i)+2(ℓ−2 , i+, . . . , m−, . . . , j+, ℓ+1 )
= −A(0)n
〈mℓ2〉4〈1ℓ1〉4〈(i− 1)i〉〈j(j + 1)〉
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2ℓ1〉2〈ℓ2i〉〈jℓ1〉〈1m〉4 . (3.87)
When we combine the two contributions we find the following,
D(b)g = −A(0)n
(〈1ℓ2〉4〈mℓ1〉4 + 〈mℓ2〉4〈1ℓ1〉4)〈(i− 1)i〉〈j(j + 1)〉
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2ℓ1〉2〈ℓ2i〉〈jℓ1〉〈1m〉4 (3.88)
The Schouten identity now can be applied in the same manner as previous cases
and produces the following integrands,
D(b) = −A(0)n
(
G2−cut(a, i, j) + 4
(
1− Nf
4Nc
)
F2−cut(a, i, j)
+2
(
1− Nf
Nc
)
S2−cut(a, i, j)
)
(3.89)
with,
G2−cut(a, i, j) = 〈(i− 1)i〉〈j(j + 1)〉〈ℓ1ℓ2〉
2
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2i〉〈jℓ1〉 , (3.90)
F2−cut(a, i, j) = 〈1ℓ2〉〈mℓ1〉〈mℓ2〉〈1ℓ1〉〈(i− 1)i〉〈j(j + 1)〉〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2i〉〈jℓ1〉〈1m〉2 , (3.91)
S2−cut(a, i, j) = 〈1ℓ2〉
2〈mℓ1〉2〈mℓ2〉2〈1ℓ1〉2〈(i− 1)i〉〈j(j + 1)〉
〈ℓ1(j + 1)〉〈(i− 1)ℓ2〉〈ℓ2i〉〈jℓ1〉〈1m〉4〈ℓ1ℓ2〉2 . (3.92)
In these equations a ∈ {1, m} refers to the negative helicity leg which is not paired
with φ. We note that G2−cut = I ij and as such has no 2-point coefficient associated
with it. This leaves us with F and S which we will proceed to integrate.
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We can compare F to G by using the same technique that was applied to I ij to
split the integrand into four simpler pieces,
F2−cut(a, i, j) = −f i,j + f i,j+1 + f i−1,j − f i−1,j+1, (3.93)
with
f ij =
〈iℓ1〉〈jℓ2〉〈ℓ11〉〈ℓ2m〉〈ℓ21〉〈mℓ1〉
〈iℓ2〉〈jℓ1〉〈ℓ1ℓ2〉2〈1m〉2 (3.94)
We note that f ij ∝ Gij〈ℓ11〉〈ℓ2m〉〈ℓ21〉〈mℓ1〉 and that Gij contained only a pure
bubble function which cancelled when the four G functions were combined. Here
we see that there are products of spinors in the numerator, which will contribute to
higher-rank tensor integrals some of which will reduce to 2-point functions. There-
fore, from f we expect to find a less trivial 2-point coefficient than from Gij.
F is actually simple enough to apply the method of [132] directly. We first
remove ℓ1 in favour of ℓ2 = tλ and after integrating t with the second delta funtion
we obtain the following integrand
F2−cut(1, i, j) =
∫
dλ
sPi,j〈1m〉2〈1λ〉〈4λ〉〈1|Pi;j|λ]〈4|Pi,j|λ]
〈(i− 1)λ〉〈iλ〉〈j|Pi,j|λ]〈(j + 1)|Pi,j|λ]〈λ|Pi,j|λ]2 . (3.95)
Next we define |λ〉 = |p〉+ z|η〉 and integrate in z discarding the logarithmic pieces
(which as described earlier contribute only to box and triangle coefficients). In
the remaining rational integral we define |λ] = |p] + z|η] which leaves us with the
following term
F2−point(1, i, j) = −
∮
dz
〈1m〉2β(1)2β(m)2
z(1− zz)β(i− 1)β(i)β(j)β(j + 1) (3.96)
where β(x) = (z〈px〉 − 〈ηx〉). To obtain the 2-point coefficient we are interested in,
we use Cauchy’s residue theorem to perform the integral. After some simplification
using the Schouten identity we find,
F2−point(1, i, j) = 〈1(i− 1)〉〈1m〉
2〈(i− 1)m〉2〈j(j + 1)〉〈1|Pi,j|(i− 1)]
〈(i− 1)j〉〈(i− 1)(j + 1)〉〈(i− 1)|Pi,j|(i− 1)]
−〈1i〉〈1m〉
2〈im〉2〈j(j + 1)〉〈1|Pi,j|i]
〈ij〉〈i(j + 1)〉〈i|Pi,j|i] +
〈1j〉〈1m〉2〈jm〉2〈(i− 1)i〉〈1|Pi,j|j]
〈(i− 1)j〉〈(i− 1)j〉〈j|Pi,j|j]
−〈1(j + 1)〉〈1m〉
2〈(j + 1)m〉2〈i(i− 1)〉〈1|Pi,j|(j + 1)]
〈(i− 1)(j + 1)〉〈(i− 1)(j + 1)〉〈(j + 1)|Pi,j|(j + 1)] . (3.97)
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Each of the terms in the above equation has an inverse power of the form 〈i|Pi,j|i] =
si,j − si+1,j and will match up with a term from a cut with a different i and j to
form the coefficient of the Li functions defined in Chapter 2. Schematically,
F2−point(1, i, j) log (si,j) + F2−point(1, i+ 1, j) log (si+1,j)
=⇒
(
c
〈i|Pi,j|i] + . . .
)
log (si,j) +
(
− c〈i|Pi,j|i] + . . .
)
log (si+1,j)
= cL1(si,j, si+1,j) + . . . (3.98)
Here the dots represent the other pieces which are not paired up from this particular
cut combination. We find that when all cuts are considered every single log pairs to
form an L1. Since the bubble integral has the following ǫ expansion
I2(s) ∝ 1
ǫ
+ 2− log (s) +O(ǫ), (3.99)
the pairing of all the logarithms is equivalent to the disappearance of all ǫ−1 poles
in the amplitude.
The technique for obtaining S is identical to that described above, however here
the intermediate integrands are more complicated. We use the following form of the
Schouten identity [123] to simplify the intermediate integrands, before we do the z
integration,
〈aλ〉
〈bλ〉〈cλ〉 =
1
〈bc〉
( 〈ab〉
〈bλ〉 −
〈ac〉
〈cλ〉
)
(3.100)
and this has the effect of separating poles and simplifying the resulting residues.
To avoid repetition we delay explicitly writing out S until we combine all the cuts
together in the following section.
3.2.5 Combined cuts: The cut-constructible pieces of the
φ-MHV amplitude
We are finally ready to piece together the combination of four-, three- and two-cuts
to obtain the full cut-constructible piece of the φ-MHV amplitude,
Cn(φ, 1
−, . . . , m−, . . . , n+). In general we found that we could write Cn in the fol-
lowing way
Cn(φ, 1
−, 2+, . . . , m−, . . . , n+)
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= A(0)n
(
AφGn;1(m,n)− 4
(
1− Nf
4Nc
)
AφFn;1(m,n)− 2
(
1− Nf
Nc
)
AφSn;1(m,n)
)
,
(3.101)
with
AφGn;1(m,n) = −
1
2
n∑
i=1
n+i−1∑
j=i+3
F2me4 (si+1,j, si,j−1; si,j, si+1,j−1)
−1
2
n∑
i=1
F1m4 (si,i+1, si+1,i+2; si,i+2) + (F
1m
3 (si,n+i−2)− F1m3 (si,n+i−1)),(3.102)
AφFn;1(m,n) =
m−1∑
i=2
n∑
j=m+1
bij1m F
2me
4F (si+1,j , si,j−1; si,j, si+1,j−1)
+
m−1∑
i=2
n∑
j=m+1
bij1m F
2me
4F (sj+1,i, sj,i−1; sj,i, sj+1,i−1)
−
m−1∑
i=2
n∑
j=m
tr−(m,P(i,j), i, 1)
s21m
Aijm1L1(P(i+1,j), P(i,j))
+
m−1∑
i=2
1∑
j=m+1
tr−(1, P(j,i), i,m)
s21m
Ai(j−1)1m L1(P(j,i−1), P(j,i))
+
m∑
i=2
n∑
j=m+1
tr−(m,P(i,j), j, 1)
s21m
Aj(i−1)m1 L1(P(i,j−1), P(i,j))
−
m−1∑
i=1
n∑
j=m+1
tr−(1, P(j,i), j,m)
s21m
Aji1mL1(P(j+1,i), P(j,i)). (3.103)
Here we have introduced the following function, which will make the collinear be-
haviour of eq. (3.103) more apparent,
Aij1m =
(
tr−(1, i, j,m)
sij
− (j → j + 1)
)
. (3.104)
The final piece of eq. (3.101) is the most complicated and has the following structure,
AφSn;1(m,n) = −
m−1∑
i=2
n∑
j=m+1
(bij1m)
2 F2me4F (si+1,j, si,j−1; si,j, si+1,j−1)
−
n∑
i=m+1
m−1∑
j=2
(bij1m)
2 F2me4F (si+1,j, si,j−1; si,j, si+1,j−1)
+
m−1∑
i=2
n∑
j=m
[
−tr−(m,P(i,j), i, 1)
3
3s41m
Aijm1L3(P(i+1,j), P(i,j))
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−tr−(m,P(i,j), i, 1)
2
2s41m
Kijm1L2(P(i+1,j), P(i,j))
+
tr−(m,P(i,j), i, 1)
s41m
Iijm1L1(P(i+1,j), P(i,j))
]
+
m−1∑
i=1
n∑
j=m+1
[
−tr−(1, P(j,i), j,m)
3
3s41m
Aji1mL3(P(j+1,i), P(j,i))
−tr−(1, P(j,i), j,m)
2
2s41m
Kji1mL2(P(j+1,i), P(j,i))
+
tr−(1, P(j,i), j,m)
s41m
Iji1mL1(P(j+1,i), P(j,i))
]
+
m∑
i=2
n∑
j=m+1
[
tr−(m,P(i,j), j, 1)
3
3s41m
Aj(i−1)m1 L3(P(i,j−1), P(i,j))
+
tr−(m,P(i,j), j, 1)
2
2s41m
Kj(i−1)m1 L2(P(i,j−1), P(i,j))
−tr−(m,P(i,j), j, 1)
s41m
Ij(i−1)m1 L1(P(i,j−1), P(i,j))
]
+
m−1∑
i=2
1∑
j=m+1
[
tr−(1, P(j,i), i,m)
3
3s41m
Ai(j−1)1m L3(P(j,i−1), P(j,i))
+
tr−(1, P(j,i), i,m)
2
2s41m
Ki(j−1)1m L2(P(j,i−1), P(j,i))
−tr−(1, P(j,i), i,m)
s41m
Ii(j−1)1m L1(P(j,i−1), P(j,i))
]
.
(3.105)
The new functions appearing in Aφ,S have the following form,
Kij1m =
(
tr−(1, i, j,m)
2
s2ij
− (j → j + 1)
)
, (3.106)
Iij1m =
(
tr−(1, i, j,m)
2 tr−(1, j, i,m)
s3ij
− (j → j + 1)
)
. (3.107)
3.3 The rational pieces
In this section we will derive the various rational pieces associated with the φ-MHV
amplitude. Since we are ultimately interested in the φ plus four parton amplitude,
A
(1)
4 (φ, 1
−, 2+, 3−, 4+), we will not present the overlap or recursive terms for all
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parton multiplicities. It is simple, however, to generalise the methods described in
the following sections to include increasing numbers of partons. When calculating
the rational terms it is simplest to include the cut-completion terms with Cn, we
defined the following rational terms
R̂n = R
D
n +On − Inf An, (3.108)
merging the remaining rational terms with the cut-constructible pieces
Ĉn = Cn + CRn. (3.109)
In the above equations Inf An, represents the pieces of the amplitude which do not
vanish as z →∞ (where z is the BCFW shift parameter). In our calculation we will
find that CRn contributes an infinite piece of this sort. In the following sections we
will analyse each of these rational contributions before putting the whole rational
piece together.
3.3.1 The cut-completion terms
The basis-set of logarithmic functions in which eq. (3.103) and eq. (3.105) are written
contains unphysical singularities, which we remove by adding in rational pieces, the
so-called cut completion terms. The new basis is given by the transformation,
L1(s, t) = Lˆ1(s, t),
L2(s, t) = Lˆ2(s, t) +
1
2(s− t)
(
1
t
+
1
s
)
,
L3(s, t) = Lˆ3(s, t) +
1
2(s− t)2
(
1
t
+
1
s
)
. (3.110)
From the breakdown of our amplitude it is clear that only AφSn needs to be completed.
When considering the overlap terms in the next section it proves most convenient
to write the cut-completion terms in the following form,
CRn(φ, 1
−, . . . , m−, . . . , n+) = Γn
[
m∑
i=2
n∑
j=m+1
ρj,i−1m1 (P(i,j−1))
(
1
si,j−1
+
1
si,j
)
−
m−1∑
i=2
n∑
j=m
ρi,jm1(P(i+1,j))
(
1
si+1,j
+
1
si,j
)
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+
m−1∑
i=2
n+1∑
j=m+1
ρi,j−11m (P(j,i−1))
(
1
sj,i−1
+
1
sj,i
)
−
m−1∑
i=1
n∑
j=m+1
ρj,i1m(P(j+1,i))
(
1
sj+1,i
+
1
sj,i
)]
.
(3.111)
The factor Γn is given by,
Γn =
NP
2Πnα=1 〈αα + 1〉
, (3.112)
and
ρa,bm1(P(i,j)) =
〈
m|P(i,j) a| 1
〉3
3
〈
a |P(i,j)| a
]2 Aabm1 +
〈
m |P(i,j) a| 1
〉2
2
〈
a |P(i,j)| a
] Kabm1, (3.113)
with
Aabm1 =
〈ma〉 〈b 1〉
〈a b〉 − (b→ b+ 1), (3.114)
Kabm1 =
〈ma〉2 〈b 1〉2
〈a b〉2 − (b→ b+ 1). (3.115)
We have also introduced the short-hand notation,
NP = 2
(
1− Nf
Nc
)
. (3.116)
Ultimately we will require the cut-completion terms for the four parton amplitude
A
(1)
4 (φ, 1
−, 2+, 3−, 4+),
CR4(φ, 1
−, 2+, 3−, 4+) =
NP
2
1
〈1 2〉 〈2 3〉 〈3 4〉 〈4 1〉
×
[(
− 〈3| 2 4 |1〉
3
3(s234 − s23)2
〈3 4〉 〈2 1〉
〈4 2〉 −
〈3| 2 4 |1〉2
2(s234 − s23)
〈3 4〉2 〈2 1〉2
〈4 2〉2
)(
1
s23
+
1
s234
)]
+(2↔ 4) + (1↔ 3) + (1↔ 3, 2↔ 4). (3.117)
3.3.2 The recursive terms
We make a complex shift [106, 140, 141, 161–163] of the two negative gluons such
that
|1ˆ〉 = |1〉+ z|3〉, |3ˆ] = |3]− z|1], (3.118)
ensuring that overall momentum is conserved since
pµ1 (z) = p
µ
1 +
z
2
〈3 |γµ| 1] , pµ3 (z) = pµ3 −
z
2
〈3 |γµ| 1] . (3.119)
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The direct recursive terms are obtained using the following formula
RDn =
∑
i
A
(0)
L (z)RR(z) +RL(z)A
(0)
R (z)
P 2i
. (3.120)
For our chosen shift (3.118), the allowed diagrams are shown in Fig. 3.12. Due to
our choice of shifts the tree amplitudes
A(0)(j+, 1ˆ−,−P−(1,j)), A(0)(j+, mˆ−,−P+(m,j))
are both zero, (here j ∈ {2, 4}). Other terms that vanish are R2(φ,−+) which is
required to be zero by angular momentum conservation, and R3(j
+, mˆ−, Pˆ±) since
the corresponding splitting function has no rational pieces.
To complete our calculation we require the one-loop gluon amplitude with one
negative helicity gluon. These are finite one-loop amplitudes and are entirely ra-
tional. The finite φ − + . . .+ amplitudes were computed for arbitrary numbers of
positive helicity gluons in ref. [106]. As a concrete example, the three-gluon ampli-
tude is given by,
R3(φ; 1
−, 2+, 3+) =
NP
6
〈12〉〈31〉[23]
〈23〉2 − 2A
(0)
3 (φ
†; 1−, 2+, 3+). (3.121)
Similarly, the pure QCD −+. . .+ amplitudes are given to all orders in ref. [161,203].
In the four gluon case, the result is,
R4(1
−, 2+, 3+, 4+) =
NP
6
〈2 4〉 [2 4]3
[1 2] 〈2 3〉 〈3 4〉 [4 1] (3.122)
Finally, there the “homogenous” terms in the recursion which depend on the φ-
MHV amplitude with one gluon fewer. The first few φ-MHV amplitudes are known,
R2(φ; 1
−, 2−) = 2A(0)(φ, 1−, 2−), (3.123)
R3(φ; 1
−, 2−, 3+) = 2A(0)(φ, 1−, 2−, 3+), (3.124)
R3(φ; 1
−, 2+, 3−) = 2A(0)(φ, 1−, 2+, 3−). (3.125)
The direct rational contribution is generated by the recursion relation (3.120) and
is given by,
R4(φ, 1
−, 2+, 3−, 4+) = A(0)(φ, 1ˆ−, Pˆ−234)
1
s234
R(−Pˆ+234, 2+, 3ˆ−, 4+)
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+R(4+, 1ˆ−, 2+,−Pˆ+412)
1
s412
A(0)(φ, Pˆ−412, 3ˆ
−)
+R(φ, 1ˆ−, 2+,−Pˆ+34, )
1
s34
A(0)(Pˆ−34, 3ˆ
−, 4+)
+R(φ, 1ˆ−, 4+,−Pˆ+23)
1
s23
A(0)(Pˆ−23, 2
+, 3ˆ−)
+A(0)(1ˆ−, Pˆ+41, 4
+)
1
s41
R(φ,−Pˆ−41, 2+, 3ˆ−)
+A(0)(1ˆ−, Pˆ+12, 2
+)
1
s12
R(φ,−Pˆ−12, 3ˆ−, 4+), (3.126)
where we recycle the known lower point amplitudes. For the four-point amplitude,
we require the rational parts of the φ amplitude with one minus and two posi-
tive helicity gluons (3.121), the two and three-point φ-MHV amplitudes given in
eqs. (3.123), (3.124) and (3.125), as well as the pure four-gluon QCD amplitude
with a single negative helicity of eq. (3.122).
We find that
R2344 =
NP
6
m4H
s234
〈2 4〉 [2 4] 〈3 |P234| 1]2
〈4 |P234| 1]2 〈2 |P234| 1]2
. (3.127)
Similarly,
R234 = −2A(0)(φ†, 4+, 2+, 3−, 1−)−
NP
6
s123
[2 4] [2 1]
[3 1] [2 3]
〈4 |P123| 2]
〈4 |P123| 1]2
, (3.128)
R344 = R
23
4 (2↔ 4). (3.129)
In the other channels,
R414 = −2A(0)(φ, 1−, 3−, 2+, 4+) (3.130)
R124 = R
41
4 (4↔ 2), (3.131)
and finally,
R4124 =
NP
6
[2 4]3
s412
〈3 |P412| 1]2
〈2 4〉 [1 2]2 [4 1]2 . (3.132)
3.3.3 The overlap terms
The overlap terms are defined as [108, 124],
On =
∑
i
Resz=zi
CRn(z)
z
. (3.133)
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They can be obtained by evaluating the residue of the cut completion term CRn
given in eq. (3.111) in each of the physical channels. Each of the rational pieces in
the previous section contributes an overlap piece,
O4(φ, 1
−, 2+, 3−, 4+) = O2344 +O
23
4 +O
34
4 +O
41
4 +O
12
4 +O
412
4 . (3.134)
Evaluating each term explicitly,
O2344 =
NP
2s234
(
1
3
〈3|P234 P1234| 2〉2 [4 2]
〈2 4〉 〈2 |P234| 1]2
+
1
2
〈3 2〉 〈3 |P234 P1234| 2〉 〈3 |P234 P1234| 4〉 [4 2]
〈2 4〉2 〈2 |P234| 1] 〈3 |P234| 1]
+ (2↔ 4)
)
. (3.135)
The overlap pieces in the s23 and s34 channels are given by,
O234 = −
NP
2s23
(
− 〈3 2〉
2 〈4 |P123| 2]2 [2 4]
3 〈4 |P123| 1]2 〈4 2〉
+
〈3 2〉 〈3 4〉 [2 4] 〈2 |P123| 2] 〈4 |P123| 2]
2 [1 2] 〈4 2〉2 〈4 |P123| 1]
)
, (3.136)
O344 = O
23
4 (4↔ 2). (3.137)
O41 and O12 both vanish, whilst
O4124 = −
NP
2s412
(
1
2
〈2 3〉 〈4 3〉 〈3 |P412| 4] [4 2]2
〈2 4〉 〈3 |P412| 1] [4 1] −
1
3
〈2 3〉2 [4 2]3
〈2 4〉 [4 1]2 + (2↔ 4)
)
. (3.138)
3.3.4 The large z behaviour of the completion terms
In order for the direct recursive contribution to correctly generate the rational terms,
the shifted amplitude A
(1)
n (z) must vanish as z →∞. However, the cut-completion
term CRn(z) introduced in eq. (3.111) to ensure that the cut constructible part
does not have any spurious poles, does not vanish as z → ∞. We therefore have
to explicitly remove the contribution at infinity from the rational part, which now
becomes [124, 165],
Rˆn = R
D
n +On − Inf CRn, (3.139)
where
Inf CRn = lim
z→∞
CRn(z). (3.140)
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The calculation of Inf CRn is straightforward. For the special case of adjacent
negative helicities, corresponding to m = 2, the cut-completion terms behaves as
1/z as z →∞ so that,
Inf CRn(φ, 1
−, 2−, . . . , n+) = 0. (3.141)
For the general, non-adjacent, case, there is a contribution as z → ∞ and we find
the contribution to be subtracted is,
Inf CRn(φ, 1
−, . . . , m−, . . . , n+) =
NP
2 〈m 2〉 〈nm〉Πn−1α=2 〈αα + 1〉
[
m∑
i=3
n∑
j=m+1
ωj,i−1(P(i,j))
(
1〈
m |P(i,j−1)| 1
] + 1〈
m |P(i,j)| 1
])
−
m−1∑
i=2
n∑
j=m+1
ωi,j(P(i,j))
(
1〈
m |P(i+1,j)| 1
] + 1〈
m |P(i,j)| 1
])
−
m−1∑
i=2
n∑
j=m+1
ωj,i(P(i,j))
(
1〈
m |P(i,j−1)| 1
] + 1〈
m |P(i,j)| 1
])
+
m−1∑
i=2
n−1∑
j=m
ωi,j+1(P(i,j))
(
1〈
m |P(i+1,j)| 1
] + 1〈
m |P(i,j)| 1
])
+
m−1∑
i=2
n+1∑
j=m+2
ωi,j−1(P˜(j,i))
(
1〈
m |P(j,i−1)| 1
] + 1〈
m |P(j,i)| 1
])
−
m−1∑
i=2
n∑
j=m+1
ωj,i(P˜(j,i))
(
1〈
m |P(j+1,i)| 1
] + 1〈
m |P(j,i)| 1
])
−
m−1∑
i=2
n∑
j=m+1
ωi,j(P˜(j,i))
(
1〈
m |P(j,i−1)| 1
] + 1〈
m |P(j,i)| 1
])
+
m−2∑
i=1
n∑
j=m+1
ωj,i+1(P˜(j,i))
(
1〈
m |P(j+1,i)| 1
] + 1〈
m |P(j,i)| 1
])], (3.142)
with
ωa,b(P(i,j)) =
〈
m |P(i,j) a|m
〉2 〈am〉 〈bm〉2
2 [1 a] 〈a b〉2 , (3.143)
and P˜(j,i) = P(j,i) − p1. Specifically when n = 4 and m = 3,
Inf CR4(φ, 1
−, 2+, 3−, 4+) = −NP
2
〈2 3〉 〈3 4〉 [2 4]2
〈2 4〉2 [1 2] [4 1] . (3.144)
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3.3.5 Combined rational pieces
Combining contributions, the full four-point amplitude is given by,
A
(1)
4 (φ, 1
−, 2+, 3−, 4+) = C4(φ, 1
−, 2+, 3−, 4+) + CR4(φ, 1
−, 2+, 3−, 4+)
+ Rˆ4(φ, 1
−, 2+, 3−, 4+), (3.145)
with
Rˆ(φ, 1−, 2+, 3−, 4+) = O4(φ, 1
−, 2+, 3−, 4+) +R4(φ, 1
−, 2+, 3−, 4+)
− InfCR4(φ, 1−, 2+, 3−, 4+). (3.146)
After some algebra, the combination of overlapping and recursive terms can be
written in the following form, free of spurious singularities 1,
Rˆ4(φ, 1
−, 2+, 3−, 4+) = −2A(0)(A, 1−, 2+, 3−, 4+)
+
NP
6
[2 4]4
[1 2] [2 3] [3 4] [4 1]
(
− s23s34
s24s412
+ 3
s23s34
s224
− s12s41
s24s234
+ 3
s12s41
s224
)
,
(3.147)
where A(0)(A, 1−, 2+, 3−, 4+) is the difference of φ and φ† amplitudes. We have
checked this amplitude against a Feynman diagram calculation and found agreement.
Finally the full Higgs amplitude is given by the sum of φ and φ† amplitudes
A
(1)
4 (H, 1
−, 2+, 3−, 4+) = A
(1)
4 (φ, 1
−, 2+, 3−, 4+) + A
(1)
4 (φ
†, 1−, 2+, 3−, 4+),
(3.148)
with,
A
(1)
4 (φ
†, 1−, 2+, 3−, 4+) = A
(1)
4 (φ, 2
−, 3+, 4−, 1+)〈i j〉↔[i j]. (3.149)
We note that the rational terms not proportional to NP in eq. (3.147) cancel when
forming the Higgs amplitude, just as for the A
(1)
4 (H, 1
−, 2−, 3+, 4+) amplitude of
ref. [108].
1Which we have checked with the aid of the package S@M [204]
3.4. Cross Checks and Limits 106
3.4 Cross Checks and Limits
3.4.1 Collinear limits
The general behaviour of a one-loop amplitude when gluons i and (i + 1) become
collinear, such that pi → zK and pi+1 → (1− z)K, is well known,
A(1)n (. . . , i
λi , i+ 1λi+1 , . . . )
i‖i+
−−→
1∑
h=±
[
A
(1)
n−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2, . . . )Split(0)(−K−h; iλi , i+ 1λi+1)
+A
(0)
n−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2, . . . )Split(1)(−K−h; iλi, i+ 1λi+1)
]
.
(3.150)
The universal splitting functions are given by [110,111,166],
Split(0)(−K+; 1−, 2+) = z
2√
z(1− z) 〈1 2〉 , (3.151)
Split(0)(−K+; 1+, 2−) = (1− z)
2√
z(1− z) 〈1 2〉 , (3.152)
Split(0)(−K−; 1+, 2+) = 1√
z(1− z) 〈1 2〉 , (3.153)
Split(0)(−K−; 1−, 2−) = 0. (3.154)
The one-loop splitting function can be written in terms of cut-constructible and
rational components,
Split(1)(−K−h, 1λ1, 2λ2) = Split(1),C(−K−h, 1λ1 , 2λ2) + Split(1),R(−K−h, 1λ1 , 2λ2)
(3.155)
where
Split(1),C(−K±, 1−, 2+) = Split(0)(−K±, 1−, 2+)cΓ
ǫ2
×(
µ2
−s12
)ǫ(
1− 2F 1
(
1,−ǫ; 1− ǫ; z
z − 1
))
− 2F 1
(
1,−ǫ; 1− ǫ; z
z − 1
)))
,
(3.156)
Split(1),C(−K+, 1−, 2−) = Split(0)(−K+, 1−, 2−)cΓ
ǫ2
×(
µ2
−s12
)ǫ(
1− 2F 1
(
1,−ǫ; 1− ǫ; z
z − 1
))
− 2F 1
(
1,−ǫ; 1− ǫ; z
z − 1
)))
,
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(3.157)
Split(1),C(−K−, 1−, 2−) = 0, (3.158)
Split(1),R(−K±, 1−, 2+) = 0, (3.159)
Split(1),R(−K+, 1−, 2−) = NP
96π2
√
z(1− z)
[1 2]
, (3.160)
Split(1),R(−K−, 1−, 2−) = NP
96π2
√
z(1− z) 〈1 2〉
[1 2]2
. (3.161)
Explicitly, the cut-constructible parts should satisfy,
Cn(. . . , i
λi, i+ 1λi+1 , . . . )
i‖i+
−−→
1∑
h=±
Cn−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2 , . . . ) Split(0)(−K−h; iλi , i+ 1λi+1)
+A
(0)
n−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2 , . . . ) Split(1),C(−K−h; iλi , i+ 1λi+1),
(3.162)
while the rational pieces obey,
Rn(. . . , i
λi , i+ 1λi+1, . . . )
i‖i+
−−→
1∑
h=±
Rn−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2, . . . ) Split(0)(−K−h; iλi , i+ 1λi+1)
+A
(0)
n−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2 , . . . ) Split(1),R(−K−h; iλi , i+ 1λi+1).
(3.163)
3.4.2 Collinear factorisation of the cut-constructible contri-
butions
In Ref. [108], it was demonstrated that the helicity independent cut-constructible
gluonic contribution obeys,
Cφ{G}n (. . . , i
λi, i+ 1λi+1, . . . )
i‖i+
−−→
1∑
h=±
C
φ{G}
n−1 (. . . , i− 1λi−1 , Kh, i+ 2λi+2 , . . . ) Split(0)(−K−h; iλi , i+ 1λi+1)
+A
(0)
n−1(. . . , i− 1λi−1 , Kh, i+ 2λi+2, . . . ) Split(1),C(−K−h; iλi , i+ 1λi+1).
(3.164)
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Therefore to check the collinear behaviour of the general φ-MHV amplitude, we
simply need to check that the fermionic and scalar contributions satisfy the following
relation,
Cφ{F,S}n (. . . , i
λi , i+ 1λi+1 , . . . )
i‖i+
−−→
1∑
h=±
C
φ{F,S}
n−1 (. . . , i− 1λi−1 , Kh, i+ 2λi+2, . . . ) Split(0)(−K−h; iλi, i+ 1λi+1).
(3.165)
In other words, the F and S contributions should factorise onto the tree-level split-
ting amplitude for the helicity of the gluons considered. According to the definition
of Cn in eq. (3.75), there is an overall factor A
(0)
n , which in the collinear limit pro-
duces the correct tree-level splitting function. It therefore remains to show that,
AφF,φSn;1 → AφF,φSn−1;1 (3.166)
in the collinear limit with AφFn;1(m,n) and A
φS
n;1(m,n) given in eqs. (3.103) and (3.105)
respectively.
Collinear behaviour of mixed helicity gluons
We first consider the limit where two adjacent gluons become collinear, one of which
has negative helicity. For definiteness, we take the limit (m− 1) ‖ m.
The coefficient of the box function bijm1 enters both A
φS and AφF . In this limit,
bijm1
m−1‖m
−−−−−→
tr−(K, i, j, 1) tr−(K, j, i, 1)
s2ijs
2
1K
≡ bijK1. (3.167)
For the special cases, i = m− 1 and j = m− 1, we have,
bm−1,jm1 = b
i,m−1
m1 = 0 (3.168)
so that the box contribution correctly factorises onto the lower point amplitude.
The remaining terms in the sub-amplitudes are proportional to one of the auxil-
iary functionsF ijm1 with F = A,K and I and which are defined in eqs. (3.104), (3.106)
and (3.107). We shall see that these too have the correct factorisation properties.
Let us first consider the ranges 2 ≤ i ≤ m − 1 and m ≤ j ≤ n. When i ≤ m − 2,
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the momentum P(i,j) always contains both m− 1 and m, while P(j,i) never includes
either m− 1 or m, and we find relations such as,
tr−(m,P(i,j), i, 1)
s21m
Aijm1
m−1‖m
−−−−−→
tr−(K,P(i,j), i, 1)
s21K
AijK1,
tr−(1, P(j,i), i,m)
s21m
Ai(j−1)1m
m−1‖m
−−−−−→
tr−(1, P(j,i), i, K)
s21K
Ai(j−1)1K . (3.169)
We note that for the special case i = m− 1,
Am−1,jm1 =
tr−(m, j,m− 1, 1)
sm−1,j
− tr−(m, j,m, 1)
sm,j
m−1‖m
−−−−−→ 0,
Am−1,j1m
m−1‖m
−−−−−→ 0,
Ai,m−1m1
m−1‖m
−−−−−→ 0. (3.170)
Similar relations hold for the terms involving K and I. Therefore, all terms in the n-
gluon version of AφFn;1 and A
φS
n;1 therefore either collapse onto similar terms, or vanish
in such a way that the reduced summation precisely matches onto the corresponding
AφFn−1;1 and A
φS
n−1;1.
Two positive collinear limit
Next we consider the limit when two positive helicity gluons become collinear. We
focus on the specific example where ℓ−1 ‖ ℓ with 3 ≤ ℓ ≤ m−1. As in the previous
subsection, let first consider the ranges 2 ≤ i ≤ m − 1 and m ≤ j ≤ n. We note
that,
bℓ−1j1m
ℓ−1‖ℓ
−−−→ bKj1m,
bℓj1m
ℓ−1‖ℓ
−−−→ bKj1m. (3.171)
The collinear factorisation of box functions has been well studied [110,111,166] and
in this case, the relation,(
bℓ−1j1m
)n
F2me4F (sℓ−1,j, sℓ,j−1; sℓ,j, sℓ−1,j−1) +
(
bℓj1m
)n
F2me4F (sℓ,j, sℓ+1,j−1; sℓ+1,j, sℓ,j−1)
ℓ−1‖ℓ
−−−→
(
bKj1m
)n
F2me4F (sK,j, sℓ+1,j−1; sK,j, sℓ+1,j−1)
(3.172)
ensures the box terms correctly factorise onto the lower point amplitude.
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The next set of functions we consider are the triangle functions which have j as
the second index, these functions possess the general form:
ℓ∑
i=ℓ−1
tr−(m,P(i,j), j, 1)
nF j(i−1)m1 Ln(P(i,j−1), P(i,j)). (3.173)
There is no contribution when i = ℓ, because F j(ℓ−1)m1 = F j(ℓ−1)1m = 0, while the
remaining i = ℓ− 1 contribution collapses onto the correct term,
tr−(m,P(K,j), ℓ− 1, 1)nF j(K−1)m1 Ln(P(K,j−1), P(K,j)). (3.174)
Similarly, when we consider
ℓ∑
i=ℓ−1
tr−(m,P(j,i), j, 1)
nF ji1mLn(P(j+1,i), P(j,i)), (3.175)
there is no contribution when i = ℓ − 1, while for i = ℓ, we recover the correct
contribution.
The remaining types of triangle function are of the form
ℓ∑
i=ℓ−1
tr−(m,P(i,j), i, 1)
nF ijm1Ln(P(i+1,j), P(i,j)). (3.176)
Since F ℓjm1 = F (ℓ−1)jm1 we have contributions from both terms, it is straightforward to
show that,
tr−(m,P(ℓ−1,j), ℓ− 1, 1)nLn(P(ℓ,j), P(ℓ−1,j)) + tr−(m,P(ℓ+1,j), ℓ, 1)nLn(P(ℓ+1,j), P(ℓ,j))
ℓ−1‖
−−→
ℓ
tr−(m,P(ℓ+1,j), K, 1)
nLn(P(ℓ+1,j), P(K,j)).
(3.177)
Similar considerations apply to
ℓ∑
i=ℓ−1
tr−(1, P(j,i), i,m)
nF i(j−1)1m Ln(P(j,i−1), P(j,i)), (3.178)
thus ensuring the correct collinear factorisation.
3.4.3 The cancellation of unphysical singularities
The cut constructible terms eq. (3.103) - (3.105) contain poles in 〈i j〉. For the most
part, i and j are non-adjacent gluons and as such there should be no singularity
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as these become collinear. In the following section we prove that this is indeed the
case. To be explicit, we consider the collinear limit i ‖ j with,
i→ zK,
j → (1− z)K. (3.179)
Let us consider the cut-constructible pieces associated with the fermionic loop
contribution, AφFn;1(m,n) given in eq. (3.103). There are ten terms containing an
explicit pole in sij which are given by,
bij1m F
2me
4F (si,j , si+1,j−1; si+1,j, si,j−1)
+bij1m F
2me
4F (sj,i, sj+1,i−1; sj+1,i, sj,i−1)
−tr−(m,P(i+1,j), i, 1)
s21m
tr− (m, i, j, 1)
sij
L1(P(i+1,j), P(i,j))
+
tr−(m,P(i+1,j−1), i, 1)
s21m
tr− (m, i, j, 1)
sij
L1(P(i+1,j−1), P(i,j−1))
−tr−(1, P(j,i−1), i,m)
s21m
tr− (1, i, j,m)
sij
L1(P(j,i−1), P(j,i))
+
tr−(1, P(j+1,i−1), i,m)
s21m
tr− (1, i, j,m)
sij
L1(P(j+1,i−1), P(j+1,i))
−tr−(m,P(i,j−1), j, 1)
s21m
tr− (m, j, i, 1)
sij
L1(P(i,j−1), P(i,j))
+
tr−(m,P(i+1,j−1), j, 1)
s21m
tr− (m, j, i, 1)
sij
L1(P(i+1,j−1), P(i+1,j))
−tr−(1, P(j+1,i), j,m)
s21m
tr− (1, j, i,m)
sij
L1(P(j+1,i), P(j,i))
+
tr−(1, P(j+1,i−1), j,m)
s21m
tr− (1, j, i,m)
sij
L1(P(j+1,i−1), P(j,i−1)). (3.180)
Using P(i+1,j) = P(i+1,j−1)+ pj, P(j,i−1) = P(j+1,i−1)+ pj , P(i,j−1) = P(i+1,j−1)+ pi and
P(j+1,i) = P(j+1,i−1) + pi, as well as tr− (1, j, i,m) = − tr− (1, i, j,m) +O(sij) etc, we
can rewrite these terms as
bij1m
(
F2me4F (si,j, si+1,j−1; si+1,j, si,j−1)− sijL1(P(i+1,j), P(i,j))− sijL1(P(i,j−1), P(i,j))
)
+bij1m
(
F2me4F (sj,i, sj+1,i−1; sj+1,i, sj,i−1)− sijL1(P(j,i−1), P(j,i))− sijL1(P(j+1,i), P(j,i))
)
−tr−(m,P(i+1,j−1), i, 1)
s21m
tr− (m, i, j, 1)
sij
(
L1(P(i+1,j), P(i,j))− L1(P(i+1,j−1), P(i,j−1))
)
+
tr−(m,P(i+1,j−1), j, 1)
s21m
tr− (m, i, j, 1)
sij
(
L1(P(i,j−1), P(i,j))− L1(P(i+1,j−1), P(i+1,j))
)
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−tr−(1, P(j+1,i−1), i,m)
s21m
tr− (1, i, j,m)
sij
(
L1(P(j,i−1), P(j,i))− L1(P(j+1,i−1), P(j+1,i))
)
+
tr−(1, P(j+1,i−1), j,m)
s21m
tr− (1, i, j,m)
sij
(
L1(P(j+1,i), P(j,i))− L1(P(j+1,i−1), P(j,i−1))
)
.
(3.181)
Finally, in the i ‖ j collinear limit,
tr−(m,P(i+1,j−1), i, 1)
(
L1(P(i+1,j), P(i,j))− L1(P(i+1,j−1), P(i,j−1))
)
→ tr−(m,P(i+1,j−1), j, 1)
(
L1(P(i,j−1), P(i,j))− L1(P(i+1,j−1), P(i+1,j))
)
(3.182)
and noting that the combination,
F2me4F (si,j, si+1,j−1; si+1,j, si,j−1)−sijL1(P(i+1,j), P(i,j))−sijL1(P(i,j−1), P(i,j))→ O(s2ij),
we see that all singularities cancel. The same arguments apply to the cut-constructible
pieces associated with the scalar pieces.
3.4.4 Collinear factorisation of the rational pieces
This section is devoted to the collinear factorisation of the rational pieces of the
four point amplitude. As a result of the symmetries of the amplitude there are two
independent limits 1 ‖ 2 and 2 ‖ 3. We first consider the collinear limit 2 ‖ 3. It is
straightforward to see that the amplitude correctly factorises onto:
Rˆ4(φ, 1
−, 2+, 3−, 4+) + CR4(φ, 1
−, 2+, 3−, 4+)
2 ‖
−→
3∑
i=±
R3(φ, 1
−, Ki, 4+)Split(0)(−K−i, 2+, 3−) (3.183)
In a similar fashion the remaining non-trivial collinear limit takes the form,
Rˆ4(φ, 1
−, 2+, 3−, 4+) + CR4(φ, 1
−, 2+, 3−, 4+)
1 ‖
−→
2∑
i=±
R3(φ,K
i, 3−, 4+)Split(0)(−K−i, 1−, 2+) (3.184)
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3.4.5 Soft limit of A
(1)
4 (φ, 1
−, 2+, 3−, 4+)
The final test is to take the limit as the φ momentum becomes soft, this limit occurs
when pφ → 0 such that m2φ → 0. Our naive expectation is that in this limit, the φ
field is essentially constant so that
CφtrGSDµνG
µ,ν
SD → trGSD µνGµ,νSD. (3.185)
In other words, the amplitude should collapse onto the gluon-only amplitude. In
ref [106], it was postulated that the amplitude should factorise in following form,
A(1)n (φ, n−g
−, n+g
+)
pφ→0→ n−A(1)n (n−g−, n+g+), (3.186)
while
A(1)n (φ
†, n−g
−, n+g
+)
p†
φ
→0→ n+A(1)n (n−g−, n+g+). (3.187)
We first consider the cut constructible contributions. These factorise onto the
four gluon amplitude in rather trivial manner since in our construction we separated
gluon-only like diagrams and those which require a non-vanishing φ-momentum. In
the soft limit, the one and two mass easy box and triangle functions have smooth
limits so that, (
µ2
−m2φ
)ǫ
pφ→0→ 0, (3.188)(
µ2
−sφi
)ǫ
pφ→0→ 0. (3.189)
Furthermore, in the soft limit the Lk functions become the massless bubble functions,
Lk(s234, s23) =
Bub(s234)− Bub(s23)
(s234 − s23)k
pφ→0→ (−1)
k
sk23ǫ(1− 2ǫ)
(
µ2
−s23
)ǫ
. (3.190)
Altogether, we find that
C4(φ, 1
−, 2+, 3−, 4+)
pφ→0→ 2C4(1−, 2+, 3−, 4+), (3.191)
where C4(1
−, 2+, 3−, 4+) is the cut-constructible pieces of the four-gluon amplitude.
This confirms that the cut-constructible terms of the amplitude do follow the naive
factorisation of eq. (3.186)
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The rational terms of eqs. (4.45) and (3.117), are each apparently singular in
this limit. However, careful combination reveals the soft behaviour,
Rˆ4(φ, 1
−, 2+, 3−, 4+) + CR4(φ, 1
−, 2+, 3−, 4+)
pφ→0→ NP
3
A(0)(1−, 2+, 3−, 4+).
(3.192)
This is similar to the soft limit found in ref. [108,205] for the MHV amplitudes with
adjacent negative helicities, but, as anticipated in ref. [106], is not consistent with
the naive limit of eq. (3.186).
3.5 Summary
In this chapter we have investigated the φ-MHV amplitude with general helicities.
Detailed descriptions of the unitarity method used to generate the cut-constructible
pieces for all n have been given. The rational pieces have also been studied, how-
ever to limit the number and complexity of the equations we have focused on the
four-gluon amplitude for the overlap and recursive pieces. We have performed sev-
eral checks on our results, including soft Higgs and collinear checks. In the next
chapter we will use the methods described in this chapter to generate the φ-NMHV
amplitude.
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Figure 3.12: Allowed diagrams which contribute to the direct recursive rational
pieces associated with the [3, 1〉 spinor shift .
Chapter 4
One-loop Higgs plus four-gluon
amplitudes: full analytic results
4.1 Introduction
In this chapter we will calculate the φ-NMHV amplitude A
(1)
4 (φ, 1
+, 2−, 3−, 4−). We
will use the unitarity methods introduced in chapters 2 and 3 to calculate the
various cut-constructible parts of the amplitude. For this amplitude we generate
the rational parts proportional to Nf from Feynman diagrams. The other rational
piece is generated from the recursion relations. We also write down the amplitude
A
(1)
4 (φ, 1
−, 2+, 3−, 4+) using the results of chapter 3. We then summarise the Higgs
plus four gluon amplitudes by giving explicit formulae for each of the helicity am-
plitudes A
(1)
4 (H, 1
λ1 , 2λ2, 3λ3, 4λ4).
We choose to expand the one-loop primitive amplitude in the following form,
A
(1)
4 (φ, 1
+, 2−, 3−, 4−) = cΓ(C4(φ, 1
+, 2−, 3−, 4−) +R4(φ, 1
+, 2−, 3−, 4−)), (4.1)
where
cΓ =
Γ2(1− ǫ)Γ(1 + ǫ)
(4π)2−ǫΓ(1− 2ǫ) . (4.2)
In (4.1), C4(φ, 1
+, 2−, 3−, 4−) denotes the cut-constructible parts of the amplitude,
whilst R4(φ, 1
+, 2−, 3−, 4−) contains the remaining rational pieces. In section 4.2,
we focus our attention on C4(φ, 1
+, 2−, 3−, 4−), while an analytic expression for
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R4(φ, 1
+, 2−, 3−, 4−) is derived in section 4.3. Throughout this chapter we use the
following expression for the φ-NMHV tree amplitude
A(0)n (φ, 1
+, 2−, 3−, 4−) =
− m
4
φ〈24〉4
s124〈12〉〈14〉〈2|pφ|3]〈4|pφ|3] +
〈4|pφ|1]3
s123〈4|pφ|3][12][23] −
〈2|pφ|1]3
s134〈2|pφ|3][14][34] . (4.3)
This compact form can be derived using the BCFW recursion relations [140, 141]
and agrees numerically with the previously known expression derived from MHV
rules [95]. It clearly possesses the correct symmetry properties under the exchange
{2 ↔ 4}, and factors onto the correct gluon tree amplitude (which is zero) in the
limit of vanishing pφ. Other tree amplitudes needed in this chapter can be found in
Appendix A.
4.2 Cut-Constructible Contributions
As in chapter 3, we employ the generalised unitarity method [120,122,123,127,128,
132] to calculate the cut-constructible parts of the one-loop amplitude. We can
further decompose C4 in (4.1) into a sum over constituent basis integrals,
C4(φ, 1
+, 2−, 3−, 4−) =
∑
i
C4;iI4;i +
∑
i
C3;iI3;i +
∑
i
C2;iI2;i. (4.4)
As usual Ij;i represents a j-point scalar basis integral, with a coefficient Cj;i. The
sum over i represents the sum over the partitions of the external momenta over the
j legs of the basis integral.
As in previous chapters we use the methods of generalised unitarity to extract
the various coefficients of the basis integrals, four-cuts for boxes [120], triple cuts
for triangles [122] and double cuts for bubbles [132].
4.2.1 Box Integral Coefficients
We begin our calculation of the φ-NMHV amplitude by computing the coefficients of
the scalar boxes using generalised unitarity with complex momenta [120]. In general
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Figure 4.1: The various box integral topologies that appear for A
(1)
4 (φ, 1, 2, 3, 4).
From the four topologies we must also include cyclic permutations of the four gluons.
Here (a) has one off-shell leg (one-mass) whilst (b)-(d) have two off-shell legs. In (b)
the two off-shell legs are not adjacent and we refer to this configuration to as the
two-mass easy box, while in (c) and (d) the two off-shell legs are adjacent and we
label them as two-mass hard boxes.
there are sixteen box topologies, which can be obtained from cyclic permutations
of those shown in Fig. 4.1. We find, after application of the solutions of the loop
momenta, that the coefficients of all the two-mass easy box configurations are zero.
Of the remaining 12 coefficients, a further 5 are related to each other by the {2↔ 4}
symmetry,
C4;φ4|1|2|3(φ, 1
+, 2−, 3−, 4−) = C4;φ2|3|4|1(φ, 1
+, 4−, 3−, 2−), (4.5)
C4;φ|23|4|1(φ, 1
+, 2−, 3−, 4−) = C4;φ|1|2|34(φ, 1
+, 4−, 3−, 2−), (4.6)
C4;φ|34|1|2(φ, 1
+, 2−, 3−, 4−) = C4;φ|4|1|23(φ, 1
+, 4−, 3−, 2−), (4.7)
C4;φ|12|3|4(φ, 1
+, 2−, 3−, 4−) = C4;φ|2|3|41(φ, 1
+, 4−, 3−, 2−), (4.8)
C4;φ|3|4|12(φ, 1
+, 2−, 3−, 4−) = C4;φ|41|2|3(φ, 1
+, 4−, 3−, 2−). (4.9)
We find that two of the one-mass box coefficients (Fig 4.1(a)) are given by,
C4;φ1|2|3|4(φ, 1
+, 2−, 3−, 4−) =
s23s34s
3
234
2〈1|pφ|2]〈1|pφ|4][23][34] , (4.10)
C4;φ2|3|4|1(φ, 1
+, 2−, 3−, 4−) =
s34s41〈2|pφ|1]3
2s134〈2|pφ|3][34][41] +
s34s41〈34〉3m4φ
2s134〈1|pφ|2]〈3|pφ|2]〈41〉 .
(4.11)
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We also find that three of the two-mass hard boxes (Fig. 4.1(d)) have coefficients
related to the coefficients of eqs. (4.5), (4.10) and (4.11),
C4;φ|12|3|4(φ, 1
+, 2−, 3−, 4−) =
s123s34
s23s12
C4;φ4|1|2|3(φ, 1
+, 2−, 3−, 4−), (4.12)
C4;φ|23|4|1(φ, 1
+, 2−, 3−, 4−) =
s234s41
s23s34
C4;φ1|2|3|4(φ, 1
+, 2−, 3−, 4−), (4.13)
C4;φ|34|1|2(φ, 1
+, 2−, 3−, 4−) =
s134s12
s41s34
C4;φ2|3|4|1(φ, 1
+, 2−, 3−, 4−). (4.14)
The final two-mass hard box coefficient is,
C4;φ|3|4|12(φ, 1
+, 2−, 3−, 4−) =
s34
2
( 〈3|pφ|1]4
〈3|pφ|2]〈3|pφ|4][21][41]
+
〈24〉4m4φ
〈12〉〈14〉〈2|pφ|3]〈4|pφ|3]
)
(4.15)
The remaining one-mass box configuration C4;φ3|4|1|2 is the only one which receives
contributions from Nf fermionic loops,
C4;φ3|4|1|2(φ, 1
+, 2−, 3−, 4−) = s41s12
(
1
s124s34
C4;φ|3|4|12(φ, 1
+, 2−, 3−, 4−)
−
(
1− Nf
4Nc
)
2〈3|pφ|1]2
s124[24]2
−
(
1− Nf
Nc
)
[12][41]〈3|pφ|2]〈3|pφ|4]
s124[24]4
)
. (4.16)
Each of the coefficients (4.11), (4.10), (4.15) and (4.16) correctly tends to zero in
the soft Higgs limit (pφ → 0).
4.2.2 Triangle Integral Coefficients
Altogether, there are twenty-four triangle topologies, which can be obtained from
cyclic permutations of those shown in Fig. 4.2. The different topologies can be char-
acterised by the number of off-shell legs. Fig. 4.2(a) has one off-shell leg, Figs. 4.2(b)-
(e) have two off-shell legs while for Fig. 4.2(f) all legs are off-shell. We refer to the
triangle integrals with one- and two-off-shell legs as one-mass and two-mass respec-
tively. They have the following form,
I1m3 (s) ∝
1
ǫ2
1
s
(
µ2
−s
)ǫ
, I2m3 (s, t) ∝
1
ǫ2
1
(s− t)
((
µ2
−s
)ǫ
−
(
µ2
−t
)ǫ)
(4.17)
and therefore only contribute pole pieces in ǫ to the overall amplitude (as was dis-
cussed in detail in chapter 3. In fact, the sole role of these functions is to ensure
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Figure 4.2: The various triangle integral topologies that appear for A
(1)
4 (φ, 1, 2, 3, 4).
From the six topologies we must also include cyclic permutations of the four gluons.
(a) has one off-shell leg, (b)-(e) have two off-shell legs while in (f) all legs are off-shell.
the correct infrared behaviour by combining with the box pieces to generate the
following pole structure,
A(1)(φ, 1+, 2−, 3−, 4−) = −A(0)(φ, 1+, 2−, 3−, 4−)cΓ
ǫ2
4∑
i=1
(
µ2
−sii+1
)ǫ
+O(ǫ0). (4.18)
This relation holds for arbitrary external helicities [107,108,206]. We computed the
coefficients of all one- and two-mass triangles and explicitly verified eq. (4.18). The
non-trivial relationship between the triangle and box coefficients provides a strong
check of our calculation. However, since we now wish to obtain compact results for
the four gluon amplitude, we find it more compact to present the final answer in
a basis free of one- and two-mass triangles. That is, we choose to expand the box
integral functions into divergent and finite pieces, combining the divergent pieces
with the one- and two- mass triangles to form (4.18) and giving explicit results for
the finite pieces of the box functions.
A new feature in the φ-NMHV amplitudes is the presence of three-mass triangles,
shown in Fig. 4.2(f). In previous calculations [106–109, 206] the external gluon
helicities prevented these contributions from occurring.
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There are four three-mass triangles, which satisfy,
C3;φ|34|12(φ, 1
+, 2−, 3−, 4−) = C3;φ|12|34(φ, 1
+, 2−, 3−, 4−) (4.19)
C3;φ|41|23(φ, 1
+, 2−, 3−, 4−) = C3;φ|23|41(φ, 1
+, 2−, 3−, 4−). (4.20)
The symmetry under the exchange of gluons with momenta p2 and p4 relates the
remaining two coefficients,
C3;φ|23|41(φ, 1
+, 2−, 3−, 4−) = C3;φ|12|34(φ, 1
+, 4−, 3−, 2−). (4.21)
To compute C3;φ|23|41 we use both Forde’s method [122] and the spinor integration
technique [128]. For a given triangle coefficient C3;K1|K2|K3(φ, 1
+, 2−, 3−, 4−) with
off-shell momenta K1, K2 and K3, we introduce the following massless projection
vectors
K♭µ1 = γ
γKµ1 −K21Kµ2
γ2 −K21K22
,
K♭µ2 = γ
γKµ2 −K22Kµ1
γ2 −K21K22
,
γ±(K1, K2) = K1 ·K2 ±
√
K1 ·K22 −K21K22 . (4.22)
In terms of these quantities we find,
C3;φ|12|34(φ, 1
+, 2−, 3−, 4−) =
∑
γ=γ±(pφ,p1+p2)
− m
4
φ〈K♭12〉3〈34〉3
2γ(γ +m2φ)〈K♭11〉〈K♭13〉〈K♭14〉〈12〉
,
(4.23)
which, as expected, correctly vanishes in the soft Higgs limit (pφ → 0).
4.2.3 Bubble Integral Coefficients
The non-vanishing bubble topologies for the φ-NMHV amplitude are shown in
Fig. 4.3. We find that the double-cuts associated with Fig. 4.3(a) contain only
contributions from boxes and triangles, and therefore the coefficient of log(s1234) is
zero. In a similar fashion, the double cuts associated with diagram Fig. 4.3(c) with
two external gluons with negative helicity emitted from the right hand vertex have
only box and triangle contributions, so that the coefficients of log(s23) and log(s34)
are also zero.
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Figure 4.3: The three bubble integral topologies that appear for A
(1)
4 (φ, 1, 2, 3, 4).
We must also include cyclic permutations of the four gluons.
The leading singularity of the bubble integral is O(1/ǫ),
I2(s) ∝ 1
(1− 2ǫ)ǫ
(
µ2
−s
)ǫ
. (4.24)
However for the total amplitude there is no overall ǫ pole, and this implies a relation
amongst the bubble coefficients such that,
4∑
k=1
(C2;φk + C2;φkk+1) = 0. (4.25)
It is therefore most natural to work with log’s of ratios of kinematic scales (rather
than log(s/µ2)), since the coefficients of individual logarithms must cancel pairwise.
To this end, as in the last chapter, we express our result in terms of the following
functions,
Lk(s, t) =
log (s/t)
(s− t)k . (4.26)
Using the Stokes’ theorem method [132], we generated compact analytic expressions
for the coefficients of each bubble-function, which we also checked numerically with
Forde’s method [122]. The combination of all double-cuts is given by,
C2(φ, 1
+, 2−, 3−, 4−) =
(
4− Nf
N
)
C
(1)
2 +
(
1− Nf
Nc
)
C
(2)
2 (4.27)
with
C
(1)
2 = −
{〈24〉〈3|pφ|1]2
s124[42]
L1 (s124, s12)− 〈23〉〈4|pφ|1]
2
s123[32]
L1 (s123, s12)
}
−
{
(2↔ 4)
}
(4.28)
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and
C
(2)
2 = −
{
2s124〈24〉〈34〉2[41]2
3[42]
L3 (s124, s12)
+
〈34〉[41] (3s124〈34〉[41] + 〈24〉〈3|pφ|1][42])
3[42]2
L2 (s124, s12)
+
(
2s124〈34〉2[41]2
〈24〉[42]3 −
〈24〉〈3|pφ|1]2
3s124[42]
)
L1 (s124, s12)
+
〈3|pφ|1] (4s124〈34〉[41] + 〈3|pφ|1](2s14 + s24))
s124〈24〉[42]3 L0 (s124, s12)
− 2s123〈23〉〈34〉
2[31]2
3[32]
L3 (s123, s12) +
〈23〉〈34〉[31]〈4|pφ|1]
3[32]
L2 (s123, s12)
+
〈23〉〈4|pφ|1]2
3s123[32]
L1 (s123, s12)
}
−
{
(2↔ 4)
}
. (4.29)
In the above formulae (and those following) we stress that the symmetrising action
applies to the entire formula, and also acts on the kinematic invariants of the basis
functions. We see that C2(φ, 1
+, 2−, 3−, 4−) vanishes in the soft Higgs limit pφ → 0.
4.2.4 The Cut-Completion terms
The basis functions L3(s, t) and L2(s, t) are singular as s → t. Since this is an
unphysical limit one expects to find some cut-predictable rational pieces which en-
sure the correct behaviour of the amplitude as these quantities approach each other.
These rational pieces are called the cut-completion terms and are obtained by mak-
ing the following replacements in (4.29)
L3(s, t)→ Lˆ3(s, t) = L3(s, t)− 1
2(s− t)2
(
1
s
+
1
t
)
,
L2(s, t)→ Lˆ2(s, t) = L2(s, t)− 1
2(s− t)
(
1
s
+
1
t
)
,
L1(s, t)→ Lˆ1(s, t) = L1(s, t),
L0(s, t)→ Lˆ0(s, t) = L0(s, t). (4.30)
4.3 Rational Terms
We now turn our attention to the calculation of the remaining rational part of the
amplitude. In general the cut-unpredictable rational part of φ plus gluon amplitudes
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contains two types of pieces, a homogeneous piece, which is insensitive to the number
of active flavours and a piece proportional to (1−Nf/Nc),
R4(φ, 1
+, 2−, 3−, 4−) = Rh4(φ, 1
+, 2−, 3−, 4−) +
(
1− Nf
Nc
)
RNP4 (φ, 1
+, 2−, 3−, 4−).
(4.31)
The homogeneous term Rh4(φ, 1
+, 2−, 3−, 4−) can be simply calculated using the
BCFW recursion relations [140, 141],
Rh4(φ, 1
+, 2−, 3−, 4−) = 2A(0)(φ, 1+, 2−, 3−, 4−). (4.32)
This contribution cancels against a similar homogeneous term for the φ† amplitude
when combining the φ and φ† amplitudes to form the Higgs amplitude.
The NP piece allows the propagation of quarks in the loop, and can be completely
reconstructed by considering only the fermion loop contribution. Furthermore, one
can extract the φ contribution to RNP4 by considering the full Higgs amplitude and re-
moving the fully rational φ† contribution calculated in [106]. Since there is no direct
Hqq coupling in the effective theory, the most complicated structure is a second-
rank tensor box configuration. Of the 739 diagrams contributing to the Hgggg
amplitude1, only 136 contain fermion loops and are straightforward to evaluate.
After subtracting the cut-completion and homogeneous rational terms from the
explicit Feynman diagram calculation the following rational pieces remain.
RNP4 (H, 1
+, 2−, 3−, 4−) =
{
1
2
(〈23〉〈34〉〈4|pH|1][31]
3s123〈12〉[21][32] −
〈3|pH |1]2
s124[42]2
+
〈24〉〈34〉〈3|pH|1][41]
3s124s12[42]
− [12]
2〈23〉2
s14[42]2
− 〈24〉(s23s24 + s23s34 + s24s34)
3〈12〉〈14〉[23][34][42]
+
〈2|pH |1]〈4|pH|1]
3s234[23][34]
− 2[12]〈23〉[31]
2
3[23]2[41][34]
)}
+
{
(2↔ 4)
}
. (4.33)
The last line in the above equation is the one-loop rational expression for the φ†
contribution [106]. We can thus define the rational terms for the φ contribution.
RNP4 (φ, 1
+, 2−, 3−, 4−) =
{
1
2
(〈23〉〈34〉〈4|pH|1][31]
3s123〈12〉[21][32] −
〈3|pH |1]2
s124[42]2
1Feynman diagrams were generated with the aid of QGRAF [207].
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+
〈24〉〈34〉〈3|pH|1][41]
3s124s12[42]
− [12]
2〈23〉2
s14[42]2
− 〈24〉(s23s24 + s23s34 + s24s34)
3〈12〉〈14〉[23][34][42]
)}
+
{
(2↔ 4)
}
. (4.34)
4.4 Higgs plus four gluon amplitudes
In this section we present complete expressions for the one-loop amplitudes needed
to calculate the process 0→ Hgggg at NLO.
The one-loop amplitudes presented here are computed in the four-dimensional
helicity scheme and are not renormalised. To perform an MS renormalisation, one
should subtract an MS counterterm (in the t’Hooft-Veltman scheme) from A
(1)
4 ,
A
(1)
4 → A(1)4 − cΓ2
β0
ǫ
A
(0)
4 . (4.35)
The Wilson coefficient eq. (1.53) produces an additional finite contribution,
A
(1)
4 → A(1)4 +
11
(4π)2
A
(0)
4 . (4.36)
We choose to split the un-renormalised amplitude into (completed) cut-constructible
pieces and rational terms. We also separate the infra-red divergent and finite parts
of the amplitude. The basis functions for the finite part of the cut-constructable
pieces are one-mass and two-mass boxes, three-mass triangles, and completed func-
tions Lˆi(s, t) of eq. (4.30). We define the finite pieces of the box and three-mass
triangle integrals in Appendix B.
We express a generic helicity configuration in the following form
A
(1)
4 (H, 1
λ1 , 2λ2, 3λ3, 4λ4) = cΓ(C4(H, 1
λ1 , 2λ2, 3λ3, 4λ4) +R4(H, 1
λ1, 2λ2, 3λ3 , 4λ4)),
(4.37)
where C4 represents the cut-constructible part of the amplitude and R4 the rational
pieces. We further separate C4(H, 1
λ1 , 2λ2, 3λ3 , 4λ4) into divergent and finite pieces,
C4(H, 1
λ1 , 2λ2, 3λ3 , 4λ4) = V4(H, 1
λ1 , 2λ2, 3λ3 , 4λ4) + F4(H, 1
λ1, 2λ2 , 3λ3, 4λ4). (4.38)
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The divergent part V4 contain the ǫ singularities generated by the box and trian-
gle contributions, and which satisfy the helicity independent infrared singularity
condition,
V4(H, 1
λ1 , 2λ2, 3λ3, 4λ4) = −A(0)(H, 1λ1, 2λ2 , 3λ3, 4λ4) 1
ǫ2
(
4∑
i=1
(
µ2
−si(i+1)
)ǫ)
. (4.39)
The remaining cut-constructible and rational terms are finite, and depend non-
trivially on the helicity configuration of the gluons.
4.4.1 The all-minus amplitude A
(1)
4 (H, 1
−, 2−, 3−, 4−)
The all-minus amplitude is symmetric under cyclic permutations of the four gluons.
The finite part (of the cut-constructible piece) is [107],
F4(H, 1
−, 2−, 3−, 4−) =
{
− m
4
H
2[12][23][34][41]
(
1
2
F2me4F (s123, s234;m
2
H , s23)
+
1
2
F2me4F (s123, s124;m
2
H , s12) + F
1m
4F (s23, s34; s234)
)}
+
{
(1↔ 4), (2↔ 3)
}
+
{
(1↔ 2), (3↔ 4)
}
+
{
(1↔ 3), (2↔ 4)
}
(4.40)
while the rational part is given by [106,107]
R4(H, 1
−, 2−, 3−, 4−) =
{
1
3
(
1− Nf
Nc
)(
− s13〈4|PH|2]
2
s123[12]2[23]2
+
〈34〉2
[12]2
+2
〈34〉〈41〉
[12][23]
+
s12s34 + s123s234 − s212
2[12][23][34][41]
)}
+ cyclic permutations. (4.41)
4.4.2 The MHV amplitude A
(1)
4 (H, 1
−, 2−, 3+, 4+)
For the MHV amplitude with adjacent negative helicity gluons there is an overall
((1↔ 2),(3→ 4)) symmetry. The finite cut-constructible part is [108],
F4(H, 1
−, 2−, 3+, 4+) =
{[
− 〈12〉
3
2〈23〉〈34〉〈41〉
(
F2me4F (s123, s234;m
2
H , s23)
+
1
2
F2me4F (s234, s134;m
2
H , s34) +
1
2
F2me4F (s124, s123;m
2
H , s12)
+F1m4F (s23, s34; s234) + F
1m
4F (s14, s12; s124)
)
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−4
(
1− Nf
4Nc
)〈12〉2[43]
〈34〉 Lˆ1(s134, s14)
−
(
1− Nf
Nc
)(
[43]〈13pH2〉(〈13pH2〉+ 〈1432〉)
3〈34〉 Lˆ3(s134, s14)
−〈12〉
2[43]
3〈34〉 Lˆ1(s134, s14)
)]
+
[
(1↔ 3), (2↔ 4)
]
〈ij〉↔[ij]
}
+
{
(1↔ 2), (3↔ 4)
}
. (4.42)
The rational terms R4 have the same symmetries [108],
R4(H, 1
−, 2−, 3+, 4+) =
{[(
1− Nf
Nc
)
[34]
3〈34〉
(
− 〈23〉〈1|pH|3]
2
〈34〉[43][32]s234
−〈14〉〈3|P12|3]〈34〉[12][32] +
〈12〉2
2〈34〉[43] −
〈12〉
2[12]
− 〈12〉〈2|P13|4]
2[41]s341
+
〈12〉2
2s41
)]
+
[
(1↔ 3), (2↔ 4)
]
〈ij〉↔[ij]
}
+
{
(1↔ 2), (3↔ 4)
}
. (4.43)
4.4.3 The MHV amplitude A
(1)
4 (H, 1
−, 2+, 3−, 4+)
The alternating helicity MHV configuration has the larger set of symmetries, (1↔
3), (2↔ 4) and ((1↔ 3), (2↔ 4)). The finite cut-constructible contribution is [206]
(chapter 3),
F4(H, 1
−, 2+, 3−, 4+) =
{[
− 〈13〉
4
2〈12〉〈23〉〈34〉〈41〉
(
F2me4F (s123, s234;m
2
H , s23)
+
1
2
F1m4F (s23, s34; s234) +
1
2
F1m4F (s34, s14; s134)
)
+4
(
1− Nf
4Nc
)(
− 〈13〉
2
〈24〉
(
1
4〈24〉 F
1m
4F (s23, s34; s234)
−[42]Lˆ1(s234, s23)
))
+ 2
(
1− Nf
Nc
+
Ns
Nc
)(
− 〈12〉〈41〉〈23〉〈34〉〈24〉3
×
(
1
4〈24〉 F
1m
4F (s23, s34; s234)− [42]Lˆ1(s234, s23)
)
−〈23〉〈41〉[42]
2
〈24〉
(〈14〉〈23〉[42]
3
Lˆ3(s234, s23)
−〈12〉〈34〉
2〈24〉 Lˆ2(s234, s23)
))]
+
[
(1↔ 2), (3↔ 4)
]
〈ij〉↔[ij]
}
+
{
(1↔ 3)
}
+
{
(2↔ 4)
}
+
{
(1↔ 3), (2↔ 4)
}
(4.44)
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while the rational part is given by [206],
R4(H, 1
−, 2+, 3−, 4+) =
{[
−
(
1− Nf
Nc
)
[24]4
12[12][23][34][41]
(
s23s34
s24s124
− 3s23s34
s224
)]
+
[
(1↔ 2), (3↔ 4)
]
〈ij〉↔[ij]
}
+
{
(1↔ 3)
}
+
{
(2↔ 4)
}
+
{
(1↔ 3), (2↔ 4)
}
.(4.45)
4.4.4 The NMHV amplitude A
(1)
4 (H, 1
+, 2−, 3−, 4−)
By combining the results for the NMHV φ amplitudes given in sections 4.2 and 4.3
and the rational φ† amplitude of [106] according to eq. (A.2.21), we obtain the
Higgs NMHV-amplitude, which is symmetric under the exchange (2 ↔ 4). The
finite cut-constructible contribution is,
F4(H, 1
+, 2−, 3−, 4−) =
{
− s
3
234
4〈1|pH|2]〈1|pH|4][23][34]W
(1)
−
( 〈2|pH|1]3
2s134〈2|pH|3][34][41] +
〈34〉3m4H
2s134〈1|pH |2]〈3|pH|2]〈41〉
)
W (2)
+
1
4s124
( 〈3|pH |1]4
〈3|pH|2]〈3|pH|4][21][41] +
〈24〉4m4H
〈12〉〈14〉〈2|pH|3]〈4|pH|3]
)
W (3)
−
( ∑
γ=γ±(pH ,p1+p2)
m4φ〈K♭12〉3〈34〉3
γ(γ +m2φ)〈K♭11〉〈K♭13〉〈K♭14〉〈12〉
)
F3m3 (m
2
H , s12, s34)
+
(
1− Nf
4Nc
)(〈3|pH|1]2
s124[24]2
F1m4F (s12, s14; s124)
−4〈24〉〈3|pH|1]
2
s124[42]
Lˆ1 (s124, s12) +
4〈23〉〈4|pH|1]2
s123[32]
Lˆ1 (s123, s12)
)
−
(
1− Nf
Nc
)(
[12][41]〈3|pH|2]〈3|pH|4]
2s124[24]4
F1m4F (s12, s14; s124)
+
2s124〈24〉〈34〉2[41]2
3[42]
Lˆ3 (s124, s12)
+
〈34〉[41] (3s124〈34〉[41] + 〈24〉〈3|pH|1][42])
3[42]2
Lˆ2 (s124, s12)
+
(
2s124〈34〉2[41]2
〈24〉[42]3 −
〈24〉〈3|pH|1]2
3s124[42]
)
Lˆ1 (s124, s12)
+
〈3|pH|1](4s124〈34〉[41] + 〈3|pH|1](2s14 + s24))
s124〈24〉[42]3 Lˆ0 (s124, s12)
−2s123〈23〉〈34〉
2[31]2
3[32]
Lˆ3 (s123, s12) +
〈23〉〈34〉[31]〈4|pH|1]
3[32]
Lˆ2 (s123, s12)
4.5. Numerical Evaluation 129
+
〈23〉〈4|pH|1]2
3s123[32]
Lˆ1 (s123, s12)
)}
+
{
(2↔ 4)
}
. (4.46)
For convenience we have introduced the following combinations of the finite pieces
of one-mass (F1m4F ) and two-mass hard (F
2mh
4F ) box functions (see Appendix B),
W (1) = F1m4F (s23, s34; s234) + F
2mh
4F (s41, s234;m
2
H , s23) + F
2mh
4F (s12, s234; s34, m
2
H)
W (2) = F1m4F (s14, s34; s134) + F
2mh
4F (s12, s134;m
2
H , s34) + F
2mh
4F (s23, s134; s14, m
2
H)
W (3) = F1m4F (s12, s14; s124) + F
2mh
4F (s23, s124;m
2
H , s14) + F
2mh
4F (s34, s124; s12, m
2
H).
In addition, to simplify the coefficients of the three-mass triangle F3m3 (K
2
1 , K
2
2 , K
2
3)
with three off-shell legs K21 , K
2
2 , K
2
3 6= 0, we use the notation of eq. (4.22). The ra-
tional part of the Higgs NMHV amplitude is given by eq. (4.33) (which incorporates
the rational A
(1)
4 (φ
†, 1+, 2−, 3−, 4−) amplitude derived in [106]),
R4(H, 1
+, 2−, 3−, 4−) =
{(
1− Nf
Nc
)
1
2
(〈23〉〈34〉〈4|pH|1][31]
3s123〈12〉[21][32] −
〈3|pH|1]2
s124[42]2
+
〈24〉〈34〉〈3|pH|1][41]
3s124s12[42]
− [12]
2〈23〉2
s14[42]2
− 〈24〉(s23s24 + s23s34 + s24s34)
3〈12〉〈14〉[23][34][42]
+
〈2|pH|1]〈4|pH|1]
3s234[23][34]
− 2[12]〈23〉[31]
2
3[23]2[41][34]
)}
+
{
(2↔ 4)
}
. (4.47)
4.5 Numerical Evaluation
In this section we provide numerical values for the helicity amplitudes given in the
previous section at a particular phase space point. To this end, we redefine the finite
part of the Higgs amplitude as:
A
(1)
4 (H, 1
λ1 , 2λ2, 3λ3, 4λ4) = cΓA
(0)(H, 1λ1 , 2λ2, 3λ3 , 4λ4)
(
− 1
ǫ2
4∑
i=1
( −µ2
si,i+1
)ǫ
(4.48)
+MF ,g4 (λ1, λ2, λ3, λ4) +
Nf
Nc
MF ,f4 (λ1, λ2, λ3, λ4) +
Ns
Nc
MF ,s4 (λ1, λ2, λ3, λ4)
)
.
We evaluate the amplitudes at the phase space point used by Ellis et al. [104],
pµH = (−1.00000000000, 0.00000000000, 0.00000000000, 0.00000000000),
pµ1 = (+0.30674037867,−0.17738694693,−0.01664472021,−0.24969277974),
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pµ2 = (+0.34445032281,+0.14635282800,−0.10707762397,+0.29285022975),
pµ3 = (+0.22091667641,+0.08911915938,+0.19733901856,+0.04380941793),
pµ4 = (+0.12789262211,−0.05808504045,−0.07361667438,−0.08696686795).
(4.49)
The results are presented in table 4.1 where we have chosen the renormalisation
scale to be µ2 = m2H .
2
Helicity A(0) MF,g4 M
F,f
4 M
F,s
4
−−−− -116.526220-18.681775 i -9.540396-0.001010 i -0.176850+0.001010 i 0.176850-0.001010 i
+−−− 10.308088-0.824204 i -10.809925+0.056646 i -0.388288+0.198369 i 0.296783-0.155132 i
−−++ 20.511457-0.888525 i -10.991033+0.320009 i 0.268501-0.068414 i 0.066595-0.015451 i
−+−+ 4.683784+4.242678 i -10.332320+0.149216 i 0.028668-0.066437 i 0.166800+0.038844 i
Table 4.1: Numerical values for the finite parts of the Higgs + 4 gluon helicity
amplitudes at the phase space point given in eq. (6.2).
4.6 Summary
In this chapter we have calculated the last (analytically) unknown building block of
the Higgs plus four gluon amplitude, the φ-NMHV amplitude A
(1)
4 (φ, 1
+, 2−, 3−, 4−).
We chose to split the calculation into two parts, one being cut-constructible (to which
we applied the techniques of four-dimensional unitarity) and a rational part, which
is insensitive to four-dimensional cuts. We used the unitarity methods described
in chapters 2 and 3 to calculate the cut-constructible pieces. We used Feynman
diagrams to calculate the rational pieces proportional to Nf and BCFW recursion
relations to calculate the remaining pieces. We checked our results for the φ-MHV
and φ-NMHV amplitudes against the semi-numerical code of Ref. [104].
In the next chapter we will compute the remaining helicity amplitude, the φqq-
NMHV amplitude, completing the analytic calculation of φ + parton amplitudes.
We shall observe that although similar to the calculation carried out in this chapter,
2We have been informed by John Campbell, that the entries for MF,g4 and M
F,q
4 in Table 4.1
are in agreement with results obtained using the seminumerical code described in Ref. [104].
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the addition of quarks into the final state introduces new complexities, and as a
result the formulae reflect this increase in complexity.
Chapter 5
The φqqgg- NMHV amplitude
5.1 Introduction
In this chapter we calculate the most complicated of the φ plus four parton one-loop
amplitudes, A
(1)
4 (φ, 1
−
q , 2
+
q , 3
−
g , 4
−
g ), which we call the φqq-NMHV amplitude
1. This
amplitude is more complicated than others for two reasons. Firstly, as in chapter 4
the NMHV helicity configuration increases the complexity of tree-level amplitudes
appearing in the cuts, and as result the complexity of the basis integral coefficients.
Secondly, the presence of quarks in the external state creates a larger number of
independent primitive amplitudes that must be calculated (due to the more com-
plicated colour structure). Indeed, the growth in complexity is twofold since not
only are there more terms to calculate but the different colour structures of loop
amplitudes actually prevents simplifications when different topologies are combined
as in previous chapters. In this chapter we do not describe in detail the method of
the calculation, since the methods of unitarity have been explained in detail in chap-
ters 2 and 3 and the specifics of an NMHV calculation were covered in chapter 4.
Therefore in this chapter we focus primarily on the additional complications of the
1In this chapter we explicitly label partons appearing in helicity amplitudes, e.g. in
A
(1)
4 (φ, 1
−
q , 2
+
q , 3
−
g , 4
−
g ) we denote gluons with a subscript g, in previous chapters this was an un-
necessary complication.
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increased number of primitive amplitudes and the expressions for the amplitudes.
5.1.1 Definition of colour ordered amplitudes
The colour decomposition of the Hq¯qgg amplitudes is exactly the same as for the
case q¯qgg which was written down in ref. [117]. For the tree-level case there are two
colour stripped amplitudes,
A(0)4 (φ, 1q¯, 2q, 3g, 4g) = Cg2
∑
σ∈S2
(T aσ(3)T aσ(4)) ı¯1i2 A
(0)
4 (φ, 1q¯, 2q, σ(3), σ(4)) . (5.1)
At one-loop level the colour decomposition is,
A(1)4 (φ, 1q¯, 2q, 3g, 4g) = Cg4 cΓ
[
Nc
∑
σ∈S2
(T aσ(3)T aσ(4)) ı¯1i2 A4;1(φ, 1q¯, 2q, σ(3), σ(4))
+ δa3a4 δ ı¯1i2 A4;3(φ, 1q¯, 2q; 3g, 4g)
]
. (5.2)
In these equations g is the strong coupling constant and cΓ is the ubiquitous one-loop
factor,
cΓ ≡ 1
(4π)2−ǫ
Γ(1 + ǫ)Γ2(1− ǫ)
Γ(1− 2ǫ) . (5.3)
The colour stripped amplitudes A4;1 and A4;3 can further be decomposed into prim-
itive amplitudes,
A4;1(φ, 1q¯, 2q, 3g, 4g) = A
L
4 (φ, 1q¯, 2q, 3g, 4g)−
1
N2c
AR4 (φ, 1q¯, 2q, 3g, 4g)
+
Nf
Nc
Af4(φ, 1q¯, 2q, 3g, 4g) , (5.4)
and,
A4;3(φ, 1q¯, 2q; 3g, 4g) = A
L
4 (φ, 1q¯, 2q, 3g, 4g) + A
R
4 (φ, 1q¯, 2q, 3g, 4g)
+ AL4 (φ, 1q¯, 3g, 2q, 4g) + A
L
4 (φ, 1q¯, 2q, 4g, 3g)
+ AR4 (φ, 1q¯, 2q, 4g, 3g) + A
L
4 (φ, 1q¯, 4g, 2q, 3g) . (5.5)
All of these colour decomposition equations, namely eqs. (5.1, 5.2, 5.4, 5.5) are
equally valid if φ is replaced by a φ† or a Higgs boson H . Sample diagrams con-
tributing to each of the primitive amplitudes are shown in Figure 5.1.
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Figure 5.1: Sample diagrams contributing to the primitive amplitudes, from left
to right we have; the left piece AL4 (φ, 1q¯, 2q, 3g, 4g), the subleading right piece
AR4 (φ, 1q¯, 2q, 3g, 4g), terms which contain a closed fermion loop (the Nf piece),
Af4(φ, 1q¯, 2q, 3g, 4g) and the subleading left piece A
L
4 (φ, 1q¯, 2g, 3q, 4g). The φ field
can attach to any gluon line in the diagram.
5.1.2 Known analytic results for Hqqjj amplitudes
In this section we review results from the literature and collect formulae, for both tree
and one-loop results, that will be useful in constructing the Higgs NMHV amplitude.
Tree level results
The results for the tree graphs that are primarily of interest here, i.e. φq¯qgg ampli-
tudes with gluons of the same helicity, are:
−iA(0)4 (φ, 1−q¯ , 2+q , 3−g , 4−g ) = −
〈3 |pφ| 2]2 〈4 1〉
[2 4] s124
[
1
s12
+
1
s41
]
− 〈4 |pφ| 2]
2 〈1 3〉
[2 3] s12 s123
+
〈1 |pφ| 2]2
〈1 2〉 [2 4] [2 3] [3 4] , (5.6)
−iA(0)4 (φ, 1−q¯ , 2+q , 3+g , 4+g ) = 0 , (5.7)
and for the subleading colour piece,
−iA(0)4 (φ, 1−q¯ , 2−g , 3+q , 4−g ) = −
〈4 |pφ| 3]2
[1 2] [2 3] s123
− 〈2 |pφ| 3]
2
[3 4] [4 1] s341
, (5.8)
−iA(0)4 (φ, 1−q¯ , 2+g , 3+q , 4+g ) = 0 . (5.9)
A summary of our spinor notation is given in Appendix A. Compact analytic ex-
pressions for all helicity amplitudes are presented in references [109, 208].
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By using parity and charge conjugation [209], we can relate these φq¯qgg ampli-
tudes to ones for φ†q¯qgg with the same helicity assignments of quark and antiquark.
This relation, valid at any order of perturbation theory, n, reads,
A(n)4 (φ†, 1−hqq¯ , 2hqq , 3h3g , 4h4g ) = −
[
A(n)4 (φ, 2−hqq¯ , 1hqq , 4−h4g , 3−h3g )
]∣∣∣∣
〈i j〉↔[j i]
. (5.10)
We thus see that the φ† amplitude in which we are interested is zero,
−iA(0)4 (φ†, 1−q¯ , 2+q , 3−g , 4−g ) = 0 , (5.11)
so that, at tree-level, the NMHV Higgs amplitude in which we will ultimately be
interested is simply given by Eq. (5.6).
Hq¯qq¯q amplitudes
The full one-loop results for this process, both for pairs of identical and non-identical
quarks, are already available in the literature. The matrix element squared has been
computed in ref. [104], with results for the amplitude presented in ref. [109].
Hq¯qgg amplitudes
In principle there are 8 combinations of amplitudes, since helicity is conserved on the
quark line, but because of parity invariance only four Higgs amplitudes are indepen-
dent. The references to the amplitudes already calculated in the literature are given
in Table 5.1. From this table we see that the Higgs amplitude A(H, 1−q¯ , 2+q , 3−g , 4−g )
requires, in addition to the calculation of a previously unknown φ amplitude, also
the results for the corresponding φ† amplitude from ref. [109].
The φ† results that we shall need can be derived from the following amplitudes
in the case of A4;1,
− iAL4 (φ, 1−q¯ , 2+q , 3+g , 4+g ) = 2i A(0)4 (φ†, 1−q¯ , 2+q , 3+g , 4+g )
+
1
2
[
− 〈1 |pφ| 4]〈2 3〉 〈3 4〉 +
〈1 2〉 [2 3] 〈3 1〉
〈2 3〉 〈3 4〉 〈4 1〉
]
− 1
3
〈1 3〉 [3 4] 〈4 1〉
〈1 2〉 〈3 4〉2 , (5.12)
− iAR4 (φ, 1−q¯ , 2+q , 3+g , 4+g ) = −
1
2
[
− 〈1 |pφ| 4]〈2 3〉 〈3 4〉 +
〈1 2〉 [2 3] 〈3 1〉
〈2 3〉 〈3 4〉 〈4 1〉
]
, (5.13)
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H amplitude φ amplitude φ† amplitude
A(H, 1−q¯ , 2+q , 3+g , 4+g ) A(φ, 1−q¯ , 2+q , 3+g , 4+g ) [106,109] A(φ†, 1−q¯ , 2+q , 3+g , 4+g )
A(H, 1−q¯ , 2+q , 3−g , 4−g ) A(φ, 1−q¯ , 2+q , 3−g , 4−g ) A(φ†, 1−q¯ , 2+q , 3−g , 4−g ) [106,109]
A(H, 1−q¯ , 2+q , 3+g , 4−g ) A(φ, 1−q¯ , 2+q , 3+g , 4−g ) [109] A(φ†, 1−q¯ , 2+q , 3+g , 4−g ) [109]
A(H, 1−q¯ , 2+q , 3−g , 4+g ) A(φ, 1−q¯ , 2+q , 3−g , 4+g ) [109] A(φ†, 1−q¯ , 2+q , 3−g , 4+g ) [109]
Table 5.1: φ and φ† amplitudes needed to construct a given one-loop Hq¯qgg ampli-
tude, together with the references where they can be obtained. In all cases the φ†
amplitudes are constructed from the φ amplitudes given in the reference, using the
parity operation. The cases where the gluons have the same helicity, which have no
associated references, are the subject of this chapter.
− iAf4(φ, 1−q¯ , 2+q , 3+g , 4+g ) =
1
3
〈1 3〉 [3 4] 〈4 1〉
〈1 2〉 〈3 4〉2 , (5.14)
whilst the subleading partial amplitude A4;3 also requires the results,
−iAL4 (φ, 1−q¯ , 2+g , 3+q , 4+g ) =
〈1 3〉2 [3 4]
2 〈1 2〉 〈2 3〉 〈3 4〉 −
2〈1 |pφ| 4]2
〈1 2〉 〈2 3〉 s123 −
〈1 3〉 〈1 |pφ| 2]
2 〈2 3〉 〈3 4〉 〈4 1〉 ,
(5.15)
Af4(φ, 1
−
q¯ , 2
+, 3+q , 4
+
g ) = 0. (5.16)
To obtain the form that is most useful for the calculation of A(H, 1−q¯ , 2+q , 3−g , 4−g ),
we relate the φ†q¯qgg amplitudes to the φq¯qgg ones by using the relation in Eq. (5.10).
Thus we obtain the required results by performing the transformation 1↔ 2, 3↔ 4,
〈〉 ↔ [] and reversing the sign. The amplitudes contributing to A4;1 are,
− iAL4 (φ†, 1−q¯ , 2+q , 3−g , 4−g ) = 2i A(0)4 (φ, 1−q¯ , 2+q , 3−g , 4−g )
+
1
2
[
−〈3 |pφ| 2]
[1 4] [3 4]
+
[2 1] 〈1 4〉 [2 4]
[1 4] [3 4] [2 3]
]
− 1
3
[2 4] 〈3 4〉 [2 3]
[1 2] [3 4]2
. (5.17)
−iAR4 (φ†, 1−q¯ , 2+q , 3−g , 4−g ) =
1
2
[ 〈3 |pφ| 2]
[1 4] [3 4]
− [2 1] 〈1 4〉 [2 4]
[1 4] [3 4] [2 3]
]
, (5.18)
−iAf4(φ†, 1−q¯ , 2+q , 3−g , 4−g ) =
1
3
[2 4] 〈3 4〉 [2 3]
[1 2] [3 4]2
, (5.19)
while the additional subleading contributions become,
−iAL4 (φ†, 1−q¯ , 3−g , 2+q , 4−g ) = 2
〈3 |pφ| 2]2
[2 4] [4 1] s124
+
1
2
[
[2 1] 〈4 |pφ| 2]
[4 1] [1 3] [3 2]
− 3 [1 2]
2 〈1 3〉
[2 4] [4 1] [1 3]
]
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= i A
(0)
4 (φ, 1
−
q¯ , 3
−
g , 2
+
q , 4
−
g )
+ terms antisymmetric in {3↔ 4} . (5.20)
We note that all of these amplitudes are finite because of the vanishing of the
corresponding tree-level results (see section 5.1.2).
5.2 One-loop results
In this section we present analytic expressions for the full one-loop corrections to
the process A(1)4 (φ, 1−q¯ , 2+q , 3−g , 4−g ). All expressions are presented un-renormalised in
the four-dimensional helicity (FDH) scheme (setting δR = 0) or ’t Hooft-Veltman
scheme (setting δR = 1).
We employ the generalised unitarity method described in chapters 2 and 3 [120,
122, 123, 127, 128] to calculate the cut-constructible parts of the left-moving, right-
moving and Nf one-loop amplitudes. This relies on the familiar expansion of a
one-loop amplitude in terms of scalar basis integrals,
Acut−cons.4 (φ, 1
−
q , 2
+
q , 3
−
g , 4
−
g ) =
∑
i
C4;iI4;i +
∑
i
C3;iI3;i +
∑
i
C2;iI2;i. (5.21)
In this sum each j-point scalar basis integral (Ij;i) appears with a coefficient Cj;i.
The sum over i represents the sum over the partitions of the external momenta
over the j legs of the basis integral. We use the methods described in previous
chapters [120, 122, 132] to obtain the coefficients. Results were obtained using the
QGRAF [207], FORM [210] and S@M [204] packages in order to control the extensive
algebra.
5.2.1 Results for A4;1(φ, 1q¯, 2q, 3
−
g , 4
−
g )
The partial amplitude A4;1(φ, 1q¯, 2q, 3
−
g , 4
−
g ) is calculated from three primitive am-
plitudes according to Eq. (5.4). We shall deal with each of these ingredients in
turn.
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AL4 (φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g )
The full result for this primitive amplitude is given by,
− iAL4 (φ, 1−q¯ , 2+q , 3−g , 4−g ) = −iA(0)4 (φ, 1−q¯ , 2+q , 3−g , 4−g )× V L1
− s
2
134
2 [1 4] [3 4] 〈2 |pφ| 3]
[
F1m4F (s14, s34; s134) + F
2mh
4F (s12, s134; s34, m
2
φ)
]
+
〈1 |pφ| 2]2
2〈1 |pφ| 4] [2 3] [3 4]
[
F1m4F (s34, s23; s234) + F
2mh
4F (s12, s234; s34, m
2
φ)
]
+
1
2
[ m4φ〈1 4〉2 〈2 4〉
〈1 2〉 〈2 |pφ| 3] 〈4 |pφ| 3] s124 −
〈3 |pφ| 2]3
[1 2] [2 4] 〈3 |pφ| 4] s124
]
F1m4F (s12, s14; s124)
+
1
2
[ [2 3]2〈4 |pφ| 1]3
[1 2] [1 3]3 〈4 |pφ| 3] s123
− m
4
φ〈1 3〉3
〈1 2〉 〈1 |pφ| 4] 〈3 |pφ| 4] s123
]
F1m4F (s12, s23; s123)
+
1
2
[ 〈4 |pφ| 2]3
[1 2] [2 3] 〈4 |pφ| 3] s123 −
m4φ〈1 3〉3
〈1 2〉 〈1 |pφ| 4] 〈3 |pφ| 4] s123
]
×
[
F2mh4F (s34, s123; s12, m
2
φ) + F
2mh
4F (s14, s123; s23, m
2
φ)
]
+
1
2
[ m4φ〈1 4〉2 〈2 4〉
〈1 2〉 〈2 |pφ| 3] 〈4 |pφ| 3] s124 −
〈3 |pφ| 2]2 〈3 |pφ| 1]
[1 2] [1 4] 〈3 |pφ| 4] s124
]
×
[
F2mh4F (s34, s124; s12, m
2
φ) + F
2mh
4F (s23, s124; s14, m
2
φ)
]
− C3;φ|12|34(φ, 1−q¯ , 2+q , 3−g , 4−g ) F3m3 (s12, s34, m2φ)
− C3;φ|41|23(φ, 1−q¯ , 2+q , 3−g , 4−g ) F3m3 (s23, s14, m2φ)
+
2〈1 3〉2 〈3 4〉 〈4 |pφ| 3] [1 2]
3
Lˆ3(s123, s12)
− 〈3 4〉 〈3 1〉 (〈4 |pφ| 2] [1 3]− 3 〈4 |pφ| 1] [2 3])
6 [3 1]
Lˆ2(s123, s12)
+
〈1 3〉
(
16〈4 |pφ| 2]2[1 3]2 − 3 〈4 |pφ| 2] 〈4 |pφ| 3] [2 1] [3 1] + 6〈4 |pφ| 1]2[2 3]2
)
6s123[3 1]
2 [3 2]
×Lˆ1(s123, s12)
− 2s124〈3 4〉
2 〈1 4〉 [4 2]
3
Lˆ3(s124, s12)
+ 〈3 4〉 〈1 4〉 2 〈3 |pφ| 2] [1 4]− 3 〈3 |pφ| 4] [1 2]
6 [4 1]
Lˆ2(s124, s12)
+
〈3 |pφ| 2] (9 s124 〈3 4〉 [2 1] + 22 〈3 |pφ| 2] 〈4 2〉 [1 2])
6 s124 [4 1] [2 1]
Lˆ1(s124, s12)
− 〈1 4〉 〈1 3〉 〈4 |pφ| 1] [1 2]
2 [3 1]
Lˆ2(s123, s23)
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− 〈1 3〉 〈4 |pφ| 1] 3 〈4 |pφ| 2] [1 3] + 2 〈4 |pφ| 1] [2 3]
2s123[1 3]
2 Lˆ1(s123, s23)
+
s234 〈1 4〉 〈3 4〉 [4 2]
2 [4 3]
Lˆ2(s234, s23)− 3〈3 4〉 〈1 |pφ| 2]
2 [4 3]
Lˆ1(s234, s23)
+RL(φ, 1−q , 2
+
q , 3
−
g , 4
−
g ) , (5.22)
with,
V L1 = −
1
ǫ2
[(
µ2
−s23
)ǫ
+
(
µ2
−s34
)ǫ
+
(
µ2
−s41
)ǫ]
+
13
6ǫ
(
µ2
−s12
)ǫ
+
119
18
− δR
6
,
(5.23)
and the remaining rational terms given by,
RL(φ, 1−q , 2
+
q , 3
−
g , 4
−
g ) = −
〈3 4〉 〈3 |pφ| 2]
(
2 〈2 4〉 [4 2]− 〈1 2〉 [2 1]
)
12s124 〈1 2〉 [2 1] [4 1]
+
〈2 3〉 〈4 |pφ| 2]2
(
3 〈1 2〉 [2 1]− 2 〈2 3〉 [3 2]
)
+ 2 〈1 3〉2 〈2 4〉 〈4 |pφ| 1] [2 1] [3 2]
12s123 〈1 2〉 〈2 3〉 [2 1] [3 1] [3 2]
+
5 〈3 4〉2
12 〈2 3〉 [3 1] −
5 〈3 4〉 〈4 |pφ| 2]
6 〈2 3〉 [3 1] [3 2] +
〈4 |pφ| 2]2
6 〈1 2〉 [2 1] [3 1] [3 2]
− 〈1 3〉 〈1 4〉 〈2 4〉 [2 1]
3 〈1 2〉 〈2 3〉 [3 1] [3 2] −
〈1 3〉 〈3 4〉
12 〈1 2〉 [4 1] −
〈3 4〉2 [4 2]
6 〈1 2〉 [2 1] [4 1] +
〈1 3〉 〈2 4〉 〈4 |P13| 4]
4 〈1 2〉 〈2 3〉 [3 1] [4 3]
− 〈1 3〉 〈4 |P13| 4]
3 〈1 2〉 [4 1] [4 3] −
5 〈1 4〉2 [4 1]
12 〈1 2〉 [3 1] [4 3] +
〈1 4〉2 [4 2]
6 〈1 2〉 [3 2] [4 3] . (5.24)
The coefficients of the three mass triangles were calculated using the method of
ref. [122],
C3;φ|12|34(φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g ) =
∑
γ=γ±
m4φ〈3 4〉3
〈
1K♭1
〉2
γ(γ −m2φ)〈1 2〉
〈
3K♭1
〉〈
4K♭1
〉 , (5.25)
with K1 = −p1 − p2 − p3 − p4, K2 = −p1 − p2 and the massless vector K♭1 given by,
K♭ µ1 = γ
γKµ1 −K21Kµ2
γ2 −K21K22
, (5.26)
and where γ is given by the two solutions,
γ± = K1 ·K2 ±
√
(K1 ·K2)2 −K21K22 . (5.27)
The other triangle coefficient is,
C3;φ|41|23(φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g ) = −
∑
γ=γ±
m4φ〈1 4〉2
〈
3K♭1
〉2
2γ(γ −m2φ)
〈
1K♭1
〉〈
2K♭1
〉 , (5.28)
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with K1 = −p1− p2− p3− p4, K2 = −p1− p4 and K♭1 given in terms of these vectors
by Eq. (5.26).
The definitions of the box integral functions F1m4F and F
2mh
4F can be found in
Appendix B, together with expressions for Lˆ1, Lˆ2 and Lˆ3. In addition to logarithms
and polynomial denominators, the latter functions also contain rational terms that
protect them from unphysical singularities. Thus, for example,
Lˆ2(s, t) =
log (s/t)
(s− t)2 −
1
2(s− t)
(
1
s
+
1
t
)
,
which is finite in the limit that s→ t.
AR4 (φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g )
The result for the right-moving amplitude, AR4 (φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g ) is,
−iAR4 (φ, 1−q¯ , 2+q , 3−g , 4−g ) = −iA(0)4 (φ, 1−q¯ , 2+q , 3−g , 4−g ) × V R
+
[1 2]2〈4 |pφ| 3]2
2[1 3]3[2 3]s123
F1m4F (s12, s23; s123) +
〈3 |pφ| 2]2
2 [1 4] [2 4] s124
F1m4F (s14, s12; s124)
+
〈1 |pφ| 2]2
2[2 3][3 4]〈1 |pφ| 4] F
2mh
4F (s14, s234; s23, m
2
φ)
− s
2
134
2[1 4][3 4]〈2 |pφ| 3] F
2mh
4F (s23, s134; s14, m
2
φ)
− C3;φ|41|23(φ, 1−q¯ , 2+q , 3−g , 4−g ) F3m3 (s23, s14, m2φ)
− 1
2
〈1 4〉2[1 2]2〈3 |pφ| 4]2
[1 4] [2 4] s124
Lˆ2(s124, s12)
− 2〈3 4〉 〈3 |pφ| 2]
[1 4]
Lˆ1(s124, s12) +
1
2
〈3 |pφ| 2]2
[1 4] [2 4] s124
Lˆ0(s124, s12)
+
1
2
〈1 4〉2[2 4]2s2234
[2 3] [3 4] 〈1 |pφ| 4] Lˆ2(s234, s23) + 2
〈3 4〉 〈1 |pφ| 2]
[3 4]
Lˆ1(s234, s23)
− 1
2
〈1 |pφ| 2]2
[2 3] [3 4] 〈1 |pφ| 4] Lˆ0(s234, s23)
− 1
2
(
〈1 2〉 [1 2] 〈4 |pφ| 1]
)2
[2 3]
[1 3]3s123
Lˆ2(s123, s23)
+ 2
〈1 3〉 [1 2] 〈4 |pφ| 3] 〈4 |pφ| 1]
〈2 3〉 [1 3]2 [2 3] Lˆ1(s123, s23)
+
[
− 2〈1 3〉 [1 2] 〈4 |pφ| 3] 〈4 |pφ| 1]
s123[1 3]
2 〈2 3〉 [2 3] +
1
2
〈4 |pφ| 1]2 [2 3]
[1 3]3s123
]
Lˆ0(s123, s23)
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− 1
2
(
〈1 3〉 [1 2] 〈4 |pφ| 3]
)2
[1 3] [2 3] s123
Lˆ2(s123, s12)
− 〈3 4〉 [1 2] 〈4 |pφ| 3] (−2 〈1 3〉 [1 3]− 〈2 3〉 [2 3])〈2 3〉 [1 3]2 [2 3] Lˆ1(s123, s12)
+ [1 2] 〈4 |pφ| 3] 〈2 3〉 〈4 |pφ| 2] + 2 〈1 3〉 〈4 |pφ| 1]
[1 3]2 〈2 3〉 [2 3] s123
Lˆ0(s123, s12)
+ RR(φ, 1−q , 2
+
q , 3
−
g , 4
−
g ) , (5.29)
with
V R = − 1
ǫ2
(
µ2
−s12
)ǫ
− 3
2ǫ
(
µ2
−s12
)ǫ
− 7
2
− δR
2
. (5.30)
The remaining rational pieces in Eq. (have the following form:
RR(φ, 1−q , 2
+
q , 3
−
g , 4
−
g ) = −
〈2 4〉2 [2 1]2
2 〈2 3〉 [3 1]3 +
〈4 |pφ| 3]2 [2 1]2
2s123 [3 1]
3 [3 2]
− 〈1 4〉
2 [2 1]
2 〈1 2〉 [3 1] [3 2]
+
[2 1]
(〈1 3〉2 〈2 3〉 〈4 |pφ| 3]2 [3 1]2 + 〈1 2〉3 〈4 |pφ| 1]2 [2 1] [3 2])
4s2123 〈1 2〉 〈2 3〉 [3 1]3 [3 2]
+
〈3 |pφ| 2]2
2s124 [4 1] [4 2]
− 〈1 3〉
2 [2 1]
2 〈1 2〉 [4 1] [4 2] +
〈1 4〉2 〈3 |pφ| 4]2 [2 1]
4s2124 〈1 2〉 [4 1] [4 2]
+
〈1 3〉 〈1 4〉 [4 2]
2 〈1 |pφ| 4] [4 3] +
s234 〈1 4〉2 [4 2]2
4 〈2 3〉 〈1 |pφ| 4] [3 2]2 [4 3]
+
〈1 4〉2 [4 2]2
2 〈1 |pφ| 4] [3 2] [4 3] . (5.31)
Af4(φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g )
The fermion loop contribution is,
−iAf4(φ, 1−q¯ , 2+q , 3−g , 4−g ) = −iA(0)4 (φ, 1−q¯ , 2+q , 3−g , 4−g )×
[
− 2
3ǫ
(
µ2
−s12
)ǫ
− 10
9
]
− 2
3
〈1 3〉2 〈3 4〉 [1 2] 〈4 |pφ| 3] Lˆ3(s123, s12)− 2
3
〈1 4〉2 〈3 4〉 [1 2] 〈3 |pφ| 4] Lˆ3(s124, s12)
− 1
3
〈1 3〉 〈3 4〉 〈4 |pφ| 2] Lˆ2(s123, s12)− 1
3
〈1 4〉 〈3 4〉 〈3 |pφ| 2] Lˆ2(s124, s12)
− 2
3
〈1 3〉 〈4 |pφ| 2]2
〈1 2〉 [2 3] [1 2] Lˆ1(s123, s12) +
2
3
〈1 4〉 〈3 |pφ| 2]2
〈1 2〉 [2 4] [1 2] Lˆ1(s124, s12)
+
2
3
〈1 3〉 〈4 |pφ| 2]2
〈1 2〉 [1 2] [2 3] s123 Lˆ0(s123, s12) +
2
3
(s12 + s14)〈3 |pφ| 2]2
〈1 2〉 [1 4] [2 4] [1 2] s124 Lˆ0(s124, s12)
+
〈1 3〉 〈3 4〉 〈4 |pφ| 2]
6 〈1 2〉 [1 2] s123 +
〈1 4〉 〈3 4〉 〈3 |pφ| 2]
6 〈1 2〉 [1 2] s124 −
1
3
〈1 3〉 〈1 4〉
〈1 2〉 [3 4] . (5.32)
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Relation for rational terms
We note that the rational terms in the three leading colour primitive amplitudes
obey,
R
{
AL4 (φ, 1q¯, 2q, 3g, 4g) + A
R
4 (φ, 1q¯, 2q, 3g, 4g) + A
f
4(φ, 1q¯, 2q, 3g, 4g)
}
+2A
(0)
4 (φ
†, 1q¯, 2q, 3g, 4g) = 0 , (5.33)
a formula analogous to that found in super-symmetric decompositions of QCD am-
plitudes [117]. This property is helicity independent and has also been checked for
the previously known MHV amplitudes [109]. For the NMHV helicity assignment
at hand, namely (1−q¯ , 2
+
q , 3
−
g , 4
−
g ), we note that the tree graph result that appears in
Eq. (5.33) is zero (c.f. Eq. (5.11)). We stress that the R operation extracts the full
rational term, including completion terms from the functions Lˆ3 and Lˆ2. Thus it
corresponds to dropping all logarithms, box functions and V -functions.
We conclude this section by noting that the three primitive amplitudes for the
helicity assignment (1−q¯ , 2
+
q , 3
+
g , 4
+
g ) also satisfy Eq. (5.33). For these amplitudes,
which are purely rational, the R operation leaves the amplitude unchanged.
5.2.2 Results for A4;3(φ, 1q¯, 2q, 3
−
g , 4
−
g )
We can calculate the result for A4;3 using Eq. (5.5). Given the results for A
4
L and
A4R in the previous section the only missing ingredient is A
L
4 (φ, 1
−
q¯ , 2
−
g , 3
+
q , 4
−
g ).
Box-related terms for AL4 (φ, 1
−
q¯ , 2
−
g , 3
+
q , 4
−
g )
The calculation of the box-related terms in φq¯gqg (−−+−) is easily performed using
the methods given in ref. [120]. The result is,
− iAL,box4 (φ, 1−q¯ , 2−g , 3+q , 4−g ) = −iA(0)4 (φ, 1−q¯ , 2−g , 3+q , 4−g )× V L4
+
1
2
( 〈1 2〉2m4φ
〈1 |pφ| 4] 〈3 |pφ| 4] s123 F
1m
4F (s12, s23; s123)−
〈2 |pφ| 3]2
[1 4] [3 4] s134
F1m4F (s14, s34; s134)
− [3 4]
2 〈1 |pφ| 2]2
[3 2] [2 4]3 〈1 |pφ| 4]
F1m4F (s23, s34; s234)−
s2124
[1 2] [2 4] 〈3 |pφ| 4] F
1m
4F (s12, s14; s124)
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− 〈3 |pφ| 1] s
2
124
[1 2] [1 4] 〈3 |pφ| 4] 〈3 |pφ| 2] F
2mh
4F (s23, s124; s14, m
2
φ)
+
〈1 |pφ| 3]3
[2 3] [3 4] 〈1 |pφ| 4] 〈1 |pφ| 2] F
2mh
4F (s12, s234; s34, m
2
φ)
+
1
s123
[
m4φ〈1 2〉2
〈3 |pφ| 4] 〈1 |pφ| 4] +
〈4 |pφ| 3]2
[1 2] [2 3]
]
×
[
F2mh4F (s34, s123; s12, m
2
φ) + F
2mh
4F (s14, s123; s23, m
2
φ)
])
, (5.34)
with
V L4 = −
1
ǫ2
[(
µ2
−s34
)ǫ
+
(
µ2
−s41
)ǫ]
+
1
3ǫ
(
µ2
−s123
)ǫ
+
7
4
− δR
3
. (5.35)
As we shall see in the next section, no further information is required for the calcu-
lation of the A4;3 which is completely determined by box diagrams alone.
Full result for A4;3
The full result for the partial amplitude A4;3 is,
− iA4;3(φ, 1−q¯ , 2+q , 3−g , 4−g ) = −iA(0)4 (φ, 1−q¯ , 2+q , 3−g , 4−g )× V5(s12, s34, s13, s24)
+
{
1
2
(
1
s123
[
〈4 |pφ| 3]2 [1 2]2
[1 3]3 [2 3]
+
[2 3]2 〈4 |pφ| 1]3
[1 3]3 [1 2] 〈4 |pφ| 3]
− m
4
φ 〈1 3〉3
〈1 2〉 〈1 |pφ| 4] 〈3 |pφ| 4]
]
× F1m4F (s12, s23; s123)
+
1
s124
[
m4φ 〈1 4〉2 〈2 4〉
〈1 2〉 〈2 |pφ| 3] 〈4 |pφ| 3] −
〈3 |pφ| 2]2 〈3 |pφ| 1]
[1 4] 〈3 |pφ| 4] [1 2]
]
F1m4F (s12, s14; s124)
+
1
s123
[
m4φ 〈1 3〉2
〈1 |pφ| 4] 〈2 |pφ| 4] −
〈4 |pφ| 2]2
[1 3] [2 3]
]
F1m4F (s13, s23; s123)
− s
2
341
[1 3] [3 4] 〈2 |pφ| 4]
[
F1m4F (s13, s14; s341) + F
2mh
4F (s23, s341, s14, m
2
φ)
]
− s
2
341
[1 4] [3 4] 〈2 |pφ| 3]
[
F1m4F (s14, s34; s341) + F
2mh
4F (s12, s341, s34, m
2
φ)
]
+
〈1 |pφ| 2]2
[2 3] [3 4] 〈1 |pφ| 4]
[
F1m4F (s23, s34; s234) + F
2mh
4F (s12, s234, s34, m
2
φ)
]
− [2 4]
2 〈1 |pφ| 3]2
[2 3] [3 4]3 〈1 |pφ| 4]
F1m4F (s23, s24; s234)
+
〈1 |pφ| 2]2
〈1 |pφ| 3] [2 4] [3 4] F
2mh
4F (s14, s234, s23, m
2
φ)
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+
1
s123
[
− m
4
φ 〈1 3〉2 〈2 3〉
〈1 2〉 〈2 |pφ| 4] 〈3 |pφ| 4] +
〈4 |pφ| 2]2
〈4 |pφ| 3]
〈4 |pφ| 1]
[1 2] [1 3]
]
× F2mh4F (s14, s123, s23, m2φ)
+
1
s123
[
m4φ 〈1 3〉3
〈1 2〉 〈3 |pφ| 4] 〈1 |pφ| 4] −
〈4 |pφ| 2]3
〈4 |pφ| 3] [1 2] [2 3]
]
× F2mh4F (s24, s123, s13, m2φ)
+
1
s123
[
− m
4
φ 〈1 3〉2
〈2 |pφ| 4] 〈1 |pφ| 4] +
〈4 |pφ| 2]2
[1 3] [2 3]
]
F2mh4F (s34, s123, s12, m
2
φ)
)}
+
{
3↔ 4
}
, (5.36)
where the function containing poles and associated logarithms is conveniently writ-
ten as,
V5(s12, s34, s13, s24) = − 1
ǫ2
[(
µ2
−s12
)ǫ
+
(
µ2
−s34
)ǫ
−
(
µ2
−s13
)ǫ
−
(
µ2
−s24
)ǫ]
.
(5.37)
We note that the apparent double pole in ǫ in Eq. (5.37) is cancelled upon expanding
about ǫ = 0.
This result for the φ amplitude is particularly simple, containing neither bub-
ble contributions nor rational terms. This is also true for the helicity amplitude
A4;3(φ, 1q¯, 2q, 3
−
g , 4
+
g )
2, which can easily be checked using the previously calculated
results in ref. [109]. It is therefore more efficient to program the full result for A4;3,
rather than to program the individual primitive amplitudes using Eq. (5.5).
Furthermore, for the case of two negative gluon helicities calculated here one can
check using Eq. (5.5) that the corresponding φ† amplitude is zero. Therefore we
have,
A4;3(H, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g ) = iA4;3(A, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g ) = A4;3(φ, 1
−
q¯ , 2
+
q , 3
−
g , 4
−
g ) . (5.38)
2The amplitude A4;3(φ, 1q¯, 2q, 3
+
g , 4
−
g ) is not independent and is obtained by swapping labels 3
and 4.
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5.3 Numerical results
Here we present evaluations of the new amplitudes at the same kinematic point as
used in the previous chapter (eq. 4.49) and in the literature [104, 109]. We have
used a scale µ = mH , set δR = 1 (corresponding to the ’t Hooft-Veltman scheme)
and, in assembling the amplitude A4;1, have used Nf = 5. The results for the final
Higgs amplitudes presented in Table 5.2 agree with those from the semi-numerical
calculation of ref. [104] to one part in 108. Note that these results depend on
an overall phase that can be removed by dividing out by the corresponding Born
calculation. Using the analytic expressions for all the Hgggg, Hq¯qgg and Hq¯qq¯′q′
amplitudes that are now available we can also confirm the numerical values for the
matrix elements squared given in ref. [104].
5.4 Summary
In this chapter we have computed the last analytically unknown helicity amplitude
contributing to the NLO corrections to Higgs plus two jet production at hadron
colliders. Once again we used the unitarity method to calculate the cut-constructible
pieces of the amplitude, and Feynman diagrams to calculate the entire rational
part. We verified our results using the semi-numerical code of [104]. The analytic
calculations needed for this thesis are hence complete and in the next chapter we
turn our attention to using the results to perform some phenomenology.
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(φ, 1−q¯ , 2
+
q , 3
−
g , 4
−
g ) (φ
†, 1−q¯ , 2
+
q , 3
−
g , 4
−
g )
1/ǫ2 1/ǫ ǫ0 ǫ0
A
(0)
4 0 0 +6.49907535901 0
−2.39308144816 i
AL4 −19.49722607702 −64.62496304875 −31.60558356648 −17.35549203005
+7.17924434447 i −45.76112071571 i −137.56039301452 i +6.14361664194 i
AR4 −6.49907535901 −23.12631834140 −48.74190400225 +4.58546771410
+2.39308144816 i −14.67020390044 i −39.06265552875 i −1.38718545292 i
Af4 0 −4.33271690600 −14.98058321393 −0.22812640212
+1.59538763210 i −9.88874973495 i +0.02973170727 i
A4;1 −18.77510659269 −69.27656696526 −51.15745514499 −18.24519911293
+6.91334640579 i −41.47211867326 i −149.70134751402 i +6.34730120438 i
A4;3 0 +2.61083477136 +17.75737443413 0
−0.05119106396 i +4.93097014463 i
Table 5.2: Numerical values of φq¯qgg and φ†q¯qgg primitive amplitudes (above)
and the amplitudes multiplying the two different colour structures (below), at the
kinematic point defined in eq. (4.49).
Chapter 6
Phenomenological Studies
6.1 Introduction
In this chapter we present phenomenological results for the production of a Higgs
boson in association with two jets. From chapter 1 we recall that our calculation is
performed at next-to-leading order (NLO) using an effective Lagrangian to express
the coupling of gluons to the Higgs field [65],
LintH =
C
2
H trGµν G
µν , (6.1)
where the trace is over the color degrees of freedom. At the order required in this
paper, the coefficient C is given in the MS scheme by [64, 72],
C =
αS
6πv
(
1 +
11
4π
αS
)
+O(α3S), . (6.2)
where v is the vacuum expectation value of the Higgs field, v = 246 GeV.
This effective Lagrangian replaces the full one-loop coupling of the Higgs boson to
the gluons via an intermediate top quark loop by an effective local operator. This
approximation is valid in the limit mH < 2mt and, in the presence of additional
jets, when the transverse momenta of the jets is not much larger than the top mass
mt [66]. A commonly used improvement of the effective Lagrangian approximation
is to multiply the resulting differential jet cross section by a ratio R given by,
R =
σfinite mt(gg → H)
σmt→∞(gg → H)
, (6.3)
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where σ(gg → H) is the total cross section. Setting x = 4m2t/m2H the correction for
the finite mass of the top quark in the region x > 1 is [72],
R =
[
3x
2
(
1− (x− 1)
[
sin−1
1√
x
]2)]2
. (6.4)
This quantity when used to normalise an effective theory cross section provides
a good approximation of the cross section from the full theory, see Ref. [66] and
references therein. However for the case of Higgs + 1 jet it has been found that
the effect of bottom quark loops and additional electroweak diagrams can also be
important [92] and these effects should also be included. Our numerical results for
the Higgs cross section will not include the rescaling of Eqs. (6.3,6.4).
6.2 Improvements from the semi-numeric code
The phenomenology of the production of a Higgs boson in association with two jets
has been presented in Ref. [104, 105] for the case of the LHC operating at
√
s =
14 TeV. The NLO analysis in that paper was based on real matrix elements for the
Higgs+5 parton processes given in Ref. [209], supplemented by the results of Ref. [95,
146] in the cases where these latter results lead to more efficient code. In Ref. [105]
the virtual matrix element corrections for the Higgs + 4 parton process were taken
from Ref. [104]. For the Hgggg and Hqq¯gg sub-processes the virtual corrections
were based on a semi-numerical technique [211], whilst the matrix elements squared
for the one-loop processes Hqq¯q′q¯′ and Hqq¯qq¯ were given analytically in Ref. [104].
In the three years since Ref. [105] was published a great deal of effort has been
devoted to the analytic calculation of one-loop corrections to Higgs + n-parton
amplitudes, with particular emphasis on the n = 4 amplitudes which are relevant
for this study. The complete set of one-loop amplitudes for all Higgs + 4 parton
processes is now available and analytic expressions can be found in the following
references:
• Hgggg: (Chapter 3, Chapter 4) Refs. [106–108,206,208];
• Hq¯qgg: (Chapter 5) Refs. [109, 212];
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• Hq¯qQ¯Q: Ref. [109].
These new analytic results have now been included in the MCFM package, version
5.7 (which may be downloaded from mcfm.fnal.gov), leading to a considerable
improvement in the speed of the code. For the processes involving two quark-
antiquark pairs, the matrix elements squared given in Ref. [104] are implemented in
MCFM, rather than the amplitudes of Ref. [109], because they lead to faster code.
The values of the amplitudes calculated by the new analytic code and the previous
semi-numerical code [105] are in full numerical agreement for all amplitudes.
The improvement in the performance of our numerical code means that it is
appropriate to revisit the phenomenology of Higgs + 2 jet production and to extend
it in a number of ways. The improvement in the speed of the code means that it is
possible to include the decays of the Higgs boson, specifically for the processes:
h1 + h2 → H + j1 + j2 → τ+ + τ− + j1 + j2 (6.5)
h1 + h2 → H + j1 + j2 → b+ b¯+ j1 + j2 (6.6)
h1 + h2 → H + j1 + j2 → W− +W+ + j1 + j2
|| |→ ν + e+
|→ e− + ν¯
(6.7)
h1 + h2 → H + j1 + j2 → Z + Z + j1 + j2
|| |→ e− + e+
|→ µ− + µ+
(6.8)
where h1, h2 represent partons inside the incident hadron beams. All four of these
processes are included in MCFM v5.7.
6.3 Parameters
Throughout this paper we make use of the MSTW2008 parton distribution func-
tions [22], using the LO fit (αs(MZ) = 0.13939 and 1-loop running) for the lowest
order calculation and the NLO fit (αs(MZ) = 0.12018 and 2-loop running) at NLO.
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The W mass and width are chosen to be,
mW = 80.398 GeV, ΓW = 2.1054 GeV . (6.9)
The mass is taken from Ref. [56]. The total width given in Eq. (6.9) is derived from
the measured branching ratio for W → ℓν¯, 10.80 ± 0.09% [56] by using a lowest
order calculation of the partial width,
Γ(W → ℓν¯) = GF√
2
m2W
6π
. (6.10)
This ensures that our calculation incorporates the best possible value for the W
branching ratio which is determined to about 1%. The values of the total Higgs
width are taken from the program hdecay [213], version 3.51.
To define the jets we perform clustering according to the kT algorithm [32], with
jet definitions detailed further below.
6.4 Tevatron results
We use a very simple set of inclusive cuts, with no requirements on the Higgs boson
decay products,
pt(jet) > 15 GeV, |ηjet| < 2.5, Rjet,jet > 0.4 . (6.11)
At the Tevatron the search for the Higgs boson has been divided into jet bins.
To set the stage for this we show in Table 6.1 the expected cross section in each bin
due to the gluon fusion mechanism. The parameter µ is the renormalization and
factorization scale, which we set equal to mH here. We note that next-to-next-to-
leading order (NNLO) results for the Higgs + 0 jet cross section are given in [214],
based on the earlier calculations in Refs. [78, 79, 81]. From table 6.1 columns 3 and
5, we see that the Higgs + ≥ 2 jets bin constitutes about 13% of the cross section
for |ηjet| < 2.5 and 11% with |ηjet| < 2.
It is interesting to compare the number for the fraction of Higgs + ≥ 2 jet events
(|ηjet| < 2) with the percentage extracted from Table 2 of [214], which is quoted
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|ηjet| < 2.5 |ηjet| < 2
Process σLO [fb] σNLO [fb] σLO [fb] σNLO [fb]
Higgs + 0 jets 1.25 1.98 1.25 2.05
Higgs + 1 jets 0.84 1.16 0.74 1.07
Higgs + ≥ 2 jets 0.35 0.48 0.28 0.39
Table 6.1: Cross section for Higgs + jet production and decay into W−(→
µ−ν¯)W+(→ νe+) at √s = 1.96 TeV for MH = µ = 160 GeV. In the second and
third columns, only the cuts of Eq. (6.11) are applied. For the results in the final two
columns the more stringent cut, |ηjet| < 2 is applied, in order to allow a comparison
with Ref. [214].
as 4.9%. Our number is deficient in that it does not include NNLO corrections to
the Higgs + 0 jet rate. Our calculation treats all jet bins consistently at NLO. The
inclusion of the NNLO correction to the Higgs + 0 jet bin will reduce our number.
On the other hand, the calculation of Ref. [214] is deficient because it does not
treat all bins consistently at NNLO, i.e. it does not include NNLO corrections for
the Higgs +1 jet rate or NLO+NNLO effects for the Higgs + ≥ 2 jet rate. We
roughly estimate that including the NNLO effects in the Higgs +0 jet bin would
move our central value from 11% to 10%. Overall, because the corrections are quite
substantial, the theoretical estimate of the fraction of events in the Higgs + ≥ 2 jet
bin is quite uncertain.
Despite the fact that the fraction of events in the Higgs + ≥ 2 jet bin is small,
it is important because the associated uncertainty is large. We investigate this issue
in Table 6.2, where we give the cross section for the process of Eq. (6.7) using
a selection of values for the Higgs mass of current interest for the Tevatron. In
the table we give the results for the leading order and next-to-leading order cross
sections, calculated using LO and NLO MSTW2008 PDFs respectively. For the
range of Higgs masses considered, the QCD corrections increase the cross section
by approximately 40% (for the central value, µ = mH). The theoretical error is
estimated by varying the common renormalization and factorization scale in the
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mH [GeV] 150 160 165 170 180
ΓH [GeV] 0.0174 0.0826 0.243 0.376 0.629
σLO [fb] 0.329
+92%
−45% 0.345
+92%
−44% 0.331
+92%
−44% 0.305
+92%
−44% 0.245
+91%
−44%
σNLO [fb] 0.447
+37%
−30% 0.476
+35%
−31% 0.458
+36%
−31% 0.422
+41%
−30% 0.345
+37%
−31%
R 1.098± 0.003 1.113± 0.003 1.122± 0.004 1.130± 0.005 1.149± 0.005
Table 6.2: Cross section for Higgs + 2 jet production and decay into W−(→
µ−ν¯)W+(→ νe+) at √s = 1.96 TeV. Only the cuts of Eq. (6.11) are applied. The
correction factor for each Higgs mass, given by Eq. (6.4), is also shown.
range, mH/2 < µ < 2mH . As can be seen from the table, even though including
the next-to-leading order corrections leads to a considerable improvement in the
theoretical error, the remaining error is still quite sizeable. We do not include a
factor to correct for the finite top mass, but in order to facilitate comparison with
other calculations we also tabulate this factor R (computed using Eq. (6.4)) using
a value for the top quark mass of mt = 172.5± 2.5 GeV.
In the spirit of Ref. [214], we can now estimate the theoretical uncertainty on the
number of Higgs signal events originating from gluon fusion. By using the fractions
of the Higgs cross section in the different multiplicity bins taken from Ref. [215], we
can update Eq. (4.3) of Ref. [214] (for a Higgs boson of mass 160 GeV) with,
∆Nsignal(scale)
Nsignal
= 60% · (+5%−9%)+ 29% · (+24%−23%)+ 11% · (+35%−31%) = (+13.8%−15.5%) (6.12)
This equation represents the scale variation associated with the Higgs plus 0-, 1-
and ≥ 2-jet cross sections using NNLO (0-jet) and NLO (1- and 2-jet) PDFs. Each
term is weighted by the % of events with the relevant jet multiplicities reported by
the CDF collaboration. Only the uncertainty on the Higgs + ≥ 2 jet bin has been
modified, using the results from Table 6.2. The corresponding determination using
the LO uncertainty in the Higgs + ≥ 2 jet bin is (+20, 0%,−16.9%) [214], so this
represents a modest improvement in the overall theoretical error.
The correspondence of our results with those of Anastasiou et al. is somewhat
obscured by the fact that the total Higgs width used in Ref. [214] is about 7%
smaller at mH = 160 GeV than the value given in our Table 6.2. Taking this fact
6.4. Tevatron results 153
into account and including the finite top mass correction tabulated in Table 6.2 we
find that our NLO Higgs + 1 jet and LO Higgs + 2 jet cross sections in Table 6.1
are in agreement with the corresponding numbers (1.280 and 0.336 fb) from Table 2
of Ref. [214].
6.4.1 Effect of additional search cuts
We also investigate the behaviour of the LO and NLO predictions in the kinematic
region relevant for the latest Tevatron Higgs exclusion limits. Therefore, in addition
to the jet cuts above, we also consider cuts on the decay products of the W/W ⋆ that
are produced by the Higgs boson. These cuts correspond very closely to a recent
CDF analysis [216], although the treatment of lepton acceptance is simplified.
• One of the leptons from the W decays (the “trigger” lepton, ℓ1) is required
to be relatively hard and central, pℓ1t > 20 GeV, |ηℓ1| < 0.8 whilst the other
(ℓ2) may be either softer or produced at slightly higher pseudorapidity, p
ℓ2
t >
10 GeV, |ηℓ2| < 1.1.
• The invariant mass of the lepton pair is bounded from below (to eliminate
virtual photon contributions), mℓ1ℓ2 > 16 GeV.
• Each lepton must be isolated. Any jet found by the algorithm that lies within
a η− φ distance of 0.4 from a lepton should have a transverse momentum less
than 10% of that of the lepton itself.
• The missing transverse momentum – in our parton level study, the sum of
the two neutrino momenta – is constrained using the Et/
spec variable defined
by [216],
Et/
spec = Et/ sin
[
min
(
∆φ,
π
2
)]
. (6.13)
∆φ is the distance between the Et/ vector and the nearest lepton or jet. We
require that Et/
spec > 25 GeV.
In Figure 6.1 we see the scale dependence of the LO and NLO cross sections for
mH = 160 GeV. The upper two curves show the case of the minimal set of cuts in
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Eq. (6.11) and the lower curves show the results when including the Higgs search
cuts above. Applying the additional cuts on the Higgs decay products does not
change the scale dependence, indicating that the isolation and missing transverse
momentum cuts (that are sensitive to additional radiation) do not play an important
role. Applying the additional search cuts does not alter the behaviour of the NLO
prediction in the Higgs + ≥ 2 jet bin, so that the results presented in the previous
section (with no cuts on the Higgs decay products) are sufficient to estimate the
percentage theoretical uncertainty.
6.5 LHC results
In order to study the impact of the NLO corrections at the LHC, we adopt a different
set of cuts to define the jets. The rapidity range of the detectors is expected to be
much broader, allowing for a larger jet separation too, and we choose a somewhat
higher minimum transverse momentum,
pt(jet) > 40 GeV, |ηjet| < 4.5, Rjet,jet > 0.8 . (6.14)
In this section we do not consider the decay of the Higgs boson for the sake of
simplicity.
Since results for this scenario have already been discussed at some length [105],
we restrict ourselves to a short survey of the essential elements of the phenomenology
at the lower centre-of-mass energy,
√
s = 10 TeV. We present the scale dependence of
the LHC cross section for Higgs + 2 jets (mH = 160 GeV) in Figure 6.2. We have also
checked the agreement of our calculation with previous results [105] at
√
s = 14 TeV,
taking into account the different choice of parton distribution functions used in that
reference. As noted in the earlier paper [105], the corrections are quite modest using
our central scale choice, µ0 = µH , increasing the cross section by approximately 15%.
Once again, although the scale dependence is much reduced it is still substantial.
For the sake of illustration we have chosen mH = 160 GeV in the study above.
To illustrate the effect of the QCD corrections more broadly, in Table 6.3 we give
the cross sections for Higgs masses in the range 120 GeV < mH < 200 GeV. It is
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Figure 6.1: Scale dependence for the Higgs + 2 jet cross section, with the Higgs
decay into W−(→ µ−ν¯)W+(→ νe+), at the Tevatron and using the a central scale
µ0 = MH .Results are shown for the minimal set of cuts in Eq. (6.11) (upper curves)
and for cuts that mimic the latest CDF H → WW ∗ analysis (lower curves).
Figure 6.2: Scale dependence for the Higgs boson + 2 jet cross section, using the
basic set of cuts in Eq. (6.14) and a central scale choice µ0 = mH .
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mH [GeV] 120 140 160 180 200
ΓH [GeV] 0.0036 0.0083 0.0826 0.629 1.426
σLO [pb] 1.88
+78%
−40% 1.48
+76%
−40% 1.20
+75%
−40% 0.98
+74%
−39% 0.81
+73%
−39%
σNLO [pb] 1.98
+20%
−23% 1.63
+22%
−23% 1.36
+23%
−23% 1.15
+24%
−23% 0.98
+25%
−24%
R 1.060± 0.002 1.084± 0.003 1.113± 0.004 1.149± 0.005 1.191± 0.007
Table 6.3: Cross section and uncertainties for Higgs + 2 jet production at
√
s =
10 TeV with the cuts of Eq. (6.14). The correction factor for each Higgs mass, given
by Eq. (6.4), is also shown.
pmint (jet) [GeV] 20 25 30 40 50
σLO [pb] 3.66 2.62 1.96 1.20 0.79
σNLO [pb] 4.17 3.02 2.26 1.36 0.88
Table 6.4: Cross section for Higgs + 2 jet production at
√
s = 10 TeV, with mH =
160 GeV and the minimum jet pt allowed to vary from that specified in Eq. (6.14).
within this range that the Higgs + 2 jet process considered here is of most interest,
due to its interplay with the electroweak weak boson fusion channel. We observe
that the effect of the QCD corrections increases from about 5% for mH = 120 GeV
to 21% for mH = 200 GeV. Estimating the theoretical error in the same way as
before, we see that the uncertainty is slightly less at the LHC than at the Tevatron.
It is also interesting to consider the dependence of the cross section on the
minimum transverse momentum required for the observed jets. Results for several
other values of this threshold, either side of our default value of 40 GeV, are shown
in Table 6.4. As can be seen from the table, the percentage effect of the NLO
corrections on the total rate is practically independent of the value of pmint (jet) in
the range studied.
6.5.1 Weak boson fusion
As noted above, the process studied in this thesis produces the same final state as
expected from Higgs production via weak boson fusion (WBF). Although the elec-
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troweak process is expected to dominate once appropriate search cuts are employed,
the remaining fraction of events originating from gluon fusion must be taken into
account when considering potential measurements of the Higgs coupling to W and
Z bosons.
To address this issue, in this section we present a brief study of the rate of events
expected using typical weak boson fusion search cuts. In addition to the cuts already
imposed (Eq. (6.14)), these correspond to,
|ηj1 − ηj2 | > 4.2 , ηj1 · ηj2 < 0 , (6.15)
where j1 and j2 are the two jets with the highest transverse momenta. These cuts
pick out the distinctive signature of two hard jets in opposite hemispheres separated
by a large distance in pseudorapidity. This is illustrated in Fig6.3, where we compare
the distributions of the jet pseudorapidity difference (without these cuts) in both
gluon fusion and weak boson fusion. We note in passing that the shape of this
distribution for the weak boson fusion process is slightly altered at NLO, whilst the
shape of the prediction for the gluon fusion process is essentially unchanged.
In Fig 6.4 we show the dependence of the cross section on the c.o.m. energy,
from
√
s = 7 TeV (corresponding to the initial running in 2010-11) to
√
s = 14 TeV
(design expectations). We show the cross section both before and after application
of the additional weak boson fusion search cuts given in Eq. (6.15), together with
the corresponding results for the WBF process (also calculated using MCFM [99]).
The QCD corrections to both processes decrease slightly as
√
s is increased, whilst
the ratio of the gluon fusion to WBF cross sections after the search cuts are applied
increases from 20% at 7 TeV to 35% at 14 TeV. This indicates that, viewed as a
background to the weak boson fusion process, the hadronic Higgs + 2 jet process is
less troublesome at energies below the nominal design value.
6.5.2 Dynamic versus fixed scale choices
We wish to study the effects of different scale choices on our results. It has been noted
[179–181] inW +3j calculations that certain fixed scale choices do a rather poor job
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Figure 6.3: The jet pseudorapidity difference in gluon fusion (red) and weak bo-
son fusion (blue). The NLO predictions are shown as solid histograms, while the
dashed lines indicate the LO predictions normalized to the corresponding NLO cross
sections.
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Figure 6.4: The
√
s dependence of the cross section for mH = 160 GeV at LO
(dashed) and NLO (solid). Results are shown for the minimal set of cuts in Eq. (6.14)
(two upper red curves) and after application of the additional WBF Higgs search
cuts given in Eq. (6.15) (two lower red curves). The cross section for the weak boson
fusion process is also shown for comparison (four central blue curves).
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of describing Tevatron data. As a result, the dynamic scale HT was suggested as a
safer choice. HT , or the hotness, is defined as the sum over the transverse energy of
the final state particles,
HT =
∑
j
EjT + E
H
T . (6.16)
The motivation for this being a superior scale choice is shown schematically in
Fig 6.5. A fixed scale such as mH may do a good job of describing the physics when
the Higgs boson is radiated with a large pT and the jets are softer in comparison
to the Higgs. However when one produces two hard jets and a relatively soft Higgs
mH may not do such a good job of explaining the physics. Dynamic scales, which
adjust on an event by event basis, on the other hand, should be able to cope with
both sorts of kinematics in a reasonable manner. At the LHC high-pT jets will be
common, and hence the choice of scale could become an even more theoretically
important issue than it is today.
To investigate the role of dynamic scales we calculated distributions for pT and
η for the two hardest jets, HT , at the LHC (
√
s = 7 TeV) using the basic jet cuts
of eq. (6.14). The results are shown in Figs. 6.6, 6.7 and 6.8. For the pT and
HT distributions the dynamic scale choice µ = HT preserves the shape of the LO
calculation much better than µ = mH . As expected the deviations in shape (for the
pT distribution) are largest for the high-pT region. As is also expected, the shape of
the pseudorapidity distribution is stable under both scale choices.
We consider bands of scale uncertainty, which can be obtained by calculating
cross sections at two different scale choices ∆(µ1, µ2) = [σ(µ1), σ(µ2)]
1. As is ex-
pected, performing a NLO calculation reduces ∆ for both scale choices relative to
the LO case. It is interesting to note that, when using a dynamic scale, one has
to choose lower values µ1 to obtain ∆
NLO(µ1, µ2) ∈ ∆LO(µ1, µ2). It is desirable
for ∆NLO(µ1, µ2) ∈ ∆LO(µ1, µ2) since this indicates that the perturbation series is
converging, and further that the scale variation is indicative of the theoretical un-
certainty. Typically when using fixed scales a choice of µ1 ∼ (0.75 − 0.5)mi will
1Here we define [x1, x2] to be the continuous region between x1 and x2 including endpoints.
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Figure 6.5: Possible momentum configurations in a Higgs plus two jet events. On the
left hand diagram two jets are produced with large pT and the Higgs is a relatively
soft in comparison. On the right hand side the Higgs has a high pT . Whilst µ = mH
might adequately describe the physics of the second diagram one might not expect
it to be a good choice on the left hand side.
ensure that ∆NLO(µ1, µ2) ∈ ∆LO(µ1, µ2), whereas to ensure this condition for HT
one finds, µ1 ∼ (0.3− 0.4)HT . The results are summarised in Fig. 6.9 and we note
that the total variation over the range µ0/4 ≤ µ ≤ 4µ0 is roughly equal for both
scale choices. What should be noted is that when attempting to estimate the total
scale uncertainty for dynamic scales one should use a lower limit of around HT/4
rather than HT/2 (which is often the choice used for fixed scales).
6.5.3 Considerations from the effective theory
We observed in the previous section that the dynamic scale HT preserved the shapes
of the LO distributions for pT and HT , whereas the fixed scale mH failed to do so.
We note, however, that typical values of HT are ∼ 350 GeV ≈ 2mt. This is precisely
the scale at which our effective theory breaks down, therefore one could argue that
this scale choice is inappropriate for our calculation. In addition we note that top
quark mass effects become important when pT > mt.
To clarify the situation we investigated the effects of the top mass on the pT
distribution for Higgs plus jet events at the LHC, (for which the full theory result
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Figure 6.6: pT distributions for the hardest (left) and second hardest (right) jets.
The distribution with a dynamic scale choice µ = HT is shown in red, whilst the
blue curves represent the fixed scale choice µ = mH . In both cases the NLO results
are represented by a solid line. The dashed line represents the LO distribution,
normalised to the NLO cross section.
Figure 6.7: Pseudorapidity plots for the two hardest jets using different scale choices.
The distribution with a dynamic scale choice µ = HT is shown in red, whilst the
blue curves represent the fixed scale choice µ = mH . In both cases the NLO results
are represented by a solid line. The dashed line represents the LO distribution,
normalised to the NLO cross section.
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Figure 6.8: The HT distribution for two different scale choices at the LHC. The
distribution with a dynamic scale choice µ = HT is shown in red, whilst the blue
curves represent the fixed scale choice µ = mH . In both cases the NLO results
are represented by a solid line. The dashed line represents the LO distribution,
normalised to the NLO cross section.
Figure 6.9: Scale variation plots for fixed (left) and dynamic (right) scales, in both
cases we vary µ by a factor of 4 in both directions.
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at LO and the effective theory result at NLO are both in MCFM). The results
are plotted in Fig. 6.10, we have chosen the same jet cuts and
√
s as the previous
section. We have calculated the distributions for µ = HT and µ = mH at NLO
in the effective theory (mt → ∞) and the LO result for the full (mt dependent)
theory. It is clear that the shape of the top-mass dependent LO result is more
closely matched by the fixed order prediction. This is because both the top-mass
effects and the fixed scale choice tend to reduce the number of high-pT jets, whilst
the dynamic scale increases them. Therefore, although there may be good physics
reasons to motivate using a dynamic scale in general calculations, for calculations
involving the Higgs effective theory the major differences between fixed scales and
dynamic ones occur in the high-pT regions. These regions are exactly those in which
we expect the LO result to incorrectly predict the shape of distributions. Using a
dynamic scale maintains this shape, whereas using a fixed scale has the effect of
more closely matching top-mass effects by producing a softer spectrum.
6.6 Summary
In this chapter we have presented phenomenological predictions for the production of
a Higgs boson and two jets through gluon fusion. These predictions have been made
possible through the implementation of compact analytic results for the relevant
1-loop amplitudes (the most complicated being calculated in Chapters 3,4 and 5)
[106–109, 206, 208, 212]. The speed with which these amplitudes can be evaluated
has enabled us to improve upon an existing semi-numerical implementation of the
same process [105], with various decays of the Higgs boson now included.
We have investigated the behaviour of the NLO cross section at the Tevatron,
where contributions from this channel form part of the event sample for the latest
Higgs searches [217]. We find that corrections to the event rate in the Higgs + ≥
2 jet bin are modest and that the estimate of the theoretical error is reduced by
approximately a factor of two compared to a LO calculation. The resulting error is
still rather large, corresponding to approximately +40% and −30% across the region
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Figure 6.10: pT distributions for Higgs plus jet events at the LHC
√
s=7 TeV.
Shown are the NLO predictions in the effective theory for dynamic and fixed scale
choices (solid lines). The dashed lines represent the LO full theory (mt dependent)
which have been normalised to the NLO effective theory cross section, illustrating
differences in shape.
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of Higgs masses, 150 GeV < mH < 180 GeV.
For the LHC we have provided a brief study of the behaviour of our predictions
for collisions at
√
s = 10 TeV. We have also performed an analysis of this channel in
the context of detecting a Higgs boson via weak boson fusion, where the improved
theoretical prediction presented in this paper is essential in the long-term for making
a measurement of the Higgs boson couplings to W and Z bosons.
We have also investigated the effects of using the dynamic scale HT in our cal-
culations. We found similar results to [179–181], distributions which are sensitive to
high-pT effects maintained their LO shape if a dynamic scale was used, whereas a
fixed scale tended to alter these shapes at NLO. We investigated the potential role of
top quark mass effects, and found that in the regions where a dynamic scale had the
largest effect were exactly the regions where top mass effects are most important.
This suggested that if one wanted to use the effective theory in the high-pT region
a fixed scale choice such as mH may actually describe the results more accurately.
Chapter 7
Conclusions
In this thesis we have studied the hadronic production of a Higgs boson in association
with two jets. At hadron colliders the Higgs is produced copiously through gluon
fusion, therefore amplitudes containing a Higgs and additional QCD radiation are
important backgrounds to Higgs search channels such as vector boson fusion. Hence
knowledge of these amplitudes at Next-to-Leading Order (NLO) in a perturbative
expansion in the strong coupling constant is an essential requirement for the LHC
and Tevatron. The NLO calculation of Higgs plus two jets has previously been
performed semi-numerically [104], however to improve the speed of the code analytic
calculations of the amplitudes were desired.
In obtaining compact analytic expressions for the various Higgs plus parton he-
licity amplitudes we used various ideas from the recent advances in on-shell tech-
niques. These techniques use on-shell tree-level amplitudes to construct one-loop
amplitudes. Since tree-level amplitudes are sums of Feynman diagrams, gauge can-
cellations occur at the beginning of a calculation rather than at the end. Also the
factorial growth of the number of Feynman diagrams is severely curtailed leading to
a polynomial growth in complexity with increasing multiplicities.
The fundamental concept in generalised unitarity methods is that of multiple
cuts together with the use of complex momenta. Multiple cuts allow the isolation of
specific coefficients which enter the one-loop basis expansion, resulting in simplifica-
tions from the older double-cut analyses. Complex momenta are necessary so that
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one can define a non-vanishing three parton amplitude. For real momenta pi ·pj = 0
requires that 〈ij〉 = [ij] = 0. For complex momenta however, the conjugate spinors
are independent variables such that either 〈ij〉 = 0 or [ij] = 0.
This idea was first applied to four-cuts in Ref. [120] which allowed entire ampli-
tudes in N = 4 SYM to be calculated. In four-dimenions a quadruple cut freezes
the loop momenta, such that extracting the coefficient of a box integral becomes an
algebraic operation. These methods have since been extended to include the extrac-
tion of triangle coefficients from triple cuts [122]. Here one cannot completely freeze
the loop momentum since there are now only three constraints. As such the loop
momenta becomes dependent on a single parameter, cut box diagrams contribute
extra propagators in this parameter and therefore enter the Laurent expansion as
residues. The remaining pieces have a polynomial dependence in the parameter and,
with suitable definitions, the extraction of the triangle coefficient is algorithmic.
Although complex momenta are not strictly necessary for double cuts (since
a three vertex which vanishes for real momenta will correspond to the cut of a
massless bubble) ideas from multiple cuts filtered down to the two cut level. The
Laurent expansion method [122] again works in an algorithmic way to extract bubble
coefficients. However, the formulae from this method often are more complicated
than those obtained from spinor integration [123, 132]. This method reduces the
extraction of bubble coefficients to taking residues.
When four-dimensional cuts are applied a vital piece of the amplitude is missed.
These cut-unconstructible pieces are called rational pieces, since they possess no
discontinuities in physical invariants. On-shell methods have been developed to
obtain these pieces, such as the unitarity bootstrap [124, 161–165] , which uses the
BCFW recursion relations [140, 141]. We used the unitarity bootstrap to obtain a
formula for the rational pieces for the φ-MHV amplitude in chapter 3. However, for
the calculation of φ-NMHV amplitudes (chapters 4 and 5), we found it easiest to
work directly with Feynman diagrams.
Upon completing the analytic calculation of Higgs plus four parton amplitudes
these were implemented into MCFM (chapter 6). This program, which is pub-
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licly available, performs the NLO calculation of cross-sections. The user can define
cuts for the external particles as required. Using this program we performed some
phenomenology relevant for the Tevatron and the LHC. We observed that when
experimentalists choose exclusive final states with specific numbers of jets, such as
CDF have done in their recent gg → H → WW ∗ studies . [215], one naturally
encounters H + 2 jets. Higgs production through gluon fusion has been calculated
through to NNLO [78,79, 81], but when one explicitly selects two jets in the event
it is inappropriate to use NNLO αS running and PDF’s. Rather, one should match
these to the order in which the amplitude has been calculated in perturbation theory.
In our case this is NLO therefore, we were able to improve the LO scale uncertainty
[214]. We also studied some phenomenology at the LHC. We compared the gluon-
and vector-boson fusion cross sections before and after VBF cuts finding that the
ratio between the cross sections (after the cuts have been applied) shrinks as the
centre of mass energy grows. We also studied the scale variation and minimum jet
pT dependence at the LHC. Finally we investigated the role of dynamic and fixed
scales, finding that dynamic scales preserve the shape of leading order distributions.
We observed, however, that this preservation in the high-pT region may actually be
undesirable since it is in this region that the effective theory LO distributions show
deviations in shape due to top-mass effects.
It is hoped that the code will be of use to experimentalists as we enter an exciting
period in the hunt for the Higgs.
Appendix A
Spinor Helicity Formalism and
Tree-level Amplitudes
A.1 Spinor Helicity Formalism notation and con-
ventions
A.1.1 Spinor notations
Throughout this thesis we define kinematic invariants associated with sums of gluon
momenta as follows,
sij = (pi + pj)
2, sijk = (pi + pj + pk)
2, si,j = (pi + pi+1 + · · ·+ pj)2 etc. (A.1.1)
Sums of external momenta are also written using the following shorthand notation,
pi + pj + pk = Pijk (A.1.2)
We will express helicity amplitudes using the notation of the spinor-helicity formal-
ism,
〈ij〉 = u−(ki)u+(kj), (A.1.3)
[ij] = u+(ki)u−(kj), (A.1.4)
where u±(ki) represents a massless Dirac spinor associated with either positive or
negative helicity (and a momentum ki). Spinor products are related to kinematic
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invariants through the following relation,
sij = 〈ij〉[ji]. (A.1.5)
Chains of spinor products are written as
〈i|j|k] = 〈ij〉[jk] 〈i|jk|l〉 = 〈ij〉[jk]〈kl〉, etc. (A.1.6)
For example, using momentum conservation we have,
〈i|pφ|k] = −
4∑
j=1
〈ij〉[jk]. (A.1.7)
For purely partonic amplitudes (i.e. with no Higgs, φ or φ† present) momentum
conservation is represented by the following equation
0 =
n∑
i=1
pµi =⇒ 0 =
n∑
i=1
〈ij〉[jk] (A.1.8)
A good overview of the spinor helicity formalism and colour ordering (which is
described in the following section) can be found in [218].
Intermittently in this thesis we have used the following notation to define a
four-vector in terms of spinor indices [131]
paa˙ = σ
µ
aa˙pµ (A.1.9)
we use σµ = (1,−→σ ) and −→σ is a representation of the Pauli spin matrices. This
means that we can expand paa˙
paa˙ = p0 +
−→σ · −→p (A.1.10)
This last equation implies that
pµpµ = det(paa˙) (A.1.11)
Such that a vector is light-like if and only if the determinant of paa˙ vanishes, a
general 2× 2 matrix has at most rank two so can be expanded in terms of spinors
λ, µ as follows paa˙ = λaλ˜a˙ + µaµ˜a˙. If the rank of a 2 × 2 matrix is less than two
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then its determinant vanishes, in this case we may write a light-like vector in the
following form,
paa˙ = λaλ˜a˙, (A.1.12)
which is used occasionally in this thesis.
The following identities are useful and often used to simplify formulae in this
thesis [218]: Gordon identity and Fierz rearrangement,
〈i|γµ|i] = 2kµi , 〈i|γµ|j]〈k|γµ|l] = 2〈ik〉[lj] (A.1.13)
The Schouten identity is also extremely useful,
〈ij〉〈kl〉 = 〈ik〉〈jl〉+ 〈il〉〈kj〉 (A.1.14)
Finally polarisation vectors associated with external gluons have the following rep-
resentation,
ε+µ (k, q) = +
〈q|γµ|k]√
2〈qk〉 ε
−
µ (k, q) = −
[q|γµ|k〉√
2[qk]
(A.1.15)
where q is a reference momenta which reflects the freedom of on-shell gauge trans-
formations.
A.1.2 Colour ordering of φ plus parton amplitudes at tree-
level and one-loop
The tree level amplitudes linking a φ with n gluons can be decomposed into colour
ordered amplitudes as [64, 209],
A(0)n (φ, {ki, λi, ai}) = iCgn−2
∑
σ∈Sn/Zn
tr(T aσ(1) · · ·T aσ(n))A(0)n (φ, σ(1λ1, .., nλn)).
(A.1.16)
Here Sn/Zn is the group of non-cyclic permutations on n symbols, and j
λj labels the
momentum pj and helicity λj of the j
th gluon, which carries the adjoint representa-
tion index ai. The T
ai are fundamental representation SU(Nc) colour matrices, nor-
malised so that Tr(T aT b) = δab. Tree-level amplitudes with a single quark-antiquark
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pair can be decomposed into colour-ordered amplitudes as follows,
A(0)n (φ, {pi, λi, ai}, {pj, λj, ij}) (A.1.17)
= iCgn−2
∑
σ∈Sn−2
(T aσ(2) · · ·T aσ(n−1))i1in An(φ, 1λ, σ(2λ2, . . . , (n− 1)λn−1), n−λ) ,
where Sn−2 is the set of permutations of (n−2) gluons. Quarks are characterised with
fundamental colour label ij and helicity λj for j = 1, n. By current conservation, the
quark and antiquark helicities are related such that λ1 = −λn ≡ λ where λ = ±12 .
The one-loop amplitudes which are the main subject of this paper follow the
same colour ordering as the pure QCD amplitudes [110] and can be decomposed
as [106–108],
A(1)n (φ, {ki, λi, ai}) = iCgn
[n/2]+1∑
c=1
∑
σ∈Sn/Sn;c
Gn;c(σ)A
(1)
n (φ, σ(1
λ1, . . . , nλn)) (A.1.18)
where
Gn;1(1) = Nc tr(T
a1 · · ·T an) (A.1.19)
Gn;c(1) = tr(T
a1 · · ·T ac−1) tr(T ac · · ·T an) , c > 2. (A.1.20)
The sub-leading terms can be computed by summing over various permutations of
the leading colour amplitudes [110].
A.2 Tree-level amplitudes
In this section we list the tree level amplitudes which have been used as ingredients
in the construction of Higgs plus four parton one-loop amplitudes. We also recall
the following relations for constructing Higgs amplitudes,
A(l)n (H ; {pk}) = A(l)n (φ, {pk}) + A(l)n (φ†, {pk}). (A.2.21)
We can also generate pseudo-scalar amplitudes from the difference of φ and φ†
components,
A(l)n (A; {pk}) =
1
i
(
A(l)n (φ, {pk})− A(l)n (φ†, {pk})
)
. (A.2.22)
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Furthermore parity relates φ and φ† amplitudes,
A(m)n (φ
†, gλ11 , . . . , g
λn
n ) =
(
A(m)n (φ, g
−λ1
1 , . . . , g
−λn
n )
)∗
. (A.2.23)
Hence we will only list φ-amplitudes, knowing that all others can be obtained using
eqs. (A.2.21)–(A.2.23).
In this section we list the primitive amplitude which can be used to generate the
full coloured amplitudes using the equations given in section A.1.2
A.3 Pure QCD amplitudes
The all multiplicity pure gluon MHV is given by
A(0)n (1
+, . . . , i−, . . . , j−, . . . , n+) =
〈ij〉4∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.3.24)
The all multiplicity gluon plus quark pair MHV has the following form,
A(0)n (1
−
q , 2
+, . . . , j−, . . . , n+q ) =
〈1j〉3〈nj〉∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.3.25)
The following two quark pair amplitudes are also needed at various stages
A(0)n (1
+
q , . . . , i
−
Q
, . . . j+Q , . . . , n
−
q ) = −
〈1i〉〈in〉2〈nj〉∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.3.26)
A(0)n (1
−
q , . . . , i
−
Q
, . . . j+Q , . . . , n
+
q ) =
〈1i〉3〈jn〉∏n−1
α=1〈α(α + 1)〉〈n1〉
(A.3.27)
Although having no overall (non box or triangle) contribution to the double cuts of
any Higgs plus gluon amplitude we need to use the 6-point NMHV amplitude when
constructing the s1234 cut of the φ-NHMV amplitude.
A
(0)
6 (1
−, 2−, 3−, 4+, 5+, 6+) =
1
〈5|P34|2]
( 〈1|P23|4]3
[23][34]〈56〉〈61〉s234
+
〈3|P45|6]3
[61][12]〈34〉〈45〉s345
)
(A.3.28)
We also note the vanishing of the following amplitudes,
A(0)n (1
±, 2+, . . . , n+) = 0 (A.3.29)
A(0)n (1
−
q , 2
+, . . . , n+q ) = 0 (A.3.30)
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A.4 φ plus parton amplitudes
For the MHV configurations the φ plus parton amplitudes have the same structure
as the pure QCD ones (although momentum is now no longer conserved amongst
the partons only).
A(0)n (φ, 1
+, . . . , i−, . . . , j−, . . . , n+) =
〈ij〉4∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.4.31)
A(0)n (φ, 1
−
q , 2
+, . . . , j−, . . . , n+q ) =
〈1j〉3〈nj〉∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.4.32)
A(0)n (φ, 1
+
q , . . . , i
−
Q
, . . . j+Q , . . . , n
−
q ) = −
〈1i〉〈in〉2〈nj〉∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.4.33)
A(0)n (φ, 1
−
q , . . . , i
−
Q
, . . . j+Q , . . . , n
+
q ) =
〈1i〉3〈jn〉∏n−1
α=1〈α(α+ 1)〉〈n1〉
(A.4.34)
The all plus and single minus φ amplitudes also vanish,
A(0)n (φ, 1
±, 2+, . . . , n+) = 0 (A.4.35)
A(0)n (φ, 1
−
q , 2
+, . . . , n+q ) = 0 (A.4.36)
The φ all-minus amplitude does not vanish however,
A(0)n (φ, 1
−, . . . , n−) =
(−1)nm4φ∏n−1
α=1[α(α + 1)][n1]
(A.4.37)
We will also need the following φ-NMHV amplitudes,
A(0)n (φ, 1
+, 2−, 3−, 4−) =
− m
4
φ〈24〉4
s124〈12〉〈14〉〈2|pφ|3]〈4|pφ|3] +
〈4|pφ|1]3
s123〈4|pφ|3][12][23] −
〈2|pφ|1]3
s134〈2|pφ|3][14][34] .
(A.4.38)
and the φqq-NMHV amplitude,
A(0)n (φ, 1
+
q , 2
−, 3−, 4−q¯ ) =
〈24〉3m4φ
s124〈14〉〈2|pφ|3]〈4|pφ|3] −
〈4|pφ|1]2
〈4|pφ|3][12][23] +
〈2|pφ|1]2〈2|pφ|4]
s134〈2|pφ|3][14][34] . (A.4.39)
Finally for the subleading colour amplitudes we will need the following amplitude,
A
(0)
4 (φ, 1
−
q , 2
−, 3+q , 4
−) = − 〈4|pφ|3]
2
[12][23]s123
+ {2↔ 4} (A.4.40)
Appendix B
One-loop Basis Integrals
In this appendix we present the basis integral functions used to construct the various
contributions to the Higgs plus four parton helicity amplitudes.
B.1 Extraction of kinematic factors
In general a one-loop n point basis integral appearing in the basis expansion used
throughout this thesis has the following structure,
In[{Pji}] =
∫
ddℓ
(2π)d
1∏n−1
α=0(ℓ
2
α)
(B.1.1)
where ℓi = ℓ − Pji is a combination of a loop momenta and some subset of the
external momenta. In general we find it convenient to work with the following basis
integrals,
I1m4 (s, t;P 2) =
1
st
F1m4 (s, t;P
2) (B.1.2)
I2me4 (s, t;P 2Q2) =
1
(st− P 2Q2) F
2me
4 (s, t;P
2, Q2) (B.1.3)
I2mh4 (s, t;P 2, Q2) =
1
st
F2mh4 (s, t;P
2, Q2) (B.1.4)
I2m3 (s, t) =
1
(s− t)
(
F1m3 (s)− F1m3 (t)
)
(B.1.5)
I1m3 (s) =
1
s
F1m3 (s) (B.1.6)
and in this appendix we give explicit formulae for the F functions.
176
B.2. Box Integral Functions 177
B.2 Box Integral Functions
F1m4F F
2me
4FF
2mh
4F P 2P 2
P 2
Q2 Q2
s ss
t tt
Figure B.1: Conventions for labelling the three scalar box integrals appearing in the
one-loop H plus parton amplitudes.
Figure B.1 sets our labelling conventions. We express our results in terms of
basis functions which are related to the scalar integral I by a kinematic factor,
which cancels against the same factor in the coefficient. The zero-,one- and two-
mass easy box have representations in terms of hypergeometric series to all orders
in ǫ,
F 0m4 (s, t) =
2
ǫ2
[(
µ2
−s
)ǫ
2F 1
(
1,−ǫ; 1− ǫ;−u
t
)
+
(
µ2
−t
)ǫ
2F 1
(
1,−ǫ; 1− ǫ;−u
s
)]
, (B.2.7)
F 1m4 (s, t;P
2) =
2
ǫ2
[(
µ2
−s
)ǫ
2F 1
(
1,−ǫ; 1− ǫ;−u
t
)
+
(
µ2
−t
)ǫ
2F 1
(
1,−ǫ; 1− ǫ;−u
s
)
−
(
µ2
−P 2
)ǫ
2F 1
(
1,−ǫ; 1− ǫ;−uP
2
st
)]
, (B.2.8)
F 2me4 (s, t;P
2, Q2) =
2
ǫ2
[(
µ2
−s
)ǫ
2F 1
(
1,−ǫ; 1− ǫ; us
P 2Q2 − st
)
+
(
µ2
−t
)ǫ
2F 1
(
1,−ǫ; 1− ǫ; ut
P 2Q2 − st
)
−
(
µ2
−P 2
)ǫ
2F 1
(
1,−ǫ; 1− ǫ; uP
2
P 2Q2 − st
)
−
(
µ2
−Q2
)ǫ
2F 1
(
1,−ǫ; 1− ǫ; uQ
2
P 2Q2 − st
)]
, (B.2.9)
when expanded in ǫ through to order ǫ0 we find that the one- and two-mass easy
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boxes relevant for this thesis have the following expansion,
F1m4 (s, t, : P
2) =
2
ǫ2
[(
µ2
−s
)ǫ
+
(
µ2
−t
)ǫ
−
(
µ2
−P 2
)ǫ ]
+F1m4F (s, t;P
2) (B.2.10)
F2me4 (s, t, : P
2, Q2) =
2
ǫ2
[(
µ2
−s
)ǫ
+
(
µ2
−t
)ǫ
−
(
µ2
−P 2
)ǫ
−
(
µ2
−Q2
)ǫ ]
+F2me4F (s, t;P
2, Q2) (B.2.11)
Whilst the two-mass hard box has the following ǫ expansion,
F2mh4 (s, t;P
2, Q2) =
2
ǫ2
[(
µ2
−s
)ǫ
+
(
µ2
−t
)ǫ
−
(
µ2
−P 2
)ǫ
−
(
µ2
−Q2
)ǫ ]
+F2mh4F (s, t;P
2, Q2) (B.2.12)
The finite parts of the one-mass and two-mass (easy and hard) have the following
forms,
F1m4F (s, t;P
2) = −2
(
Li2
(
1− P
2
s
)
+ Li2
(
1− P
2
t
)
+
1
2
ln2
(
s
t
)
+
π2
6
)
,
(B.2.13)
F2mh4F (s, t;P
2, Q2) = −2
(
Li2
(
1− P
2
t
)
+ Li2
(
1− Q
2
t
)
+
1
2
ln2
(
s
t
)
−1
2
ln
(
s
P 2
)
ln
(
s
Q2
))
, (B.2.14)
F2me4F (s, t;P
2, Q2) = −2
(
Li2
(
1− P
2
s
)
+ Li2
(
1− P
2
t
)
+ Li2
(
1− Q
2
s
)
+Li2
(
1− Q
2
t
)
− Li2
(
1− P
2Q2
st
)
+
1
2
ln2
(
s
t
))
.(B.2.15)
B.2.1 Triangle basis integrals
One- and two-mass triangles can be expressed in terms of the following function,
F 1m3 (s) =
1
ǫ2
(
µ2
−s
)ǫ
, (B.2.16)
This function is used in chapter 3 explicitly, in latter chapters we expand the box
functions and combine the ǫ−2 for the amplitude. Therefore, the above function is
not seen in the formulae in chapters 4 and 5. The finite three-mass triangle is given
by [121,219],
F3m3 (M
2
1 ,M
2
2 ,M
2
3 ) =
i√
∆
3∑
k=1
(
Li2
(
−
(
1 + iδk
1− iδk
))
− Li2
(
−
(
1− iδk
1 + iδk
)))
,
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replacemen
ss
t
M21
M22
M23F 1m3 F
2m
3
F 3m3
Figure B.2: Conventions for labelling the three scalar triangle integrals appearing
in the one-loop H plus parton amplitudes.
(B.2.17)
where,
∆ =
3∑
k=1
−M4k + 2M2kM2k+1 (B.2.18)
δk =
M2k −M2k+1 −M2k+2√
∆
. (B.2.19)
Alternative representations for these integrals can be found in references [186, 220,
221].
B.2.2 Bubble basis integrals
The two point bubble integral integrates to the following,
I2(s) = 1
ǫ(1− 2ǫ)
(
µ2
−s
)ǫ
. (B.2.20)
in this thesis we combine bubble integrals to produce the following basis functions,
Lk(s, t) =
log (s/t)
(s− t)k , (B.2.21)
which we then complete to avoid the presence of spurious (s→ t) singularities.
L3(s, t)→ Lˆ3(s, t) = L3(s, t)− 1
2(s− t)2
(
1
s
+
1
t
)
,
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L2(s, t)→ Lˆ2(s, t) = L2(s, t)− 1
2(s− t)
(
1
s
+
1
t
)
,
L1(s, t)→ Lˆ1(s, t) = L1(s, t),
L0(s, t)→ Lˆ0(s, t) = L0(s, t). (B.2.22)
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