Abstract. Let I J be two squarefree monomial ideals of a polynomial algebra over a field generated in degree ≥ d, resp. ≥ d + 1 . Suppose that I is either generated by four squarefree monomials of degrees d and others of degrees ≥ d+ 1, or by five special monomials of degrees d. If the Stanley depth of I/J is ≤ d + 1 then the usual depth of I/J is ≤ d + 1 too.
Introduction
Let K be a field and S = K[x 1 , . . . , x n ] be the polynomial K-algebra in n variables. Let I J be two squarefree monomial ideals of S and suppose that I is generated by squarefree monomials of degrees ≥ d for some positive integer d. After a multigraded isomorphism we may assume either that J = 0, or J is generated in degrees ≥ d + 1.
Let P I\J be the poset of all squarefree monomials of I \ J with the order given by the divisibility. Let P be a partition of P I\J in intervals [u, v] = {w ∈ P I\J : u|w, w|v}, let us say P I\J = ∪ i [u i , v i ], the union being disjoint. Define sdepth P = min i deg v i and the Stanley depth of I/J given by sdepth S I/J = max P sdepth P , where P runs in the set of all partitions of P I\J (see [3] , [19] ). Stanley's Conjecture says that sdepth S I/J ≥ depth S I/J.
In spite of so many papers on this subject (see [3] , [10] , [17] , [1] , [4] , [18] , [11] , [7] , [2] , [12] , [16] ) Stanley' s Conjecture remains open after more than thirty years. Meanwhile, new concepts as for example the Hilbert depth (see [1] , [20] , [5] ) proved to be helpful in this area (see for instance [18, Theorem 2.4] ). Using a Theorem of Uliczka [20] it was shown in [8] that for n = 6 the Hilbert depth of S ⊕ m is strictly bigger than the Hilbert depth of m, where m is the maximal graded ideal of S. Thus for n = 6 one could also expect sdepth S (S ⊕ m) > sdepth S m, that is a negative answer for a Herzog's question. This was stated later by Ichim and Zarojanu [6] .
Suppose that I ⊂ S is minimally generated by some squarefree monomials f 1 , . . . , f r of degrees d, and a set E of squarefree monomials of degree ≥ d + 1. By [3, Conjecture 0.1. Suppose that I ⊂ S is minimally generated by some squarefree monomials f 1 , . . . , f r of degrees d, and a set E of squarefree monomials of degree ≥ d + 1. If sdepth S I/J = d + 1 then depth S I/J ≤ d + 1.
This conjecture is studied in [14] , [15] , [16] either when r = 1, or when E = ∅ and r ≤ 3. Recently, these results were improved in the next theorem. (1) r ≤ 3, (2) r = 4, E = ∅ and there exists c ∈ C such that supp c ⊂ ∪ i∈ [4] supp f i .
The purpose of this paper is to extend the above theorem in the following form.
Theorem 0.3. Conjecture 0.1 holds in each of the following two cases:
(1) r ≤ 4, (2) r = 5, and there exists t ∈ ∪ i∈ [5] supp f i , t ∈ [n] such that (B \ E) ∩ (x t ) = ∅ and E ⊂ (x t ),
The above theorem follows from Theorems 3.2, 3.3 (the case r = 4, E = ∅ is given already in Proposition 1.7). It is worth to mention that the idea of the proof of Proposition 1.7, and Theorem 0.2 started already in the proof of [16, Lemma 4 .1] when r = 1. Here path is a more general notion, the reason being to suit better the exposition. However, the case r = 4, E = ∅ is more complicated (see Remark 2.13) and we have to study separately the special case when f i ∈ (v), i ∈ [4] for some monomial v of degree d − 1 (see the proof of Theorem 3.2).
What can be done next? We believe that Conjecture 0.1 holds, but the proofs will become harder with increasing r. Perhaps for each r ≥ 5 the proof could be done in more or less a common form but leaving some "pathological" cases which should be done separately. Thus to get a proof of Conjecture 0.1 seems to be a difficult aim.
We owe thanks to the Referee, who noticed some mistakes in a previous version of this paper, especially in the proof of Lemma 1.3.
Depth and Stanley depth
Suppose that I is minimally generated by some squarefree monomials f 1 , . . . , f r of degrees d for some d ∈ N and a set of squarefree monomials E of degree ≥ d + 1. Let B (resp. C) be the set of the squarefree monomials of degrees d + 1 (resp. d + 2) of I \ J. Set s = |B|, q = |C|. Let w ij be the least common multiple of f i and f j and set W to be the set of all w ij . Let C 3 be the set of all c ∈ C ∩ (f 1 , . . . , f r ) having all divisors from B \ E in W . In particular each monomial of C 3 is the least common multiple of three of the f i . The converse is not true as shown by [9, Example 1.6] . Let C 2 be the set of all c ∈ C, which are the least common multiple of two f i , that is C 2 = C ∩ W . Then C 23 = C 2 ∪ C 3 is the set of all c ∈ C, which are the least common multiple of two or three f i .
We start with a lemma, which slightly extends [9, Theorem 2.1].
. If Conjecture 0.1 holds for r ′ < r and sdepth S I/J = d + 1, then depth S I/J ≤ d + 1.
Proof. We follow the proof of [9, Theorem 2.1]. Apply induction on |E|, the case |E| = 0 being done in the quoted theorem. We may suppose that E contains only monomials of degrees d + 1 by [14, Lemma 1.6]. Since Conjecture 0.1 holds for r ′ < r we see that C ⊂ (f 2 , . . . , f r , E) implies depth S I/J ≤ d + 1 by [16, Lemma 1.1]. If Conjecture 0.1 holds for r and E \ {a} with some a ∈ E then C ⊂ (f 1 , . . . , f r , E \ {a}) implies again depth S I/J ≤ d + 1 by the quoted lemma. Thus using the induction hypothesis on |E| we may assume that 
Note that x t f k i ∈ B and so k i ≤ e. We consider the intervals [f i , c i ]. These intervals contain x t f i and possible a w ik i . If w ik i = w jk j for i = j then we get c i = c j which is false. Thus these intervals are disjoint.
Let I ′ be the ideal generated by f j for e < j ≤ r and
Note that I ′ = I because e ≥ 1 . As we showed already c i ∈ I ′ for any i ∈ [e]. Also c a ∈ I ′ because otherwise c a = x t x k f j for some e < j ≤ r and we get x t f j ∈ B, which is false. In the following exact sequence Next we give a variant of the above lemma. Lemma 1.2. Suppose that r > 2, E = ∅, C ⊂ (W ) and there exists t ∈ [n], t ∈ ∪ i∈[r] supp f i such that x t w ij ∈ C for some 1 ≤ i < j ≤ r. If Conjecture 0.1 holds for r ′ ≤ r − 2 and sdepth S I/J = d + 1, then depth S I/J ≤ d + 1.
Proof. We follow the proof of the above lemma, skipping the first part since we have already C ⊂ (W ). Note that in our case x t f i , x t f j ∈ B and so e ≥ 2. Thus I ′ is generated by at most (r − 2) monomials of degrees d and some others of degrees ≥ d + 1. Therefore, Conjecture 0.1 holds for I ′ /J ′ and so the above proof works in our case.
For r ≤ 3 the following lemma is part from the proof of [9, Lemma 3.2] but not in an explicit way. Here we try to formalize better the arguments in order to apply them when r = 4. Proof. The proof consists of an induction part dealing with the case C ⊂ (W ) followed by a case analysis covering the case C ⊂ (W ).
Case 1, C ⊂ (W ) Suppose that there exists c ∈ C \ (W ), let us say c ∈ ( From now on assume that r > 2. Case 3, c 1 ∈ (w 12 ), f i |c 1 for i > 2 and c i ∈ (w 12 ) for 1 < i ≤ r. First suppose that w 12 ∈ B. We have c 1 = x j w 12 for some j and we see that b = f 1 x j ∈ (f 2 , . . . , f r ). Set T = (f 2 , . . . , f r , B \ {b, E}). In the following exact sequences
the last terms have depth ≥ d+1 since b ∈ (J, T ) and using the induction hypothesis in the second situation. As the first term of the second sequence has depth ≥ d + 1 we get depth S T /(J ∩ T ) ≥ d + 1 and so depth S I/J ≥ d + 1 using the Depth Lemma in both exact sequences. If w 12 ∈ C then both monomials b, b
. . , f r ) and the above proof goes with b ′ instead w 12 . Case 4, r = 3. By Case 1 we may suppose that C ⊂ (W ). Then w 12 , w 13 , w 23 are different because otherwise only one c i can be in (W ). We may suppose that c 1 ∈ (w 12 ), c 2 ∈ (w 23 ), c 3 ∈ (w 13 ), because each c i is a multiple of one w ij which can be present just in one interval since these are disjoint. Remains to see the case when ( 
Proposition 1.7. Conjecture 0.1 holds for r = 4 when the least common multiples 
and then the middle has depth ≤ d + 1 too using the Depth Lemma.
Renumbering f i we may suppose that there exists 
the Depth Lemma.
Proof of Proposition 1.6
Since sdepth
, there exists a partition P b on I b /J b with sdepth d + 2. We may choose P b such that each interval starting with a squarefree monomial of degree d, d + 1 ends with a monomial of C. In P b we have three disjoint intervals [f 2 , c
We follow the proofs of [9, Lemmas 3.1, 3.2]. A sequence a 1 , . . . , a k is called a path from a 1 to a k if the following statements hold:
We say that the above path starts with a 1 . Note that here the notion of path is more general than the notion of path used in [16] and [9] .
By hypothesis s ≥ 8 and there exists a 1 ∈ B \ {b, u 2 , u ′ 2 , . . . , u 4 , u ′ 4 }. We construct below, as an example, a path with k > 1. By recurrence choose if possible a p+1 to be a divisor from B \ {b,
then the constructed path is weak. If one m p ∈ (b) then this path is bad.
We start the proof with some helpful lemmas.
Lemma 2.1. P b could be changed in order to have the following properties:
We have h(w ij ) = x l w ij for some l ∈ supp w ij and it follows that
we may assume that the new u ′ i = w ij . We will apply this procedure several times eventually obtaining a partition P b with the above properties. In case (1) we change in this way u ′ i by w ij . Note that the number of elements among {u 2 , u ′ 2 , . . . , u 4 , u ′ 4 } which are from B∩W is either preserved or increases by one. Applying this procedure several time we get (1) fulfilled.
In case (3) the above procedure preserves among {u 2 , u ′ 2 , . . . , u 4 , u ′ 4 } the former elements which were from B ∩ W and includes a new one w ij . After several steps we get fulfilled (3).
For case (2) if u j ∈ W , u ′ j ∈ W and h(w ij ) ∈ (u j ) we change as above u From now on we suppose that P b has the properties mentioned in the above lemma. Moreove, we fix a 1 ∈ B \ {b, u 2 , u ′ 2 , . . . , u 4 , u ′ 4 } and let a 1 , . . . , a p be a path which is not bad. For an
there exists a path a
Lemma 2.2. If no weak path and no bad path starts with a 1 then the conclusion of Proposition 1.6 holds.
Note that all divisors from B of a monomial c ∈ U 1 belong to T 1 , and
. . , f 4 ) = ∅ then the last term of the above exact sequence given for k = (1, . . . , 4) has depth ≥ d + 1 and sdepth ≥ d + 2 because P b can be restricted to 2, 3 ). In the following exact sequence 
Suppose that U 1 ∩ (f j ) = ∅ if and only if ν < j ≤ 4, for some 0 ≤ ν ≤ 4 and set k = (1, . . . , ν). We omit the subcases 0 < ν < 3, since they go as in [9, Lemma 3.2] , and consider only the worst subcase ν = 0. Let
and set c j = h(b j ). For 1 ≤ l < j ≤ 4 we claim that we may choose b l = b j and such that one from c l , c j is not in (w lj ). Indeed, if w lj ∈ B and c l , c j ∈ (w lj ) then necessarily c l = c j and it follows b l = b j = w lj , which is false. Suppose that w lj ∈ B and
We show that we may choose
are disjoint. Let C 2 , C 3 be as in the beginning of the previous section. Set C
, let us sayc is the least common multiple of f 1 , f 2 . Thenc has as divisors two multiples g 1 , g 2 of f 1 and two multiples of f 2 . Ifĉ ∈ C ′ 2 is also a multiple of g 1 , let us sayĉ is the least common multiple of f 1 , f 3 then g 2 does not divideĉ and the least common multiple of f 2 , f 3 is not in C. Thus the divisors from B \ E ofc,ĉ are at least 5. Since the divisors from B \ E ofc,ĉ are in T 1 \ E we see in this way that |T 1 \ E| ≥ |C ∈ {a 1 , ..., a e 1 }. Note that e 1 could be also 1 as in Example 2.4 when we take a 1 = x 5 x 6 , in this case we take f 1 x i = x 1 x 5 and {x 1 x 5 , x 2 x 5 } is a maximal path which is weak but not bad.
Suppose that f 1 x i ∈ {u 2 , u 
We have in the new P b an interval [f 1 x i , m e 1 ] and switching it to [f 1 , m e 1 ] we get a partition with sdepth ≥ d + 2 for I/J. Thus we may suppose that a p+1 ∈ {b, u 2 , u ′ 2 , . . . , u 4 , u ′ 4 , a 1 , . . . , a p }. Now assume that let us say f 1 x i = u ′ 2 = w 12 . We have the following cases: 1) a e 1 ∈ (f 2 ), 2) a e 1 ∈ (f 2 ). In the first case there exists another divisorã of m e 1 from B ∩(f 2 ) different of w 12 . Ifã ∈ [f 2 , c ′ 2 ] then we get m e 1 = c ′ 2 , which is false. If let us sayã = u 3 thenã = w 23 and so m e 1 is the least common multiple of f 1 , f 2 , f 3 . Clearly, m e 1 ∈ C 3 because otherwise b = w 13 , which is false. Then m e 1 = w 13 ∈ C and we may find, let us say another divisorã of m e 1 from (B ∩ (f 2 )) \ (f 1 , f 3 ). In this way we may suppose thatã is also not in (f 4 ). In particularã ∈ {b, u 2 , u ′ 2 , . . . , u 4 , u ′ 4 }. Thus we may set a e 1 +1 =ã and let a e 1 +1 , . . . , a e 2 be a path. If we are not in the situation (3) , that is
Note that the new a e 1 is the old a e 1 +1 ∈ (f 2 ), that is we reduced to the case 2).
In the second case, replace in P b the intervals [f 2 , c does not continue with a e 1 because this is now the new u 2 . If we may find another a e 1 dividing m e 1 −1 and continue our path with a e 1 +1 , . . . , a e 2 then we repeat the argument above but this time we cannot have m e 2 ∈ (w 12 ) ∩ (b) because c ′ 2 is in this situation. Certainly, we might have now m e 2 ∈ (w 13 ) ∩ (b) but as above we may change similarly c ′ 3 . What happens if e 1 = 1? In this case we may pick another a 1 and start again the procedure. As above it is not possible to have again a 1 ∈ (f 2 ),
However, in this way we find a maximal path a 1 , . . . , a e 2 . If we cannot find a e 1 as above then a 1 , . . . , a e 1 −1 is already maximal. This is the case when e 1 = 1 when we may pick another a 1 . If this maximal path is bad or there exists another bad path starting with a 1 we do the same procedure. Otherwise, we are in the situation (2).
. . , x 4 , E) and J = (x 1 x 7 , x 2 x 7 , x 3 x 7 , x 4 x 7 , x 1 x 2 x 4 , x 1 x 2 x 6 , x 1 x 3 x 4 , x 1 x 3 x 6 , x 2 x 3 x 4 , x 2 x 4 x 5 , x 2 x 5 x 6 , x 3 x 5 x 6 , x 4 x 5 x 6 ).
Then B = {x 1 x 2 , x 1 x 3 , x 1 x 4 , x 1 x 5 , x 1 x 6 , x 2 x 3 , x 2 x 4 , x 2 x 5 , x 2 x 6 , x 3 x 4 , x 3 x 5 , x 3 x 6 , x 4 x 5 , x 4 x 6 } ∪ E and C = {x 1 x 2 x 3 , x 1 x 2 x 5 , x 1 x 3 x 5 , x 1 x 4 x 5 , x 1 x 4 x 6 , x 1 x 5 x 6 , x 2 x 3 x 5 , x 2 x 3 x 6 , x 2 x 4 x 6 , x 3 x 4 x 5 , x 3 x 4 x 6 , x 5 x 6 x 7 }.
We have q = 12 and s = q + r = 16. Take b = x 1 x 6 and I b = (x 2 , x 3 , x 4 , B \ {b}, E), J b = I b ∩ J. There exists a partition P b with sdepth 3 on I b /J b given by the intervals [
Take a 1 = x 2 x 4 , m 1 = x 2 x 4 x 6 . This is a weak path but not bad. It can be extended to a maximal one x 2 x 4 , x 2 x 6 , x 3 x 6 , x 3 x 4 , x 4 x 5 , x 1 x 5 , x 2 x 5 which is not bad. Bad paths are for example {x 5 x 6 }, {x 5 x 7 , x 5 x 6 }, {x 5 x 7 , x 5 x 6 , x 1 x 5 , x 2 x 5 }, the last one being maximal. Replacing in P b the intervals [
we get a partition on I/J with sdepth 3.
Remark 2.5. Suppose that sdepth S I/J ≤ d + 1 and only (3) of the above lemma holds. Moreover assume that there exists a bad path a e 1 +1 , . . . , a e 2 . In case that again (3) from the above lemma holds we find a e 2 +1 such that for each path a e 2 +1 , . . . , a e 3 one has {a e 1 +1 , . . . , a e 2 } ∩ {a e i 2 +1 , . . . , a e 3 } = ∅. Moreover, the above argument gives also {a 1 , . . . , a e 1 } ∩ {a e i 2 +1 , . . . , a e 3 } = ∅. Thus we may find some disjoint sets of elements {a e j +1 , . . . , a e j+1 }, j ≥ 0, where e 0 = 0. It follows that after some steps we arrive in the case when for some l there exist no bad path starting with a l+1 . 
The new m e+1 is the old m e but the new a e+1 is the old a e+1 and we may proceed as above.
Finally, suppose that no path starting with a e+1 contains an element from {a 1 , . . . , a e }. Taking p = e + 1 we see that m ∈ U ap ∩ (u 2 ). If there exists another monomial m ′ like m then we repeat this procedure and after a while we may get (3). Remains to see what happens when we have also U ap ∩ (u Changing a p by a p ′ for some p ′ > l we will have T a p ′ ∩ {a 1 , . . . , a p ′ −1 } = ∅, and the above situation will not appear, that is the old u ′ 2 will not divide anymore a monomial from U a p ′ . It is also possible that u 2 will not divide a monomial from U a p ′ .
The following bad example is similar to [9, Example 3.3] .
. . , x 4 , E) and J = (x 1 x 7 , x 2 x 4 , x 2 x 6 , x 2 x 7 , x 3 x 6 , x 3 x 7 , x 4 x 6 , x 4 x 7 , x 3 x 4 x 5 ).
We have q = 8 and s = q + r = 12. Take b = x 1 x 6 and I b = (x 2 , x 3 , x 4 , B \ {b}, E), J b = I b ∩ J. There exists a partition P b with sdepth 3 on
This gives a maximal weak path but not bad and defines
As in the above lemma we may change in
and divides x 2 x 3 x 5 ∈ U 1 . Moreover, we have the path {a 1 , x 1 x 5 , x 3 x 5 , x 2 x 3 } and so we must take T (
} for some i = 3, 4, (2) m ∈ C 3 and it is the least common multiple of f 2 , f 3 , f 4 .
Proof. There exists a divisorâ ∈ {u 2 , u
By our assumption we have let us sayâ = u 3 = w 23 . Assume that u 2 = w 24 . If m ∈ C 3 then we are in (2) 
k=2 supp f k . Thus again (1) holds. Lemma 2.10. Suppose that sdepth S I/J ≤ d + 1 and no bad path starts with a 1 with respect to a partitionP b which satisfies the properties mentioned in Lemma 2.1. Then there exist a partition P b which satisfies the properties mentioned in Lemma 2.1 and a (possible bad) path a 1 , . . . , a p such that T ap ∩ {a 1 , . . . , a p−1 } = ∅, no bad path starts with a p , and for every i = 2, 3, 4 such that there exists a divisorã i in
, one of the following statements holds:
( 
with respect ofP b . Using Lemma 2.6 we find a partition P b and a (possible bad) path a 1 , . . . , a p 1 such that T ap 1 ∩ {a 1 , . . . , a p 1 −1 } = ∅, no bad path starts with a p 1 and one of the following statements holds: (2) for i = 2, 3. Otherwise, if a e =ã 3 but there exists no path a e+1 =ã 3 , . . . , a k with a k = a v for some v ≤ e, apply again the quoted lemma with c ′ 3 . We get a (possible bad) path a p 1 , . . . , a p 2 with p 2 > p 1 such that T ap 2 ∩ {a 1 , . . . , a p 2 −1 } = ∅, no bad path starts with a p 2 and one of the following statements holds:
If we also have U 1 ∩ (u Next we put together the above lemmas to get the proof of Proposition 1.6. Assume that sdepth S I/J ≤ d + 1. We may suppose always that P b satisfies the properties mentioned in Lemma 2.1. Applying Lemma 2.3 and Remark 2.5 and changing a 1 if necessary we may suppose that no bad path starts from a 1 . By Lemma 2.10 changing a 1 by a p we may suppose that for every i = 2, 3, 4 one of the following statements holds 1)
Mainly we study the case 3) the other two cases give no trouble as we will see later. Suppose that U 1 ∩(u 2 ) = ∅ and every monomial of U 1 ∩(u 2 ) has all its divisors from B ∩ (f 2 ) contained in {u 2 , u Remains to see what happens in subcase 1
Then as in Lemma 2.9 we see that u 2 = w 24 which implies w 34 ∈ C by our hypothesis, that is subcase 2 ′ ). Therefore, either we may find b 3 , b 4 , or we may find Remark 2.13. If ω 1 ∈ C 3 ∩ (E) then we may have indeed a problem. For example, if u 2 = w 24 , u 3 = w 23 , u 4 = w 34 , ω 1 = h(a 1 ) for some a 1 ∈ E but ω 1 ∈ h(E \ {a 1 }) then the path a 1 is maximal, T 1 = {a 1 } and our theory fails to solve this case if we cannot change P b in order to have {u 2 , u 3 , u 4 } = {w 24 , w 23 , w 34 }.
Example 2.14. We continue Example 2.7. If we take as in the above proof I ′ = (b, x 5 x 6 , x 5 x 7 ) and J ′ = I ′ ∩ J we have the disjoint intervals [x i , c 
Main results
We start with an elementary lemma.
Suppose that all w ij , 1 ≤ i < j ≤ r ′ are in B and different. Then the following statements hold Proof. Suppose that sdepth S I/J = d + 1 and E = ∅, the case E = ∅ is given in Proposition 1.7. The proofs of Proposition 1.6 and Proposition 1.7 show that we get depth S I/J ≤ d + 1, that is Conjecture 0.1 holds, when we may choose b ∈ (B ∩(f i ))\W such that ω i ∈ C 3 ∩(E). Suppose that we choose b ∈ (B ∩(f 1 ))\W but ω 1 ∈ C 3 ∩ (E). In the last part of the proof of Proposition 1.6 (see 2 ′ ) and also Remark 2.13) a problem appears when m = ω 1 ∈ T 1 , {u 2 , u 3 , u 4 } = {w 24 , w 23 , w 34 }. By Lemma 3.1 we may assume that B ∩ (f 2 , . . . , f 4 ) ⊂ W because otherwise we get depth S I ′ /J ′ ≤ d + 1 for I ′ = (f 2 , f 3 , f 4 ), J ′ = J ∩ I ′ which is enough since depth S I/(J, I
′ ) ≥ d + 1, b being not in (J, I ′ ). Then we may choose, let us say b ′ ∈ (B ∩ (f 2 )) \ W and again we may get depth S I/J ≤ d + 1 if ω 2 ∈ C 3 ∩ (E). Thus we may assume that ω 1 , ω 2 ∈ C 3 ∩ (E). In particular W consists in 6 different monomials and so by Lemma 3.1 we may suppose that f i = vx i , i ∈ [4] for a monomial v of degree d − 1 and b = vx 1 x l 1 , b ′ = vx 2 x l 2 for some l 1 , l 2 ∈ supp v ∪ {x 1 , . . . , x 4 }. If l 1 = l 2 = l and x k (f 1 , . . . , f 4 ) ⊂ J for all k ∈ [n] \ ({x 1 , . . . , x 4 , x l } ∪ supp v) then using again Lemma 3.1 we get depth S I ′′ /J ′′ ≤ d + 1 for I ′′ = (f 1 , . . . , f 4 ), J ′′ = J ∩ I ′′ . Otherwise, we may suppose that l 2 may be chosen different of l 1 (perhaps after renumbering f i ), let us say l 1 = 5, l 2 = 6. If x k (f 1 , . . . , f 4 ) ⊂ J for all k ∈ {1, . . . , 6} ∪ supp v and x j (f 3 , f 4 ) ⊂ J for j ∈ {1, . . . , 4} ∪ supp v then in P b we have h(b ′ ) ∈ {vx 1 x 2 x 6 , vx 2 x 5 x 6 }. Indeed, these are all possibilities because {u 2 , u 3 , u 4 } = {w 24 , w 23 , w 34 } and (x 5 , x 6 )(f 3 , f 4 ) ⊂ J. When Therefore, either there exists b ′′ ∈ (B ∩ (f 3 , f 4 )) \ W and we may assume that C 3 ∩ (E) contains also one from ω i , i = 3, 4 (this situation is presented later), or x j (f 3 , f 4 ) ⊂ J for j ∈ {1, . . . , 4} ∪ supp v but we may suppose that one from vx 1 x 7 , vx 2 x 7 is contained in B. Thus we may assume that x k (f 1 , f 2 ) ⊂ J for all k ∈ {1, . . . , 6} ∪ supp v and the existence of b ′′ = vx 3 x l 3 ∈ (B ∩ (f 3 )) \ W . If l 3 ∈ {5, 6} then as above we may suppose that l 3 = 7 and we get depth S I/J = d + 1.
Remains to assume that let us say l 3 = 6 and x k (f 1 , . . . , f 4 ) ⊂ J for all k ∈ {1, . . . , 6} ∪ supp v, and x j f 4 ∈ J for all j ∈ {1, . . . , 4} ∪ supp v. As we discuss already we may suppose that u 2 = w 24 , u 3 = w 23 , u 4 = w 34 and so c When h(b ′ ) = vx 2 x 3 x 6 we see that h(b ′′ ) ∈ {vx 1 x 3 x 6 , vx 3 x 5 x 6 }. First situation gives vx 1 x 6 ∈ B and we do as above. The second situation gives vx 3 x 5 ∈ B and then h(vx 3 x 5 ) ∈ {vx 1 x 3 x 5 , vx 2 x 3 x 5 }. In the first option we change in P b the intervals [vx 3 x 5 , vx 1 x 3 x 5 ], [f 3 , c
