Abstract. We show that the Eigenspace Representations for R n semidirect with a finite pseudo-reflection group K, which satisfy some generic property are equivalent to the induced representations from R n to R n ⋊ K, which satisfy the same property by Mackey little group method.And the proof of the equivalence is by using matrix coefficients and invariant theory.As a consequence, these eigenspace representations are irreducible.
Introduction
Eigenspace Representations for Riemannian symmetric spaces play a crucial rule in the research both of Group representations and Geometric Analysis. Many mathematicians have a great interest in the conditions for which the eigenspace representations are irreducible. In fact, Robert Steinberg [S1] has made a great contribution to it, by using purely invariant theory of finite reflection groups. However, our approach is by using both of Mackey little group method and invariant theory. What's more, the main part of ourχ, which satisfies the generic property, we use matrix coefficient method to get a monomorphism from it to some eigenspace representation(T λ , E λ ), which satisfies the same property. The amazing part is we know dimInd R n ⋊K R n χ=| K | and will prove dimE λ ≤| K | by using invariant theory. Therefore, Ind R n ⋊K R n χ is equivalent to (T λ , E λ ) and (T λ , E λ ) is irreducible.
This paper is as follows. In Sect.2, we give the definitions of semidirect product of G = R n ⋊ K, eigenspace representations of G and the generic property. What's more, we recall the basic knowledge of Mackey litte group method. In Sect.3,we show there is a monomorphism from the unitary irreducible induced representations of G to some eigenspace representations both of which satisfy the generic property. In Sect.4, we show the dimension of any eigenspace of G = R n ⋊ K is smaller or equal to the order of K by using invariant theory. Thus,the eigenspace representations, which satisfy the generic property are irreducible. In Sect.5, we illustrate the circumstances for a particular example when K is equal to the Dihendral group D n .
Notation and Preliminaries
Definition 2.1. semidirect product Let K be a finite pseudo-reflection group, Define ϕ :
Under this definition,we have the identification
Definition 2.2. Eigenspace Representations Let G = R n ⋊ K, where K is a finite pseudo-reflection group. D(G/K) is the algebra of all differential operators on G/K which are invariant under K. For each homomorphism χ : D(G/K) → C, consider the joint eigenspace
Let T χ denote the natural representation of G on this eigenspace,
Lemma 2.4. The homomorphisms of C[x 1 , · · · , x n ] K into C are precisely χ λ : P → P (λ), where λ is some element in C n .
From Lemma 2.3 [J] and Lemma 2.4 [H3] , we obtain for any P (
Therefore, for any homomorphism χ : D(G/K) → C, we have
For simplicity, we denote E χ = E λ from now on.
Definition 2.5. Generic Property Let χ be any character on R n , then there exists
We say χ( or λ) is generic if for any g = e g ∈ K, g · λ = λ holds. We say (T λ , E λ ) satisfies the generic property if the same condition holds.
Mackey little group method
If ψ is an irreducible representation of G = R n ⋊ K, then it can be constructed(up to equivalence) as follows. If χ is a character on R n , let K χ denote its K-normalizer, so G χ = R n ⋊ K χ is the G-normalizer of χ. Write χ for the extension of χ to G χ given by χ((x, k)) = χ(x); it is a well defined character on G χ . If γ is an irreducible unitary representation of K χ , let γ denote its extension of G χ given by γ((x, k)) = γ(k). Denote ψ χ,γ = Ind G Gχ ( χ γ). Then there exists choices of χ and γ such that ψ = ψ χ,γ .
We say ψ χ,γ satisfies the generic property if χ is generic.
The monomorphism
In this section, we first introduce some lemmas, and then we use these lemmas to show there exists a monomorphism from the induced representations to some eigenspace representations both of which satisfy the generic property.
Lemma 3.1. In the notation of Section 2, ψ χ,γ has a K-fixed vector if and only if γ is the trivial 1-dimensional representation of K χ . In that case, ψ χ,γ = Ind G Gχ ( χ) and the K-fixed vector is given(up to scalar multiple)by
and K-invariance says f = 0, contrary to assumption. Thus f (1) = 0 and irreducibility of γ forces γ to be trivial.
Conversely, if γ is trivial and χ(x) = e −λ T ·x , then f ((x, k)) = e λ T ·k T ·x is a nonzero K-fixed vector in H ψ . And it is the only one, up to scalar multiple, because any two K-fixed vectors must be proportional.
Lemma 3.2. In the notation of Section 2, Ind G Gχ ( χ) is equivalent to the subrepresentation of Ind G R n (χ), which is generated by the K-fixed vector u((x, k)) = e λ T ·k T ·x . Here χ(x) = e −λ T ·x . In addtion, both of these two representations are irreducible.
Remark 3.3. If the induced representation satisfies the generic proporty, then
, which satisfies the generic property.
. be a linear map. Then E is isomorphic as a linear map. From Remark 3.3, we know V is irreducible and V is generated by u((x, k)).
Therefore, the element of V is of the form i n i ( j a ij v j ) ∀n i ∈ C. Since E is bijective, we have
On the other hand, if
This can be proved as follows: If we let u = i m i v i ,and let
Then we have the following result
Combining (3.7) and (3.9), we obtain
Theorem 3.11. For any (T λ , E λ ), which satisfies the generic property, we can find a representation Ind G R n (χ) = (Φ, V ), which satisfies the same condition such that there exists monomorphism from
On one hand, we show Ind
It's easy to get F is linear and surjective. Next, we prove E is injective. Suppose
(3.12)
On the other hand,we show (π, H) is a subrepresentation of (T λ , E λ ). Firstly, f v (g) is smooth. And for any k ∈ K, g ∈ G,
(3.14)
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For any P (
and (Ψ(k)e * )(e) = e * (k −1 · e) for any e ∈ R n , e * ∈ (R n ) * and k ∈ K.
We obtain the induced action Ψ :
(3.15)
This proves the theorem.
Remark 3.16. From the construction of Ind R n ⋊K R n (χ), we can see if Ind R n ⋊K R n (χ) satisfies the generic property then its correspondence (T λ , E λ ) satisfies the same property. What's more, once (T λ , E λ ) is fixed, then λ is unique, thus Ind R n ⋊K R n (χ) is unique. Therefore, if we let A = {the irreducible representation Ind R n ⋊K R n (χ), which satisfies the generic property}; B = {Eigenspace Representation (T λ , E λ ), which satisfies the generic property}, there is a one-one correspondence between A and B.
Remark 3.17. For any finite pseudo-reflection group K, any χ of R n which is generic, there is a simple fact:
Irreducibility for eigenspace representations
In this section we first recall the invariant theory about finite groups and then use it to show the eigenspace representations which satisfy the generic property are irreducible.
Notations Let K be any finite pseudo-reflection group and let I(R n ) denote the set of K-invariants in S(R n ) and I + (R n ) ⊂ I(R n ) the set of Kinvariants without constant term. Similarly, we define
Let H c ((R n ) * ) denote the set of K-harmonic polynomial functions.Put H((R n ) * ) = S((R n ) * ) H c ((R n ) * ). For simplicity, we let S = S c ((R n ) * ),I = I c ((R n ) * ), H = H c ((R n ) * ), I + ⊂ I be the space of invariants without constant term, J the ideal I + S.
Lemma 4.2. Let K be a compact group of linear transformations of R n over R.
That is, each polynomial P on R n has the form p = k i k h k , where i k is G-invariant and h k harmonic. Lemma 4.3. Let K be a finite pseudo-reflection group acting on the ndimensional real vector space R n . Then the algebra I c ((R n ) * ) of invariants is generated by n homogeneous elements, which are algebraically independent.
Lemma 4.4. Let K be a finite pseudo-reflection group, then we obtain
, where I is the identity operator on (R n ) c and I k denotes the subspaces consisting of homogeneous elements of degree k.
Lemma 4.5. Let K be a finite pseudo-reflection group acting on the real vector space R n . Let j 1 , · · · , j n be homogeneous generators for the algebra
Proof. By general theory(see [S2] ,PP.100), we have trdeg(Q/C) = trdeg(Q/K)+ trdeg(K/C). And we observe from it the j i are algebraically independent. Let j ∈ I k , the space of homogeneous invariants of degree k. Then j is a linear combination of monomials j a 1 1 · · · j an n for which (4.7)
By the algebraic independence of the j i , it follows that dim(I k ) equals the number of nonnegative integral solutions (a 1 , · · · , a n ) to (4.7). Hence (4.8)
Combining this with Lemma 4.4 [H3] , we conclude
If the C σ j are the eigenvalues of σ counted with multiplicity. Letting t → 1, only the term σ = 1 on the right gives a contribution, so we obtain the formula of the lemma. Theorem 4.11. Let K be a finite pseudo-reflection group and let the notation be as above. Then dimH=| K | and the mapping φ : j h → jh extends to a linear bijection of I H onto S. Moreover,
Proof. We know from Lemma 4.2 [H3] that φ is surjective. To prove that it is injective, we must show that if Σ r,s a r,s i r h s = 0, where a r,s ∈ C and {i r }and {h s } are homogeneous bases of the vector spaces I and H, respectively, then a r,s = 0. We write the relation in the form Put I s = r a r,s i r . We have to prove that each I s = 0 and for this it suffices to consider the case in which each I s is homogeneous and degh s + degI s the same for all s. Suppose there were an I s = 0. We write it in the form (4.14)
with nonzero coefficients a m 1 ,···mn,s . Then 
, this term will have to vanish and then the linear independence of the h s gives the contradiction a m 1 ,···mn,s = 0.
The identification I H = S implies the identity (4.17)
Since the right-hand side equals (1 − t) −n the formula for (dimH l )t l follows from (4.8). Putting t = 1, we obtain the formula dimH=| K | form Lemma 4.5[S].
Theorem 4.18. In the notation above, for each λ ∈ C n , we have dimE λ ≤| K |. Furthermore, for the case when λ is generic, (T λ , E λ ) is irreducible. If we let A = {Ind
Then there exists equivalent one-one correspondence between the elements of A and B.
Proof. From the conclusion of Theorem 4.11 [H3] , dimH=| K |. Let h 1 , · · · h |K| be a basis of H and let H 1 , · · · H |K| be the corresponding members of S((R n ) c )). [Under the identification of (R n ) c and ((R n ) c ) * by means of B, which is a nondegenerate symmetric bilinear form on (R n ) c × (R n ) c ]. Let f ∈ E λ and put for x 0 ∈ R n (4.19)
is one-to-one linear mapping of E λ into C |K| . So dimE λ ≤| K |. Thus we have proved the first statement of the theorem. For the second part, for any (T λ , E λ ) which satisfies the generic property, from the conclusion of Theorem 3.10, there exists Ind R n ⋊K R n (χ) which satisfies the same property and a monomorphism from Ind
However, according to Remark 3.16, we obtain dimInd
Furthermore,from Theorem 3.10, Remark 3.15 and the conclusion above, we obtain there exists equivalent one-one correspondence between the elements A and B.
The D n case
In this section, we use the knowledge of previous sections to calculate explicitly for a particular example when G = R 2 ⋊ D n , K = D n . Here D n is the dihendral group, its elements have the following form:
acts on R 2 and on (R 2 ) * by standard action and (Ψ(g)e * )(e) = e * (g −1 · e), respectively. These actions extend to automorphisms of S(R 2 ) and S((R 2 ) * ). According to the above definition, we can calculate the action explicitly.
Let e 1 = 1 0 e 2 = 0 1
Let Ψ(R k )x 1 = a 1 ·x 1 + a 2 ·x 2 , where Ψ is defined in the proof of Theorem 3.10, Then
is generated by the g + n n polynomials 1 g M ∈G M · f , as f ranges over all g + n n monomials in the variables x 1 , · · · , x n of degree at most g.
Remark 5.5. The above lemma is in fact showed by Nother(see [ZS] ,PP. 275-276.] . Note that D n is a finite pseudo-reflection group. If we combine above lemma, the above calculation and Lemma 4.3, we can calculate C[x 1 , x 2 ] Dn explicitly. Let's look at the following Proposition.
Proposition 5.6. For general n ≥ 3, we obtain C[
Proof. We consider f 1 = x 2 1 and f 2 = x n 1 . According to Lemma 5.4,
Note that for any m ∈ N , the following equations hold
(5.7)
11 Therefore, according to the above calculation, we obtain 
Next, we prove z n + z n ∈ C[x 1 , x 2 ] Dn . The general idea is as follows: Firstly, we compute when n = 2m + 1, z n + z n ∈ C[x 1 , x 2 ] Dn . What's more, using the same method, we can compute when n = 2m,
Dn . Now, we give the concrete proof as follows:
(5.10)
Note that
(5.12) Therefore, when n = 2m + 1, z n + z n ∈ C[x 1 , x 2 ] Dn . Similarly, we can show when n = 2m, z n + z n ∈ C[x 1 , x 2 ] Dn . Therefore, z · z and z n + z n ∈ C[x 1 , x 2 ] Dn for ∀n ≥ 3. Since z · z and z n + z n are algebraiclly independent, according to Lemma 4.3, we obtain
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Remark 5.13. According to Lemma 2.3, for every E λ ,∃ 2 n ((λ 1 −iλ 2 ) n +(λ 1 +iλ 2 ) n )f } Furthermore, (T λ , E λ ) is irreducible and all eigenspace representations of R 2 ⋊ D n , which satisfy the generic property is of this form.
Proof. According to Theorem 4.14, we obtain Ind R 2 ⋊Dn R 2 (χ) is equivalent to (T λ , E λ ). Therefore (T λ , E λ ) is irreducible. Note that 
(5.18)
Then we obtain
(5.19)
Finally, from the conclusion of Remark 3.15, we can get all eigenspace representations of R 2 ⋊ D n , which satisfy the generic property is of this form.
Remark 5.20. In this paper, we mainly consider the irreducibility of the eigenspace representations of G = R n ⋊ K, where K is a finite pseudoreflection group. In fact, the same problem for the general case when K is any closed subgroup of O(n) is also of great value.
