In this paper, we propose an extension of the decomposition method for solving nonlinear equations. After a summary of Adomian's decomposition method (ADM), a new kind of decomposition strategy for nonlinear functions in nonlinear equations is proposed, and a generalized decomposition method (GDM) for solving nonlinear equations is presented. Under a rather mild condition, the convergence of the GDM is proved. Also, some concrete examples are studied to illustrate with numerical results how powerful the GDM is. Finally, some general remarks conclude this study.
Introduction
Adomian's decomposition method (ADM) [1] [2] [3] is a new and ingenious method for solving nonlinear equations of various kinds. In recent years, the ADM has been successfully applied to solve many nonlinear equations in applied sciences, see for example [4] [5] [6] . The ADM calculates the solutions of nonlinear equations as infinite series in which each term can be easily determined. Each term of these series is a generalized polynomial called Adomian's polynomial. The series is convergent towards an accurate solution. The ADM's convergence has been studied by Cherruault [7] . Under some rather strong conditions, he has proved the convergence of the method by using fixed point theorems. On the basis of Cherruault's results [7] , Babolian and Biazar [8] presented the order of convergence of the ADM.
Adomian's polynomials play a very important role in the ADM. However, these polynomials for the nonlinear function cannot utilize all the information concerning the obtained successive terms of the series solution and the function itself, which could affect directly the accuracy as well as the convergence region and the convergence rate of the series solution. Moreover, the proof of the convergence for the ADM needs rather strong conditions [7] . The problems mentioned here will be explained in detail in the following sections.
In order to improve the ADM, we propose an extension of the decomposition method. First, a new kind of decomposition strategy is proposed, which could utilize the information concerning the obtained successive terms of the series solution and the function itself. Then, the GDM is presented. Under a rather mild condition, the convergence of the GDM is proved. Also, six examples are studied carefully, and the numerical results show that the GDM enjoys the high precision as well as the large convergence region and the fast convergence rate for the series solution. Finally, some general remarks are given.
The pinciple of the ADM
Consider the general functional equation
where N is a nonlinear operator from a Hilbert space H into H , f is a given function in H , and we are looking for y ∈ H satisfying (1) . We assume that (1) has a unique solution for every f ∈ H .
In the ADM, y is represented as the infinite sum of series
and the nonlinear function N (y) is decomposed as follows:
where the A n 's are polynomials of y 0 , y 1 , . . . , y n called Adomian's polynomials and are calculated by the formulae
Putting (2) and (3) into (1) gives
Each term of the series ∞ n=0 y n is given by the recurrent relation
However, in practice, all the terms of the series ∞ n=0 y n cannot be determined, and the solution will be approximated by a truncated series N n=0 y n . Cherruault [7] gave a proof of convergence of the ADM. He introduced a new formulation of the method by setting S n = y 1 + y 2 + · · · + y n (7) and proved that S n converges towards a solution of the fixed point equation
The term, N (y 0 + S n ) = N ( n i=0 y i ), is approximated by the expression
The ADM is equivalent to determining the sequence {S n } defined by S 0 = 0, S n+1 = N n (y 0 + S n ), n ≥ 0.
In order to prove convergence of the ADM, following two conditions are necessary [7] :
These two conditions are rather strong. The second condition ensures the convergence of ∞ n=0 A n , which is difficult to satisfy for many highly nonlinear functions.
An extension of the decomposition method
The crux of the Eq. (1) is the nonlinear function N (y). Here, we develop a new kind of decomposition strategy for the nonlinear function N (y)
where the J n 's are functions depending on y 0 , y 1 , . . . , y n . They are determined by
The new decomposition of the nonlinear function N (y) could utilize all the information concerning the obtained terms y 0 , y 1 , . . . , y n , and the function N (y) itself. Substituting (2) and (11) into (1), we have
The y n 's can be determined by the recurrent relation
Below, we take N (y) = y 2 as an example to illustrate the difference between Adomian's polynomials and the new decomposition functions. Adomian's polynomials for this function are given by
2 + 2y 1 y 3 + 2y 0 y 4 , A 5 = 2y 1 y 4 + 2y 2 y 3 + 2y 0 y 5 , · · · A n = y 0 y n + y 1 y n−1 + · · · + y n−1 y 1 + y n y 0 , · · · y 2 1 appears in A 2 rather than A 1 , however, y 1 has been determined before calculating A 1 . 2y 1 y 2 appears in A 3 rather than A 2 , however, y 1 and y 2 have been determined before calculating A 2 . Similarly, y 2 2 appears in A 4 rather than A 2 , 2y 1 y 3 appears in A 4 rather than A 3 . . . . In this sense, A n cannot utilize all the information concerning the obtained terms y 0 , y 1 , . . . , y n and the function itself. The new decomposition functions can be expressed as J 0 = y 2 0 , J 1 = 2y 0 y 1 + y 2 1 , J 2 = 2y 0 y 2 + 2y 1 y 2 + y 2 2 , J 3 = 2y 0 y 3 + 2y 1 y 3 + 2y 2 y 3 + y 2 3 , J 4 = 2y 0 y 4 + 2y 1 y 4 + 2y 2 y 4 + 2y 3 y 4 + y 2 4 , J 5 = 2y 0 y 5 + 2y 1 y 5 + 2y 2 y 5 + 2y 3 y 5 + 2y 4 y 5 + y 2 5 , · · · J n = 2y 0 y n + 2y 1 y n + · · · + 2y n−2 y n + 2y n−1 y n + y 2 n , · · · .
It is evident that n i=0 J i = ( n i=0 y i ) 2 is an approximation to N ( ∞ n=0 y n ) = ( ∞ n=0 y n ) 2 . However,
i=0 A i = (y 0 + y 1 + y 2 ) 2 + 2y 0 y 3 + 2y 1 y 3 + 2y 0 y 4 , 5 i=0 A i = (y 0 + y 1 + y 2 ) 2 + 2y 0 y 3 + 2y 1 y 3 + 2y 2 y 3 + 2y 0 y 4 + 2y 1 y 4 + 2y 0 y 5 , . . . . This indicates that N n=0 J n is a much better approximation to N (y) than N n=0 A n is.
Convergence of the GDM
In order to prove the convergence of the GDM, we introduce a new formulation of the GDM. Let S n = y 0 + y 1 + · · · + y n . Then (14) can be written as
Putting (12) into (15) gives
The sequence S n can be determined by the recurrent scheme (16). We assume that (1) has a unique solution in H for every f ∈ H , i.e. there exists a unique S ∈ H such that
Then we have the following theorem:
for all y 1 , y 2 ∈ H . Then the sequence S n given by (16) converges towards the unique solution S of the Eq. (1).
Proof. From (16), (17) and the assumption, we have, for any n ≥ 0,
Applying the above relation, we obtain, for all n ≥ 0,
Since δ ∈ (0, 1), this implies S n − S → 0, n → ∞, and lim n→∞ S n = S, i.e. the sequence S n determined by the GDM converges towards the unique solution S of the Eq. (1). This completes the proof.
Under the condition that N is a contraction, we have proved the convergence of the GDM. However, two conditions, which are necessary for proving the convergence of the ADM, are that N is a contraction, and that N n − N → 0 (n → ∞) [7] . In this sense, the GDM is an extension of the ADM.
Numerical illustrations
In this section, we present six examples to illustrate with numerical results how the GDM works. Example 1. Consider the algebraic equation
Let us choose k = 2. The equation has been studied by Adomian and Rach [9] . In the following, the equation is solved by the GDM, and the results obtained are compared with those determined by the ADM. All the numerical results are calculated by using the symbolic calculus software Mathematica.
If we write x = ∞ n=0 x n and e −x = ∞ n=0 J n , where the J n 's represent the new decomposition functions, we have
Let S n = x 0 + x 1 + · · · + x n . Then (19) can be written as
If we write e −x = ∞ n=0 A n , where the A n 's are Adomian's polynomials, then the recurrent scheme of the ADM can be expressed as
The solution of Eq. (18) with k = 2 is x * = 2.120028239 [9] . The values of the n term approximation S n and the corresponding relative error Ψ n = [(S n − x * )/x * ] × 100 are given in Table 1 . It shows that the GDM has higher precision and converges faster than the ADM.
For k ∈ (−∞, +∞), Eq. (18) is equivalent to the equation
where N (x) = k − k + e −x . We still choose k = 2. For Eq. (21), the recurrent scheme of the GDM can be written as Since e −x = ∞ n=0 A n , N (x) = k − k + ∞ n=0 A n . Then, the recurrent scheme of the ADM can be expressed as
We have done a large number of numerical experiments to investigate whether the sequence S n produced by (22) and (23) with k ∈ (−∞, +∞) are convergent, and the numerical results obtained lead to the following conclusions:
For k ∈ (−∞, 1.4) ∪ (13, +∞), the sequence S n produced by the ADM iteration (23) diverges pointwise. While k ∈ [1.4, 13], the sequence S n produced by (23) converges. However, the sequence S n produced by the GDM iteration (22) converges pointwise for k ∈ (−∞, +∞). For k = 5, the n term approximation S n produced by the ADM and the GDM as well as the corresponding Ψ n are given in Table 2 . For k = 50 and k = −20, the n term approximation S n produced by the GDM and the corresponding Ψ n are given in Table 3 . As a matter of fact, when k ≥ 20, S 1 = 2, and the values of S n , Ψ n (2 ≤ n ≤ 11) are identical with those given in the first and second columns of Table 3 . While k ≤ −3, S 2 = 2, and the values of S n , Ψ n (3 ≤ n ≤ 11) are identical with those given in the third and fourth columns of Table 3 .
From the aforementioned numerical results, we can see that the accuracy of the GDM is remarkable. Furthermore, the GDM has the large convergence region and the fast convergence rate for the series solution, and it is superior to the ADM. The reason for the powerful extension is that the new decomposition strategy for nonlinear function can utilize all the information concerning the obtained successive terms of the series solution and the function itself. 
with initial condition
The analytic solution of this equation is
Here we solve this equation by the ADM and the GDM, respectively.
Writing y = ∞ n=0 y n and y 2 = ∞ n=0 A n {y 2 }, we express the recurrent scheme of the ADM as    y 0 = 1,
The A n 's have been given in Section 2, so each term of the series ∞ n=0 y n can be determined, and the partial sum φ a n = n m=0 y m is an approximation to the solution. Simple calculations lead to φ a n = 1 + x + x 2 + · · · + x n , n ≥ 0.
The recurrent scheme of the GDM can be written as
and we readily obtain x 14 + 1 59 535
x 15 .
The calculation of φ g n (n ≥ 5) becomes complex rapidly, and we cannot find the general expression of the partial sum φ g n . By using the symbolic calculus software Mathematica, the complex approximation solutions are calculated. The calculations can be carried out to φ g 7 . However, since we calculate approximants, we can simplify the calculation of φ g n (n ≥ 8) by dropping the high-order terms of φ g n−1 during the iteration. Thus, we drop terms involving x 51 and higher exponentials, and the approximate solutions φ g 9 and φ g 19 are determined. Dropping terms involving x 61 and higher exponentials, we calculate φ 29 . It is clear that the φ g n 's obtained in this way satisfy the initial condition. In order to investigate the accuracy of the GDM and the ADM, we define the following error function concerning φ n :
and E a n (x) = 1 1−x − φ a n (x), and E g n (x) = 1 1−x − φ g n (x) stand for the error functions determined by the ADM and the GDM, respectively. Comparisons of E g n (x) and E a n (x) (n = 9, 19, 29) are shown in Figs. 1-3 . The numerical results show that the GDM has higher precision, the larger convergence region and the faster convergence rate for the series solution than the ADM has.
From the numerical results obtained, we find out
If more complex calculations had been carried out, the better approximation results would have been obtained. We drop terms involving x 101 and higher exponentials, and obtain φ For the corresponding error functions, we have
As the power of the dropped terms increases, the calculations become more complicated, and the more accurate results can be given. Although the calculations of the GDM are complex, the much more accurate solutions have been obtained. In this sense, we conclude that the GDM could lead to much more accurate solutions than the ADM, and is superior to the ADM.
Clearly, φ a n (x) determined by the ADM is the partial sum of ∞ n=0 x n , which is the Taylor expansion of function 1 1−x at the point x 0 = 0. This observation is in accordance with the conclusion given in Theorem 3.4 [10] . However, φ g n (x) determined by the GDM can be expressed as the partial sum of ∞ n=0 x n and an approximate remainder function. In this sense, the GDM can improve the accuracy, the convergence region and the convergence rate of the series solution. It is really an extension and has the advantage over the ADM. The analytical solution of this equation is
Here we solve this equation by the ADM and the GDM.
Writing y = ∞ n=0 y n and y 2 = ∞ n=0 A n {y 2 }, the recurrent scheme of the ADM is written as
The A n 's are calculated by the formula (4), so the y n 's are determined by (30). The partial sum φ a n = n m=0 y m is an approximation to the solution. Easy calculations lead to
In fact, the φ a n (x)'s determined by the ADM are the partial sums of the Taylor series of the solution function y * (x) at point x 0 = 0. The recurrent scheme of the GDM can be written as
which leads to
The calculation of φ g n (n ≥ 6) becomes complex rapidly. We simplify the calculation of φ g n (n ≥ 6) by dropping the high-order terms of φ g n−1 during the iteration. Thus, we drop terms involving x 31 and higher exponentials, and the approximate solution φ which stand for the error functions determined by the ADM and the GDM, respectively. Comparison of E g 9 (x) and E a 9 (x) is shown in Fig. 4 . Since the complicated excitation term e(x) can cause difficult integrations and proliferation of terms, we can express e(x) in Taylor series at point x 0 = 0, which is truncated for simplification. Suppose we replace e(x) by
Then the Eq. (32) becomes
with initial condition (33). Here we solve this equation by the ADM and the GDM, respectively.
Let L = d 2 dx 2 . Then the Eq. (34) can be written as L y = e + 2y 3 − 3y.
Writing y = ∞ n=0 y n and y 3 = ∞ n=0 A n {y 3 }, the recurrent scheme of the ADM is written as
where L −1 stands for the twofold indefinite integral operator. The A n 's are calculated by the formula (4), so the y n 's are determined by (35). The partial sum φ a n = n m=0 y m is an approximation to the solution. The recurrent scheme of the GDM can be expressed as
The calculations of φ a n and φ g n (n ≥ 1) become complex rapidly. By using the Mathematica software, the approximate solutions φ a 3 (x) and φ The A n 's are calculated by the formula (4), so the y n 's are determined by (37). The partial sum φ a n = n i=0 y i is an approximation to the solution. The recurrent scheme of the GDM can be written as
which stand for the error functions determined by the ADM and the GDM, respectively. By using the Mathematica software, two cases with m = 3 and m = 13 are calculated. Case 1. m = 3 Calculations of (37) lead to φ a n = 3[1 − x 3 + x 6 − · · · + (−1) n x 3n ], n ≥ 0, which is a partial sum of the Taylor series of the solution function 3 1+x 3 at point x 0 = 0. The calculation of φ g n (n ≥ 4) becomes complex rapidly. By using the Mathematica software, φ g 5 is calculated. Comparison of E g 5 (x) and E a 5 (x) is shown in Fig. 6 . Case 2. m = 13 Calculations of (37) lead to φ a n = 13[1 − x 13 + x 26 − · · · + (−1) n x 13n ], n ≥ 0, which is a partial sum of the Taylor series of the solution function 13 1+x 13 at point x 0 = 0. The calculation of φ g n (n ≥ 4) becomes complex rapidly. By using the Mathematica software, φ g 5 is calculated. Comparison of E g 5 (x) and E a 5 (x) is shown in Fig. 7 . Here we solve this equation by the ADM.
Writing y = ∞ n=0 y n and e −y = ∞ n=0 A n {e −y }, the recurrent scheme of the ADM is written as
The A n 's are calculated by the formula (4), so the y n 's are determined by (41). The partial sum φ a n = n m=0 y m is an approximation to the solution. Calculations of (41) lead to
which is a partial sum of the Taylor series of the solution function ln(1 + x) at point x 0 = 0. For the GDM, since the nonlinear function e −y in (39) can cause difficult integrations, we expand e −y in Taylor series at y 0 = 0, which is truncated for simplification. Suppose we replace e −y by
Then the Eq. (39) becomes
with initial condition (40). Here we solve this equation by the GDM. The recurrent scheme of the GDM can be written as
The calculation of φ g n (n ≥ 3) becomes complex rapidly. By using the Mathematica software, φ g 4 is calculated. Let E a n (x) = ln(1 + x) − φ a n (x), and E g n (x) = ln(1 + x) − φ g n (x), x > −1, which stand for the error functions determined by the ADM and the GDM. Comparison of E g 4 (x) and E a 4 (x) is shown in Fig. 8 .
All the numerical results given above indicate that the GDM has higher precision, the larger convergence region and the faster convergence rate than the ADM has. The GDM is powerful and is superior to the ADM.
Conclusion
In this paper, we have presented a new extension of the ADM for solving nonlinear equations. First, a new decomposition form for nonlinear functions in nonlinear equations is proposed, and the GDM for solving nonlinear equations is given. Then, under the rather mild condition, convergence of the GDM is proved. Finally, six examples are studied, and the results obtained indicate that the GDM has the high precision, the large convergence region and the fast convergence rate for the series solutions. It really has the advantage over the ADM. The reason for the powerful extension is that the new decomposition strategy for nonlinear function could utilize all the information concerning the obtained successive terms of the series solution and the function itself. Also, programming the iterative schemes of the ADM and the GDM by using symbolic calculus software Mathematica makes the calculations fast and simple. All the figures are drawn by the same software.
Because the new decomposition strategy for nonlinear function is more complicated than Adomian's polynomials, sometimes the calculations of the approximate solutions become complex rapidly. Also, for nonlinear differential equations, the new decomposition strategy for nonlinear function may lead to difficult integrations. The compromise between the new decomposition strategy and Adomian's polynomials is suggested, and the generalized Taylor expansion of the nonlinear function in the neighbourhood of a function rather than a point is used to avoid the difficult integrations. The further study of the GDM for solving complex differential equations could be interesting and promising.
