Abstract. The quantum behavior of charge carriers in semiconductor structures is often described in terms of the effective mass Schrödinger equation, neglecting the rapid fluctuations of the wave function on the scale of the atomic lattice. For systems with piecewise-constant mass and potential energy, this amounts to solving a set of Helmholtz equations with wavenumbers dictated by the physical parameters of each homogeneous subregion. Making use of the Green function method, the system of differential equations can be expressed in boundary integral form to enable efficient numerical solution. In the present study, this strategy is applied in combination with a Galerkin technique to compute the energy spectrum and the wave functions of the electron in a mesoscopic structure composed of two regions. The proposed formulation differs from those presented before for the same scenario in that it implements a symmetric discretization of the four Helmholtz boundary integral operators, which leads to compact expressions and very accurate results.
Introduction
In recent years, fundamental and applied research in semiconductor and solid state physics has undergone a significant evolution, with particular emphasis on the study and development of mesoscopic structures and quantum wells [1] [2] [3] . Indeed, the quantum confinement of charge carriers is responsible for a rich variety of phenomena that are of interest in optoelectronics, nanotechnology and quantum computing [4] . As it is well-known, the single-particle electronic properties of mesoscopic structures are dictated by the Schrödinger equation and depend on both the electron energy and the confining potential of the atomic lattice. Since for most geometries the energy levels and wave functions of the electron inside such structures cannot be determined analytically, numerical methods are required for both the analysis and interpretation of the experimental results. Among the various computational techniques, the finite element method (FEM) and the boundary element method (BEM) have been explored in the literature [5] [6] [7] [8] [9] [10] . Whereas the FEM consists in a volume discretization of the original boundary value problem, the BEM leverages the Green function approach to cast the partial differential equations into a boundary integral form which is then projected on finite dimensional trial spaces. In particular, this last step can be addressed by collocation, explicitly imposing the boundary integral equations at a finite set of points, or by the Galerkin approach, where the equations are enforced in a weighted average sense [11] . The main limitation of the BEM is that it requires the knowledge of the Green function of the physical system: for arbitrary confining potentials, the Green function cannot be expressed in closed form. However, mesoscopic structures are often constitued by piecewise-homogeneous regions, which means that only free-space Green functions are needed. In this case, owing to the reduction in dimensionality, the BEM is often more efficient than the FEM; moreover, the BEM provides a very natural strategy to compute the scattering of the electron wave function into unbounded regions. Although most of the literature deals primarily with collocation methods, the Galerkin BEM is known to be more accurate and robust.
In this work, a BEM involving the Galerkin discretization of the matrix integral operator (30) is proposed to solve the effective mass Schrödinger equation (Section 2) for a charge carrier in a mesoscopic system comprising two regions with piecewise-constant mass and potential energy. The formulation enables the determination of the discrete energy levels (Section 3), the scattering amplitudes (Section 4) and the spectral density of the system (Section 5), as well as the corresponding wave functions. For the reader's benefit, the paper is self-contained and in Appendix A, Appendix B and Appendix C some technical details of the BEM derivation are reminded to the reader and adapted to the notation of the main text. Additional results and insights can be found in Appendix D and in Appendix E.
Problem statement
Let us consider the non-relativistic time-dependent Schrödinger equation for the electron wave function within an arbitrary mesoscopic structure [2] . Under the effective mass approximation for the envelope function Ψ (r, t), the equation reads:
being m (r) the electron mass [12] and V (r) the potential energy of the confining structure. Assuming a time-harmonic dependence of the form:
where E represents the electron energy, equation (1) is reduced to:
For piecewise constant mass and potential energy, the previous expression can be put in the same form as the scalar Helmholtz equation [5] [6] [7] [8] . Suppose, for instance, that the mesoscopic structure can be divided into N homogeneous subregions Ω j such that m (r) = m j and V (r) = V j for r ∈ Ω j , where j runs from 1 to N . Within the j-th subregion, equation (3) becomes:
Here and below, the symbol ∆ stands for the Laplacian. Making use of the following definition:
we finally obtain:
For each wavenumber k j , the unique form of the free-space Green function g j (r, r ) satisfying:
∆g j r, r + k Figure 1 . Left: sketch of the geometry of the problem. Right: two parallel surfaces S ± ε .
and the Sommerfeld radiation condition:
will be considered, according to the usual convention. It is important to note that, for the kinetic energy operator to be Hermitian, both the wave function ψ and its weighted normal derivative m −1 ∂ n ψ must be continuous across the interface between any two different subregions [12] . In the next sections, these boundary conditions are used together with (8) to solve equation (6) numerically by the symmetric Galerkin BEM for N = 2 homogeneous subregions.
Bound states

Integral equations
As a general example, let Ω 1 ⊂ R n with n = 1, 2 or 3 be a finite spatial region enclosed by a boundary S = ∂Ω 1 with outward pointing normal n and let Ω 2 = R n \ Ω 1 be the exterior region (see Figure 1 , left side). Assuming a potential energy and an electron mass, respectively, of the form:
with V , m 1 and m 2 constants, equation (6) can be rewritten as:
where: k
Let us represent the total electron wave function ψ (r) as follows:
With this notation, (10) becomes:
Denoting by g 1 (r, r ) and g 2 (r, r ) the free-space Green functions in the two regions, we have:
If we make the replacement r ↔ r in (13) and (14) , multiply the first expression by g j (r, r ), the second by ψ j (r ) and finally compute the difference between the two, we arrive at:
where the argument (r, r ) of the Green function has been suppressed for brevity. Let us first consider the case r / ∈ S. By performing the integration of (15) in dr over the volume Ω j \ B (r), where B (r) is a ball of radius and center r ∈ Ω j , making use of the following Green's identity:
where ∂/∂n = n · ∇ is the derivative with respect to the outward pointing normal to the integration surface computed at r , and taking the limit → 0, we get:
As it is shown in Appendix A, the second term in (17) reduces to:
so that we are left with:
In deriving the second equation in (19), the Sommerfeld radiation condition (8) has been used in order to neglect the contribution at infinity. Taking f (·) to represent ψ (·), g (r, ·) and their normal derivative, the evaluation of the integrand functions at any point r S on the boundary should be conceived as follows 1 :
The same strategy can be used to obtain the limiting values of (19) for r ∈ S. In one dimension, where the boundary integrals are replaced by point evaluations, this poses no problem. Conversely, owing to the singularity of the Green functions, special care must be taken to address the two-dimensional and three-dimensional cases. In particular, by deforming the boundary integrals so that r still resides inside Ω j , it can be shown that (see Appendix B) 2 :
where the symbol ffl stands for the Cauchy principal value integral. We now introduce the boundary conditions for the wave function. First, let us define:
With this convention, and taking into account (20), the continuity of the electron wave function and of its normal derivative at the boundary S can be expressed as:
System (21) is then reduced to:
and, by subtracting the two equations, we arrive at:
Let us now consider the following families of parallel surfaces:
denote by n ∓ the corresponding outward pointing normals, by Ω − ε ⊂ Ω 1 the inner volume with respect to S − ε and by Ω + ε ⊂ Ω 2 the outer volume with respect to S + ε (see Figure 1 , right side). On computing the normal derivative of (19) at S ∓ ε , respectively, we get:
Dividing the first equation by m 1 , the second by m 2 and taking the difference between the two under the limit ε → 0 gives (see Appendix C):
(28) It is fundamental to keep in mind that the first integral in (28) is hypersingular and does not exist as Cauchy principal value.
Equations (25) and (28) can be rewritten more concisely as:
where the operatorĤ is expressed in matrix form (here we adapt the notation of [13] to the present scenario):Ĥ
with entries defined as boundary integral operators over an arbitrary wave function f (r):
To summarize, the solution of the original Schrödinger equation in the two regions has been rewritten through (19) and (23) as an integral expression involving the values of the functions ψ and χ at the boundary:
In (29), the boundary restrictions ψ (r S ) and χ (r S ) are found to span the null space of the matrix integral operator (30). It is important to note that theŜ,D,D † andN operators are coercive [16] but they may lack injectivity for some discrete values of the electron energy depending on the geometry and physical parameters of the system: those energies constitute the bound portion of the spectrum. The bound states of the quantum problem are intimately related to the resonant modes of the corresponding Helmholtz problem, with the presence in both cases of a non-trivial null space of the BEM operator.
Discretization of the operators
In order to solve numerically the above derived integral equations, the boundary S is discretized into a collection of simplices {S n } (segments and triangles in two and three dimensions, respectively). We then expand the unknowns ψ and χ in (29) on a set of node-based basis functions {f j } as follows:
being µ a dimensionless constant with the same order of magnitude as the electron mass, used to avoid scaling issues in the numeric computation. The j-th basis function is defined on the set of simplices {S n } that share the j-th mesh node, hereinafter referred to as {n ∈ j}, and vanishes out of its defining domain, so that:ˆS
with f n j representing the restriction of the basis function to the n-th simplex. Following the Galerkin approach [11] , we multiply equation (29) by f i (r S ) and integrate over S to obtain:
where:
and the discrete boundary operators are given by:
When the simplices S m and S n do not share any vertex, the matrix entries (40)- (43) can be easily computed by Gauss-Legendre quadrature rules [14] . Conversely, owing to the singularity of the Green functions and their normal derivatives, most integrations over coincident and adjacent elements require the use of regularization techniques (see, for instance, [15] ). Following the variational formulation proposed in [13] and [16] , the hypersingular matrix (43) may be replaced by a discrete version of the bilinear form induced by the corresponding single layer potential, which proves similar to (40) and easier to deal with. In Appendix D, quasi-closed-form expressions are provided for the coincident integrations appearing throughout (40)- (43) in the two-dimensional case with first-order basis functions. To the best of our knowledge, these formulas are applied here for the first time.
Once the above matrices are computed, the sets of expansion coefficients {α j } and {β j } can be estimated by solving (38) numerically, and this in turn leads to the determination of the boundary unknowns ψ (r S ) and χ (r S ) via (36). Since the matrix entries depend parametrically on the energy E of the electron, root-finding methods must be employed to localize the bound states, seeking for those specific eigenenergies that lead to a vanishing determinant of the block matrix (39). Finally, from (35), (36) and (37), we arrive at the BEM solution:
which can be more usefully expressed as:
being {j ∈ n} the set of mesh nodes that belong to the n-th simplex.
Examples and comparisons
With reference to [5] , let us first consider a stadium-shaped boundary of size 50 × 25 nm 2 with a potential offset V = 10 meV and take the electron effective mass to be 0.0665 m e in both the inner and outer regions, where m e ≈ 9.11 × 10 −31 Kg represents the electron rest mass. The contour plots of the two bound electron states computed by the proposed BEM are shown in Figure 2 , whereas the corresponding energies are reported in Table 1 for different numbers of mesh elements N . From this analysis, the relative error of the calculated energies is found to decrease as O(N −2 ). As a further comparison, the contour plot of the excited electron state at 184.4 meV, computed using V = 190 meV, is displayed in Figure 3 . The results are in good agreement with those presented in [5] .
The stadium is now replaced by a rectangular boundary of the same size. When the potential offset V in (9) tends to infinity, the electron wave function in the outer region vanishes and the Schrödinger Table 1 . BEM-computed energies of the two bound electron states in a stadium-shaped structure with the same parameters as in Figure 2 . The energies are obtained minimizing the function |det H (E)| by standard root-finding algorithms. equation for the inner region can be solved very easily by separation of variables. Imposing the continuity of the wave function at the boundary and the normalization condition, we obtain:
where n x , n y ∈ Z are the quantum numbers and L x , L y represent the sides of the rectangle. The energy of the confined states can then be expressed analytically as follows:
In the present scenario, the infinite potential offset breaks the continuity of the normal derivative of the wave function across the boundary and leads to a vanishing Green function in the outer region, so that system (19) reduces to:
and the boundary conditions (23) are replaced by:
Despite the BEM equations derived in the previous sections no longer hold, we can still use (48) and (49) to express a simplified boundary integral equation only involving the normal derivative of the wave function:ŝ
which is discretized as usual:
To check the BEM formulation against the above analytical example, the electron wave function is computed by setting the energy E in (11) to be one of the values (47). The contour plots of the wave functions relative to the first four energy levels, i.e., E
and E
12 , are displayed in Figure 4 and can be shown to match those of the analytic solutions (46), not reported here for brevity. Table 2 details the error E in the reconstructed wave functions, expressed by the following integral:
In Figure 5 , formula (54) is evaluated for an increasing number of mesh elements to check the convergence of the BEM algorithm. As illustrated in Figure 6 , a further validation to the model is provided by comparing (47) with the energy values that lead to a local minimum of the function |det s 1 (E)|, where s 1 is the matrix defined in (52). Table 2 . Numeric error (54) of the BEM in the approximation of the wave functions (46) inside a rectangular structure with the same parameters as in Figure 4 . Figure 5 . BEM error in the approximation of the first bound electron state inside a rectangular structure as a function of the number of mesh elements for the same choice of parameters adopted in Figure 4 . The proposed symmetric Galerkin formulation is compared with that in [5] . 
Scattering states
Integral equations
Considering again the arbitrary two-region system introduced in Section 3, let us assume:
so that the wavenumbers in (10) are given by:
We then express ψ (r) as the superposition of a known incident wave function ψ inc (r) with energy E and an additional wave function Φ (r) such that Φ (r) → 0 for large r:
Under these assumptions, (10) becomes:
Combining this equation with (14) and repeating the procedure of Section 3.1, we obtain:
Furthermore, by carefully taking the limit to the boundary:
Let now:
With this conventions, and taking into account (20), the boundary conditions read:
therefore:
By redefining Φ 1 (r S ) ≡ Φ (r S ) and χ 1 (r S ) ≡ χ (r S ), the first equation in system (60) is easily recast into the form:
We now combine the Helmholtz equation for ψ inc (r) with (14) to get:
For r ∈ Ω 2 , the integral of the above expression over Ω 1 can be rewritten using (16):
Taking with due care the limit r → r S , we obtain:
Then, considering the second equation in (60):
and summing the last two expressions, with reference to (57) and (61), leads to:
If we resort to (62), Φ 1 (r S ) ≡ Φ (r S ) and χ 1 (r S ) ≡ χ (r S ), the previous equation becomes:
Finally, the sum of (70) and (64) gives:
(71) which constitutes the first integral equation of the BEM system. In order to arrive at the second equation, we first need to consider (26) and compute the normal derivative of (59) at S ∓ ε , respectively:
We also evaluate the normal derivative of (66) at S + ε :
Then, taking the second equation in (72):
and combining it with the above expression, we obtain:
On the other hand, we still have the first equation in (72):
Dividing (75) by m 2 , (76) by m 1 and taking the difference between the two under the limit ε → 0 gives:
which then completes our BEM system. Proceeding as in Section 3.1, equations (71) and (77) can be expressed in matrix form:
whereĤ is the matrix integral operator defined in (30) and:
Summarizing, the electron wave function in the two regions has been rewritten through (57) in terms of a known incident wave function ψ inc (r) and a scattered field Φ (r) which satisfies:
with Φ (r S ) and χ (r S ) representing the solution of the matrix integral equation (78). Contrary to [5] , the proposed formulation results in a very concise form of the inhomogeneous term J (r S ), dictated only by the boundary restrictions of the incident wave function and its normal derivative.
Scattering amplitude
When the incident wave function ψ inc (r) is taken to be a plane wave exp (ik inc · r) with |k inc | = k 2 , in the outer region at great distances from the boundary S we have:
where
and:
being f (2D) (k) and f (3D) (k) the differential scattering amplitudes in two and three dimensions, respectively. Now, combining the second equation in (59) with (66) for r r S and making use of the far-field approximation:
we can write:
From the comparison between (81) and (85), it follows that:
Discretization of the operators
The integral equations so far derived can be discretized just as in Section 3.2, after expanding the boundary restrictions of the scattered field and of its inverse mass weighted normal derivative on a set of node-based basis functions:
This results in the following Galerkin-discretized version of system (78):
where H ij is defined in (39) and:
A numerical solution to (88) is then achieved by matrix inversion 3 :
and makes it possible to determine the BEM wave function from (80):
as well as the BEM scattering amplitude from (86):
Examples and comparisons
Assuming ψ inc (r) = exp (ik inc · r) with:
we now reintroduce the rectangle and stadium geometries considered in Section 3.3 and set the band offset V in (55) and the electron energy E to be 200 meV and 150 meV, respectively. Figure 7 displays the total electron wave function (57) in the two geometries for two different values of θ inc . By choosing:
the differential scattering amplitude f (2D) (k) obtained from (83) and (92) can be rewritten as a function of the angle θ and the total scattering cross section is defined as:
For the sake of comparison, both f (2D) (θ) 2 and σ are shown in Figure 8 for a rectangular quantum dot like that considered in [5] . As expected, the results match very well.
Spectral density function
Integral equations
Taking E ν and ψ (ν) (r) to represent the energy and normalized wave function of the ν-th quantum state of the electron, the spectral density function:
provides a unified description of both the discrete and continuous portions of the spectrum [5] . Within the arbitrary two-region system so far considered, the spectral density function may be rewritten as:
and it is found to satisfy:
as follows from (13) and from the completeness relation: Furthermore, by introducing:
from (23) we have:
Equations (14) and (98) can be easily manipulated and combined to obtain:
where r, r , r ∈ Ω j and the energy dependence of the spectral density function has been suppressed for brevity. Integrating the expression in dr over the volume Ω j \ B (r) and using (16), we get:
for r, r ∈ Ω 1 , and:
for r, r ∈ Ω 2 . Under the limits r → r S and r → r S , (103) and (104) reduce to:
respectively. Taking the difference between the two resulting expressions with reference to (101), we arrive at:
As it is now customary, the second equation of the BEM system can be obtained by combining the inverse mass weighted normal derivatives of (103) and (104) at r ∈ S ∓ ε under the limit ε → 0, which leads to:
Equations (107) and (108) are rewritten compactly as:
whereĤ is still the same as in (30) and:
Finally, as suggested in [5] , the boundary data can be condensed into the following distribution:
being w (r S , r S ) an arbitrary weighting function.
Discretization of the operators
Since the boundary restrictions in (109) are now functions of two space variables besides the electron energy, their expansion on the set of node-based basis functions may be expressed as:
Multiplying equation (109) by f i (r S ) f l (r S ) and integrating twice over S using (37), we obtain:
where H ij is defined in (39),
identifies a sparse symmetric matrix 4 whose only non-vanishing entries are those for which the mesh nodes k and l belong to the same simplex S c , and:
From (111) and (112), it follows that:
Taking the function w (r, r ) to be the Dirac delta δ (r − r ), the previous expression becomes:
where the matrix F has already been defined in (114). Then, letting: equation (113) can be directly inverted 5 to give:
It now becomes apparent that the knowledge of the matrix α enables us to easily determine the spectral density function from (117) and (118):
The conciseness of this last result may be regarded as a further advantage of the proposed BEM formulation.
Examples and comparisons
The BEM-computed spectral density function ρ δ (E) is reported in Figure 9 as a function of the electron energy for both the previously considered rectangle and stadium geometries. Since H becomes singular when E approaches the bound portion of the spectrum, analytic continuation to complex energies may prove useful for display purposes, as explained in [5] .
Conclusions
As the examples throughout the paper testify, the proposed symmetric Galerkin BEM gives very accurate results. Furthermore, it has the advantage of leading to a simple implementation of the inhomogeneous term in (88) and of the spectral density function in (120). It is worth noting that the integral equations (29), (78) and (109) can be generalized to systems composed of N > 2 subregions. Most importantly, owing to the spectral properties of the matrix integral operator (30), both (88) and (113) are suitable for preconditioning strategies based on the Calderon identities, as detailed in Appendix E. Despite direct inversion of the BEM matrix is not an issue for the academic problems analyzed so far, preconditioned iterative solvers may become essential to more realistic applications. The use of fast algorithms to speed up the proposed BEM formulation will be considered in future works.
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Appendix A. Proof of formula (18)
The free-space Green functions for the scalar Helmholtz equation in one, two and three dimensions are defined, respectively, as follows:
x, x ≡ i 2k exp ik x − x ; (A.1) 
