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Sommaire
Nous presentons dans ce memoire, Ie calcul du coefficient d'absorption d'un compose de type
Peierls en regime fluctuatif. Nous utilisons une methode perturbative compatible avec la theorie
du groupe de renormalisation a la Kadanoff-Wilson. II s'agit de reformuler la formule de Kubo pour
la conductivite en tennes des fonctions de Green de Zubarev. La partie reelle de la conductivite
etant, a un facteur pres, egale au coefficient d'absorption, nous deduisons ce demier de la nouvelle
formulation de la formule de Kubo. Les calculs relevent une absorption en-dessous du gap et un
elargissement du pic lorsque la temperature augmente. Aux basses temperatures (T< .25Tc*M)> ce
comportement est similaire a celui du spectre d'absorption (resultat experimental) du KCP, un com-
pose presentant une transition de Peierls. On explique ce comportement par les fluctuations du gap.
Nous notons aussi dans nos resultats, une tres forte absorption en-dessous du gap pour les tempera-
tures au-dessus de .25TcM- Nous pensons que la methode perturbative utilisee mtroduit trop d'etats
dans Ie gap.
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De par les enormes possibilites qu'ils offrent, notamment dans Ie domaine de la fabrication des
materiaux electroniques [1], les composes quasi-unidimensionnels (composes presentant une forte
anisotropie spatiale de la conductivite electrique) sont depuis ces demieres annees 1'objet d'intenses
recherches. Recemment, des mesures de photoconductivite ont ete faites au CRPS (centre de re-
cherche en physique du solide) sur un compose organique (Ie (TMTSF)C104) [2] . Puisque les
experiences de photoconductivite se font au CRPS, nous nous sommes dit qu'il serait opportun d'e-
laborer des calculs relatifs a ce domaine. Dans nos calculs, nous nous sommes interesses a 1'aspect
Ie plus important de la photoconductivite, a savoir 1'absorption optique.
A tres basse temperature, les composes quasi-unidimensionnels sont tres instables. Dans certains de
ces composes, il a ete a montre [3] que 1'instabilite du gaz d'electrons quasi-unidimensionnel peut
conduire a une modulation periodique du reseau a 2kj? et a 1'ouverture d'un gap dans Ie spectre d'e-
nergie electronique localise a la surface de Fermi. La distortion du reseau conduit a un etat d'onde
de densite de charge. Cette transition de phase est connue sous Ie nom de transition de Peierls. Se-
Ion la largeur du gap, Ie conducteur devient soit un semiconducteur (cas que nous traiterons), soit un
isolant. Dans 1'etat semiconducteur, 1'on s'attendrait a ce que Ie gap soit parfaitement visible dans
Ie spectre d'absorption optique. Cependant, des mesures effectuees sur Ie KCP(Br) [4] et certains
polyacetylenes [5] ont montre une absorption optique a des frequences en-dessous du gap. De plus,
ces mesures ont montre que Ie pic d'absorption s'elargit lorsque la temperature augmente. De re-
centes mesures de photolummescence et de diffusion Raman sur un metal halogene valence mixte
(chaine MX) [6] ont montre que les fluctuations du reseau pourraient etre a 1'origine de 1' absorption
optique en-dessous du gap et de la dependance en temperature du spectre d'absorption.
Dans ce memoire, nous calculerons Ie coefficient d'absorption d'un compose quasi-unidimensionnel
presentant une transition de Peierls et ce, en regime fluctuatif.
L'approche utilisee pour Ie calcul du coefficient d'absorption est une approche perturbative com-
patible avec la theorie du groupe de renormalisation (a la Kadanofif-Wlson) developpee par C.
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Bourbonnais et L. G. Caron [7] . Elle consiste en la reformulation de la formule de Kubo pour
la conductivite (theorie de la reponse lineaire) en temie des fonctions de Green de Zubarev.
Le memoire sera presente de la fa9on suivante:
Apres avoir fait au chapitre 1 un brefrappel des principaux resultats du traitement en champ moyen
des composes quasi-unidimensionnels, nous les utiliserons au chapitre 2 pour Ie calcul du coefficient
d'absorption du systeme electron-phonon parfaitement dimense a temperature nulle et a temperature
finie. Ce calcul se fera de deux manieres. Nous utiliserons dans un premier temps la regle d'or de
Fermi et, dans un deuxieme temps, la formule de Kubo pour la conductivite. Le chapitre trois sera
consacre a une introduction aux fonctions de Green de Zubarev et a la reformulation de la fommle de
Kubo pour la conductivite en termes de celles-ci. Nous appliquerons cette nouvelle fonnulation au
calcul du coefficient d'absorption d'un compose Peierls avec un gap parfait. Enfin, nous calculerons
au chapitre 4, Ie coefficient d'absorption en regime fluctuatif en utilisant la nouvelle formulation
de la formule de Kubo et Ie developpement de Ginzburg-Landau, theorie qui decrit assez bien les
fluctuations dans les phenomenes critiques. Nous comparerons ensuite nos resultats theoriques aux
donnees experimentales de certains composes Peierls tel que Ie KCP(Br).
Chapitre 1
Ti-aitement champ moyen du systeme
electron-phonon.
1.1 Hamiltonien d'une chame d'atomes.
Comme modele de la transition de Peierls, nous allons utiliser une chaine d'atomes. Nous traiterons
Ie cas d'une bande demi-remplie, c'est-a-dire un systeme dans lequel il y a un electron par site.
Cette chaine d'atomes sera etudiee dans un formalisme approprie aux systemes dans lesquels Ie
nombre de particules est tres grand. C'est Ie formalisme de la seconde quantification. Exprimons
done 1'hamiltonien du systeme electron-phonon dans ce formalisme.
SoitP^e Fhamiltonien d'un systeme electroniqueunidimensionnel. Dans la base des fonctions d'onde
de Wannier ({wi (r)}), 1'hamiltonien He s'ecrit [8] :
He= -Y ^mC^Cma (1.1)
Imcr
ou,
(^ et ci sont respectivement les operateurs de creation et d'annihilation d'electrons situes sur Ie site
1.
ti,m represente Famplitude de probabilite pour qu'un electron qui se trouve au site m, saute au site
1. On a:
tim = - I drw^ (r) [ ^-V2 + v (r) j w^ (r) (1.2)
ti ,m dependant de la distance entre les sites I et m, on pourra ecrire :
ti,m=t(rm-ri) (1.3)
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TTO et TI designant respectivement les positions des electrons aux sites m et I.
Faisons un developpement en serie de ti^m autour d'une configuration d'equilibre (r^ - rf) . On
a:
^ = t(^-r?)+(dS^)_ ___„ _^-n)-(r°n -»•?)] 0.4)





Si (f>i et (^ representent respectivement les deplacements moleculaires aux sites I et m, Tie devient:
^e = - ^tlAac^ - Y, t?,m4a^ - ^ x((f>l- ^m) 4acrr^ (L6)
la l^m cr l^m a
ou ti^i represente 1'energie au site I. Nous poserons tii = 0.
Du fait de Fin variance par translation, ^.^ est mdependant de I. On peut done poser:
tw=t° (1.7)
En nous limitant seulement aux premiers voisins, 1'hamiltonien ci-dessus devient :
He = - ^t° {c\^^ + C\^C^ - Y^X (^ - ^+1) (4c^ + C^C^) (1.8)
la la
Ajoutons a cet hamiltonien un terme representant 1'energie des vibrations elastiques du reseau. Nous
obtenons alors 1'hamiltonien de type liaisons fortes (car on se limite seulement aux premiers voisins)
du systeme electrons-phonons suivant:
' " = E[^4C(^-^)2] <L9)
~^to (cict^ + c++l.c^) - SA (^ - ^+l) (4ac<+l<r + 4+la^)
la la
Chapitre 1: Traitement champ moyen du systeme electron-phonon.
ou C represente la constante d'elasticite.
PI et M sont respectivement la quantite de mouvement et la masse de 1'atome au site I.
En utilisant les transformees de Fourier des differents operateurs qui interviennent dans 1'expression
ci-dessus, on obtient dans Ie formalisme de la seconde quantification, 1'hamiltonien du systeme
electrons-phonons suivant [9] :
^ = E£fc4acfca + Ea;^)^bg + ~Jf, Y.9 {k^ ct+qcrcka [bq + &+_,] (1.10)
ka g v " qka
ou
cl(7' cfc(7: transformees de Fouder des operateurs de creation et d'anihilation d'electrons.
&g, bq. operateurs de creation et d'anihilation de phonons.
L: longueur de la chatne.
uj(q): frequence des phonons.
£k: energie d'un electron de vecteur d'onde k.
Dans 1' approximation de liaisons fortes (tight-binding), on montre que:
£k = -2*o cos kro (1.11)
ou
to represente 1'energie de transfert d'un electron d'un site au site voisin. Deux sites voisins sont
separes par une distance TQ appelee Ie pas du reseau. La figure 1 represente Ie spectre d'energie.
g (k, q)est une constante de couplage electron-phonon. Cette constante de couplage s'exprime de la
fa^on suivante:
1
s (k' ^ =4iA (2^)cos (0s +1) ro)sm (lro) (U2)
Nous remarquons ici, la dependance de g (k, q) en q et k. Cependant, les vecteurs d'onde qui nous
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Figure 1: Relation de dispersion d'un systeme electronique unidimensionnel dans Ie modele tight-binding.
interessent sont tels que \k\ ^ kp = 2^ et M ^ 2^. Dans cette limite, g(k, q) depend mamtenant
du signe de k.
Posons g =4^(m^2k^) U(2kp); onaalors:
g (k) ^ ig sgn (k) (1.13)
L'hamiltonien 1.10 devient:
^ = E ekc^cka + E M<?)^ + -^ E s^ <fc) 44-g.c^ [bg + &+-g] (L14)
fco- q v "" gfco-
Appliquons la transformation canonique suivante sur cet hamiltonien.
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On se rend alors compte que celui-ci est equivalent a 1'hamiltonien suivant:
K = E £<4^ + E "(g)&^, + ^ E 4+,.^ [^ + <>t-,] (i.i6)
kcr q v " qka
Mentionnons que ceci est une approximation. Elle n'est vrai que si et seulement si q=?r.
Le signe de g n'etant pas important, nous avons choisi d'utiliser \g\.
1.2 Hamiltonien champ moyen d'une chame d'atomes.
Comme nous 1'avons dit en introduction, la deformation du reseau via les interactions electrons-
phonons resulte en une modification de la densite d'etats electroniques. De plus, les etats de phonons
de vecteur d'onde \q\ = 2kp sont macroscopiquement occupes. Le traitement champ moyen neglige
toutes les fluctuations autour du vecteur d'onde gtel que \q\ = 2kp, de meme que les autres modes
non macroscopiquement occupes. Dans cette optique, 1'hamiltonien du systeme est alors:
n = ^ ^cj^ + ^2fc, &L, b2fc, + -^ S [c+fc+2fc, c^1k, + 4+2fc, c^4fc, ] (L17)
ka v "" ka
L'approximation champ moyen que nous allons faire est la suivante : nous traitrerons Ie systeme
comme si, d'un cote, les electrons etaient soumis a un champ moyen de phonons, et de 1'autre cote,
les phonons etaient soumis a un champ moyen d'electrons. L'hamiltonien devient done la somme




^e = E^CLC^ + -% E |4+2fc, c^<62fc. > + 4+2fe, C^<6L, ) I d.19)
~ka v^~ka
et
•Hph = l^?r b^ 62*, + ^ E<ctk+2»^c»") [62fcr + b^ ] (1.20)
kcr
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1.3 Diagonalisation de rhamiltonien des electrons.
Dans Ie systeme electrons-phonons, la question est de savoir quels sont les etats propres des elect-
rons et des phonons et quelles sont les energies associees a ces etats propres. La diagonalisation de
1'hamiltonien nous permet de trouver ces etats et valeurs propres.




\9\•Hph = lw», b^ i>2fc, + -^S [^ + 6^ ] (1.22)
Nous remarquons que, 1'hamiltonien ci-dessus a la configuration de celui d'un oscillateur harmo-





r] = J%— — (1.24)
VLf^2kr
De par la definition des etats coherents on a:
(&2^ ) = {b^ )• = ('? K !'))=-'?= --^fa^- d-25)
A a ete choisi reel.
En substimant dans 1'equation 1.19, (b^k,-) et (&^ ) par leur valeur 1.25, on obtient:
He = ^ WLCA- + A E 4+2fc, .c^ d-26)
ka kcr
ou
A = -4^- (&2fcr ) (nous 1'avons choisi reel en prenant g = \g\ ). (1.27)
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Ecrit sous une forme matncielle, 1'hamiltonien electronique devient:
"-.£,(ct-ci--)^...l.)(.";,.) "•'"
2r-o —"" — 2ro
En utilisant £k'+2kF = ~£k'i la diagonalisation de la matrice ci-dessus, nous donne les valeurs
propres de 1'hamiltonien electronique qui sont:
EW) = -\/4 + A2 ; Et-) = \/4+A2 (1.29)
Si on note aj^', a^\ ^n, ^ ' les nouveaux operateurs de creation et d'anihilation, pour notre
bande demi-remplie, 1'hamiltonien electronique devient alors:
/
-H, = ^E-(k')a^a^+E+(k')a^a^ (1.30)
k'a
oi,^ ^ fc'^^L
2ro - " - 27-0
L'hamiltonien ci-dessus represente celui d'un ensemble d'electrons independants places dans un
champ moyen de phonons. Les operateurs de creation et d'anihilation Ot^,', o^', Oi^n, a^^ re-
presentent les deux combinaisons electrons-phonons possibles. La figure 2 represente Ie spectre
d'energie de ces quasi-particules ou si on veut, des electrons places dans un champ moyen de pho-
nons.
1.4 Le gap d?energie.
La relation de dispersion de la figure 2 nous montre que, dans Ie systeme dimerise, il y a une bande
de largeur 2A dans laquelle il n'y a pas d'etats electroniques. C'est une consequence de la transition
de Peierls qui produit 1'ouverture d'un gap d'energie appele gap de Peieris.
Dans cette section, nous nous interessons au calcul du gap a temperature nulle et a temperature finie.
Chapitre 1: Traitement champ moyen du systeme electron-phonon.
-k.
Figure 2 : Relation de dispersion d'une chaine d'atomes parfaitement dimerisee. Ouverture d'un gap de lar-
geur 2A a ±kp du a la modulation du reseau.
1.4 a) Calcul du gap (Tenergie a temperature nulle.
Des equations 1.25 et 1.27, nous avons:
A=-2iC^ct-=J^~L^k+2k,ac (1.31)
Nous avons defini plus haut a]^/ et of comme etant les nouveaux operateurs qui decnvent les
electrons dans Ie systeme dimerise. Ecrivons les en fonctions des anciens operateurs (ck'a, Ck'+2kp a)
en utilisant la transformation canonique suivante:
ak;a = A Cfc/a + B Cfc.+2fc^a (1.32)
aj^) = B*Ck'a-A*Ck'+2kr<r
ou ^ ^kf ^ ^-.'0 — — zr0
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D'apres la transformation canonique ci-dessus, on a:
Ck'a = A*C^7
Ck'+2k, = B*a^-Aa{^
k'a = A^a^+Ba^ (1.33)
A et B representent les coefficients d'un vecteur propre de Fhamiltonien electronique. A et B sont
reels de par Ie choix de A reel.
Ona:|A2|+|B2|=l
La resolution de 1'equation aux valeurs propres,
(T^J(^)=£-(fc')(^
nous donne, en utilisant £k'+2kp = —£k':
A = A etS = , Ek'~£k' (1.35)
^ + (% - e,, y ^/A2 + (£;,-, - £,, )2
Notons que: si k =0, et A —> 0, on a bien |A|=1 et B=0. Par centre lorsque k =^, on a bien
|A| = W = 75.
Calculons maintenant la valeur moyenne qui apparait dans 1'equation 1.31 en utilisant 1.33 et 1.35.
Sachant que:
<^)t"^> = 0 (1.36)
<"^)) = 0
nous avons:
Dc^^) = 2£AB <^)t"-)) = -E^== = 4S^— <L37)
^, ..,-..,. ^. ^^.^^ ^^^^^3
Notons qu'a T = 0 on a (a^)+a^) = 1, (o;^)+a^) = 0 pour la bande a demi-remplie.
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Nous obtenons done 1'equation d'auto-coherence du gap:
Isl2 v- A
A = — > ; / - (1.38)^k^f^A2
La transformation de la somme sur k en une integrale sur les energies nous donne :
^_^^)__k^J-2t^ ' ' ,/£2+A2A = -s-s-7 rd£ G (E) —== <1-39)fcr 1J J 2to
ou G(e) = -^ [4^ — e2] 2 estla densite d'etats d'une bande en liaisons fortes.
En negligeant les variations de la densite d'etats au voisinage du niveau de Fermi, G(e) = G(ep),






9 = T.v"7/ d-41)
b/-
on obtient
A = 2Eoe~~s (1.42)
On reconnait ici Fexpression approximative du gap champ moyen, a T = 0.
1.4 b) Equation du gap a temperature fmie.
Dans cette section, nous chercherons a etablir la variation du gap (parametre d'ordre de la transition
de Peierls) en fonction de la temperature.
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D'apres la transformation canonique 1.33, on a
/ /
E<4+2^ ^} = 2AB ^(^->) - 2AB ^{n^)} (1.44)
ou n^^) = ot^^' a^,^ et T^^ = a'^'^ ' a^ representent respectivement Ie nombre de particules
dans la bande d'energie E~(k ) dans 1'etat (ka) et Ie nombre de particules dans la bande d'energie
E+(k).
Sachant que:
(nk'a) = Tr(D rik'a) , D etant 1'operateur densite,
pour une bande demi-remplie, on a:
,."(-) •a(+)\ =









^ ~ ' 1^ 2\/£iS+A2




^2kp L 7_2to ^+A'
G(e)de (1.47)
C'est 1'equation du gap en temperature.
La figure 3 represente 1'evolution du gap en fonction de la temperature.
' Comme nous 1'avons mentionne dans 1'introduction, il est possible de suivre 1'evolution d'une tran-
sition de phase a 1'aide d'une grandeur physique appropriee qu'on appelle Ie parametre d'ordre.
Dans Ie cas de la transition de Peieris, c'est Ie gap qui joue ce r61e. En analysant la figure 3, nous
voyons que Ie gap part d'une valeur AQ lorsque la temperatmre est nulle, et decrott jusqu'a zero
13
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^TL
2S(0)
Figure 3 : Variation de 1'energie du gap en fonction de la temperature dans la theorie de champ moyen.
pour f- = 1, Tc etant la temperature critique.
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Chapitre 2
Coefficient d'absorption pour une chame
(Tatomes parfaitement dimerisee.
Comme nous 1'avons mentionne dans 1'introduction, la dimensation du reseau a pour consequence
1'ouverture d'un gap. Dans Ie cas commensurable, selon la largeur du gap, Ie compose qui a subi la
dimerisation devient soil un semiconducteur, soit un isolant. Lorsqu'un semiconducteur est soumis
a une irradiation electromagnetique, les electrons peuvent etre excites depuis la bande de valence
vers la bande de conduction par 1'absorption des photons. Cette absorption n'est possible que si
1'energie des photons est supeneure a la largeur du gap d'energie.
Dans ce chapitre, nous allons nous interesser au coefficient d'absorption des photons par les elect-
rons de la chaine d'atomes parfaitement dimerisee. Deux methodes seront utilisees pour Ie calcul du
coefficient d'absorption, a savoir: une methode utilisant la regle d'or de Fermi, et 1'autre utilisant
la formule de Kubo en theorie de la reponse lineaire. Dans chacun de ces cas, nous effectuerons un
calcul en temperature et un autre a temperature nulle.
2.1 Tiransition directe et Transition indirecte.
Lors du processus d'absorption, 1'electron de vecteurd'onde kv dans labande de valence, se retrouve
dans la bande de conduction avec un vecteur d'onde fcc. Si K represente Ie vecteur d'onde de 1'onde
electromagnetique, la conservation de la quantite de mouvement impose:
kc=k^^K (2.1)
A 1'echelle de la zone de Brillouin, Ie vecteur d'onde K possede un module tres petit. En effet, la
longueur d'onde de la lumiere telle que hjj ~ 2A (gap d'energie), est environ 104 fois plus grande
que Ie pas du reseau cristallin. On peut done negliger K. La relation de conservation de vecteur
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d'onde devient alors:
/c ~ n/t; ^^,.,
Dans Ie deroulement de ce processus, deux cas peuvent se produire:
Si les extremums des bandes de valence et de conduction sont situes au meme point dans 1'espace k,
ce qui est notre cas (voir figure 2), la transition se fait de fa9on directe. On parie alors de transition
directe. Les calculs qui seront developpes ulterieurement supposeront done une transition directe.
A 1'oppose de cette transition, il y a la transition indirecte. II arrive souvent que les extremums
-»
des bandes de valences et de conduction ne soient pas au meme point dans 1'espace k. Dans ces
-» -*
conditions, Ie passage de kv a kc necessite 1'assistance d'un phonon. Par exemple, 1'electron absorbe
Ie photon et se retrouve dans un etat ki intermediaire. De cet etat, il absorbe ou emet un phonon, ce
qui lui permet de se retrouver dans 1'etat kc. Nous ne traitons pas de ce cas particulier.
2.2 Calcul du coefficient d'absorption avec la regle d9or de
Fermi.
Au cours du processus d'absorption, un electron dans 1'etat initial \i} d'energie Ei, transite vers un
etat final |/) d'energie Ef par absorption d'un photon. Le taux de cette transition nous est donne
par la regle d'or de Fermi:
r,_/ = ^. K/i-w.nt |»)|2<(£;/ -E, - Iw) (2.3)
ou Hint represente 1'hamiltonien d'interaction electron-photon.
Supposons un echantillon de surface S et d'epaisseur L. Lorsque cet echantillon est irradie par une
onde electromagnetique, Ie coefficient d'absorption est:
CC = , „ .v _ ou n = SL est Ie volume de 1'echantillon (2.4)
ou, -^ represente la densite de photons incidents; c, la vitesse de la lumiere et Tabs, la probabilite
de transition totale de 1'echantillon.
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Tabs=Y,Ti-.f (2.5)
i,f
Les indices i et f designent respectivement 1'etat occupe et 1'etat inoccupe.




2.2 a) Hamiltonien (Pinteraction electrons-photons.
En seconde quantification. Ie potentiel vecteur s'exprime comme:
A(r) = -^Y^ [a^^eiK^a\^^e-i'K-T} (2.7)
V/V:Z^V ^ {^J,Kuj,K^ ' ^j,K^j,K^ \
3,K
ou
a -} et a'—+ representent respectivement les operateurs d'anihilation et de creation d'un photon de
3'^ j,K
vecteur d'onde K et de polarisation e.-^.
3,K
L'hamiltonien d'un ensemble de particules en interaction avec une onde electromagnetique est:
2
\Pi-^A(n,t)\
"•»' = E L" C2^"'J + y(r"'() <2-8)
ou,
V(r, t) : designe 1'energie potentielle de la particule.
Si on developpe Ie carre apparaissant dans 1'hamiltonien ci-desssus,il vient :
nint = s £ - 2^ (p-A(r"t) + A(r'i't)-p) + 2^^(r'"t) (2'9)
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Dans lajauge transverse ou nous avons:
^7.A=0==^ |P.A| =0 (2.10)
on a alors:
Hmt = ^ - ^P-A^ +2^^'t) (2-n)
En premiere quantification, 1'hamiltonien d'interaction entre Ie champ electromagnetique et les par-
ticules s'exprime done par:
^int = — > ^Pi.A(^t) (2.12)
Comme nous 1'avons mentionne plus haut. Ie formalisme approprie au type de systeme comme celui
qu'on etudie est la seconde quantification. Nous aliens done exprimer 1'hamiltonien d'interaction en
seconde quantification. Nous connaisons deja la formulation en seconde quantification du potentiel
vecteur A(rfi, t). Etant donne que la longueur d'onde des photons a ete supposee infinie (par rapport
aux longeurs d'ondes des electrons), nous negligeons la dependance spatiale du potentiel vecteur.
II nous reste done a exprimer 1'operateur quantite de mouvement Pi pour un systeme homogene en
seconde quantification, qui est:
P = -^ fdx^(x)^ifi(x) (2.13)
ou,
i^ (x) et V» (re) sont respectivement, les operateurs de creation et d'anihilation des electrons que
1'on peut exprimer a Paide des fonctions d'onde de la base de Wannier ({wi(x)}) par :
1/}(x) = ^CiaWi(x) , (0+(a;) = ^4r<(a;) (2.14)
ia icr
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avec,
Pij = j dxw^(x)-j^Wj(x) = -P^ (2.16)
Nous supposons P^ reel (ce qui revient a supposer une bande isolee formee d'une orbitale molecu-
laire non degeneree).
Dans V approximation liaisons fortes (on se limite aux premiers voisins), et si on se place dans
1'espace des k, on a alors:
P = -2H'y ^ c^Cfca sm(kro) (2.17)
ka
ou on a pose 7 = Pz,i-n
On deduit des equation (2.7) et (2.17), 1'expression de 1'hamiltonien d'interaction electrons-photons
en seconde quantification que nous utiliserons:
2eh 12'^h v^ r + + +1 .
Hint = — \j ^-7 ^ [Ckackaa + C^C^aT J> sin(fcro) (2.18)
ka
2.2 b) Coefficient (Tabsorption a temperature nulle.
Dans cette section, nous aliens considerer Ie systeme {radiation + matiere} dans sa globalite. De
cette fa9on, les etats finaux et initiaux qui apparaissent dans la formule de la regle d'or de Fermi
(2.3), sont des produits tensoriels d'etats representant la matiere et la radiation.
On a:
|J) = |^ n) etat initial du systeme {radiation + matiere}, ou |n) est 1'etat de la radiation avec
(n) photons et \i) 1'etat initial de 1'electron.
\F) = |/,n- 1). Apres absorption d'un photon, 1'electron se retrouve dans 1'etat final |/), et 1'etat
'de la radiation est celui qui contient (n — 1) photons.
L element de matrice qui apparait dans la regle d'or de Femii sera done calcule sur les etats \I} et
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|F).Selon(2.18),ona:





Nous nous interessons aux transitions entre la bande a(-~>) et la bande a^+\ Nous allons calculer
dans un premier temps, 1'element de matrice (/| c^acka I1) entre un etat de spin quelconque k'^)
de la bande a^ et un etat de meme spin |^(+)) de la bande Q;(+). En utilisant (1.33), on a:
{k'aW | Y, C^Cka Sin (kro) \ k^ ) = 2AB sin (fc'ro) (2.21)
fco-
D'ou:
(F\ Him \I} = ^2AB sin (kfro) (2.22)
En sommant sur tous les etats initiaux ^Q;(-) de la bande ai(-) et tous les etats finaux ^Q;(+) de la
bande a^ , Ie taux d'absorption total sur une chaine est:
F^ = ^ (^)2 n^ ^(AB)2 sin2(fc'ro)^ (^u<-) -1%(-> - ^) (2.23)
k'a
Des equations 1.35, 2.4 on deduit Ie coefificient d'absorption en multipliant Ie taux d'absorption
ci-dessus par Ie nombre de chaTnes N.
6^2H2N /e ^2^1 A2
Oi(^) = ™ ^' ( — ) /y2 ^ ^ ^" ^^ j 2^y^ + A2 - ^) (2.24)cjcSL \m) ' z-^4eS+A2" \~Vwfc'
fc'ff
ou on a pose |sin (k'ro)\ « \sin{kFro)\ = 1 (on fera souvent cette approximation par la suite).




ou g(k') est une fonction quelconque de k , g' (k) sa derivee par rapport a k et kj les racines de
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a(co)
^/kBTCM
Figure 4 : Coefficient d'absorption d'un systeme electron-phonon parfaitement dimerise (normalise a 2Ao).
9' W •
on obtient la forme definitive du coefficient d'absorption qui est :
167r^2 fe\^ 2 ^2A^2
a Co;) = —— ( —
vrc(i) {~m) ^) ^/(fc)2-(2A);
(hu)» 2A) (2.26)
ou VF est la vitesse de Fermi; vj? = h~12toro.
A 1'analyse du graphe du coefficient d'absorption en fonction de 1'eneigie des photons (fig 4), on
se rend compte que 1'absorption a lieu seulement lorsque 1'energie des photons est superieure a 2A.
Ceci etait previsible dans la mesure ou la transition d'un electron de la bande de valence vers la bande
de conduction requiert 1'absorption d'un photon dont 1'energie est superieure a la largeur de la bande,
•o'est-a-dire 2A . La divergence observee sur Ie graphique est Ie fait de la densite d'etats conjointe.
En effet, nous avons une singularite en ((Jw)2 - (2A) ) 2 dans 1'expression de la densite d'etats,
singularite qui d'ailleurs apparait dans la formule ci-dessus du coefficient d'absorption.
Comme nous aliens Ie voir au chapitre 4, Ie pic observe aura tendance a s'elargir a cause des fluc-
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tuations. Outre les fluctuations, Ie desordre cristallin [11] et Ie couplage mterchaihe [12] sont aussi
responsables d'un elargissement du pic.
2.2 c) CoefiRcient d? absorption a temperature finie.
En temperature non nulle, on pourrait croire que Ie taux d'absorption nous est donne par la regle
d'or de Fenni generalisee:
r^f = ^ | (F| Hint \I) |2 (1 - f(Ef)) f (Ei) 6 (Ef - Ei - ^) (2.27)
ou,
f(Ef) et / (Ei) representent respectivement les fonctions de Fermi-Dirac associees a 1'etat final
[/) et a 1'etat initial \i) de 1'electron qui subit Ie processus d'absorption. Elles definissent respec-
tivement, les probabilites d'occupation de 1'etat final [/) et de 1'etat initial \i); par consequent,
la quantite (1 — f(Ef)) designe la probabilite pour que 1'etat final soit vide. Ces fonctions sont
exprimees de la fa9on suivante :
fW = eW,.^)+l <2-2S)
ou
p, represente Ie potentiel chimique.
Pour une bande demi-remplie on a/A = 0, etles fonctions de Fermi-Dirac deviennent alors :
m = ^^1 <2.29)
Puisque notre etude porte sur les transitions directes, 1'energie de 1'etat initial et celle de 1'etat final
de P electron subissant la transition situees de part et d'autre du niveau de Fermi, sont reliees par un
changement de signe, a savoir :
Ef = -Ei (2.30)
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Les fonctions de Fermi-Dirac associees a ces etats ont done la propriete suivante:
f(E,)=l-f(Ef) (2.31)
Le taux d'absorption a temperature non nulle devient done:
T,^f = Y 1<F| Hint W I2 [f(Ei)]2 S [Ef -E.-fKu) (2.32)





Tabs = ^—^—(z:Y'r2N (2-33)
<m.
- l—x— —1 .<? f2^/4+A2 - ^^ 4 (4+ A^) ^ ^ ,-^T^^" V'v ''s'




167rh2N /e^  2 2AY 1 1
Q; (^J) = -^ " ^ ( — ) y
V,cS \m/ • \t^} ^)2_(2A)2(i+e-^
Nous verrons dans la prochame partie que ce resultat obtenu avec "les mains" est incomplet dans
la mesure ou il ne dent pas correctement compte de la ponderation thermique des etats. En effet, il
y manque Ie terme d'emission coherente.
2.3 Calcul du coefficient d'absorption par la formule de Kubo.
La formule de Kubo est 1'une des applications les plus importantes de la theorie de la reponse
lineaire.
2.3 a) Theorie de la reponse lineaire
Dans plusieurs situations, nous sommes amenes a nous interesser a la reponse d'un systeme physique
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a un faible champ exteme. Une theorie qui permet Ie calcul de cette reponse est la theorie de la
reponse lineaire.
Formulation generate de la theorie de la reponse lineaire.
Soit H, 1'hamiltonien d'un systeme physique soumis a un champ exteme.
U = HQ + T^i (2.35)
ou:
HQ est 1'hamiltonien du systeme non pertube et fH\ 1'hamiltonien decrivant 1'interaction entre Ie
systeme et Ie champ exteme. Nous aliens etudier la reponse du systeme a 1'application du champ
exteme a travers une grandeur physique decrite par 1'observable 0.
La valeur moyenne d'une observable 0 peut s'exprimer a 1'aide de 1'operateur densite D par :
(0) = Tr (D0) (2.36)
On montre que [13]
avec:
Di(t) = Da -i I dt' \UW (tf) , Di (t')\ (2.37)
—00
e-PHo
DO = ——;—, DO etant 1'operateur densite en 1'absence d'interaction, (2.38)
Z = TT (e~(3no) , Z etant la fonction de partition du systeme non perturbe. (2.39)
L'indice (I) dans la formule 2.37 signifie que les grandeurs sont definies en representation d'inter-
action:
H^ = eTnotnoe~^HOt (2.40)
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Des equations (2.36) et (2.37), on en deduit au premier ordre en H\:
(6 (t)} = Tr (D,e (()) - i f Tr [ [e, (t) ,-HW ((')] A)} df (2.41)
Cette equation, represente la formulation generale de la theorie de la reponse lineaire.
Formule de Kubo.
Dans certaines situations, on peut avoir une forme simplifiee de 1'equation representant la formula-
don de la theorie de la reponse lineaire.
Supposons:
Hi=QF(t) (2.42)
ou F est Ie champ exteme qui est applique au systeme et Q, un operateur.
Supposons par ailleurs que la valeur moyenne de 1'observable 0 est nulle a 1'equilibre thermodyna-
mique:
(e)Q=Tr(DaO)=0 (2.43)
On montre alors [14] :
(6 (t)) =-i I Tr{ [0i (t - tf) , Qj(0)] Do} F(t')dt1 (2.44)
—00
Si on pose:
R(t - t') = -iTr {[0i (t - tf) , Qi(0)] Do} = -i {[0i (t - tf) , Qi(0)] ^ (2.45)
il vient:
•+00
(0 (t)) = I R(t-tf) F(t') dt' (2.46)
—00
R(t — t') represente la reponse du systeme a 1'application d'un champ exteme.
Toutes les expressions de la meme forme que celle ci- dessus, ou la fonction reponse est exprimee
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comme une moyenne thermodynamique du commutateur de deux operateurs a des temps differents,
sont appelees formules de Kubo.
Formule de Kudo pour la conductivite.
Une application importante de la theorie de la reponse lineaire conceme Ie calcul de la conductivite
electnque d'un solide soumis a un champ electromagnetique.
Si on note o-^y (cu) Ie tenseur de conductivite electrique, la partie reelle de celle-ci nous est donnee
par la formule de Kubo [15] :
f\ _ e~13fw} />+0°
^ cr^ (u) = (27z)-1 v' -^ / ^ ^ <^(0)^(^)>o e-wt (2.47)





Pp, i represente 1'observable quantite de mouvement de la particule i selon 1'axe /A.
La formule de Kubo pour la conductivite est alors:
%<
2 h — p~f3nul'\ r+°°
<T^ (a,) = (2ft)-1 (^) ' {1~^"' 1_~ dt <P(0)P(t)><, e-"t (2.49)
Formule de Kubopour Ie coeffcient d) absorption.
Le but de la section (2) etant Ie calcul du coefficient d'absoq)tion par la formule de Kubo, il faudrait
trouver une relation entre celui-ci et la conductivite electrique. Cette demiere (a (u}}) est reliee a la
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constante dielectrique du systeme (K (u)) par les relation suivantes :
[u\






a(u) = a^(u)) + ia^u) (2.51)
K(a^) = KI (a;)+^2(0^)
On sait par ailleurs que, Ie coefficient d'absorption (a(cj)) est proportionnel a la partie imaginaire
de la constante dielectrique ^2 (c^):
a(uj) = z-K2(u)) (2.52)
4?T
a (a)) = —(TI (u) (2.53)
c est vitesse de la lumiere.
A partir de 2.50, on deduit:
D'apres 1'equation 2.49 nous avons:
2 ATT , h — p~^tw\ r+°°
°(u) = (^)'' ^(2firl kl ~nJ'~! /_„" dt <p(o)-p(t)>o e-'"t (2.54)
C'est la formule de Kubo pour Ie coefficient d'absorption.
2.3 b) Coefficient d'absorption.
Coefficient d 'absorption a temperature nutte.
Selon 2.41, la valeur moyenne apparaissant dans 1'integrale en 2.54 devient:
<P(0)P(t))o = -i E <ml e-mP(0)P(t) |m) (2.55)
m
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La somme | ^ ) est effectuee sur la base des etats propres de 1'hamitonien du systeme dimerise.
Puisque la moyenne se fait sur des electrons independants et que 1'operateur P est un operateur a
un electron, on peut reecrire cette valeur moyenne comme une somme de moyennes sur chacun des
etats \k'cr) a une particule :
<P(0)P(t))o= ^ ^{P(0)P(t}}^ (2.56)
chaznes k a
A T=0, seul 1'etat \k^-)0~) est occupe. II vient alors :




dt(P(0)P(t))oe-iut/ = N^\(k'^\PW\k^}\2 f°°^[^+)-B:M-'-"]t7_ • < ' • ' • J-oo
k'a






















Le terme (k'^_) \ ^a c\acka sin(/!;ro) I ^(+)) est Ie meme qu'en (2.21). II vient alors
IQirh2 (e_^ 2 ^2A^2 1
a^^=~^]j){'m) r\J^) ^)2-2A2 (2.61)
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On retrouve Ie coefficient d'absorption calcule avec la methode utilisant la regle d'or de Fermi 2.26.
Coefficient d'absorption a temperature non nulls.
Pour les meme raisons que celles mentionnees a la section (1.3), nous aliens calculer Ie coefficient
d'absorption a temperature non nulle avec la formule de Kubo. Nous aliens entamer les calculs en
evaluant la moyenne apparaissant a droite de 2.56.
(P(0)P(t))^ = ^—Ee~^m(fc') \(lktcT\P\mkfa}\2eWk^-E^t (2.62)
'Jkla'^n
ou \lk'a) =. \n^i ; n^' ) represente un des quatres etats de vecteur d'onde k et de spin a :
u^~^ a
Les nombres d'occupation possibles de ces etats sont: Hi,' , rii,' =1,0.
va(-) ' KaW
Regardons maintenant 1'expression de la fonction de partition:
Z^ = 1 + e-^EV + e-^} + e-^}+Ey) (2.63)
on a,
^=(l+e-^')(l+e-^^(-)\ / -arpW7') fl+e-^-H (2.64)




"<(->^ =1; "<<+,'= °)
"<(->„ = 0, "^,, = l)
(2.65)
(2.66)
Dans cette situation, nous avons done:
(k'^w^ P (0) ]^(-)0^ = -2^,7 (k'^+)(T\ ^c[^Cka sin (fcy-o) |^(-)0- (2.67)
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Le coefficient d'absorption devient alors :
._4^-i^2(l-e-^)ea(u)=^-(2H)~l(^}
c ' ' \m. EEA-^ z^ ^kla
chaznes k'a
(2.71)
La fonction delta apparaissant dans 1'expression de I^'y, nous impose :
^ = ^+> - £;^7> (2.72)
ce qui implique,
,-^ = ^-/3(^+)-<7)) ^ ^+2^7) (2.73)
d'ou:
a(u}) =
167r2^272JV /e\2 ,-/3£?(7) ^.-PE^e f'"fc' — e ^"fc/e
~^^^ ^(l+e-^+>)(l+e-^))
|2
(^(-) I E CL^ sin (kro) \ fc^>) | S (^+> - ^7) - fc.)
(2.74)
De 2.21 on obtient:




= (2ABY = £?+A2 (2.75)
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et nous avons alors:
167r^272 fe\^f2^Y 1
^.u.c \m) \t^) ^(^)2 _ (2^)
.hu}'
= tanh ( f3'— } (2.76)2 "~~V 4
Ce resultat differe de celui obtenu par la regle de Fermi (2.34). Afin d'obtenir (2.76) il aurait fallu
introduire dans (2.27) Ie facteur suivant, au lieu de celui que nous avons utilise (qui est Ie premier
terme de ce qui suit):
(1 - f(Ef)) f (E,) - f(Ef)(1 - f(E,)) (2.77)
II faut done soustraire de 1'absorption brnte 2.34 la reemission stimulee permise par la statistique,
soit Ie deuxieme terme de 1'expression ci-dessus pour obtenir 1'absorption nette decrite par 2.76.
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Les fonctions de Green de Zubarev.
Le but ultime de la theorie quantique des systemes a plusieurs particules est de comprendre les
proprietes (connues de fa9on experimentale) des differents systemes physiques. En plus de mesurer
certaines grandeurs physiques des systemes a 1'equilibre, les expenmentateurs etudient certaines
proprietes de ceux-ci en mesurant leur reponse a diverses excitations exteneures. Les resultats de
telles mesures sont convenablement expnmes en termes des fonctions de reponse (theone de la
reponse lineaire), ou en termes des fonctions de Green.
Au chapitre (2), nous avons calcule Ie coefficient d'absorption en utilisant deux methodes: 1'une
basee sur la regle d'or de Fenni et 1'autre sur la formule de Kubo (application de la theorie de la
reponse lineaire). Cette demiere methode se resumait au calcul de la valeur moyenne: (P(0)P(t)) g.
Nous avons exprime cette valeur moyenne a 1'aide de 1'operateur densite de la fa9on suivante :
(P(Q)P(t)},=^Do(P(0)P(t))
De fa9on generale, cette valeur moyenne peut s'exprimer a 1'aide des fonctions de Green qui en fait,
generalisent les operateurs densite en y incluant une dependance temporelle.
Ce chapitre sera consacre a 1'elaboration de la theorie des fonctions de Green selon la methode
de Zubarev [16] . Par la suite nous utiliserons les fonctions de Green, via Ie calcul de la valeur
moyenne ci-dessus, pour retrouver Ie coefficient d'absorption du systeme electrons-phonons avec
un gap parfait que nous avons calcule au chapitre 2.
3.1 Fonction de Green a une particule.
Considerons une particule decrite par un hamiltonien H(t). Habituellement, la description quantique
d'une telle particule est donnee par sa fonction d'onde ip(x, t).
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Lorsqu'on a fixe une condition mitiale y(xf, tf) a un temps t', toutes les proprietes de la particule a
un temps t tel que * > t', peuvent etre deduites de la connaissance de y(x, t).
Nous changeons de language en introduisant une nouvelle quantite G(x, t \x , t') appelee fonction
de Green.
G(x,t | x'^t') definit 1'amplitude de probabilite pour que la particule soit a x a 1'instant t si 1'on
est sur qu'elle se trouvait en xt a 1'instant tf. La fonction de Green gouveme ainsi Ie developpement
temporel de la particule (dans Ie fatur ou Ie passe).
Notons toutefois que les formulations en terme de fonction d'onde ou de fonction de Green sont
equivalentes en theorie quantique. L'avantage de la seconde formulation est que celle-ci peut se
generaliser aux problemes a N-corps, dans des situations ou Ie concept de fonction d'onde indivi-
duelle n'a plus de sens bien defini.
3.1 a) Fonction de correlation.
Dans la plupart des problemes a N-corps, les observations d'interet experimental peuvent s'exprimer
en terme de la valeur moyenne d'un produit d'operateurs a des temps differents. Definissons les
fonctions de correlation a un electron suivantes:




(i, j) designe un ensemble de nombres quantiques. Par exemple, {ij) peut designer les etats (fc, a),
(fc'<7).
1<
<4(0) designe 1'operateur de creation d'une particule a 1'instant t = 0, dans 1'etat (j) et, ai(t)
designe 1'operateur d'annihilation d'une particule a 1'instant t, dans Fetat (i).
Les signes (< et >) places en indice, determinent 1'ordre chronologique d'application des opera-
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teurs.
Notons par ailleurs que les moyennes ci-dessus, sont des moyennes thermiques.
Proprietes.
Relation entre les fonctions de correlation Les deux fonctions de correlation 3.1 et 3.2 sont reliees
de la fagon suivante:
9< fe", *) = 9> (iJ, t - W) (3.3)
Ti-ansformee de Fourier dans 1c temps. Nous verrons plus loin qu'il est plus aise de travailler
avec les fonctions de Green en terme de frequences, qu'en temps reel. Le passage du temps a la
frequence s'exprime par:
•+00 ^
g^(ij^) = I ^9^^ewt (3.4)
•+00
g^(ij,t) = I d^g^(ij^)e-iu}t (3.5)
—00
Relation entre les transformees de Fourier des fonctions de correlation Sachant que: g<(t) =
g>(t - ih(3), on a la propriete suivante:
g<(ij^)=e-^g>(ij^) (3.6)
Representation spectrale de g^ (ij, t) : Densite spectrale.
Notons g^ (i, j, u)) la representation spectrale de g^ (ij, t).
<<
Densite spectrale: La densite spectrale est reliee a la densite de probabilite de trouver la particule
avec une energie hbj dans 1'etat i (etat qui n'est pas necessairement un etat propre de H).
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Elle est definie par:
A{i,u) = g((ii,uj) +^(11,0;) (3.7)
La densite spectrale A(i, u) est normalisee:
_^^A{i,ui}=\ (3.8)
Expression de certaines grandeurs physiques enfonction de hi densite spectrale.
Uoperateur nombre de particules. Soit n^ Ie nombre de particules dans 1'etat (i) , on montre
que:
m= I ^f(tkJ)A(i^) (3.9)
,-00
avec
/ (u) = _Rh,., clul est le facteur de Fermi-Dirac
Densite cTetats. La densite d'etats T>(h^ + ^) du systeme est reliee a la densite spectrale par:
P(^+/2) = ^^A(i,aQ (3.10)
z
Demontrons cette relation dans Ie cas particulier, ou Ie systeme est decrit par 1'hamiltonien:
n = ^(ez - AO a\ai
I
on salt que,
g<(ii,u)) = y -^9<(i^t)ewt
= / ^z~l E e-^a <"1 a.t W W e'(£^)ta, \a) ewt
a7
Sachant que Z{ = 1 + e~^£i~^, et utilisant Ie fait que:
^e.[(^)+4=^:£a+^
27T" ~ V h
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on a:




En utilisant (3.6) et (3.7), on obtient:
v(huj + /z) = ^ ^ A(i, a;) CQFD
3.1 b) Fonction de Green retardee et avancee.
Une importante quantite de grandeurs mesurables, comme la conductivite electrique ou la suscep-
tibilite magnetique, s'expriment en termes de fonctions de correlation retardees. Ceci nous amene
done a introduire les fonctions de Green retardee et avancee. Comme nous 1'avons deja mentionne,
la terminologie avancee et retardee employee ici, se refere a 1'ordre chronologique des evenements.
Dans Ie cas ou 1'on s'interesse a la reponse d'un systeme soumis a une perturbation, on parlera de
"retarde" lorsque la reponse du systeme survient apres la perturbation. Dans Ie cas contraire, on
parlera de "avance".
Definition.
La fonction de Green retardee pour un fermion dans 1'etat (i), s'exprime par:
Gr(ij,t) = -i0(t)(^ai(t),a^} (3.11)
ou, Ie symbole {} designe 1'anticommutateur des operateurs de fennion.
f
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De meme, on a la fonction de Green avancee:
Ga(ij,t) = i0(-t)([ai(t),a^) (3.12)
Les expressions ci-dessus des fonctions de Green nous donnent une bonne idee de la notion de
retarde et d'avance. Dans 1'expression de la fonction de Green retardee, nous voyons que la particule
est creee a t=0 et est detmite a 1'instant t> 0. Par centre, dans 1'expression de la fonction de Green
avancee, la particule est detmite avant d'etre creee.
Proprietes desfonctions de Green avancee et retardee.
Fonctions de Green et fonctions de correlation.
Gr(ij,t) = -i0(t)[g>(ij,t)+g<(ij,t)] (3.13)
Ga(ij,t) = i0(-t)[g>(ij,t)-^-g<(ij,t)] (3.14)
Thansformee de Fouriec Comme les fonctions de correlation vues plus haut, les fonctions de Green
retardee et avancee peuvent etre exprimees en frequence en faisant les transfonnees de Fourier
smvantes:
Gr(ij.u) = j ^ewtGr(ij,t) (3.15)
G.(y» = f ^ewtG.(ij,t) (3.16)
Fonction de Green et densite spectrale. On montre que:
1 C ^ , A(ij,u}f)G,(y,.) = tj^'^r^ (3.")
1 f , , A(ij",a;/)G^,.) = ^l^'^wf_'^ (3.18)
ou e est une quantite infinitesimale positive.
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Sachant que:
-lim. IFT-^ =pr IT ) ^ w<5(a;) <3-19)
e-»0+ A ± ZE
Nous avons alors I'identite suivante :
A(ij, a;) = -i [Ga(ij, UJ) - Gr(ij, u)] (3.20)
3.1 c) Equation du mouvement.
Nous avons deja mentionne que les formulations en terme de fonction d'onde ou de fonction de
Green etaient deux formulations equivalentes eu egard a la description quantique des systemes phy-
siques. II est done naturel d'etablir une equation a laquelle obeissent les fonctions de Green, comme
celle a laquelle obeissent les fonctions d'onde a savoir, 1'equation de Schrodinger.
Considerons un systeme decrit par un hamiltonien H. Lequation decrivant 1'evolution temporelle
d'une quantite physique representee par une observable 0 dans Ie point de vue de Heisenberg est:
^=i^+9S (3W
En considerant que 1'observable 0 ne depend pas explicitement du temps, c'est a dire: ^ = 0;
on a alors:
tfi^O(t) = [0,-H] (3.22)
Appliquons cette identite a la fonction de Green retardee.
iH^Gr(ij,t) = iK^[-ie(t){[ai(t),a}})\
= ih^{-ie(t)){[a,(t},a}}} +,fi(-,e(t))^({a.(t),a,t})
Sachant que ^ = 6 (t) , et utilisant 1'equation (3.21),
on a:
9ih^Gr(ij,t) = h6(t)6ij -i0(t) ^[ (a,%,a^ ,^)]) (3.23)
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C'est 1' equation du mouvement.
Ecrite sous une forme pratique, cette equation devient:
ih^Gr(ij,t) = H£(t)Sij - i0(t) ({[a.(t),'K(t)] ,Qjt}) (3.24)
A partir de cette equation, en principe nous pouvons deriver les fonctions de Green de tous les
systemes, en connaissant les hamiltoniens qui les regissent. Une equation equivalente est etablie
pour les fonctions de Green avancee, a savoir:
ih^Ga(iJ,t) = h6(t)6ij + z^)({[a,(A),^)] ,^.}) (3.25)
3.2 Fonction de Green pour une chame cTatomes dimerisee.
Apres avoir calcule la fonction de Green pour une chained'atomes dimerisee, nous 1'appliquerons
au calcul de la densiste d'etat via la densite spectrale. Cette densite d'etat sera comparee a celle
d'une chaine d'atomes non dimerisee, ce qui nous permettra de voir 1'effet de la dimerisation.
3.2 a) Fonction de Green.
Considerons 1'hamiltonien 1.10 sur lequel nous faisons 1'approximation champ moyen qui consiste
a remplacer les operateurs de creation et d'annihilation de phonons de vecteurs d'onde \q\ = 2kp =
^ par leur valeur moyenne. On a:
He = ^ £*4<,cto + -^ ^ ff (fc, 2feF) [4+2fc, Ck, {b^, } + 4_^ Cto (^ >]
ro
ka v " ka
avec,
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On a done:
He = Y^ W[cka + i Y^ 9' sm(kro)c[_^^Cka (3.26)
'•0
Comme nous 1'avons deja mentionne, la fonction de Green sera derivee de 1'equation du mouvement
(3.24), a savoir:
ih^Gr(k,ko,t) = h6(t)6kk.-i0(t)([[ck(t),ne(t)],c[^) (3.27)
Calculons Ie commutateur [cka(t),'He(t)] de 1'expression ci-dessus. Nous posons
^e = ^0 + V
ou,
HQ = ^ ^(TC^^ et v = i ^ p/ sm(A;ro)4+-crcfc'
ka ka
Dans la suite des calculs, nous omettrons sciemment Ie spin de 1'electron.
Nous avons done, [ck(t),He(t)] = [ck(t),Ho (t)] + [ck(t)^(t)]
Avec, [ck(t),Ho(t)] =E^fco |cfc(*),4o Wcfc° W|
ko
Sachant que, <{ Cfc, c^ \ = <^,^ et que {cfc, Cfe,,} = 0 on a alors:
[ck(t),'Ho(t)]=ekCk(t) (3.28)
Par ailleurs nous avons:
[ck(t),v(t)] =i^g'sm(koro) [cfc(t),4^_ (t)ck, (t)
ko
.^Sachant que, {cfc, CfcJ=0 on a:
[Ck(t), V (t)] = -^' sin (kro) Ck— (t) (3.29)
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De (3.28) et (3.29), nous avons,
{[CfcW, Ho(t)] , 4j = £fc [ck(t),c^} - ^ sin (fcro) {cfc-^ %, c+^ }




ih-^Gr(k, ko; t) = h6(t)6kka + £kGr(k, fco; t) - ig' sin (kro) Gr(k - -1-, fco; *) (3.30)
1"Q
En utilisant les transformees de Fourier des fonctions ci-dessus et en suivant les memes etapes qu'a
la section (2.1) du chapitre 3, nous aurons:
^ _ .1.. _.-- 7T
Hu}Gr(k,ko;u)) = -^-Skko -^£kGr(k,ko;u)) -igf smkroGr(k - —fco;a;) (3.31)
yo
Pour deduire Gr(k, ko-, a)) de cette equation, nous aliens generer un systeme de deux equations.
En posant ko —^ k dans 3.31, on a:
^ _ ,. . ^ .» . y. » _ ,. 7T
HLuGr(k,k;tjj) =-^+ekGr(k,k;u})-igtsm(kro) Gr(k - —,A;;a;) (3.32)
ro
En posant k —> k— f-etko—^ k dans (3.31) on a:
hu}Gr(k-—,k;u})=£ko~Gr(k-:-,k;u})-}-iglsm(krQ) Gr(k,k;u) (3.33)
7-0 ' " ro ' 1"0
(on a utilise Ie fait que 2?T etant un vecteur du reseau reciproque, k-23L = k).
'La combinaison de ces deux equations nous donne:
.!:.^- ^(lw+£k\
i^K,K\LO) = ^^2 _ ^2 _^iW - 4 - ^(fc)
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avec,
^(k) = g' sin (kro)
Pour etre conforme a 1'identite (3.17), on remplacera uj par u + ie dans 1'equation ci-dessus. On
obtient alors, la fonction de Green retardee:
^[H^+ic)+ek]
Tr^R.K^) = •^——^2 —^—^TZT (j-:[H(u}-}-ie)}z-e^-^(k)
De cette fonction de Green retardee, on obtient la fonction de Green avancee en rempla9ant ie par
—ze. on a:
^[^_^)+^]
ra{K,R'^) = 7^——^2 —^—^TTT <^-:[h(u-ie)f-e2k-^(k)
Du meme coup, il serait interessant de calculer les fonctions de Green avancee et retardee Ga,r(k —
-L, A;; a^). La resolution du systeme forme des equations (3.32) et (3.33) nous donne done:
G,(k - ^k;u}) = ^igfsm(kro) ^ ^ _^ ^ ^^^ (3.36)
ro' ' ' 27T " ' "/ [h(uj-\-ie}Y - e^ -^(k)
La fonction de Grenn avancee s'ecnt:
Ga(k - ^k-^) = •^ig'sm^kro) ^ ^ _^ ^ ^^^ (3.37)ro'"'~/ 27T"" --^-^ [^_^)]^_^_^2^
Nous remarquerons que les fonctions de Green G(k, k\ e) et G{k — ^-, k\ e) ont les memes poles.
Ceci est tout a fait normal dans la mesure ou les poles des fonctions de Green representent les
energies propres des quasi-particules du systeme.
3.2 b) Densite spectrale.
D'apres 3.20, on a:
A(k, k; u) = -i [Ga(k, fc; a;) - Gr(k, k; u)]
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Faisons une decomposition en element simple de cette densite spectrale.
A B








Dans la limite ou e tend vers zero, et sachant que,
1 e
lim --
6-+0+ 7T X^ + £•-
=S(x)
on a









Ecrite sous cette forme, on voit que la densite spectrale s'exprime en termes de fonctions deltas .
Nous en verrons 1'interet lorsque nous etudierons les fluctuations du parametre d'ordre.
Avec la meme methode, on peut aussi calculer la densite spectrale associee aux fonctions de Green
Gr(k - f-^k^) etGa(k - f-^k^). On a:
.4(.-^)=J^==r07'' 2^+S2W S (^ - ^ + C(k)) - S (fia, + ^ + e(k)) }
(3.43)
3.2 c) Densite (Tetats.
D'apres 1'equation 3.10, dans Ie cas ou fi = 0, la densite d'etats s'exprime par :
'P(^) = -^ y^ ^.(fc, k; u) pour un spin donne
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En effectuant la somme sur k, on obtient:
V(k, k; uj) = -^— — —— ^—— avec k defini tel que e2(k) + ^ (k) = (huj)2 (3.44)
7TnvF^/(^)2-^(k)
Dans Ie cas d'une chaine parfaitement dimerisee et en negligeant les variations de ^ (k) autour de
k=k^, on peut poser: ^(k) = A. D'ou:
1L hjj
;, k;u) = ~ ,^ ;7 _^ (3.45)
~''"'~/ TThVf- ^/(^)2 - (A)2
Nous retrouvons dans cette densite d'etats la singularite caracteristique en bord de bande a une
dimension.
Dans Ie prochain chapitre, nous calculerons la densite d'etats en tenant compte des fluctuations du
parametre d'ordre. Nous serons alors a meme de voir 1'effet des fluctuations sur Ie systeme.
3.3 Application de la fonction de Green au calcul du coefficient
(Tabsorption d9une chaine d9atomes dimerisee.
3.3 a) Fonction de Green a deux particules et formule de Kubo.
Nous utiliserons la formule de Kubo introduite au chapitre 2, pour calculer Ie coefficient d'ab-
sorption. Nous ecrirons celle-ci a 1'aide des fonctions de Green a deux particules que nous aliens
introduire de fa9on explicite.
Repetons 1'expression (2.54) nous donnant la formule de Kubo pour Ie coefficient d'absorption.
"(") = (^)2±[(2ft)-l(l-^ ) /+°° dt(P(0)P(t))oe-u>t (3.46)
771 C ^tUJ J—oo
I
Nous pouvons reecrire P(0) sous la forme suivante:
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6 est un nombre infinitesimal que nous ferons tendre vers zero. En fait, 6 est Ie nombre d'onde du
photon. Uelement de matrice qui apparatt dans 1'expression du coefficient d'absorption est alors:
(P+(0)P(Q)o = 4^272 ^ sin(fciro) sin(A;2ro) {^ck.+6aA.+6^W ^(t)} (3.48)
ki(Ti.k^(T'2
Noter que la combinaison P^ p assure la conservation de la quantite de mouvement totale requise
par 1'hamiltonien. Pour alleger 1'ecriture, nous ne mettrons pas Findice cr.
Analysons maintenant la fonction de correlation a deux particules suivante :
{c^Ck,+6C^e{t)ck^ (3.49)
De par la presence des phonons, il y a une interaction entre les electrons via ceux-ci. Par centre,
lorsqu'on fait une approximation champ moyen, les electrons sont consideres comme independants.
On peut alors appliquer Ie theoreme de Wick pour evaluer la moyenne ci-dessus. II vient :
[c[^+6c[^e(t)ck,(t)} = (c[^+s}(c^s(t) ckM + (<i^(t))(ck,+6c[^W) (3-50)
On sait que (c]c +s c^ (t)} = 0 pour notre hamiltonien (3.26)
Par ailleurs, nous avons:
^ 9((kl,k2;t) = (c[^Ck,(t))
9}(k2+6,h+6;t) = (4,+^fci+oW)
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il vient alors:
(Pt(0)P(A)>o = 4^272 ^ sin(fciro) sm(k2ro) g((h,k^t) g^k^+s, h+g: t)
fclA;2
En injectant ceci dans 1'expression du coefficient d'absorption 2.54 et en passant aux transformees
de Fourier, on obtient:




x / d^zgft^k^i)x I (^2 9)(k2,h-^) x / ^e-^i+^+^





et en utilisant 1'identite (3.6), nous obtenons ainsi la formule de Kubo en termes des fonctions de
Green pour Ie coefficient d'absorption :
fe^hu} —
a(u) == /C ^ ^ '; sin(A;iro) sinfero) / ^i^(A;iA;2;^i)^(A;2,^i;^+^i)e/3^1 (3.51)
fcifcz
ou nous avons pose:
JC = 4^272 f-^) 4^(2^)-127r (3.52)
<m/ c
3.3 b) CoefiRcient d'absorption
D'apres 1'equation du mouvement 3.31, nous avons deux fonctions de correlation possibles, a savoir:
g^k,k^)etg^(k-^,k^).
En exprimant ces fonctions de correlation en fonction de la densite spectrale identite (3.7), nous
avons:
fe/3^ -1) . a.. . /' . e'9fia'1
a(^) = /C ^ ^ ^- '/ sin2(fcro) ^ ^l ^ ^ ^^ ^ ^^
7T . 7T
x <{ A{k,k\u)\)A(k^k\u-\-uj\) - A(k - •—,k,u}-^)A(k — -—,k;uj
ro - • ro
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En rempla9ant les densites spectrales ci-dessus par leurs expressions (3.41), (3.43) et en calculant
les integrales sur k et uj\, on obtient:
IGTT^V /e^2 ^2A^2 1 , , / ^
a(u}) = .7"'\'R. (— I I ^=-1 —===========tanh I —^ I (3.53)
Vp^c(j;}\mi \^) ^/(fa,)2 _ (2A)2 '"""' \^BT}
On retrouve ainsi Ie coefficient d'absorption calcule en (2.76).
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Coefficient d?absorption d9un systeme Peieris
avec un gap fluctuatif.
Des mesures effectuees sur des composes presentant des transitions de Peieris tel que Ie KCP(Br)
[4] et les polyacethylenes [5] , exhibent un spectre d'absorption optique different de celui que nous
avons obtenu pour une chaine d'atomes parfaitement dimerisee. En effet, contrairement au systeme
avec un gap parfait dans lequel 1'absorption n'a lieu qu'a des frequences de photons superieures ou
egales au gap, Ie spectre d'absorption des composes ci-dessus mentionnes presente une large queue
en-dessous du gap. Ceci supposerait une absorption des photons, a des frequences inferieures au
gap. Une recente etude sur la luminescence et la diffusion Raman d'un metal halogene valence mixte
(chaine MX) [6] a montre que les fluctuations du reseau pourraient etre a 1'origine de 1'absorption
en-dessous du gap.
Ce chapitre sera consacre au calcul du coefficient d'absorption d'un systeme Peierls avec un gap
fluctuatif. Nous nous limiterons a un desordre gele, c'est a dire que nous ne considererons pas les
fluctuations du gap dans Ie temps. Pour trailer ces fluctuations, nous utiliserons une theorie qui
decrit assez bien, de fa9on qualitative, les effets des fluctuations dans les systemes lineaires. C'est
la theorie de Ginzburg-Landau. Dans cette theorie, la fonction de partition est representee par une
integrale fonctionnelle sur toutes les configurations du champ, ce qui foumit a la fois une description
intuitive du systeme et un utile point de depart pour les approximations. Avant Ie calcul du coefficient
d'absorption, nous etablirons les bases de la formulation en integrale fonctionnelle et celles de la
theorie de Ginzburg-Landau. Le coefficient d'absorption sera ensuite calcule en utilisant les memes
regles de calcul qu'a la section (3.3.1) du chapitre 3. En effet, apres avoir calcule les fonctions de
.Green pour une chaine avec un gap fluctuatif, a 1'aide de la formule de Kubo exprimee en termes
des fonctions de Green, nous calculerons Ie coefficient d'absorption. L'expression obtenue etant
analytiquement non soluble, nous en ferons un traitement numerique.
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4.1 Integrale fonctionnelle
Tout en jetant les bases de la formulation en integrale fonctionnelle, nous montrerons comment on
arrive au developpement de Ginzburg-Landau.
Lorsque la formulation en integrale fonctionnelle est appliquee a un systeme compose d'une par-
ticule ou d'un nombre fini de particules, on utilise Ie terme d'integrale de chemin. Pour bien com-
prendre la formulation en integrale fonctionnelle, nous aliens faire une breve description de 1'inte-
grale de chemin en 1'applicant au calcul de 1'operateur d'evolution d'un systeme quelconque. La
generalisation au calcul de la fonction de partition se fera alors aisement car, comme nous Ie mont-
rerons par la suite, celle-ci peut s'exprimer en terme de 1'operateur d'evolution.
4.1 a) Uintegrale de chemin de Feynman.
Nous reprenons dans ce qui suit, les elements a la reference [17]
Considerons une particule decrite par 1'hamiltonien H (p, x). Dans la base des positions, 1'element
de matrice de 1'operateur evolution s'ecrit:
U(xf,tf,Xi,ti) = {xf\e-Wtf-ti'> \Xi) (4.1)
ou, \i et x/ designent respectivement les positions initiale au temps ti et finale au temps ty de la
particule.
Cet element de matrice ne peut pas etre evalue pour des intervalles de temps finis. Par centre, on
peut Ie faire pour un temps infinitesimal. L'idee de Feyman est done de diviser 1'intervalle fini en
M intervalles infinitesimaux egaux de largeur e = -^g-i (M —» 00,6 —^ 0), d'evaluer ensuite
1' element de matrice sur chacun de ces intervalles et d'en deduire 1'element de matrice pour un
intervalle fini. On a:
U(xf,tf,Xi,ti) = (xf\ (e-^n(P^y \x,) (4.2)
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En y inserant (M - 1) relations de fermeture sur la base des positions, il vient:
u (xf,tf,xi,ti) = / 7n dxk (xf\ e~Tn \XM-I) {xM-\\e~H \XM-2) ... (xi\ e~f'H \Xi)
fc=l
(4.3)
Le probleme se reduit done au calcul de 1'element de matrice infinitesimal. En y insarent une relation
de fermeture sur la base des impulsions, on a:
{^|e—w(".i> |^-i) = y^<^|pfc><pfc|e-^^)]^_,) (4.4)
Lorsque 1'hamiltonien du systeme a une forme simple (par exemple: 'H (p, x)=^ +v (x) ), Ie calcul
de 1'element de matrice est assez aise. Par centre, lorsque celui-ci a une forme complexe (melange
de plusieurs operateurs d'annihilation et de creation) son application sur les etats du systeme est
un calcul tres laborieux. Une fagon de contoumer Ie probleme est de faire une approximation en
remplagant 1'hamiltonien par sa forme normale. En premiere quantification, un operateur est dit
dans sa forme normale lorsque tous les operateurs impulsion se retrouvent a gauche de tous les
operateurs position. En seconde quantification, 1'operateur est dit dans sa forme normale lorsque
tous les operateurs de creation sont a gauche de tous les operateurs d'annihilation. Dans sa forme
normale, un operateur 0 (p, x) aura la representation suivante: : 0:.
Quelque soit 1'hamiltonien /H du systeme, la relation entre 1'operateur d'evolution et sa forme nor-
male est [18]:
00 / „• £ \"
e-fW.-) =: e-W): - (^)2 E ^7 [U (P, &)n+2 -:-«(?, &)n+2 :] (4.5)
n=0
En substituant Foperateur d'evolution par sa forme normale, 1'element de matnce de 1'operateur
evolution devient:
<^|e~M(M)l^-l) = {xk\: e—n^ : \x^) (4.6)
^ipk(xk-Xk-i)^-if'H(Pk,Xk-i) _j_ Q (^
(27Th)^
0 (e2) est une correction de 1'erreur due a 1'approximation de 1'operateur evolution par sa forme
normale.
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Regardons Ie cas particulier ou 1'hamiltonien du systeme est: 'H=^ + v (x) . L'element de matrice
de 1'operateur d'evolution ci-dessus devient:
(xk\ e-^ \Xk-i) = f -€]^eipk(xk-xk-^e-i^-iTV^ + 0 (e2) (4.7)
(27Th)^
En remarquant que cette integrale sur les impulsions est une integrale gaussienne, on a:
(Xk\ e-^n |^-i) = f^) ' ^(f^-^r-e^^)) ^
Dans la limite ou M tend vers 1'infini, 1'element de matnce de 1'operateur evolution devient:
U^t,^ =jun, / V „. (^)^M ^S^(^-iY-v^ (4.9)
m-*oo J k=l
Pour une notation plus simple, nous utilisons la substitution suivante: xk~xk-1 ^ ^.
En posant
r{xf'tf} ^. ,... .. /'^_-i . / m \fM
et
M-i / rn \ t
D [x (t)] =_lim^ / "H' dxk (^—^ ) 2" (4.10)
^i,t.) L v/J m->007 fc1ri "' \2meh^
1 /rdx\
S [x (t)] = I dtL [x (t)] avec L [x (t)] = ^m ( ^ ) - v (x (t)) (4.11)
1'element de matrice de 1'operateur d'evolution se met sous la forme d'une integrale fonctionnelle:
U (xf, tf^ti) = / ' D[x (t)] el5^ (4.12)
f(x,t)
ou, S [x (t)] estl'action,L[2;%]leLagrangiendusystemeet D[x(t)] est la mesure d'integration.
Apres cette breve description de 1'integrale de chemin de Feyman, nous aliens enoncer une for-
mulation plus large de 1'integrale fonctionnelle en calculant la fonction de partition du systeme
-electrons-phonons que nous etudions.
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4.1 b) Formulation en integrale fonctionnelle de la fonction de partition
D'une fa^on generale, la fonction de partition d'un systeme s'exprime de la maniere suivante:
Z=rTie~iyH (4.13)
Dans cette expression, la trace est effectuee sur les etats du systeme.
Le systeme que nous etadions faisant intervenir les electrons et les phonons, nous efifectuerons la




Tre et Tiph representent respectivement les traces sur les etats d'electrons et de phonons.
Nous traiterons les degres de liberte de vibration du reseau en premiere quantification et celle des
electrons en deuxieme quantification. Effectuons dans un premier temps la trace sur les etats de
phonons.
Le deplacement ^ d'un atome situe au site I est decrit par 1'operateur ^ tel que <^ \(f>i} = (f>i \4>i). On
representera la base des etats de phonons par 1'ensemble {l^gi^gz'—^n)}
OU 4>q = -^ ^ e~iqlro4>i est la transformee de Fourier de 0^. La relation de fermeture dans cette
base est:
n^J^,^,...^)(^,^,...^J =1 (4.i5)
Sur cette base, on a:
Zph=Trphe~frH= I II^g(^,^,...^Je-^|^,^,...^) (4.16)
/
En faisant la substitution /3h —»• ry - r^ (r^^ etant des temps imaginaires), on a:
^=y'nd^{^,,^,...^Je-(;^i)?(|^,,^,...^) (4.17)
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On peut voir que la fonction de partition s'exprime en termes des elements de matrice diagonaux
de 1'operateur d'evolution en temps imaginaire. Selon 1'equation 4.1 on peut done exprimer cette
fonction de partition en terme d'integrale fonctionnelle, mais cette fois-ci en temps imaginaire. Des
lors, les calculs s'effectuent exactement de la meme fa^on que dans Ie cas du calcul de 1'element de
matrice de 1'operateur d'evolution. Puisque nous traitons les phonons en premiere quantification et
les electrons en deuxieme quantification, 1'hamiltonien 1.9 s'exprimera de lafa9on suivante:
^=E£fc4ac^+E
fco- q
M (d^\~ , M ^2ft-^j +f^ +^Po(A;,g)^4^Cfc (4.18)
qka
Avec:
90 (k, q) = -^ cos [(^ - j) T-o] sin (jr-o) (4.19)
En utilisant 1'expression de 1'hamiltonien ci-dessus et la notation 4.10, 1'integration sur les etats
phononiques nous donne:
Z = ^(^^))e-£^{(M[^^(T)]2+M^^(T)+^(T)S^°(^)c^c.)+E.^4c.} ^^
Nous avons mentionne plus haut que les calculs se feraient dans 1'approximation statique. Dans
cette approximation, on considere que les phonons sont tres lents par rapport aux electrons pour des
temperatures telles que kpT ^> hjjph ou ujpfi designe la frequence des phonons. Ceci nous permet
de negliger la variation de (f)q (r) dans Ie temps. D'ou:
^q (r) = 0 (4.21)
La fonction de partition du systeme electrons-phonons devient alors:





Ue-ph = Y, ^ J^ 90 (k, q) 4+g Ck (4.24)
q k
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On a:
Z= JD (^) e-^"^Tre e-^W+^-,-.) (4.25)
Etant donne que les operateurs Ho et He-ph ne commutent pas, nous allons introduire dans 1'expres-
sion ci-dessus, un operateur d'ordonnance chronologique. L'operateur d'ordonnance chronologique
nous permet de trailer les operateurs de creation et d'annihilation comme si ceux-ci commutaient
ou anti-commutaient. Ceci nous permet done de faire Ie developpement suivant:
TTee-T^dr<<HO+He-^ =Tre |T^cf^°(^dTJ^(T)1 (4.26)
Si nous posons maintenant,
ZS=TreC-^°(T) (4.27)
alors:
Tr,e-Jcf^°M+^-p.(T)) ^ ^e ^^-^drff^(r)^ (4^)
Nous avons pose H = 1.
Pour calculer la valeur moyenne ci-dessus, faisons un developpement en serie de Taylor de 1'expo-
nentielle. on a:
00 /_i'\n y/3
Tr e-^dr Jfe-h(T)) = ^ ^- f dn...^ <r, jfe-p/. (ri) ...He-ph (r,)) (4.29)
ro
Cette moyenne peut etre vue comme une fonctionnelle generatdce des moments definis par:
Mn = (^- ^ d^...dTn (Tr He-ph (T-l) -He-ph (Tn)) (4.30)
Puisque Ie logarithme de la fonctionnelle generatrice des moments est egal a la fonctionnelle gene-
ratrice des cummulants definis par [17]:
Q}=(Z^— / drl- / dTn <TT He-Ph (Tl) •••H°-Ph (T"))<U>gnu»ncsconn^ . (4.31)
on peut done recrire la fonction de partition sous la forme:
Z = / D (^) e-^.Mu^ e^°Q' (4.32)
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Dififerentes approches sont utilisees pour evaluer ces cumulants, notamment Ie theoreme de Wick et
les diagrammes de Feynman [19].
En nous limitant seulement au deux premiers cumulants non nuls, on obtient Ie developpement de
type Ginzburg-Landau de la fonction de partition que nous exprimons dans 1'espace reel de la fa^on
suivante:






T {<& (re)} est la fonctionnelle d'energie libre du systeme [20].
On a t = r/Tc eta=(t- l)a'
a', b et c sont des constantes positives et ^ la longueur de correlation du parametre d'ordre qui est
independante de la temperature.
Co = (c/a')i (4.35)
En ne conservant que les phonons de vecteur d'onde autour de 2kp , on a (q—> O):
<s>(x) = -7=r E elga:4 IAI ^ (9 + 2^) (4-36)
Y
<& (x) est Ie parametre d'ordre de la transition Peieris.
4.2 Fonction de Green d9un systeme Peierls avec gap fluctuatif.
4.2 a) Fonction de Green d'un systeme Peieris pour une configuration
.donnee du parametre d'ordre.
Comme au chapitre precedent, nous allons calculer la fonction de Green a partir de 1'equation du
mouvement 3.27. Ecrivons 1'hamiltonien (4.23 - 4.24) en terme du parametre d'ordre 4.36 de la
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transition Peierls.
U = ^o+^e-p/i (4.37)
w[ck + i ^ (^g sin(ATo) c[+-+qck - ^q Sm(kro) C^Ck+^+q) (4.38)\^z^(
k kq
dans lequel on a encore choisi \q\ « Ikp pour evaluer go (k^q). <S>q est la transformee de Fourier
du parametre d'ordre 4.36. $g est proportionnel au deplacement moleculaire. L'indice a a ete vo-
lontairement omis. Nous en tiendrons compte dans les resultats finaux. Nous poserons par ailleurs,
VQ = 1 dans Ie but d'alleger les ecritures.
Dans Ie but de calculer les commutateurs qui apparaissent dans 1'equation du mouvement 3.27,
decomposons 1'hamiltonien 4.37 de la fa9on suivante:





v = 2 S (^9 sin^^ CA:+7r+9CA; ~ $! sin(fc) 4cfc+7T+g} (4-41)
kq
Le calcul des differents commutateurs nous donne:
[ck(t\no] = Wk(t) (4.42)
et
[ck(t),v] = -^^(<S>qSm(k-q)ck-n-q+<S>*qSm(k)ck+Tr+q) (4.43)
q
L'equation du mouvement 3.27 devient alors:
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ihj^Gr(k,ko;t) = h6(t)8k,k^£kGr(k,ko^) (4.44)
9 y^ (^9 sin(/t; ~ 9)G!r(^ - 7T - 9, ^0; *) + ^ sin(fc)G?r(fc + TT + 9, A;Q; <))
g
En passant aux transformees de Fourier, 1'equation ci-dessus prend la forme:
hjGr(k,ko^) = •^z6k,ko^-£kGr(k,ko;a)) (4.45)
9 S (^9 sm(k ~ ^)Gr(k - 7r - 9? fco; ^) + ^ sm(fc)Gr(fc + TT + g, fco; a^))
g
Pour calculer les differentes fonctions de Green qui apparaissent dans 1'equation ci-dessus, nous
generons Ie systeme approximatifde trois equations (dans 1'esprit d'une approximation perturbative
comme 1'ont fait Lee, Rice et Anderson) [21] .En posant dans celle-ci successivement: k = ko;
fc == fco +7r4-9; A; = feo —TT —g, ona:
Gr(k'k^ = 2^;^) <4-46>
z
2(^ + £fc+7T+g)
x y^ ($g sin(/i; — q)Gr(k - TT - q^k\u}} + ^ sin(A;)G'r(fc + TT + g, fc; c<;))
q
z
Gr(fc+7T+g,A;;a;) = ^ ^ "_ —^[^sm(fc)+^gSin(fc+g)]G'r(A;,fc;^)
~ £k+n+q.
Gr(k -7T-q,k^) = ^^ \ —— ^ [^-q sm(k) + ^ sin(A; - g)] ^(A;, fc; a;)
— ^fc-TT-g,
Remarque: la procedure ci-dessus utilisee genere de nouvelles fonctions de Green telle que Gr (k +
27T + 2g, fc; a;). Nous avons done fait une approximation en posant: Gr(k + 2?r + 2g, fc; u) =
Gr(k,k-,iv).
L'approximation en 4.46 nous assure un traitement correct au deuxieme ordre en $g pour les fonc-
tions de Green diagonales et pour la conductivite.
En injectant les deux demieres equations dans la premiere et sachant que ^ = $_g (car ^ (x) est
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reel), on a la fonction de Green suivante:
S7T
Gr(k^ k; u) = ^ _^ -^- ^ (4.47)
(^-^)-E,(^:L)
(k+7T + q) est un etat intermediaire. Nous avons utilise sin2(k)=l, sin2(k+q) « 1 car, k —> kp .
4.2 b) Theorie de Ginzburg-Landau appliquee a la transition de Peierls.
L'expression 4.47 represente la fonction de Green de 1'electron pour une configuration donnee du
parametre d' ordre. Etant donne que nous nous interessons a la fonction de Green pour un gap fluctua-
tif, il nous faut la moyenner sur toutes les configurations possibles du parametre d'ordre. La theorie
qui decrit assez bien, de fagon qualitative, les effets des fluctuations dans les systemes lineaires est
celle de Ginzburg-Landau [22].
Utilisons un exemple pour donner une description succinte de la theorie.
Considerons une chame d'atomes selon 1'axe des x. On peut caracteriser 1'etat de cette chaihe par un
parametre d'ordre ^>(x). L'etat Ie plus probable de cette chaine est defini par la configuration du pa-
rametre d'ordre qui minimise 1'energie libre T {^(x)}. Cette energie libre est une fonctionnelle du
parametre d'ordre. La theorie de Ginzburg-Landau traite les fluctuations du parametre d'ordre en
tenant compte de toutes les configurations possibles de celui-ci avec un poids donne par Ie facteur
de Boltzmann: exp \—ftT ^{x}}\. On peut exprimer plusieurs grandeurs a 1'aide de la fonctionn-
nelle de Ginzburg-Landau. Considerons la fonctionnelle d'eneigie libre que nous avons obtenue a
la section (4.34) a savoir :
\d^(x)\2^F{<S>{x}}= j ^(a|$(^)|2+6|$(^)| 4+c dx (4.48)
Utilisant T {^(x)} comme 1'energie associee a une configuration donnee du parametre d'ordre, on
a vu que la fonction de partition pour un ensemble canonique s'exprime par:
Z= I d{^{x)}e-^^^ (4.49)
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A 1'aide de cette fonctionnelle, on peut aussi exprimer la valeur moyenne d'une observable. Comme
exemple, donnons 1'expression de la fonction de correlation du parametre d'ordre:
Wx)<l>'(o)) =^ d {W} e-^WX^<t,(xW(o) (4.50)
Enfin, dans cette theorie, nous pouvons exprimer la valeur de la fonction de Green moyennee sur
toutes les configurations possibles du gap. En faite, nous ferons la moyenne sur Ie developpement en
serie de Taylor de la fonction G(k, k\ LJ) et nous nous arreterons au deuxieme terme. On a (toujours
dansl'espritd'unetheoriedeperturbationaudeuxiemeordre) [21] :
?7T H/27T v-^ |$o|
G(k,k-^) = ^/"[^ + 7—^— Y.7—qL — T + ° (l^l2) (4-51)
"''"'~/ (hiJ-£k) ' (^ - £k) ^ (^ +£fc+g)
V27T , V27T v^ (,1^1} ,^//i^,2\G(k,k^)^"/ ^ , + ^"/ ^, V ^v ,'',/ , +0 ((|^g|2)) (4.52)
u?'"'~/(^J-£fc) ' (^ - £fc) ^ (^ +^+g)
d'ou:
G(fc'fc;u) = —_ 1^\ (4-53)
(^-^)-E,^5
4.2 c) Forme explicite de la fonction de Green.
Calculons la somme sur q qui apparait dans 1'expression 4.53.
Sachant que |^g| est une Lorenztienne par rapport a q, on pose:
S:(i*.r>-(?/^
C : est 1'inverse de la longueur de correlation. C'est la plus grande distance sur laquelle Ie pa-
rametre d'ordre est uniforme.
En substituant u par a> — ie dans 1'equation 4.53 et en faisant 1'approximation suivante:
£k+q = £k + WF^ on a:
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^S-^ = £-W/^+,C-l)(^C-l)l^-^+^<rt (4'55)Hw+Ek+q TT x- ' ] ~^(q^-i^-^)(q-i^)(n^-ijie-}-ekhVFq)
En utilisant Ie theoreme des residus pour calculer 1'integrale apparaissant dans 1'equation ci-dessus,
on a:
<1^12) W
^ huj + £fc+g ^ + £fc - ^ + ^V^C-1)
D'ou, la fonction de Green avancee est:
h/2TT
Ga(fc'fc;u) = /,/,. .^ ..7 ~" —w— <4-57)
(h(u - ie) - ek) - ^+^L^-1
Lorsque e —> 0 on a,
h/27T
Ga(k, fc; u) = -^—, '"' ~" (^ — (4.58)
(^-^)-^+^v.c-i
Par Ie meme cheminement, on obtient la fonction de Green retardee suivante:
S7T
Gr(k, k; u) = ^—, '" "" ^ — (4.59)
{hjj - £k) - nu)+ek+ihVFC
C'est Ie resultat de Lee, Rice et Anderson [21].
Du systeme d'equations 4.46 on deduit la fonction de Green a (k + TT +9) moyennee sur toutes les
configurations du parametre d'ordre;
i sin (fc) ^ ^/2?T
Ga(k + TT + g, fc; a/) = ^_";,v;l,^^,^. ,,'" ~" ^) — (4.60)
'-£r+'+i> •(^-£t)-^^^-i
En analysant cette demiere fonction de Green, deux points sont a noter:
On remarque en premier lieu que la valeur moyenne n'a pas ete faite sur $g au numerateur. Ceci
est tout a fait normal dans la mesure ou cette valeur moyenne est nulle. II faut done garder ce $g
"actif" jusqu'a une prochaine etape. Par contre, nous pouvons faire la valeur moyenne sur |^g| au
denominateur, toujours dans un esprit de theorie perturbative et de phase independante (random
phase approximation "RB\").
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Le deuxieme point que nous pouvons noter est la difference entre les denominateurs de Ga(k, k-, a}}
et ~Ga(k + TT + g, k\uj). Comme nous 1'avons deja mentionne, les poles des fonctions de Green sont
tous les m8mes dans la mesure ou ceux-ci designent les energies propres du systeme; ce qui n'est
pas Ie cas de celle ci-dessus. En effet, il y a un pole en trop (^} ;.,_,_\) dans la fonction de Green
Ga(k + 7T + 9, k;u). Pour avoir les bons poles c'est a dire ceux de Ga(k, k;Lj), il faut utiliser un
propagateur effectif pour 1'etat intermediaire (k + TT + q)- Ce qui revient a faire 1'approximation
suivante: rr— — T —^ ——1,^_ />-i • On a done un etat de temps de vie fini venant du
l—£k+v+q) tUjJ+Ek—l
desordre. Ce qui est tout a fait normal car, les etats d'ondes planes (k + TT + q) sont perturbes
par Ie desordre, ce qui implique un temps de vie. En faisant 1'approximation ci-dessus, en plus
d'avoir les bons poles, on s'assure de retrouver la bonne fonction de Green a la limite du gap parfait
(( — > 0). On a finalement:
Ga(A;+7r+g,A;;cj) =isin(fc)^^- —, , ^.. . '^ ~",^^ ^_i^ —7^- (4.61)
(HUJ - Ck) (^ + £k - inVpC1'} - W
et,
Gr(k + TT + g, fc; a;) = i sin (fc) $g^-—_ ,^.. , 7 "\^, ^_i^ —7^- (4.62)
(hjJ - £k) (^ 4- £k + iWpC"1) - (^2)
4.3 Densite spectrale et densite d'etats
4.3 a) Densite spectrale.
Sachant que A(k, k, u) = -i [G^(fc, k; u) - 'G~r(k, k\ u)\, on a:
h2Vj? C~l(
A(k, k; u) = 'b v_'\^ —;—,_S2 ^.L ._,.^. —^ (4.63)u"u)w/- 7T [(^)2_^_($2)]2+(^^-1)2(^_^)2
De meme, nous avons:
A(k+n+g,k^)=<S>^_ ,„ „ ,i-l|fiu:£.'8] ._„„,. —^ (4.64)
w~'-"t ^ [(^)2_^_($2)]2+(^y^-l)2(^_^)2
Regardons maintenant la densite spectrale A(k, fc; a;).
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L'analyse effectuee par Benoit Dumoulin [23] sur la densite spectrale ci-dessus, nous enseigne
qu'a certaines temperatures, Ie systeme ne presente pas un veritable gap. En efifet, en presence d'un
veritable gap, la densite spectrale presente deux pics distincts de quasi-particules de part et d'autre
du niveau de Fermi. Or, a mesure que la temperature diminue, Ie "pic" de quasi-particules s'elargit
et semble vouloir se diviser en deux pics d'egale importance sans toutefois qu'ils soient totalement
separes. Benoit Dumoulin associe une telle stmcture a la presence d'un pseudo-gap.
4.3 b) Densite d'etats.
En utilisant 4.63 et 3.10, on obtient la densite d'etat ci-dessous:
i^h2VF C-l<^2)
V(k, k;u) = ^ > ; "'_" ^. —^—,_^2 N'^ ,_^ —- (4.65)
---/-fi^ „ [(^)2_^_($2)]2+(^^-1)2(^_^2
La figure (5) rcpresente 1'evolution de la densite d'etats pour differentes temperatures. On note un
applatissement du pic lorsque la temperature augmente . Par ailleurs, on remarque Ie deplacement
de la position du pic avec la temperature. Ce comportement se refletant dans celui du coefficient
d'absorption, nous Ie commenterons dans la section traitant du calcul de ce demier.
Ceci etant, nous nous limiterons dans cette section, au calcul de la densite d'etat dans la limite du
gap parfait en faisant tendre la longueur de correlation ^ vers 1'mfini (C —>• oo).
Ecrivons 1'expression 4.65 sous la fomie suivante:
_ \^ <$ ) _^
^R'^) = ^ hVp^ - £^2 [((^)2-^)-mi2 ^ ^-i^
k ' v "'/ (/ia;-£fc)2(fiVF)2
V_ ^.. ......  (4.66)
En rempla9ant la somme sur k par une integrale , dans la limite ou (, tend vers zero, la densite
d'etat devient:
^,^ = ^ fM^^l.,4((^2_-5^^ (4.67)
u''"'"'/ - 2nhVF 7-00 ""'(^-£fc)" ] (^-efc)^^)
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Figure 5 : Densite d'etats en regime fluctuatif pour differentes temperatures.
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Le calcul de 1'integrale ci-dessus avec 1'energie ek linearisee (£fc = ^VF(|/C| — A;/-)), nous donne :
2L hu}
^k;u}}= _7, ^— _ _„,; (4.68)"'"''"'/ - TThVp ^/(^)2 - (^)
On retrouve ainsi la densite d'etat 3.45 du systeme avec un gap parfait. Notons qu'a la limite du gap
parfait on a, ($2) = (A)2.
4.4 Coefficient cPabsorption d9un systeme Peierls avec un gap
fluctuatif.
Rappelons 1'expression 3.51 du coefficient d'absorption a savoir:
,(3hu}
a(^) =/C^^-^—^sm(fci)2sm(fc2) / ^K7((fci,A;2;a;i)^2,^+a;i)e^
fci k-i k\ A;2
Explicitons 1'expression ci-dessus en utilisant les trois fonctions de Green apparaissant dans 1'equa-
don du mouvement (4.45).
,phuj _ t\ i _ _ /•
a{Lo) = /Cvci ~^ <[e^1 Y^sm(k)2 f dw^(k,k^)g^k^ +^i) (4.69)
fc
+e<3^1 Y^ [sm(k) sm(k + TT + q)
kq
x du)ig{(k + TT + g,fc; a;i)p^(fc + ?r + q,k\u) +u}\)
+el3fwl Y^ [sm(k) sm(k - TT - q)
kq
x d^l9{(k - TT - g, k;u}z)g^(k - TT - g, fc; a/ + a/i) |
En faisant 1'approximation; sm(k ± q) = sin fc, la somme ci-dessus se ramene a deux termes :
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Le signe negatif du deuxieme tenne provient de 1'identite sin(fc ± q) = sin k.
On peut maintenant moyenner sur Ie desordre persistant en (4.60) et (4.64).
En utilisant les relations (3.1.5) et (4.2.14), on obtient apres de longs calculs:
a(aQ = K;(6^-l) ^i,, , _/,JV^), __^.^(^VFC-1)2<^2) (4.71)fluj J wwi (^-^-el3fwi)(ef3fw-{-e-(3fw^)v'"1"3 ' ^ ' v'"
_ f ^ ^ ($2)-(^l-^)(^+^l)-£fc)
'7rwF-/~"El{[(^l)2
x
TThVp L)2 - et - W]2 + (hVpC1)2^ - e*)2}
^ [(h(u +^))2 - ^ - ($2)]2 + (fiVK-1)2 W" +"l) - £fc)2}
Comme mentionne a 1'introduction de ce chapitre, la resolution analytique de 1'expression ci-dessus
est tres ardue. Nous en avons done fait un traitement numerique en utilisant les valeurs de Scala-
pino et al pour les C-l et ($2) [20] . Au cours de cette simulation, nous nous sommes interesses
au comportement du coefficient d'absorption en regime fluctuatif a di£ferentes temperatures (fig
6). A tres basse temperature (r!<.25TcM), on observe un comportement physique du coefficient
d'absorption similaire a celui du KCP(Br) (figure 7) (principalement la courbe a 200 K). En effet,
on note une absorption en-dessous du gap et un elargissement du pic lorsque la temperature aug-
mente. Remarquons d'ores et deja qu'on retrouve ce comportement dans la densite d'etats conjointe
(2.26). Ces comportements pourraient s'expliquer par les fluctuations du gap. Le regime fluctuatif
est un etat ou cohabitent 1'etat semiconducteur parfait ( avec un gap bien defini), 1'etat semicon-
ducteur avec un gap plus ou moins bien defini, et 1'etat metallique dans lequel il n'y a plus de gap.
L'absorption en regime fluctuatif est done la combinaison des contdbutions interbandes et intra-
bandes. Par ailleurs, en regime fluctuatif 1'in verse de la longueur de correlation (C- ,qui mesure la
largeur du pic) augmente lorsque la temperature croit. Ceci explique done 1'applatissement du pic
• lorsque la temperature augmente. Pour les temperatures au-dessus de .25Tc'M,on note une tres forte
absorption en dessous du gap. Nous crayons que la methode perturbative utilisee introduit trop d'e-
tats dans Ie gap. Ceci est visible si on compare notre courbe a T=.25Tc'M avec celle du KCP a 293








Figure 6 : Coefficient d'absorption en regime fluctuatif pour differentes temperatures
par Ie calcul exact [24] en presence de desordre. Elle ne donne done pas une bonne description des
fluctuations pour les grandes temperatures. A la figure 6 nous observons un deplacement du pic
d'absorption avec la temperature. La position du pic est definie par 1'amplitude des fluctuations qui
varie en fonction de la temperature [20]. Le deplacement observe est done normal. Celui-ci n'est
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Figure 7 : Courbe experimentale de la conductivite electriqure du KCP(Br) a differentes temperatures entre
40 et 300 K. Cette figure est tiree de 1'article de D. B. Thnner (Optical Properties ofOne-Dimensional Systems)
dans "extented linear chain compounds", volume 2, Plenum Press (1982), E 217.
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Conclusion
Nous avons au cours de ce travail, calcule Ie coefficient d'absorption d'un compose quasi-unidimensionnel
presentant une transition de Peieris, ceci en regime fluctuatif. Pour cela, nous avons reformule la
formule de Kubo pour la conductivite en termes des fonctions de Green de Zubarev. La simulation
numerique du coefficient d'absorption obtenu nous a montre une absorption au-dessous du gap et un
applatissement du pic du spectre d'absorption lorsque la temperature augmente. Ce comportement
a ete observe dans Ie KCP(Br). Cependant, nous avons note une tres forte absorption en dessous
du gap pour des temperatures au-dessus de .ISKpTcM- Nous croyons que ceci est du a la methode
perturbative utilisee qui introduit trap d'etats dans Ie gap. Elle ne donnerait done pas une bonne
description du coefficient d'absorption en regime fluctuatif pour les grandes temperatures. Nous
referons les lecteurs a une methode exacte developpee par Kihong et al [24].
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Annexe I
Calcul de la densite d9etat d9une chaine
dimerisee.
En fonction de la densite spectrale, la densite d'etat s'exprime par:
D(^=^A(k,k,a,)









Appelons A Ie premier terme de la somme et B Ie deuxieme terme. En passant d'une somme a une
integrale sur k et ensuite a une integrale sur les energies, on a:

















gf(£k) qui est la derivee de g(ek) s'exprime par:
-//- \ ek9'(£k) = -
^l+^(k)
(1.8)
Cette derivee evaluee en ek+ et £k- nous donne:
-'/- ^ _ \/(fia')2 - e(k).. .„. ^ _ \/^2 - S2W
ff'fo+) = " ~ '^ " ' et ff'(^-) = *" '^ (1.9)





















La densite d'etat de la chaine dimerisee est done:
D(^) = -^- hjj
vhv^^Y-ew
(1.12)
Pour la chalne parfaitement dimerisee, on peut considerer ^(k) independant de k. On pose alors:
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