This study investigated large-scale semi-supervised training (SST) to improve acoustic models for automatic speech recognition. The conventional self-training, the recently proposed committee-based SST using heterogeneous neural networks and the lattice-based SST were examined and compared. The large-scale SST was studied in deep neural network acoustic modeling with respect to the automatic transcription quality, the importance data filtering, the training data quantity and other data attributes of a large quantity of multi-genre unsupervised live data. We found that the SST behavior on large-scale ASR tasks was very different from the behavior obtained on small-scale SST: 1) big data can tolerate a certain degree of mislabeling in the automatic transcription for SST. It is possible to achieve further performance gains with more unsupervised fresh data, and even the automatic transcriptions have a certain degree of errors; 2) the audio attributes, transcription quality and importance of the fresh data are more important than the increased data quantity for large-scale SST; and 3) there are large differences in performance gains on different recognition tasks, such that the benefits highly depend on the selected data attributes of unsupervised data and the data scale of the baseline ASR system. Furthermore, we proposed a novel utterance filtering approach based on active learning to improve the data selection in large-scale SST. The experimental results showed that the SST with the proposed data filtering yields a 2-11% relative word error rate reduction on five multi-genre recognition tasks, even with the baseline acoustic model that was already well trained on a 10000-hr supervised dataset.
I. INTRODUCTION
The performance of automatic speech recognition (ASR) has been significantly improved in recent years with the rapid development of deep learning algorithms [1] - [4] . Increasingly more ASR techniques have been successfully applied in industrial services. However, the changes in acoustic, linguistic, and semantic conditions in different ASR applications are dramatic. To achieve the best performance for each industrial service, constantly updating the acoustic model (AM) with fresh or live speech from the latest production traffic is very important and necessary [5] , [6] , especially for mobile voice search, short message dictation, smart medical voice dictation, etc. We consider that the information contained in a large quantity of live or fresh data is helpful to train a better The associate editor coordinating the review of this manuscript and approving it for publication was Fatih Emre Boran. AM because the data property of users' speech may deviate substantially from the existing AMs, with respect to acoustic environments, text content, etc.
We know that most acoustic modeling methods with deep neural network topologies are data hungry and are more effective with supervised large datasets (with manually transcribed transcriptions) [7] . It is difficult to obtain a large quantity of supervised data, and the quantity of unsupervised audio (automatically collected untranscribed fresh or live data) available is larger and much easier to collect. However, transcribing a large amount of speech manually is extremely expensive and time-consuming [8] . According to [9] , careful transcription costs 20-hrs of human effort to create accurate text for 1-hr of speech. Therefore, many previous works in the literature have explored various semi-supervised training (SST) and unsupervised training approaches to exploit the information in unsupervised data [6] , [10] , [11] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
The most common approach to SST is self-training or its variations. It uses an ASR system trained on supervised data to generate transcriptions for unsupervised data and select the transcriptions using various data filtering techniques based on confidence measures (CMs) [6] . Earlier research works using self-training for SST in ASR were the Gaussian mixture model-hidden Markov model (GMM-HMM)-based speech recognition systems [10] . For example, in [12] , the authors applied the self-training idea to lightly supervised discriminative training using a biased language model to deal with the large amount of broadcast news with closed captions. The self-training was applied iteratively to improve the final AM in [13] . In [14] , the authors found that the gains from unsupervised training were comparable to the gains from methods with light supervision on the speech transcription task for Arabic broadcast news. A global entropy reduction maximization criterion was employed instead of using confidence scores to select better automatic transcriptions in [15] . Most of these previous works used the selected live data to retrain acoustic models. In the literature, some researchers explored using the live data for semi-supervised AM adaptation, especially for some under-resourced ASR tasks, for example, in [16] , they used the maximum a posteriori (MAP) adaptation to adapt the baseline AM to the unseen target language. In [17] , they also borrowed the MAP idea to perform semi-supervised discriminative AM training.
With the success of the deep neural network (DNN) in ASR, works related to SST have focused on improving the modern DNN acoustic models. In [18] , a multi-system combination and confidence re-calibration with an importance sampling technique was proposed to select important unsupervised samples to train a better context-dependent DNN-HMM system. In [19] , taking the DNN as a seed model, an ''islands of confidence'' heuristic method was proposed to produce additional semi-supervised training data based on the owner-uploaded YouTube video transcripts. A lightly supervised training was proposed in [20] to select multi-genre BBC broadcast data with closed captions. In [21] , the authors explored self-training strategies using both the utterance-level and frame-level confidences for data selection to improve the DNN models. In [5] , the authors investigated the effects of transcription quality, the importance data sampling, and the training data quantity for different DNN-based SST, and they found that DNN, unfolded RNN, and LSTM-RNN were increasingly more sensitive to labeling errors. Moreover, increasingly more researchers have recently borrowed the self-training idea to explore semi-supervised acoustic modeling techniques for low-resource ASR tasks [22] , [23] . In recent years, the lattice-free maximum mutual information (LF-MMI) objective function has been used in supervised training for the state-of-the-art neural network acoustic modeling in ASR [24] , and a new SST approach based on the LF-MMI rather than the self-training has been proposed in [6] . Other recently proposed SST techniques mainly focused on improving the end-to-end models for speech recognition [25] , [26] .
According to the above discussion, most of the SST approaches were based on the self-training strategies or their variation, either for improving the conventional GMM-HMM or the modern DNN acoustic models. However, one disadvantage of self-training based SST approaches is that the selected unsupervised samples often have acoustic properties that are similar to those of the seed AMs trained on supervised data. Thus, the information obtained from the fresh unsupervised data is far removed from our expectation. To better exploit the useful information in fresh data, some new SST approaches have been proposed in the recent literature. For example, in [11] and [27] , a committee of heterogeneous neural networks and an ensemble of models were used as the seed AMs to improve the SST instead of the single model used in traditional self-training approaches.
Except for the strategies, most of the data selection techniques used in these approaches were still based on the CMs. Various CMs were calculated in the literature, such as the CMs at the frame level [5] , [11] , word level [13] , [18] or utterance level [10] , [12] , [14] , [17] . To improve the data selection of SST, many other data filtering methods have also been proposed; an ''islands of confidence'' filter was proposed by Google in [19] . Huang et al. performed the utterance selection using the proposed global entropy reduction maximization framework [15] . Moreover, many approaches have been proposed to use the unsupervised data using active learning for ASR [28] - [30] . Similar to the CM, the expected gradient length (EGL) [31] was also a typical criterion for unsupervised data selection in the active learning community, although the studies using EGL in ASR were limited.
In previous works, we have achieved many useful observations of SST in ASR. However, most of the observations were obtained from small-scale ASR tasks [11] , [12] , [14] . For example, in [11] , only 50-hr supervised and 190-hr unsupervised data were used in the experiments. Very few works reported comparison results to validate the generalization ability of these observations from small-scale to large-scale ASR tasks. Therefore, in this study, we aim to examine the effectiveness of SST on large-scale ASR tasks. We expect to determine how the state-of-the-art deep acoustic models benefit from the large quantity of unsupervised fresh data. The ''chain'' model with the interleaved architecture of the long short-term memory and time-delay deep neural networks (ChainTDNN-LSTM) with the LF-MMI training criterion [24] was used as the primary AM to verify all of the system performances. We investigated the large-scale SST with respect to the automatic transcription quality, the importance data filtering, the training data quantity and other data attributes of a large quantity of unsupervised data. Unlike previous works on a single type of live data [11] , [12] , we focused on large-scale unsupervised multi-genre speech data that were collected from an online ASR engine automatically. The conventional self-training, the recently proposed committee-based SST using heterogeneous neural networks and the lattice-based SST were examined and compared. Furthermore, we proposed a novel utterance filtering approach based on active learning (AL) to improve the data selection in large-scale SST. The advantage of the proposed AL data filtering was that it used multiple measures and statistics to guide us to examine both the quality and informativeness of the automatic transcription of unsupervised data.
From extensive experimental results, we found that the observations, challenges and key problems of SST on small-scale ASR were very different from those on large-scale ASR, especially when the baseline AM has already been well trained on large-scale supervised datasets. Several observations have been found in our experiments: 1) big data can tolerate a certain degree of mislabeling in the automatic transcription for SST. It is possible to obtain further performance gains with more unsupervised fresh data, and even the automatic transcriptions have a certain degree of errors; 2) the audio attributes, transcription quality and importance of the fresh data are more important than the increased data quantity for large-scale SST; 3) there are large differences in performance gains on different recognition tasks, such that the benefits highly depend on the selected data attributes of unsupervised data and the data scale of the baseline ASR system; and 4) the SST with the proposed AL data filtering yields a 2-11% relative word error rate (WER) reduction on five multi-genre recognition tasks, even with the baseline AM that was already trained on a 10000-hr supervised dataset. Furthermore, we found that the recently proposed lattice-based SST could also benefit from the proposed AL data filtering framework significantly. The quality of unsupervised data has been greatly improved by the AL data filtering before being fed into the stage of lattice generation.
The remainder of this study is organized as follows. Section II reviews the self-training and committee-based SST strategies. Section III presents the AL data filtering mechanism. In section IV, we briefly describe the state-of-the-art deep learning-based acoustic modeling techniques. Section V presents the experimental resources. The experiments and the results and discussion are presented in section VI and section VII, respectively, followed by the conclusion.
II. SEMI-SUPERVISED ACOUSTIC MODEL TRAINING APPROACHES
The key point of semi-supervised acoustic model training is how to exploit useful information by selecting good subsets from unsupervised datasets. This section describes two SST approaches: the most common self-training and the recently proposed committee-based SST using heterogeneous neural networks (hetero-committee-based approach) [11] .
A. SELF-TRAINING APPROACH
The procedure of self-training can be illustrated as follows.
(a) A preliminary AM (seed AM) is trained using only a small quantity of supervised data.
(b) The ASR system with the seed AM is used to decode a large quantity of unsupervised data to obtain the automatic transcription of each utterance. (c) Frame-level, or word-level, or utterance-level CMs of the automatic transcriptions are estimated and used for data selection. The unsupervised data with a high CM that is above a given threshold is selected as the training sample. (d) The selected unsupervised data and the supervised data are then merged together to retrain the seed AM.
B. HETERO-COMMITTEE-BASED APPROACH
The performance gap was very large when we used different DNN structures to train acoustic models on the same training dataset [24] . This outcome indicated that there might be much complementary information that could be exploited between DNN models with a variety of topologies. In the conventional GMM-based acoustic modeling, many committee-based SST approaches have been developed to exploit the complementary information between different AMs to enhance the primary AMs [18] , [32] , [33] . However, the related studies for the DNN-based AMs are very limited.
In this study, we primarily focused on the recent proposed committee-based SST [11] using heterogeneous neural networks as complementary seed AMs instead of the primary AM as used in self-training SST. Since these seed AMs had heterogeneous DNN architectures, we call this approach ''hetero-committee-based'' SST for simplicity. The procedure steps used in this study are as follows. Different from the self-training approach, in these heterogeneous models, the complementary information is expected to attain large diversity for label creation of unsupervised data; it provides an increased chance to produce informative training samples that the primary AM could not produce itself. In the experiments, both self-training and the hetero-committee-based SST will be investigated. To further improve the unsupervised data selection, the importance sampling and the proposed AL data filtering will also be examined together with the hetero-committee SST approach.
III. THE PROPOSED ACTIVE LEARNING DATA FILTERING
Active learning [34] is a special case of a semi-supervised machine learning in which a learning algorithm is able to interactively query the user (or some other information source) to obtain the desired outputs with new data samples.
The key idea behind AL is that a machine learning algorithm can achieve greater accuracy with fewer labeled training instances if it is allowed to choose the data from which it learns [35] . Active learning aims at reducing the number of training examples to be labeled by automatically processing the unlabeled examples and then selecting the most informative ones for a human to label. The goal of active learning in ASR is to minimize the human supervision for training acoustic and language models and to maximize the performance given the supervised and unsupervised data [36] . The AL is a well-motivated approach in many modern machine learning problems, where unlabeled data may be abundant but labels are difficult, time-consuming, or expensive to obtain, including the filtered active submodular selection method proposed in [37] for text categorization and handwritten digit recognition, the AL with confidence-based data selection for language modeling in ASR [28] , the expected gradient length-based active learning for end-to-end speech recognition [29] , etc.
A. AL DATA FILTERING
Inspired by the idea of AL and observations from extensive trials of SST experiments, we proposed a new active learning (AL) data filtering method to exploit the potentially most informative samples from a large quantity of unsupervised data. Unlike the traditional AL methods [28] in which all of the selected training samples are required to be labeled manually, the proposed approach only needs to label a very small unsupervised development set. It is designed for the SST data selection from a large quantity of fresh data with different new domains. The framework is illustrated in Figure 1 , and its whole procedure is as follows. The performance distribution analysis can be performed from several aspects, including observing how the distribution of CM varies with different levels of the WER range, calculating the data ratio with different ranges of the speaking rate, observing the ratio of data quantity variation with both high CM and low WER ranges, etc. As examined in the experiments in section VII-D, all of these statistics can guide us to examine both the quality and informativeness of the automatic transcriptions, such as, combined with the data attributes, we may choose to select those unsupervised utterances with constraint of ''CM = [0.7,0.9], UMA = 2/3, SNR >= 0 dB, speaking rate >= 1.0 words/second'' as training samples. That is, the final utterance filtering criterion is highly dependent on the data properties of the collected unsupervised data.
In fact, the theory behind semi-supervised training is EM (expectation-maximization), and the proposed AL data filtering aims to maximize the ASR recognition performances on multi-genre evaluation test sets by effectively augmenting the existing supervised training set with a large quantity of unsupervised fresh data. It is also the reason why we do not just augment the existing training set with the data attributes and then determine the utterance selection criterion from the outset directly. In most cases, the existing training set was recorded under a clean environmental condition and in a particular domain; however, the fresh data from industrial applications are very diverse, and the acoustic environment and linguistic attributes of the fresh data may deviate far from those of the existing training data. Therefore, in our framework, we need to learn the criterion of utterance filtering from the held-out development with fresh data. The attributes and performance statistics of the fresh data are very different from the ones obtained from the subset of existing training data. Therefore, formalizing the data filtering criterion according to the statistics of the fresh development set is the key of the proposed framework.
In the conventional data selection for both self-training and committee-based approaches, if these utterances have CM or UMA = 1.0, we would normally conclude that their automatic transcriptions can be regarded as high-quality ones. However, according to the experimental results in section VII-C, we find that when we use these utterances to update a primary AM on a large-scale ASR system, no performance gains or even slightly worse performances are obtained, except for the increased high computational expense. In fact, the underlying principle is that unlike the small-scale SST, the increased data size is no longer so important for improving an AM trained on a large-scale supervised dataset; the quality and informative property of the selected data are more important. In addition, even when we obtain automatic transcripts with CM or UMA = 1.0 for an utterance, these transcripts may still contain errors, including deletions, insertions, etc. Moreover, their audio quality may be very poor; for example, they may contain unwanted noises, a very long silence, speech with heavy accents, etc. However, if a baseline AM is already good enough, those selected training samples with poor audio quality may pollute the AM retraining process, without achieving any performance improvement. Therefore, according to the statistics and data attributes from the proposed AL data filtering, it is easier to find a data selection criterion with a good balance between the automatic transcription quality and data informativeness.
IV. DEEP LEARNING-BASED ACOUSTIC MODELS
The deep learning-based acoustic models used in this work are all built from hybrid frameworks of deep neural networks and GMM-HMM. A conventional GMM-HMM model is first trained discriminatively using the MMI criterion [39] and Mel-frequency cepstral coefficients (MFCC) features. Then, this GMM-HMM is used to produce the training alignment and define the output senones or generate lattices for the training of different deep neural network models. Four types of AMs are used: the DNN, LSTM, very deep convolutional neural network (VDCNN) and ChainTDNN-LSTM. The ChainTDNN-LSTM is used as the primary and the seed AM for the hetero-committee-based and self-training SST, respectively; the other three models are only used as the seed AMs for the hetero-committee-based SST.
A. DNN
The DNN is the conventional fully connected feed-forward deep neural network in ASR acoustic modeling [38] . Its principle can be summarized as the following equations.
Here, x t is the input signal and y t is the corresponding output.
x t is forward-propagated through the hidden layers (W l , b l ) until it reaches the top layer L. σ (·) is the sigmoid nonlinearity function and φ (·) is the softmax function.
B. LSTM
The structure of the LSTM acoustic model used here is the deep projected LSTM (LSTMP), a recurrent neural network (RNN) as in [40] , [41] , in which multiple LSTM layers each with a separate recurrent projection layer are stacked to achieve better results. It is designed to model temporal context and its long-range dependencies more accurately than conventional DNNs and RNNs. Given an input sequence x = (x 1 , . . . , x T ), the output sequence y = (y 1 , . . . , y T ) can be computed using the following equations iteratively from t = 1 to T :
where the W terms denote weight matrices (e.g., W ix is the matrix of weights from the input gate to the input), the b terms denote the bias vector (b i is the input gate bias vector), σ is the sigmoid function, i, f , o and c are the input, forget, output and control gates, respectively, all of which are the same size as the recurrent cell output activation vector m, and is the element-wise product of the vectors. r and p denote the recurrent and optional non-recurrent unit activations, respectively.
C. VDCNN
The CNNs, LSTMs and conventional DNNs are complementary in their acoustic modeling capabilities due to their large differences in network structures. The DNNs are good at mapping features into more separable spaces, while LSTMs are good at modeling temporal long-term contexts, and the CNNs are more appropriate for reducing frequency variations. The advantage of the complementarity between these AMs is very important for achieving informative data selection and producing high-quality automatic transcriptions for SST. There-fore, we choose the VDCNN as the third complementary seed AM for the hetero-committee-based approach. Different from the traditional CNNs, the VDCNNs have more convolutional layers, the sizes of filters and poolings are constrained to be smaller and the input feature maps are made larger [42] , [43] . Our VDCNN structure is the same as the ''vd10-fpadtpad'' proposed in [43] , which has 10 convolutional layers with pooling and padding in both the time and frequency dimensions. 64-dimensional FBANK features are used, and the context window size is 17.
D. ChainTDNN-LSTM
The ChainTDNN-LSTM model is taken as the primary AM for our semi-supervised training. It is a mixture architecture of LSTMPs and sub-sampled TDNNs (several LSTM layers interleaved with TDNN layers and having one or more densely spliced TDNN layers preceding the first LSTM layer). It has been recently implemented in the Kaldi toolkit [44] . It can also be called a ''chain'' model because the AM training criterion is almost the same as the original TDNN chain model proposed in [24] , including the LF-MMIbased training criterion without the need for frame-level cross-entropy pre-training, the use of a three-fold reduced frame rate and a very different HMM topology. According to the results of extensive experiments performed on LVCSR tasks using Kaldi recipes, it has been found that this kind of ChainTDNN-LSTM has become the state-of-the-art acoustic modeling technique because it not only outperformed the traditional DNN-based modeling techniques in performances but was also computationally more efficient [45] , [46] .
V. RESOURCES A. UNSUPERVISED DATA
The unsupervised datasets were collected from an online ASR engine. This engine is a live speech service system of Unisound corporation in China (https://www.unisound.com/). Specifically, 30K-hrs of live data was randomly selected from this engine. Unlike the traditional conversational telephone speech (CTS), this corpus is a multigenre speech dataset. These utterances were recorded in diverse environments across wide domain applications, such as general CTS speech with highly-emotional characteristics, in-car speech with overlaid background music, drama speech with sound effects, and speech from music, video and medical domains. Most of them are Chinese Mandarin, but some of them are Mandarin-English code-mixed speech, Mandarin childish speech, Mandarin speech with different regional accents, etc. Therefore, we expect that the diverse property of the multi-genre 30K unsupervised data can provide significant complementarity to the human-labeled supervised data for semi-supervised training.
B. SUPERVISED DATA AND TEST SETS
The total size of the supervised dataset is 10K hrs, and it was manually transcribed with golden transcription. Most of the utterances were recorded in an office environment with mobile or desktop platforms, and part of them were recorded under in-car noise environments. Approximately 2% of them are Mandarin-English code-mixed speech, while the others are Chinese Mandarin spontaneous speech. Moreover, we designed five test sets to evaluate the performances of SST techniques on different application domains, including the general conversational speech (generalCS), speech related to music web search (S.music), speech of Mandarin accents (S.accent), Mandarin-English code-mixed speech (S.codemix) and in-car speech (S.incar). Details are shown in Table 1 .
C. LM
All of the language models (LMs) used in this work are trained from the same texts with 160M words, and Kneser-Ney smoothing is applied [47] . A variety of texts from the supervised data and web search engines are collected for LM training. There are no texts from the unsupervised data and test sets. To accelerate the speech decoding for hypothesis generation of the unsupervised data, a bigram LM is first trained to perform the initial decoding, and then, the output lattices are further rescored using the corresponding trigram LM. The same trigram LM is also used for the decoding of all the test sets.
VI. EXPERIMENTAL SETUP
As mentioned in section IV, all of the neural networks share the same GMM-HMM system to generate the senone alignments, the neural network outputs and to build new trees. This system is trained on the all of the supervised training data. The GMM-HMM, DNN, LSTM, and ChainTDNN-LSTM systems are built with the Kaldi speech recognition toolkit [44] , the VDCNN system is built with the CNTK [48] .
A. SUPERVISED BASELINE SYSTEMS 1) PRIMARY SYSTEMS OF ChainTDNN-LSTM
Several ChainTDNN-LSTM baseline systems are built to examine the generalization ability of SST techniques. To simulate small-scale and large-scale ASR baseline systems, we first randomly select 200-hrs from the total of 10K-hrs of supervised training data. Then, we increase it to 600, 1K, 2K, 4K and 10K hrs as different scales of AM training data. For simplicity, we denote these systems as ChainTDNN-LSTM-{200h, 600h, 1K, 2K, 4K, and 10K}. Since the supervised data contain Mandarin-English code-mixed speech, all of these resulting baseline systems are mixed-lingual ASR systems. They can not only provide speech recognition service for Mandarin speech but can also recognize the code-mixed speech.
All of the ChainTDNN-LSTM models use the same 90-dimensional FBANK features, including 29-dimensional log-Mel filter banks and their first and second derivatives plus the 3-dimensional pitch value (pitch and its first and second derivatives). In all cases, our ChainTDNN-LSTMs are composed of 10 layers with 1024 rectified linear units (ReLUs) for the output of the TDNN layers, with 1024 cell dimensions for the LSTM layers, and LDA applied to the input features. Regarding the projection in LSTM layers, the dimensions of p t and the recurrence r t are always one quarter of the cell dimension. The output state label is delayed by 5 frames. To improve the speed of AM training and obtain better baselines, the recent implementation in Kaldi of the fast LSTMPs and per-frame dropout techniques [49] are applied during all of the acoustic model training. The spliced indices and layer type details are shown in Table 2 .
2) HETERO-COMMITTEE SYSTEMS
Three complementary AMs with heterogeneous neural network architectures were built as the seed models for heterocommittee-based SST. These AMs were trained from all of the 10K supervised data. To exploit the complementary information between different seed models, we have tried using different subsets of the labeled data to train seed models, and we also tried different feature extractions with the same topology to train different seed models; however, we found that using different features with different network topologies obtained the best complementary information. Details are described as follows.
DNN system: The acoustic features used to train the DNN system are 39-dimensional MFCCs. These MFCCs were then transformed to 40 dimensions using linear discriminant analysis (LDA) and the maximum likelihood linear transform (MLLT). Feature-space maximum likelihood linear regression (fMLLR) [50] was applied to perform the adaptation in feature space. These MFCCs were then spliced by a context of 5 frames on each side to form the input features for DNN training. The DNN model was composed of 7 hidden layers with 2048 units in each. The output layer had 6.5K nodes that corresponded to the clustered HMM-GMM triphone states. LSTM system: Instead of using the MFCCs, we used the 39-dimensional perceptual linear prediction coefficients (PLPs). The same feature transformation techniques as used with MFCCs were applied to obtain the final 40-dimensional LSTM input features. The splice width of the feature frame was set to 3. The AM has 3 LSTM hidden layers with 2048 memory cells for each, and the cell outputs were fed into the 512-unit projection layers. The output label delay was 5.
VDCNN system: Detail configurations of the VDCNN AM have already been described in section IV.
B. SEMI-SUPERVISED SYSTEMS
To validate the behavior of SST approaches, a large number of systems have been trained by taking the small-scale to large-scale ChainTDNN-LSTM primary systems as their baselines. Unless otherwise stated, the AM is trained from scratch for each SST system. These AMs use the same training criterion and neural network architecture as their baseline system. However, their training data are increased from the supervised data of the baseline to the combined supervised and unsupervised data.
For the self-training based SST, the utterance-level CM was used to perform the unsupervised data selection. The CM of each utterance was calculated as the average CM over all the words in the utterance. The posterior-based CM with the minimum Bayes risk decoding in the Kaldi toolkit [21] , [44] , [51] was used to calculate the CM of each word.
VII. RESULTS AND DISCUSSION

A. BASELINE RESULTS WITH SUPERVISED DATA
Performances of different primary ChainTDNN-LSTM baseline systems and those with seed AMs for SST are shown in Tables 3 and 4, respectively. All of these systems are trained only on the supervised datasets.
As shown in Table 3 , we obtained the following: 1) the ASR performances become increasingly better with increasing the training data quantity; 2) compared with the improvements achieved from small-scale systems (trained from 200 to 600, 1K and 2K hrs), the benefits obtained from the large-scale systems decrease as the quantity of the training data increases (e.g., 4K to 10K hrs). However, we can still can achieve 4% to 9% relative WER reductions on most of the test sets. Both of these findings tell us that increasing the quantity of the ASR training data is important: more data yields better results. The results of the three committee systems are shown in Table 4 . These systems were only used to generate the automatic transcriptions for the hetero-committee-based SST. Compared with the WERs shown in Table 3 , it is clear that the WERs produced from these AMs are not better than those of the primary ChainTDNN-LSTM model. However, the diversity of the AM architectures can enhance the complementary information in unsupervised data selection for better semi-supervised AM training.
B. COMPARISON OF SEMI-SUPERVISED TRAINING APPROACHES
In this section, we focus on comparing the traditional self-training and the recently proposed hetero-committeebased SST. The behavior of both approaches on small-scale and large-scale ASR tasks is investigated. To make things clear and simple, only the performances on the generalCS test set are presented.
The self-training uses its primary ChainTDNN-LSTM model as the seed AM. However, the hetero-committee-based SST takes the DNN, LSTM and VDCNN as its complementary seed AMs. Here, the ChainTDNN-LSTM systems trained on 200 and 1K hrs of supervised data are taken to simulate the small-scale and large-scale ASR tasks, respectively. The 30K unsupervised multi-genre data are decoded for the SST data selection. In self-training, utterances with CM >= 0.95 are randomly selected to form the 200, 400, 800 and 1.6K hrs of unsupervised data with automatic transcriptions. However, in the committee-based approach, these datasets are selected from the utterances with 2/3 agreement (UMA = 2/3) of the DNN, LSTM and VDCNN transcriptions. No AL data filtering is applied in Figure 2 .
In Figure 2, (a) shows the small-scale ASR results with ChainTDNN-LSTM-200h as their baseline, while (b) shows the results for large-scale ASR systems (ChainTDNN-LSTM-1K as their baseline). The same quantity of selected unsupervised datasets are combined with the corresponding 200 and 1K hrs of supervised data to retrain these AMs separately. From (a), we see that when adding additional unsupervised data to the supervised 200 hrs, all of the retrained models are significantly improved, both for self-training and hetero-committee-based SST approaches. However, when comparing (a) with (b), the benefits gained from the SST against large-scale baseline systems are much smaller.
Furthermore, we find that the hetero-committee-based SST outperforms the self-training in both (a) and (b), especially when the increased unsupervised data are larger than 400 hrs. This result indicates that the hetero-committee-based SST is better than the self-training at producing more informative and complementary unsupervised data to improve the primary AMs. Therefore, in the next experiments, we only focus on the hetero-committee-based SST, unless otherwise stated.
C. IMPACT OF UNSUPERVISED TRAINING DATA QUANTITY
As in section VII-B, we still only focus on the generalCS test set to validate the effects of the unsupervised data quantity for SST. All of the unsupervised utterances are selected from the 30K unsupervised data, with UMA = 2/3 transcription agreement of decoding outputs from three seed heterogeneous AMs without the proposed AL utterance filtering. Figure 3 demonstrates that when the baseline supervised data are small, or even up to 2K hrs, an expectation improvement can still be obtained from SST. Moreover, we see that when the selected unsupervised data increases from 1K to 10K hrs, the small-scale SST (ChainTDNN-LSTM-200h to ChainTDNN-LSTM-4K) can obtain a continuous large reduction in WERs. Combined with the CM and WER statistics obtained in Table 6 , it is obvious that the unsupervised data selected using the UMA = 2/3 criterion still contains large transcription errors. We know that the discriminative training is very sensitive to the accuracy of transcripts [5] . In most SST tasks, it is difficult to produce perfect automatic transcription, and these automatic transcription errors may be ''polluting'' the supervised data during AM retraining. However, Figure 3 shows that it is possible to achieve further performance gains with more unsupervised fresh data, and even the automatic transcriptions have a certain degree of errors. This observation indicates that big data can tolerate a certain degree of mislabeling in the automatic transcription.
In contrast to the observation from small-scale SST, it is surprising that we obtain almost no WER reduction from SST when the baseline AM is well trained on the large-scale supervised dataset. For example, less than a relative 2% improvement is obtained with the ChainTDNN-LSTM-10K baseline, and even the selected unsupervised data reach 10K hrs. Furthermore, if the selected unsupervised data are relatively small, such as 1K or 2K hrs, the retrained AMs are even slightly worse than the baseline ones. It seems that the largescale SST is more sensitive to the quality and informativeness of unsupervised data. It is very different from the observations found in small-scale SST systems. This motivates us to explore more experiments in the next sections to determine the reason.
D. QUALITY OF AUDIO DATA AND TRANSCRIPTIONS
In section VII-C, we know that the hetero-committee-based SST can tolerate some degree of automatic transcription errors on small-scale ASR. However, it does not work in large-scale ASR. To determine whether there is a possibility to further improve the large-scale SST, the proposed AL utterance filtering is examined in this section.
According to Figure 1 , we randomly select 4K utterances from unsupervised data with UMA = 2/3 as the AL development set (4K-utt). Then, the general attributes and golden transcriptions (ground truth) of each utterance are manually labeled in Table 5 . Combining these attributes with ASR decoding outputs, we can easily obtain the statistics that are shown in Table 6 and 7. Based on these attributes and statistics, we can acquire clear and overall knowledge about the quality of the live audio and automatic transcriptions by performing a very simple analysis. For example, during the human labeling stage, we found that those utterances with a speaking rate less than 1.0 words per second, or where their duration is less than 2 seconds or larger than 20 seconds, are almost the bad noise or long silence. Table 7 shows that although the unsupervised development set has been filtered by the hetero-committee-based SST with UMA = 2/3, we still have 8.6% utterances with CM less than 0.8 and WER larger than 7.59%. Therefore, we can discard these utterances with poor audio quality or poor automatic transcription by the proposed AL data filtering.
Finally, for the semi-supervised data selection of a real industry-level dataset, we can finalize the proposed AL data filtering criterion as the procedure described in section III. According to the above discussions based on Tables 5, 6 and 7, we can see that the final utterance filtering criterion is highly dependent on the data properties of the collected unsupervised industry-level data itself. It is not finalized by optimizing WER on a test set. In this study, the final AL filtering rule is finalized by combining the UMA, the data attributes and the transcription quality together. First, we perform an initial utterance filtering of all unsupervised data using UMA, and these selected utterances form a new corpus Q0. Then, we randomly select a subset from Q0 as the unsupervised development set, as described in step c) of the AL data filtering procedure. As pointed out in step d) and e) of section III, we then should obtain the data attributes and performance statistics as shown in Tables 5, 6 and 7 of the held-out unsupervised development set. Finally, according to these statistics, we can finalize the AL data filtering rule to select those utterances with good audio quality and transcriptions. That is, for different industry-level real data filtering, the rule can be very different because it is exactly dependent on the real data itself, which is also the reason why we should design an unsupervised development set to guide our data selection. For example, in our case, according to Tables 5, 6 and 7, we Table 8 shows the performance comparison between the large-scale baseline system and the hetero-committee-based SST (HSST) with and without AL data filtering. The baseline AM is the same one trained on 10K hrs of supervised data, as shown in Table 3 . As described in section II-B, we obtained 10K unsupervised utterances using the UMA = 2/3 data selection criterion for the HSST case without AL filtering.
In Table 8 , we also compared the hetero-committee-based SST with a recently proposed lattice-based SST (LSST). This approach was specially designed for the state-of-theart LF-MMI-based acoustic model training as we used in this study. The overall description of LSST can be found in [6] . Our experiments of LSST were performed using the Kaldi recipe [44] (run_tdnn_100k_semisupervised.sh). No ivector was used, and the ''smart split approach'' was used to generate the lattices as unsupervised data supervision. The baseline ChainTDNN-LSTM model was taken as the seed LF-MMI model. The results of the LSST with and without AL filtering are shown in lines 5 and 7 of Table 8 . We also trained the LSST acoustic model using the unsupervised data that was first filtered by HSST with the UMA = 2/3 criterion. The results are shown in line 6.
From Table 8 , three findings are obtained: 1) almost no improvement or even worse results were obtained from the SST when the baseline AM had already been trained on a large-scale supervised dataset; 2) the proposed AL data filtering worked well on the large-scale SST, and for the HSST, a relative WER reduction of 2.1%, 7.3%, 9.6%, 10.9% and 4.1% was obtained on the generalCS, S.music, S.accent, S.codemix and S.incar five different test sets respectively. Further improvements have been obtained by using the LSST; and 3) the lattice-based SST obtained similar results as the HSST on our tasks by using the same AL data filtering techniques, and much worse results were obtained when the LSST was trained directly from the large quantity of unsupervised live data without any data filtering. The performance gains on the large-scale SST were degraded significantly compared with those of the small-scale SST.
Furthermore, in Figure 4 , we plot a curve for the unsupervised data size against WER on the generalCS test set to examine more details of the lattice-based SST approach. The main contribution of this approach is that it can produce better supervision of unsupervised data in the lattice form than the traditional best path from decoding. In [6] , no data filtering techniques were performed to clean up the unsupervised data. Therefore, in Figure 4 , we investigated the effectiveness of lattice-based SST using the unsupervised data with and without the proposed AL utterance filtering. The blue line refers to the results obtained from the augmented unsupervised data that were randomly selected from a 26K-hr dataset (pure noise and long silences were removed from the original 30K hrs of unsupervised data). The orange line refers to the results obtained from the unsupervised data that were randomly selected from the AL filtered 6.7K hrs of data.
We found that the lattice-based SST was also significantly improved by the proposed AL data filtering. The lattice-based SST could only achieve comparable results using the data selected by the AL utterance filtering. This outcome may have occurred because the fresh live data are too diverse for generating high quality lattice supervision with the seed model that was only trained from the existing supervised data. The large performance improvement obtained in [6] may have occurred because the unsupervised data was the in-domain data; it was the held-out subset of the training dataset. Our unsupervised data deviate far from the existing training data because they were collected directly from the ASR online engine. 
F. EXAMINATION OF DATA IMPORTANCE ON THE LARGE-SCALE ASR TASK
From the experimental results, we find that the data importance for the large-scale ASR task is reflected in two aspects: the unsupervised data genre and the utterance-level CM values. The first aspect can be observed from Table 8 . We see that the WER reductions on the S.music, S.accent and S.codemix are much larger than those on the generalCS and S.incar tasks. This result indicates that the selected multi-genre utterances have similar acoustic properties to the music, accent and code-mix speech; they are more informative and important for improving the large-scale baseline systems. That is, the property of these automatically collected users' speech deviates far from the baseline AM. They can provide strong complementary information to train a better AM. The effectiveness of SST is very dependent on the collected unsupervised data genre for different ASR tasks.
The results in Figure 5 demonstrate the relationship between the selected unsupervised data importance and the utterance-level CM ranges. We split the selected 6.7K hrs of unsupervised data that have been filtered by AL data filtering into three parts with different CM ranges: 2K hrs with CM = [0.8, 0.95], 3.7K hrs with CM = [0.8, 0.99], and 3K hrs with CM = (0.99, 1.0]. The baseline system is the same one as shown in Table 8 .
Unfortunately, in Figure 5 , we find that on the gener-alCS, S.music and S.incar test sets, almost no performance improvement is achieved from these 3K hrs of data with CM = (0.99, 1.0] when the large-scale baseline AM is already rather good. This result tells us that the information in these utterances has already been covered by the supervised baseline AM; they are homogeneous data with the 10K supervised data for the generalCTS, music and in-car speech. However, it appears that some sentences with CM = [0.99, 1.0] are still important for both the S.accent and S.codemix test sets. An approximate 3% relative WER reduction is obtained for both test sets. This result indicates that the supervised training data with the accent and code-mix property are still not large enough. From our additional experiment, we find that the utterances with CM = [0.8, 0.994] (approximately 4K hrs) and [0.8, 1.0] achieved almost the same performances on both the S.accent and S.codemix test sets.
Furthermore, it is interesting to note that the 3.7K hrs of data with CM = [0.8, 0.99] for the generalCS, S.music and S.incar test sets and the 4K hrs with CM = [0.8, 0.994] for the S.accent and S.codemix test sets achieved WERs that were very similar to the total 6.7K hrs of data. This result indicates that given an acceptable quality of automatic transcriptions, those unsupervised utterances with lower CMs can be more important to improve the baseline acoustic model. These observations are very useful for large-scale semi-supervised training because we can choose to discard the homogeneous data and only select those that are informative. This can save training time and computational resources significantly during the semi-supervised acoustic model retraining, especially when the provided unsupervised data size is extremely large.
VIII. CONCLUSION
In conclusion, we studied the large-scale semi-supervised training to improve the deep acoustic models in ASR. The effectiveness of the traditional self-training, the recently proposed hetero-committee-based SST, and the latest proposed lattice-based SST have been compared and evaluated. Extensive comparable experiments were performed to examine the SST approaches with respect to the automatic transcription quality, the data importance, the training data quantity and other data attributes of a large quantity of unsupervised live data. The results on both the small-scale and large-scale ASR systems were compared and analyzed. Furthermore, an active learning utterance filtering approach was proposed to combine the advantages of both manual data processing and the ASR automatic techniques. This technique provided a better unsupervised data selection for SST.
We found that for large-scale SST, the hetero-committeebased approach outperformed the traditional self-training significantly. The latest proposed lattice-based SST was also greatly improved by the proposed AL data filtering. Moreover, the semi-supervised training of the ChainTDNN-LSTM model can tolerate a certain degree of mislabeling in the automatic transcription. It is possible to obtain further performance gains with more unsupervised fresh data, and even the automatic transcriptions have a certain degree of errors, especially when the data quantity is far larger than that of the supervised data. The semi-supervised ChainTDNN-LSTM model training exhibits higher sensitivity to the increased data importance, audio and automatic transcription quality than to VOLUME 7, 2019 the data size. Furthermore, the hetero-committee-based SST gained from the proposed AL data filtering approach, with a 2-11% relative WER reduction, although the baseline AM has been trained on the 10K hrs of the supervised dataset. For different ASR evaluation tasks, the performances gained from the large-scale SST were totally different. They were highly dependent on the differentiation degree of data genres between the unsupervised and the supervised datasets. Therefore, we conclude that given a large quantity of multi-genre unsupervised live data, generating high-quality automatic transcription with good importance and complementary data attributes to the baseline training dataset is the key to the success of large-scale deep acoustic model semi-supervised training.
