Abstract: Efficient algorithms are needed for optimization of objects and systems, because the user would like to be sure that the optimum is global. The paper shows a very well scalable discrete firefly algorithm, developed for solving a supplier selection problem. The built in general reduced gradient and evolutionary algorithms of the Excel solver are also compared solving this problem. The results show that the firefly algorithm solves the problem in the fragment of the running time of the evolutionary algorithm. In the second part of the article, a mathematical model was formulated to solve the fixed destination multidepot multiple tour multiple traveling salesmen problem (mdmMTSP).
Solving the supplier problem
The supplier selection is a crucial problem of the logistics (Fig. 1) [1] . In this article that cases when one product ordered in a given quantity, but only one supplier cannot provide all of the ordered quantity because of lack of capacity, and more suppliers have to involve is described. The problem was solved with the discretization of the firefly algorithm, which is a member of the swarm optimization family like the particle swarm optimization [2] .
The required quantity of the product is given: Q. The minimum and maximum quantities are also given for every supplier:
( The capacity of the transport vehicles are: P i , which is constant in this model for every transport vehicle at the given supplier. The transportation cost is also defined for every vehicle: tr i . The total transportation cost can be defined with the
formula, where the a RoundUp is the function of round up a real number up to the next integer.
The price of the ordered product is a function of the ordering quantity, because at large quantities usually the suppliers give a reasonable amount of discounts, which described as a step function in this model.
As Fig. 2 shows the price that can be described with a step function where M is the quantity step of the given price; in this model the quantity steps are constants; so every step is equal, j P is the price of the given quantity step. The discount price is applied only above the given amounts; this is the reason why a step function is formed. In this case the problem is described with the following model:
• It has to be defined what is the quantity after the price is decreased: M ;
• It has to be defined how much the price is decreased constant in this model;
• The final decreasing step count also has to be defined. Practically this is the number of the last step when the price decreased: U. After this step the price is not decreasing anymore, so it cannot reach very small values or zero.
Constraints
The ordered quantity from each supplier must not exceed the minimum and maximum quantity determined by the suppliers:
The sum of the ordered quantities has to be equal to the required quantity:
The ordered quantity has to be an integer:
The target function of the optimization:
Solution
The solution of the supplier problem is realized thru the discretization of the firefly algorithm. One firefly represents one solution of the problem, just like the chromosomes at the genetic algorithm ( Table I ). The goodness of individuals is evaluated with penalty functions.
The initial population is generated according to the formulae (4) and (5).
Table I
Population, data structure of the fireflies
In the next step, the light intensity is evaluated to all the fireflies. The light intensity is a sum of the target function and the penalty values. The penalty value below the minimum ordering quantity:
where n is the number of the suppliers; min j X is the minimum quantity that can be ordered from the supplier j. The penalty value above the maximum quantity is:
where n is the number of suppliers, max j X is the maximum quantity can be ordered from the supplier j. The light intensity of an individual is:
In the next phase, the individuals move towards the brighter individuals. The brightest individual moves randomly [3] .
The definition of the movement is really simple in a continuous state, space but in a discrete state space the movement itself and the distance function have to be defined.
The determination of the distance of individuals is performed by the following function:
where F 1 is the firefly 1, the first operand of the distance function; F 2 is the firefly 2, the second operand of the distance function; The movement of individuals is the discretized variant of the continuous movement function [4] .
Because the sum of the ordering quantities is a given constant value, which must not altered, so only even variances can happen among the ordering quantities. So, if a given quantity is increased or decreased, another quantity has to be differing with opposite sign (Table II) . The first step of the movement phase is to define the more (M) and the less (L) differences at every single firefly.
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The step value has to be defined based on the distance of the fireflies.
where 2 R is the range of the ordering quantity, the range of the state space: from 0 to Q.
Then it has to be randomly chosen one more (M) and one less (L) difference. The more value has to be decreased, the less value has to be increased, so the distance of the fireflies is decreasing,
At the random movement, also even number of elements has to be changed to preserve the total value. So the randomly selected value has to be decreased by randomly selected quantity and the other randomly selected quantity has to be increased with the same amount. The experiments showed that the best convergence could be reached by the value 1 in this case. So the random movement can be described as:
Comparison with the MS Excel solver
Let us compare the solution of the firefly algorithm with the solution of the solver module of the MS Excel. In this example, there are 5 suppliers with randomly selected minimum, maximum quantities (Fig. 3) .
Because of the nonlinearity of the problem the simplex algorithm of the MS Excel solver cannot determine the optimum values. It gives an error message, 'The LP solver cannot calculate the values because of the nonlinear constraints'. So the nonlinear General Reduced Gradient (GRG) method and the evolutionary solvers was examined (Table III) . The step functions which calculate the quantity discounts and the function, which calculates the transportation cost needed to be implemented in Visual Basic for Applications (VBA) language in a public module and the functions needed to be declared as public too. So the Excel can use the user implemented function as a normal worksheet function during the optimization.
In the first step, the output parameters have to be defined (Fig. 4): • J23 is the target cell, in this cell will the Excel store the total cost, which have to be minimized (C); • E20, I20 is the variable cells, the order quantities from the suppliers (X i ).
Then the constraints have to be defined, these are the followings:
• the sum of the order quantities must not exceed the required quantity (Q), J20;
• the individual quantities cannot exceed the largest quantity that the supplier can provide (X i ) for e.g. E-I20 < E-I7; • the individual quantities (X i ) cannot be less than the minimum quantity that supplier can provide, i.e. E-I20 > E-I6; • and the quantities have to be integer values, E-I20 = Integer.
All the constraints can be defined with group selection of the cells.
Results
The developed firefly based algorithm is very well scalable. The algorithm could handle virtually any number of suppliers, while the expansion of the solution of the MS Excel is difficult. The running times show that the MS Excel cannot solve this problem with the default settings, although it can approximates it well using very large running times. Only the evolutionary algorithm was able to solve the problem but just at the third run. In this case, it uses the optimum of the previous run as a starting point to refine the solution. The results show that the firefly algorithm solves the problem in the fragment of the running time of the evolutionary algorithm. 
Fixed destination multidepot multiple tour MTSP
The main problem was solved is optimizing the fixed destination multiple depot multiple traveling salesman problem with multiple tours and with the special constraints emerging at technical inspection and maintenance systems [5] .
These constraints are the followings:
• The locations of the objects are fixed;
• The experts have to return to their base location at the end of the cycle (mostly one day).
Unlike the common MTSP (Fig. 5) , there is more than one operation had to be performed on a single object, therefore more routes needed (Fig. 6) . One object is supervised by the same expert through all the inspections, but this policy should be optimal.
The supervisions have to be performed after a defined time window. The locations of the experts are fixed too, but the number of experts has to be optimized because:
• the employment of experts has a constant cost;
• the experts have a minimal and maximal inspection capacity;
• the tour length of one cycle is maximized; and • the number of cycles is defined. , according to the system, elements are bound together (1) or not (0). Object parameters: P is the number of the objects, it is constant in this model; L matrix defines the location of the objects, and the distance from the other system elements; ( )
is the mandatory inspection number per object.
The number of the technical inspections and maintenance events could be prescribed by the maintenance plan, governmental regulations, or even law in some cases where human life is endangered during operation, like at the elevators. The maintenance events cannot happen in an arbitrary period, there is a time period, which has to be defined for every object when the next maintenance task could be performed
The interval of the inspections has to fulfill the constraint
, where i ε is the number of the maintenance tasks of object i; ϑ is the examination period.
EFFICIENT ALGORITHMS FOR OPTIMIZATION OF OBJECTS AND SYSTEMS 129
Constraints
The performance of the expert has to be between the defined minimum and maximum values max min
where ( )
The cycle time ( max τ ) -generally one day -is also a constraint, in one cycle the expert visit the objects do the inspection and maintenance tasks and return to his base location:
where t τ is the interval when the expert start from his base location, visits the objects and return, it is generally one day at the regional or countrywide maintenance systems and
where T is the number of cycles in the ϑ interval; max τ is the time interval of a cycle; t c is the number of objects has to visit in the cycle t;
τ is the travel time to the first object from the starting location;
τ is the travel time from the last object (q) to the experts base location; k i τ is the average inspection time of the object i.
The set of objects can be defined, which have to inspect by the expert c:
and the subsets, the objects have to be inspected in one cycle:
where s O is an ordered set, the objects assigned to the given expert, the ordering function is , where , , , 
where O is the set of objects, which contains all the objects in the system. However the expert performs more than one inspection on an object, so the object is counted in the sets defined at (20) as many times as the maintenance events or inspections has to be performed.
To determine the interval of the inspections the following distance functions can be applied:
so based on the time period constraint:
The path traveled by the expert i in a cycle t can be describe as:
and the total path traveled by the expert i can be described as:
The expenditures (C) of the experts (S) in a given period (T) can be described as:
where u c is the specific cost for one kilometer; v c is the specific cost for an object.
Further in the article the specific cost is calculated with the multiplier 1, so only the distance is considered.
The target of the optimization is:
the expenditures have to be minimal.
Results
The developed algorithm solve the fixed destination multiple depot multiple traveling salesman problem with subtours and optimize the salesman count in one phase, and it can be used on large or very large problems. As there are multiple salesman: the experts, multiple depot: all the experts have different locations, fixed destination: all the expert start and return to their initial location, and all the experts do the travel in (generally) one day cycles.
The developed solution method based on a multi chromosome technique, which is not widely used in genetic algorithm but it could be simply implemented in the evolutionary programming. The solutions shown in Fig. 7 and Fig. 8 prove the goodness of the developed algorithm. During the test runs it was obvious that the large scale problems need a lot of calculation time. So the further development of the algorithm is recommended towards parallelization and run on graphical processors.
Conclusion
The developed solution method based on a multi chromosome technique, which is not widely used in genetic algorithm, but it could be simply implemented in the evolutionary programming. The solutions prove the goodness of the developed algorithm. During the test runs, it was obvious that the large-scale problems need a lot of calculation time; so speeding up the algorithm is vital. There are two main directions emerge for further development of the algorithm, which can give the appropriate speed gain: fine grain parallelization on a computer cluster and parallelization on graphical processors (GPU). 
