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Abstract 
Amazonian tropical forests account for 20-50% of global primary productivity 
and up to 40% of carbon stored in terrestrial biomass (Phillips et al., 1998). The 
Amazon is also home to the Earth’s largest river system, accounting for 
approximately 20% of the world’s total river discharge (Richey et al., 1989). 
Despite the clear global significance of the Amazon basin, substantial 
uncertainties remain in terms of both aboveground wood biomass and carbon 
storage within its extensive forests (Houghton et al., 2001), and the functioning 
of its river systems, particularly in terms of floodplain inundation (Wilson et al., 
2007).  
This thesis addresses the aforementioned uncertainties through providing new 
insight into the interaction between fluvial processes and Amazonian floodplain 
varzea forests, for the Beni floodplain in north east Bolivia. Flood inundation 
dynamics for the Beni floodplain are quantified through application of a 1D-2D 
hydraulic model code, with topographical forcing provided through bare earth 
DEMs derived from the SRTM global elevation dataset (Farr and Kobrick, 
2000). Subsequently, in the final part of the thesis, aboveground wood biomass 
estimates are generated for the Beni floodplain, through extrapolation of plot 
scale inventory measurements with respect to spatially distributed remote 
sensing datasets. These estimates are subsequently integrated with modelled 
flood inundation and maps depicting Beni river channel migration, in order to 
explore the influence which fluvial processes exert upon aboveground wood 
biomass storage in varzea forest stands. 
Overall, results presented within this thesis quantitatively demonstrate that 
fluvial processes, specifically flood inundation and lateral channel migration, 
exert significant impacts upon aboveground biomass storage within Beni 
floodplain forests. Furthermore, as a result of these influences, aboveground 
wood biomass storage within Beni floodplain forests is substantially lower than 
would be expected based upon published estimates for varzea forests across 
the Amazon (Baker et al., 2004; Saatchi et al., 2007). This implies that 
systematic overestimation of aboveground wood biomass storage for 
Amazonian varzea forests may constitute a significant source of uncertainty in 
basin scale biomass estimates. 
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1. Introduction 
1.1 The Amazon basin 
The Amazon basin covers a total area of 6.7 million km2 of South America, 
constituting approximately 40% of the total land area of the continent. The 
western limit of the vast basin is denoted by the Andean Cordhilheira and sub-
Andean region, whilst the northern and southern limits are defined by the 
Guyana and Brazilian Shields respectively (Martinelli et al., 2003). The Amazon 
river system is contained within the vast basin, with headwaters being located 
across the Peruvian, Colombian and Brazilian Andes (Hall et al., 2011). The 
Amazon comprises an extensive network of tributaries, the largest of which 
include the Madeira, Japura, Purus, Tocantins and the Negro. Indeed in terms 
of discharge the Negro and Madeira individually constitute the world’s fifth and 
sixth largest rivers respectively (Meade et al., 1991). The Amazon and its first 
order tributaries are commonly 1 km in width, whilst the maximum width of the 
main stem is in excess of 6 km (Filizola et al., 2009). Furthermore, as a result of 
its large drainage network the Amazon is characterised by an average annual 
flux of water into the Atlantic Ocean of 200,000 m3/s, constituting approximately 
20% of the world’s total river discharge (Richey et al., 1989).  
Estimates made in 2001 indicate that tropical forests cover an area of 
approximately 5.4 million km2 within the Amazon basin, constituting roughly 
87% of their original extent prior to widespread anthropogenic influence 
(Soares-Filho et al., 2006). The Amazon is the largest single tropical forest on 
earth, comprising greater than 50% of the world’s total tropical forested area 
(Metcalfe et al., 2010). Tropical forests are highly significant in terms of the 
global carbon cycle (Luyssaert et al., 2007), having been shown to account for 
20-50% of global primary productivity and up to 40% of carbon stored in 
terrestrial biomass (Phillips et al., 1998). Accordingly, quantifying the storage 
and assimilation of above ground wood biomass and carbon within Amazonia is 
of a high level of global significance. 
Despite the clear importance of the Amazon basin in terms of the global 
hydrological cycle, significant uncertainties remain with regards to the 
functioning of Amazonian river systems, particularly the annual inundation of its 
extensive floodplains (Wilson et al., 2007; Hall et al., 2011). Substantial 
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uncertainties also remain concerning the storage of biomass and carbon within 
Amazonian tropical forests (Houghton et al., 2001; Saatchi et al., 2007), despite 
their recognised importance within the global carbon cycle. Particularly 
uncertain is the functioning of the ecosystems in which the two aforementioned 
areas of research intersect; Amazonian floodplain forests, known widely as 
varzea (Junk et al., 1989). Therefore the inundation dynamics of Amazonian 
floodplains, along with the storage of biomass and carbon within varzea forests 
represent the primary focus of this PhD research project. The following review 
documents the previous work which has been undertaken within the 
aforementioned areas of research and identifies the key uncertainties which will 
be addressed within this thesis. 
1.2 Interaction of rivers and floodplains within the Amazon basin 
Amazonian floodplains primarily consist of alluvial deposits from the late 
Pleistocene and Holocene (Hamilton et al., 2004), whilst land cover is 
dominated by evergreen forest and open savannas. Unlike other floodplains 
worldwide, which are commonly highly populated and heavily modified through 
human activity, Amazon floodplains are relatively pristine and tend to retain their 
natural hydrological characteristics (Junk et al., 1989). As a result of a number 
of factors, primarily precipitation patterns, discharge characteristics and low 
longitudinal slopes (Richey et al., 1989), inundation of Amazonian floodplains 
generally occurs through an annual flood pulse (Junk, 1989). This flood pulse is 
characterised by an annual period of prolonged inundation of considerable 
depth over a vast area of the floodplain. Indeed, within central Amazonia the 
average amplitude of water levels is approximately 10 m (Junk et al., 1997), 
with flood inundation persisting for up to 230 days per year. Consequently, 
floodplains within the Amazon basin are characterised by the occurrence of 
distinct aquatic and terrestrial phases during the course of a single year (Junk, 
1983). Through utilisation of GRACE data, Alsdorf et al., (2010) estimated that 
approximately 5% of the overall discharge of the Amazon river has been routed 
through floodplains. 
It is widely acknowledged that floodplains represent significant components of 
fluvial systems (Vannote et al., 1980). This is particularly true for the Amazon 
basin, which is characterised by a high level of dynamic interaction between its 
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rivers and their adjacent floodplains (Mertes et al., 1996). Indeed given the high 
magnitude of river discharges and prolonged residence time of flood waters 
within Amazonian floodplains during seasonal inundation, interactions between 
the channel and floodplain attain an increasing significance. It has been shown 
that numerous active processes, including sedimentation, nutrient uptake 
through biota and changes in redox conditions (Richey et al., 1989, Mertes et 
al., 1996, Hamilton et al., 1997) lead to marked biogeochemical changes in 
Amazon floodwaters whilst they reside upon adjacent floodplains. 
Seasonal flood waters also impart a profound effect upon the floodplain through 
a multitude of processes (Schongart et al., 2007). The high order impact of 
flooding upon geomorphology means that the maximum inundation extent 
delineates the floodplain ecosystem (Mertes et al., 1996). Annual inundation 
also exerts an influence over fauna and flora (Junk, 1989), specifically plant 
productivity (Wittmann et al., 2004), nutrient dynamics (Melack and Forsberg, 
2001), sedimentation (Dunne et al., 1998; Aalto et al., 2003) and the carbon 
cycle (Richey et al., 2002, Melack et al., 2004), whilst also being central to  
human occupation and land use (Junk et al., 2000) . In terms of ecological 
functioning, the seasonal timing, predictability and interannual variability of the 
flood pulse is particularly important, as these characteristics are responsible for 
the magnitude of disturbance experienced within the floodplain ecosystem 
(Lewis et al., 2000). 
In summation it is clear that rivers and floodplains are closely linked within the 
context of Amazonia, where the high magnitude, wide extent and extended 
duration of inundation enhances the interdependence of these systems. 
However despite the significance of inundation within Amazonian floodplains, at 
present the spatial and temporal dynamics of flooding are not well quantified 
(Wilson et al., 2007). 
1.3 Amazon floodplain inundation dynamics  
Alsdorf et al., (2007) utilised a unique interferometric JERS-1 SAR dataset in 
order to observe the dynamics of flood inundation for a portion of the central 
Amazonian floodplain upstream of the confluence with the Negro river near 
Manaus. Observations at a previously unprecedented spatial resolution 
revealed important new insights into the dynamics of flood inundation upon 
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Amazon floodplains, which were shown to be more complex than previously 
assumed. Specifically, the significance of localised flows at spatial scales of 
~100 m and over time scales of less than 24 hours were shown during the 
passage of the flood wave through the central Amazon floodplain. Prior to the 
work of Alsdorf et al., (2007), flow of water within Amazonian floodplains was 
quantified based upon the assumption that floodplain water levels were 
equivalent to those within the main channel (Richey et al, 1989). Hence the 
findings of the aforementioned authors demonstrate the need to quantify the 
dynamics of flood inundation within the Amazon basin at appropriate spatial and 
temporal scales. 
Due to the large size of the Amazon basin and remote location of many of its 
rivers and floodplains, the provision of in situ data is limited. The most 
rudimentary hydrological datasets such as gauged discharge records are 
sparse for the Amazon main stem, whilst many of its tributaries remain 
ungauged (Wilson et al., 2007). Furthermore, there is no provision of systematic 
in situ quantitative hydrological data for Amazonian floodplains (Alsdorf et al., 
2005). Hence it is clear that the provision of in situ data is not sufficient to 
enable quantification of the complex spatial and temporal dynamics of 
Amazonian flood inundation. 
Remote sensing datasets offer an alternative means of quantifying the 
dynamics of flood inundation upon Amazon floodplains (Hall et al., 2011). 
Accordingly, a variety of remote sensing platforms have been utilised in order to 
provide measurements of inundation extent, water levels and floodplain water 
storage volumes (Hess et al., 2003; Birkett et al., 2002; Alsdorf et al., 2010). 
Whilst remote sensing has provided valuable insights into the dynamics of 
inundation upon Amazonian floodplains (Alsdorf et al., 2007) it is commonly 
limited in terms of spatial and temporal resolution and/or coverage. Optical 
sensors such as Landsat TM are obscured by dense and continuous cloud 
cover during the wet season, and are thus ineffective within studies of 
Amazonian inundation dynamics (Hall et al., 2011). Synthetic Aperture Radar 
(SAR) images, such as those from JERS-1, enable the derivation of inundation 
extent at high resolution (<100 m), but are limited in terms of spatial coverage 
and temporal resolution (Hess et al., 2003). Satellite altimeters such as TOPEX-
POSEIDON are able to measure the water surface elevation of the main 
29 
 
channel and overbank inundation, however measurements are recorded along 
tracks that are spaced at intervals of greater than 300 km (Zakharova et al., 
2006). Passive microwave instruments are able to provide information relating 
to inundation area with repeat frequency of days, however the coarse resolution 
of 0.25 degrees precludes the investigation of complex inundation dynamics 
(Hamilton et al., 2002). Similarly GRACE is able to provide floodplain water 
volumes with good temporal resolution, although the spatial resolution of 1 
degree renders it suitable exclusively for application at regional scales (Alsdorf 
et al., 2010).  
In light of the deficiencies associated with in situ and remote sensing 
observations, numerical modelling offers perhaps the best opportunity to 
quantify flood inundation upon Amazonian floodplains at the relevant spatial and 
temporal scales. The earliest approaches to modelling of Amazonian river 
systems were constituted by the representation of channel flow through a 
simple Muskingum routing scheme, whilst overbank flows were calculated 
based upon the assumption of a flat floodplain and water levels equivalent to 
those within the main channel (Richey et al., 1989). Water balance and 
transport models have also been applied to the Amazon river network 
(Vorosmarty et al., 1989; Costa and Foley, 1997; Coe et al., 2002). However 
these models have focused primarily upon the quantification of discharge of the 
channel network and have not included an appropriate representation of 
floodplain flows. Of these water balance and transport approaches, the model of 
Coe et al., (2002) contained the best representation of two dimensional 
floodplain flow dynamics, although this was based upon a spatial grid resolution 
of the order 9 km. Hence early attempts to model Amazon river processes did 
not include an adequate representation of the complex flow dynamics 
elucidated by Alsdorf et al., (2007). 
In recent years a handful of studies have addressed the limitations associated 
with early attempts to model Amazonian river systems through application of 
coupled 1D-2D hydrodynamic modelling approaches to study areas along the 
Amazon main stem (Wilson et al., 2007; Trigg et al., 2009; Baugh et al., 2013). 
The implementation of these studies was facilitated by the provision of 
topographical data from the Shuttle Radar Topography Mission (SRTM) which 
flew in 2000, enabling the derivation of a distributed representation of 
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topography for Amazonian floodplains. Prior to the SRTM a dearth of 
topographical data precluded the application of two dimensional models within 
Amazonia, as these codes require a distributed representation of floodplain 
topography in order to facilitate accurate representation of floodplain flow 
dynamics (Bates and De Roo, 2000).  Increasing availability of remote sensing 
datasets also facilitated the application of 1D-2D codes within the Amazon, 
enabling rigorous validation of both modelled inundation extent and depth 
(Wilson et al., 2007).  
Wilson et al., (2007) demonstrated the feasibility of implementing coupled 1D-
2D flood inundation models within Amazonia through application of the 
LISFLOOD-FP model (Bates and De Roo, 2000) to a 13,000 km2 study area 
within the central Amazon floodplain for a 22 month simulation period. The 
model performed well at high water with respect to observed inundation extent 
and water level, but substantially over predicted inundation during low water 
periods. Poor performance during low water was attributed to the poor 
representation of floodplain dewatering, as hydrological processes were not 
considered within the model, whilst the 270 m spatial resolution DEM did not 
resolve floodplain channels that are postulated to facilitate drainage of the 
floodplain. Another factor that limited the accuracy of modelled inundation within 
Wilson et al., (2007) was constituted by the quality of the bare earth floodplain 
DEM derived from SRTM.  
Within forested regions the SRTM dataset is characterised by a systematic 
positive bias (Berry et al., 2007). The elevation reported in the SRTM dataset 
corresponds to the vertical location of the C-band phase centre (Rabus et al., 
2003). In areas characterised by surface vegetation C-band microwaves 
penetrate into the canopy where they are scattered by physical vegetation 
elements, hence the C-band phase centre is located at a height between 
ground elevation and the top of the canopy (Carabajal and Harding, 2006). 
Therefore the magnitude of vertical bias within the SRTM varies as a function of 
forest height and other structural variables such as tree density and degree of 
canopy closure (Hofton et al., 2006). Amazonian floodplains are characterised 
by dense varzea forest cover and as a consequence the SRTM is subject to 
positive biases that must be removed in order to produce a bare earth DEM 
(Yamazaki et al., 2011), which is required in order to accurately represent 
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floodplain flows (Lane et al., 2006).  Wilson et al., (2007) corrected positive 
biases in the SRTM through application of a spatially uniform estimate of 
canopy height derived from field measurements. In order to account for 
penetration of the SRTM C-band phase centre into the forest canopy, the 
correction was reduced to 50% of the original canopy height estimate. However, 
Amazonian floodplain forests are characterised by a high level of structural 
heterogeneity (Wittman et al., 2002) and thus correction through utilisation of a 
constant canopy height resulted in local under and over prediction of floodplain 
elevation, ultimately manifesting as errors in resulting predictions of inundation.  
The difficulties associated with accurate correction of the SRTM, and lack of 
alternative topographical data sources, remain perhaps the most significant 
barrier to the widespread application of flood inundation models within the 
Amazon basin. Accordingly, Baugh et al., (2013) demonstrated the potential for 
use of global canopy height datasets (Simard et al., 2011) in order to facilitate 
systematic removal of the positive bias contained within SRTM and generation 
of bare earth DEMs. In order to account for penetration of SRTM into the 
canopy, the global canopy height map was adjusted by a range of correction 
factors. The resulting bare earth DEMs were utilised within hydrodynamic 
modelling in order to test the viability of the use of the global canopy height map 
for removal of vegetation biases. Results illustrated that correction of the SRTM 
with respect to the global canopy height map substantially improved the 
accuracy of simulations in comparison to application of the uncorrected SRTM 
dataset. Indeed comparison with inundation extent derived from JERS-1 
imagery illustrated that RMSE improved from 0.52 to 0.07 for high water and 
from 0.22 to 0.12 at low water. RMSE of simulated water levels also improved 
with respect to satellite altimetry measurements. 
Recent studies of Wilson et al., (2007) and Baugh et al., (2013) have 
demonstrated the feasibility of the application of 1D-2D model codes within the 
central Amazon floodplain using bare earth DEMs derived from SRTM. Whilst 
these studies have achieved promising results, on a basic level additional 
applications of hydrodynamic models are required in order to provide a greater 
level of insight into the complex spatial and temporal dynamics of flood 
inundation upon floodplains within other parts of the Amazon basin. In addition, 
the role of floodplain hydrological processes and small sub grid scale channels 
32 
 
were not addressed in the aforementioned studies, despite their hypothesised 
importance (Aalto et al., 2003; Pouilly et al., 2004). Moreover, given the first 
order influence which topography exerts upon inundation, there is a need to 
further test the efficacy of methods utilised by Wilson et al., (2007) and Baugh 
et al., (2013) in order to generate bare earth DEMs for floodplains based upon 
SRTM data. The generation of an accurate bare earth DEM for another 
floodplain study area located within the Amazon basin and subsequent 
application of this DEM within a hydrodynamic model presents an opportunity to 
address the deficiencies in past inundation modelling studies, and thus forms a 
primary focus of this research. 
1.4 Amazon forest biomass and carbon storage 
Despite being the subject of much research, the spatial distribution and total 
volume of aboveground wood biomass storage within Amazonia remains 
uncertain (Houghton, 2003). For example, estimates of total biomass storage 
within the Brazilian Amazon have varied between 39 PgC (Olson et al.,1983) to 
93 PgC (Fearnside, 1997), a factor of greater than two. Furthermore, in a 
rigorous analysis of Amazonian biomass estimates Houghton et al., (2001) 
found that the basin wide biomass estimates were associated with little spatial 
agreement. Uncertainty in relation to biomass stocks currently forms the largest 
source of error when calculating carbon fluxes relating to changes in land use 
and land cover in the Amazon (Houghton et al., 2005). Therefore further 
research is required in order to reduce levels of uncertainty associated with 
biomass storage and fluxes within Amazonia. 
Saatchi et al., (2007) presented one of the most recent attempts to quantify 
Amazonian biomass, estimating a total storage of 86 PgC for the Amazon 
basin. The basic approach utilised by the authors was similar to that applied 
within previous studies and centred around the spatial extrapolation of plot level 
biomass estimates across the basin with respect to coarse scale environmental 
gradients (Fearnside 1996; Brown, 1997). Within Saatchi et al., (2007) 
environmental gradients were represented through remote sensing datasets 
such as NDVI, LAI and percentage tree cover derived from MODIS, radar 
backscatter from QuikSCAT and JERS-1 along with elevation from SRTM. Past 
attempts to derive Amazonian biomass have represented environmental 
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gradients through interpolation (Malhi et al., 2006 ) or modelling approaches 
(Potter et al., 2001).  Although the approach adopted by Saatchi et al., (2007) 
produced an improved estimate of Amazonian biomass storage, this figure 
remained associated with a relatively large degree of uncertainty, estimated by 
the authors at 20%.  
A portion of the uncertainty within estimates of Amazonian biomass are 
accounted for by methodological errors associated with plot scale 
measurements (Chave et al., 2005) and spatial resolution of remote sensing 
datasets (Houghton et al., 2005) that are unique to the study of Saatchi et al., 
(2007). Approaches utilised within other studies are associated with similar 
methodological errors (Houghton et al., 2001). However, a more important and 
fundamental source of error within estimates of Amazonian biomass is 
constituted by uncertainty with respect to the environmental variables that are 
fundamentally responsible for controlling the spatial distribution of biomass 
across the Amazon basin (Saatchi et al., 2007). Whilst numerous studies have 
found a relationship between biomass distribution and climate (Eva et al., 
2003), it is clear that climate is not preponderant in determining biomass 
everywhere and that other variables such as soil, geomorphology and hydrology 
exert a significant impact upon forest characteristics (Saatchi et al., 2007).  
1.5 Amazonian varzea forests 
As detailed within section 1.2, Amazonian rivers are characterised by a 
substantial level of interaction with their adjacent floodplains (Junk et al., 1989; 
Mertes et al., 1996; Dunne et al., 2002). Indeed given the presence of large 
areas of tropical forest upon Amazonian floodplains, fluvial disturbance 
constitutes an environmental variable which is likely to be important in 
determining the spatial distribution of biomass within parts of the Amazon basin. 
As a direct result of the influence that fluvial disturbances exert upon the 
ecological functioning of Amazonian floodplains, seasonally inundated varzea 
forests are considered to be largely distinct from Terra Firme forests, which lie 
outside the maximum limit of annual inundation (Melack et al., 2001). Varzea 
forests flank the Amazon River and many of its tributaries, constituting one of 
the largest riverine wetlands in the world (Junk, 1997).  The precise spatial 
extent of the Amazonian varzea is difficult to determine due to the interannual 
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variation in flooded area and the difficulties associated with monitoring flood 
inundation over such large scales. Consequently, estimates vary considerably 
from 140,000 km2 to 500,000 km2 (Seyler et al., 2009). Hence varzea forests 
constitute approximately 4-5% of the overall spatial extent of the Amazon basin 
(Hess et al., 2003). 
Whilst varzea forests are less abundant than Terra Firme forests within 
Amazonia, these ecosystems are important in their own right (Junk et al., 2000) 
and seasonally inundated forests nevertheless represent a substantial 
contribution to the overall storage of biomass and assimilation of carbon within 
the basin. It is widely acknowledged that varzea forests are associated with 
lower biomass densities and higher rates of carbon assimilation in comparison 
to Terra Firme forests (Phillips et al., 1998; Baker et al., 2004), although this is 
based upon a relatively small number of plot level estimates from across the 
basin. Beyond these plot level estimates little is known about the spatial 
distribution of biomass/carbon storage and assimilation within varzea forests, or 
how these forest characteristics are modulated by fluvial processes.  
A substantial volume of research has documented the effects that fluvial 
systems exert upon varzea forest stands (Kalliola et al., 1992; Wittmann et al., 
2002; Witmann et al., 2004), although thus far the scope of this research has 
been limited to the analysis of species distributions and basic structural 
characteristics and has not been extended to consider biomass. These studies 
have demonstrated that fluvial disturbance is of preponderant importance in 
determining the distribution of floodplain forest stands and their structural 
characteristics. Intuitively this further suggests that fluvial disturbance is likely to 
exert a significant influence upon biomass distributions within varzea forests. 
The overall impacts that Amazonian rivers exert upon forest dynamics can be 
attributed to three key processes; channel migration, seasonal inundation and 
overbank sediment supply. 
1.6 The effects of channel migration upon varzea forests 
The high levels of dynamism exhibited by Amazonian rivers can be attributed to 
high sediment loads (Meade, 1985) and low slopes which occur over much of 
the Amazon foreland basin (Irion et al., 1997). As a result, channel patterns are 
commonly meandering or anastomosing and are characterised by continuous 
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destruction and recreation of fluvial forms (Gautier et al., 2007). Erosional 
processes that manifest at the outer cut bank can result in the destruction of 
large areas of floodplain, and subsequently mature forest, during a single flood 
pulse (Kalliola et al., 1992). Simultaneously, deposition of sediment on point 
bars on the inner, convex channel bank leads to the creation of new land which 
is colonised by pioneer plant species (Puhakka and Kalliola, 1995). Therefore 
rapid rates of channel shifting have been shown to exert a significant impact 
upon varzea forest distribution, being responsible for loss of large areas of old 
growth forest stands and the inception of large areas of primary successions 
(Salo et al., 1986).  
The findings of the aforementioned studies were significant, illustrating that the 
primary mode of forest regeneration within Amazonian floodplains varies 
substantially from that observed within Terra Firme forests. In Terra Firme 
forests regeneration usually occurs through the growth of established 
vegetation within relatively small gaps following tree falls (Kalliola et al., 1991). 
The process of regeneration is inherently different for varzea forests, both due 
to the fact that succession must begin from the earliest phases of colonisation 
by pioneer species, whilst at any given time there are relatively larger areas of 
vegetation within early stages of development than would be observed in Terra 
Firme forests (Salo et al., 1986). Worbes et al., (1992) detailed the successional 
sequence observed for varzea forest stands, from initial colonisation of freshly 
deposited alluvial sediment on point bars to late successional forests that 
develop after 100-300 years. The authors found that species richness increased 
through successional development; from initial monospecific stands to stands 
characterised by diversity of 100 species ha-1. This pattern was marked by an 
associated decrease in stem density from 1000 stems ha-1 to 500 stems ha-1 
and a significant increase in canopy height from early successional stages (10-
15m) to late successional stages (25-35m).  Overall, site turnover rate, in 
addition to natural successional development on point bars after initial 
colonisation results in the formation of a patchwork of forest stands 
characterised by varying ages and successional stage (Salo and Kalliola, 1991). 
The aforementioned studies demonstrated the fundamental impact that fluvial 
processes exert upon varzea forest dynamics through loss of mature forests 
and generation of new primary successions. However these early accounts of 
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the interactions between river channel migration and floodplain forest dynamics 
were largely descriptive, and did not quantitatively assess the effect of erosional 
and depositional processes upon the distribution of varzea stands over varying 
spatial and temporal scales (Richards et al., 2002). Furthermore, within these 
early studies the implications of channel shifting were not assessed in terms of 
associated effects upon aboveground wood biomass/carbon storage and 
assimilation within varzea forests.  
The limitations of early work have begun to be addressed by Peixoto et al., 
(2009), who monitored channel migration and distributions of pioneer and old 
growth floodplain forest as a function of channel shifting within Solimoes and 
Japura rivers in western Brazil. The authors found that during the 21 year study 
period the area of pioneer vegetation increased by 5.8% with respect to the total 
areal extent of the study area. As deposition and erosion were well balanced 
within the studied reach, the abundance of late successional forests decreased 
by a roughly equivalent area. Local estimates of  aboveground biomass 
(Schongart, 2003) were applied in order to calculate the overall carbon balance 
of the study area over the 21 year period. Carbon sequestration through new 
pioneer vegetation was estimated at ~3,185- 46,068 Mg year-1, whilst C 
releases due to erosional processes were ~22,734-64,623 Mg year-1. Thus 
overall, the results presented suggest that migration of the Japura and Solimoes 
rivers within the studied reach is associated with an overall net loss of 
aboveground biomass and carbon storage within adjacent varzea forests 
(Peixoto et al., 2009).  
The study of Peixoto et al (2009) represents the first attempt to assess the 
impacts of channel shifting upon the distribution of floodplain forests and the 
associated implications for aboveground biomass and carbon dynamics. 
However, calculations of net aboveground wood biomass and carbon balance 
made by Peixoto et al., (2009) are based solely upon the loss of late 
successional forest and generation of new pioneer vegetation and the 
application of a uniform value for carbon storage to each vegetation type. 
Clearly this represents a highly simplified view of the distribution of floodplain 
forests, as varzea are known to comprise a mosaic of forest stands 
characterised by a range of ages and successional stages (Wittmann et al., 
2002). The effects of channel shifting upon forest dynamics are clearly more 
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complex than a simple balance between removal of late successional forest and 
colonisation by new pioneer species. Although to date, no attempts have been 
made to quantify how the relatively large areas of vegetation within early stages 
of successional development contribute to overall storage and assimilation of 
aboveground wood biomass and carbon within Amazonian varzea forests.  
1.7 The effects of flood inundation upon varzea forests 
Amazonian rivers are characterised by an annual flood pulse, resulting in a high 
magnitude and duration of inundation within adjacent floodplains (Junk et al., 
1989). It is widely acknowledged that an excess of water inhibits growth of 
vegetation (Schueler and Holland, 2000), with total submergence resulting in 
mortality for many species. Excess water manifests in terms of oxygen 
deprivation, dramatic changes in the availability of carbon dioxide and mineral 
nutrients, low redox potentials, light deprivation, in addition to changes in 
concentrations of phytotoxins and decomposition of organic matter (Crawford, 
1992, Schluter and Crawford, 2001). Importantly, these conditions ultimately 
preclude respiration and impose a strict limitation upon vegetation growth during 
inundation. 
Intuitively, the magnitude and extended duration of inundation experienced 
within Amazonian floodplains leads to the presence of excess water for a large 
portion of the year (Wittmann et al., 2006b). The effects of inundation upon 
varzea forests are particularly significant, as inundation occurs within the period 
when temperature and light levels mean that growth conditions are optimal 
(Parolin and Junk, 2002). Accordingly, annual flooding influences ecophysiology 
of varzea tree species, that have developed a variety of adaptations in order to 
cope with the excess water associated with the annual flood pulse (Parolin, 
2001). Species found within varzea forests are able to survive extended anoxic 
conditions through a broad range of adaptations including the development of 
adventitious roots, hypertrophic lenticels, buttressed or stilt roots and leaf 
shedding (Worbes, 1985, Piedade et al., 2006, Scarano et al., 1994). 
Importantly, although a variety of physiological, anatomical and phenological 
adaptations allow varzea species to tolerate flood conditions without mortality, 
growth is strongly linked to flood periodicity and is restricted almost completely 
to the dry season (Parolin, 2009). 
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Research has begun to address how annual flooding influences the growth of 
Amazon floodplain forests. For example, Wittmann et al., (2006a) illustrated the 
effect of inundation upon the wood specific gravity of varzea trees. Wood 
specific gravity  reflects the amount of biomass accumulated per unit volume of 
living material (Yao, 1970) and is negatively correlated with mean tree diameter 
increment (Worbes et al., 1992). Results showed that wood specific gravity was 
positively associated with magnitude and duration of inundation and was thus 
higher within low varzea stands. These results reflect the shorter growing 
seasons of forest stands located within areas characterised by a higher 
magnitude of inundation and demonstrate, on a basic level, the impact that 
flooding exerts upon growth of the varzea (Wittmann et al., 2006a). Further, 
Schongart et al., (2004) used a dendrochronological approach in order to 
demonstrate the strong relationship between tree growth within varzea forests 
and flood characteristics governed by the El Nino Southern Oscillation. This 
work of Schongart et al., (2004) demonstrated that El Nino events induce an 
increase in productivity and growth within floodplain forests, attributed to lower 
flood magnitude and longer growing seasons. The opposite effect was observed 
during La Nina years, where increased discharges and flood inundation 
magnitude/duration were associated with lower productivity (Schongart and 
Junk, 2007). These results provide further evidence of the strong influence 
which annual flood inundation imparts upon forest growth and aboveground 
wood biomass within Amazonian floodplains.  
The effects of periodic inundation upon vegetation have been well documented 
in terms of species diversity and floristic composition within the varzea 
(Wittmann et al., 2002). Overall, it has been shown that Amazonian floodplain 
forests contain fewer species than Terra Firme forests within the same region 
(Balslev et al., 1987), whilst the distribution of species is known to exhibit a 
strong zonation according to the flood level gradient (Ayres, 1993). The 
observed zonation of species led Wittmann et al., (2002) to divide Amazon 
floodplain forests into high and low varzea, based upon the mean annual height 
and duration of inundation. Low varzea are located in areas where the annual 
average water column height exceeds 3m and inundation occurs for over 50 
days per year. In contrast, the high varzea constitute areas where the water 
column averages <3m and the annual inundation period is less than 50 days 
39 
 
per year. As a result of varying flood inundation characteristics, high and low 
varzea forests are clearly distinct in terms of floristic distributions and structural 
characteristics (Wittmann et al., 2002). 
Within low varzea, successional stage determines forest structure and species 
composition, with a strict limitation in species diversity imposed by the high 
magnitude of inundation. Therefore, low varzea are characterised by the 
establishment of early successional stages, commonly resulting in a prevalence 
of monospecific stands (Wittmann et al., 2002). These stands are dominated by 
flood tolerant and light demanding pioneer species, characterised by fast growth 
rates and short life cycles (Wittmann et al., 2004). In contrast, high varzea 
forests exhibit greater species diversities of up to 150 species ha-1, which is of 
the order of non-flooded Terra Firme forests (Ribeiro et al., 1999). In addition 
tree species located within the high varzea are typical of late successional 
stages and are characterised by a lower flood tolerance and slower growth 
rates than those within low varzea. Consequently, high varzea stands resemble 
Terra Firme forests much more closely. Wittmann et al., (2002) demonstrated 
the difference in species composition between the high and low varzea, finding 
that 94 species were located exclusively within low varzea sites and 103 
species restricted solely to the high varzea, indeed only a few species were 
present across the whole flood level gradient. Most significantly, the findings of 
Wittmann et al., (2002) suggest that areas subject to substantial annual flood 
inundation are maintained within early successional stages. Given the spatial 
extent and magnitude of flooding upon Amazonian floodplains, this suggests 
that flood inundation may be responsible for maintaining relatively large areas of 
varzea forests in stages of successional growth. 
Through a synthesis of existing research it can be concluded that annual 
inundation exerts a significant influence upon varzea forests. Annual inundation 
is preponderant in controlling the spatial distribution of tree species and 
biophysical characteristics of varzea forests (Wittmann et al., 2002). Given the 
wide spatial extent and extended duration of inundation upon Amazonian 
floodplains this suggests that large areas of varzea may be maintained within 
successional stages of development. This is likely to be important in terms of 
aboveground wood biomass and carbon storage/assimilation due to the 
markedly different growth characteristics observed between successional 
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forests and old growth forests (Baker et al., 2004). To date, accounts of the 
influence that flood inundation exerts upon varzea forests have predominantly 
focussed upon floristic composition and basic biophysical parameters such as 
diameter distributions, basal area and stem density. Therefore there is a clear 
need for the scope of analyses to be extended in order to examine the effects of 
inundation upon aboveground wood biomass stocks and carbon assimilation 
within varzea forests. 
1.8 The effects of sedimentation upon varzea forests 
Despite the large volumes of sediment deposited upon the floodplains of 
Amazonian rivers, to date, Wittmann et al., (2004) constitutes the only example 
of a study that has considered the implications of overbank sedimentation for 
the dynamics of varzea forests within Amazonia. Results presented by 
Wittmann et al., (2004) demonstrated that floodplain sedimentation plays an 
integral role within the successional development of Amazon varzea forest 
stands. The authors elucidated that colonisation of newly created areas of 
floodplain by pioneer species was associated with greater flow resistance 
during periods of overbank inundation. Intuitively, an increase in frictional 
resistance causes lower flow velocities and increased deposition of suspended 
sediment within these areas. Subsequently, enhanced rates of sediment 
deposition and the associated increase in stand elevation leads to a decline in 
flood inundation magnitude and diminishing sediment supply. Importantly, 
reduction in the depth and duration of inundation facilitates the establishment of 
tree species associated with later successional stages. The aforementioned 
development of forest stands can be described as ‘allogenic’ succession 
(Tansley, 1929), as changes in vegetation are attributable to changes in site 
conditions. Through continued succession and associated increases in 
elevation and decreases in the influence of flood inundation, low varzea stands 
transition to high varzea stands. Therefore, it is clear that modification of 
physical site conditions through overbank sedimentation is implicit within the 
process of floodplain succession (Wittmann et al., 2004).  
Whilst sedimentation is likely to exert other impacts upon varzea forest stands, 
these currently remain unexplored. Field observations and measurements have 
illustrated that deposition of sediment can decrease aeration of floodplain soils, 
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leading to shortage of oxygen in the rhizosphere and potential mortality of trees 
(Wittmann and Parolin, 2005). However the spatial extent of such effects 
remains unquantified at present. This can be partially attributed to the spatial 
and temporal heterogeneity in sediment deposition upon Amazon floodplains 
(Aalto et al., 2003), rendering accurate quantification of sediment deposition 
through field measurements and remote sensing techniques problematic.  
Whilst this has not been quantified, observations suggest that the deposition of 
large volumes of sediment in crevasse splay formations following levee 
breaches by rapid rise floodwaters can lead to the mortality of vast swathes of 
varzea forest (Aalto, personal communication). Therefore, like meander 
migration and flood inundation, floodplain sedimentation possesses the 
potential to exert considerable influence upon varzea forest dynamics and 
above ground wood biomass and carbon storage. 
1.9 Implications for varzea biomass 
Based upon the preceding review of literature, it is clear that fluvial processes 
exert a significant influence upon varzea forest dynamics. Although previous 
research has focussed upon species distributions and basic structural 
characteristics of varzea forest stands, it is likely that the same factors are 
significant in controlling biomass distributions. It remains unclear why research 
has not been extended in order to consider biomass, although this could be 
attributed to the fact that full forest inventories including measurements of tree 
height and wood specific gravity are required in order to calculate biomass 
accurately using allometric equations (Chave et al., 2005). The difficulty 
associated with quantifying fluvial disturbances such as flood inundation, 
detailed further in 1.3 is also likely to be a factor here. Clearly, shortcomings in 
the quantitative knowledge of fluvial disturbances themselves preclude 
elucidation of their subsequent effects upon varzea forest biomass.  
Nevertheless the dearth of knowledge relating to varzea forest biomass is 
subsequently reflected in the current approaches adopted in order to estimate 
biomass at the basin scale (Houghton et al., 2001; Saatchi et al., 2007).  At 
present, biomass measurements from plots located within varzea forests are 
utilised as inputs into classification algorithms (Houghton et al., 2001). However 
the same broad scale environmental gradients utilised in order to extrapolate 
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biomass for Terra Firme forests are also applied for varzea forests. Thus 
current extrapolation procedures do not reflect the local scale fluvial 
disturbances that have been shown to be preponderant in the determination of 
varzea forests characteristics, and are likely to control biomass distributions. 
Therefore further research is required in order to improve understanding of the 
functioning of Amazonian varzea with respect to biomass storage. An improved 
understanding of the interaction of fluvial processes and varzea forests could 
subsequently contribute towards a more adequate representation of the 
contribution of varzea forests to basin scale estimates of biomass, and a 
reduction of uncertainties associated with these estimates. Thus quantification 
of the biomass of varzea forests and investigation of the interactions with fluvial 
processes forms the second primary focus of this research. 
1.10 Summary 
The Amazon basin covers approximately seven million square kilometres of 
South America, encompassing over half of the worlds’ total tropical forested 
area (Metcalfe et al., 2010). Given the importance of Amazonian forests within 
the global carbon cycle, much research has been undertaken in order to 
quantify the storage and overall fluxes of above ground wood biomass and 
carbon within the basin (Houghton et al., 2001). However, despite a wealth of 
research the spatial distribution of forest biomass (Saatchi et al., 2007), which 
constitutes one of the most important elements of overall carbon flux within 
Amazonia, remains uncertain. 
To date, much research into aboveground wood biomass and carbon dynamics 
within Amazonia has focused upon Terra Firme forests (Phillips et al., 1998; 
Baker et al., 2004), this is well justified given that these forests comprise the 
vast majority of the total forested area of the Amazon basin. However, the 
Amazon basin also encompasses the largest fluvial system on Earth, 
accounting for 20% of the world’s total river discharge (Richey et al., 1989). 
Seasonally inundated floodplain forests cover an area of up to 300,000 km2 
(Parolin, 2009), constituting around 5% of the total forested area of the Amazon 
basin. Therefore, the floodplain forests of Amazonia constitute a highly 
significant ecosystem in their own right, particularly given that varzea forests are 
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largely distinct from Terra Firme forests in terms of biophysical characteristics 
and ecological processes (Wittmann et al., 2004). 
Intuitively, the differences in ecological processes observed within floodplain 
forests and Terra Firme forests can largely be attributed to the influence of 
fluvial systems. Rapid rates of channel shifting lead to the loss of relatively large 
areas of mature forest stands and the generation of new primary successional 
forests (Salo et al., 1986). The large extent and extended duration of annual 
flood inundation has been shown to preclude vegetation growth (Parolin, 2009) 
and maintain large areas of forest within early successional stages (Wittmann et 
al., 2002). Further, it has been demonstrated that overbank sedimentation plays 
a key role within allogenic forest succession within varzea (Wittmann et al., 
2004). 
Therefore, it is clear that fluvial disturbances impart a significant impact upon 
the ecological functioning and biophysical characteristics of Amazonian varzea 
forests. Specifically, the maintenance of large areas of floodplain forests within 
successional stages through channel migration (Kalliola et al., 1992) and 
overbank inundation (Wittmann et al., 2004) suggests that volumes of 
aboveground wood biomass and carbon stored within these forests is likely to 
vary substantially from Terra Firme forests which are subject to lower levels of 
natural disturbance. Whilst it is broadly acknowledged that floodplain forests are 
associated with lower aboveground wood biomass and carbon density than 
Terra Firme forests (Baker et al., 2004), current knowledge is largely based 
upon plot level estimates with limited scope. Significantly, to date there have 
been no coherent accounts or quantitative assessment of the impacts that 
fluvial systems exert upon floodplain forests with respect to aboveground wood 
biomass and carbon storage.  
The dearth of knowledge relating to the functioning of floodplain forests with 
respect to fluvial processes can be partially attributed to a lack of understanding 
of the functioning of Amazonian river systems themselves. Despite being 
characterised by km of water courses and constituting 20% of the worlds river 
discharge (Richey et al., 1989), the Amazon fluvial system remains 
understudied and is not well understood at present. As a result of the large 
extent of the basin, in situ observations of discharge and water level are sparse 
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(Alsdorf et al., 2007). Remote sensing observations have been useful and have 
enhanced understanding of flooding within Amazonia (Hall et al., 2011). 
However, remotely sensed data is often limited in terms of spatial and temporal 
resolution/extent and thus is not able to adequately quantify inundation 
dynamics of Amazonian rivers/floodplains (Wilson et al., 2007).  
Numerical modelling constitutes perhaps the best approach to elucidation of the 
complex inundation dynamics observed upon Amazonian floodplains (Alsdorf et 
al., 2007b). As a result of a dearth of accurate topographical data early attempts 
to model flood inundation within Amazonia were not able to adequately 
represent floodplain inundation dynamics (Richey et al., 1989; Coe et al., 2002). 
In recent years a handful of studies have utilised the SRTM global 90 m 
topographical dataset in order to facilitate modelling of complex inundation 
dynamics of Amazonian floodplains (Wilson et al., 2007; Baugh et al., 2013). 
However more widespread application of flood models remains limited by the 
difficulties in deriving a bare earth representation of topography from the SRTM 
dataset for densely forested Amazonian floodplains (Yamazaki et al., 2012). 
Therefore in order to build upon recent advances it is clear that further 
modelling applications are required in order to increase understanding of 
floodplain inundation dynamics within Amazonia. 
1.11 Research aim  
The overall aim of this PhD research is to use a combination of remote sensing, 
field datasets and numerical modelling in order to investigate the interactions 
between fluvial processes and above ground wood biomass storage within 
Amazonian varzea forests. 
This overall research aim will be addressed through the completion of five 
specific objectives, one of which will form the basis of each of the methods and 
analysis chapters which make up this thesis. The organisation of chapters and 
their associated objectives are elaborated in section 1.12. More detailed aims 
are introduced later, within each individual chapter. 
1.12 Thesis structure and specific objectives 
Methods and analysis chapters (chapters 3-7) represent a progression towards 
addressing the overall research aim, and are preceded by a description of the 
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study site, and followed by final discussions and conclusions. The content of 
each of the subsequent chapters is elaborated in greater detail below, whilst 
figure 1.1 provides a visual illustration of the thesis structure. 
1.12.1 Chapter 3: Beni floodplain land cover classification 
Objective 1  
• To generate an accurate classification of land cover within the Beni 
floodplain study area using multispectral satellite imagery. 
Chapter outline 
Within chapter 3, a land cover map is produced for the Beni floodplain study 
area from multispectral satellite imagery, using a number of supervised 
classification techniques. A knowledge of floodplain land cover represents an 
important precursor to further analysis undertaken within this thesis. 
Specifically, the land cover map is utilised in order to produce a forest mask 
which used to generate bare earth DEMs in chapter 5, whilst it is also used to 
produce a map of floodplain roughness which is required to facilitate flood 
inundation modelling in chapter 6. 
Key outcomes 
• Map depicting the dominant land cover classes on the Beni floodplain 
• A basic understanding of the hydrological functioning of the Beni 
floodplain 
1.12.2 Chapter 4: Accuracy of the SRTM dataset for the Beni floodplain 
Objective 2  
• To quantitatively assess both the vertical accuracy of the SRTM dataset, 
and magnitude of SRTM C-band phase centre penetration into Beni 
floodplain forest canopies. 
Chapter outline 
In the first part of Chapter 4, the SRTM global elevation dataset is validated for 
the Beni floodplain study area using highly accurate DGPS points collected 
during field survey. Validation is necessary in order to identify and correct 
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absolute vertical errors which are known to characterise the dataset, prior to 
bare earth DEM generation. In the second part of Chapter 4, penetration of the 
SRTM C-band phase centre into Beni floodplain forest canopies is quantified 
through direct comparison of field measured canopy height and canopy height 
extracted from the SRTM dataset at 35 sites across the Beni floodplain. This 
comparison enables the positive vertical SRTM bias relating to vegetation cover 
to be quantified, which represents an important prerequisite to the successful 
production of bare earth DEMs in Chapter 5. 
Key outcomes 
• A quantification of the vertical accuracy of the SRTM dataset for the Beni 
floodplain 
• Estimates of Beni floodplain forest canopy height 
• An estimate of SRTM C-band phase centre penetration into Beni 
floodplain forest canopies 
1.12.3 Chapter 5: Beni floodplain bare earth DEM generation 
Objective 3  
• To generate and validate a collection of bare earth DEMs for the Beni 
floodplain through correction of positive biases which characterise the 
SRTM dataset within forested areas. 
Chapter outline 
Quantitative validation of the SRTM within Chapter 4 demonstrates that the 
dataset contains positive vertical elevation biases within forested areas of the 
Beni floodplain. This is problematic within the context of this thesis, as a 
representation of bare earth elevation of the Beni floodplain is required in order 
to facilitate accurate simulation of overbank flows within hydraulic modelling 
undertaken in Chapter 6. Hence, in Chapter 5 the vertical bias which 
characterises forested areas within the SRTM is removed, producing a bare 
earth DEM for the Beni floodplain. In order to remove the positive vertical bias 
canopy height maps are generated for the Beni floodplain through combination 
of canopy height measurements, obtained through field survey and from remote 
sensing, with the land cover classification produced within Chapter 3. 
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Subsequently, bare earth DEMs are utilised in order provide topographical 
forcing for the hydraulic model within Chapter 6, whilst canopy height maps are 
utilised in order to extrapolate plot scale biomass estimates in Chapter 7. 
Key outcomes 
• A set of quantitatively and qualitatively validated bare earth DEMs for the 
Beni floodplain study area 
1.12.4 Chapter 6: Beni floodplain inundation modelling 
Objective 4  
• To simulate flood inundation upon the Beni floodplain using a coupled 
1D-2D flood inundation model, and to quantitatively validate the model 
with respect to observed datasets derived from remote sensing. 
Chapter outline 
Within Chapter 6 flood inundation is simulated for the Beni floodplain using a 
coupled 1D-2D hydraulic flood inundation model. The bare earth floodplain 
DEMs generated in Chapter 5 provide topographical forcing within the model, 
whilst the land cover classification produced in Chapter 3 is utilised in order to 
create a spatially distributed map of floodplain roughness coefficients. 
Floodplain inundation is simulated for a number of flood events of different 
magnitudes, and model predictions validated at both high and low water using 
remotely sensed datasets. Predictions of inundation extent and depth are 
subsequently utilised within Chapter 7 in order to assess the influence which 
flooding exerts upon floodplain forest biomass storage. 
Key outcomes 
• A validated hydraulic model for the Beni river 
• Spatially distributed predictions of flood inundation extent/depth/velocity 
for the Beni floodplain 
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1.12.5 Chapter 7: Successional forest development and aboveground 
wood biomass storage on the Beni floodplain 
Objective 5  
• To quantify the characteristics of successional forest stands upon the 
Beni floodplain with emphasis upon above ground wood biomass and 
carbon storage, and to investigate the influence which fluvial processes 
exert upon the characteristics of these forest stands. 
Chapter outline 
In the first part of Chapter 7 plot level forest inventory data for successional 
stands upon the Beni floodplain are analysed, and an initial relationship with 
flood inundation is established. Subsequently, an analysis of historical satellite 
imagery is utilised in order to quantify channel migration since 1960, this is 
combined with plot scale forest inventory data in order to estimate the net 
change in aboveground wood biomass storage attributable to channel shifting 
within this period. Within the final part of the Chapter maps of aboveground 
wood biomass are generated for the Beni floodplain through integration of plot 
level forest inventory data and canopy height maps, generated in Chapter 5. 
Aboveground wood biomass storage is correlated with flood inundation depth, 
predicted by the hydraulic model in Chapter 6, across the Beni floodplain, 
providing unique insight into the influence which flooding exerts upon forest 
ecology. 
Key outcomes 
• Plot level aboveground wood biomass estimates for successional forests 
of different ages upon the Beni floodplain 
• Spatial maps of aboveground wood biomass stocks for the Beni 
floodplain 
• Estimates of the net change in aboveground wood biomass on the Beni 
floodplain attributable to lateral channel migration 
• A quantitative relationship between flood inundation characteristics and 
aboveground wood biomass density for the Beni floodplain 
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Figure 1.1. Conceptual diagram illustrating the main inputs and outputs to each chapter 
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Chapter Two 
Study area- The Beni floodplain, Bolivia 
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2. Study area- The Beni floodplain, Bolivia 
Given the aims and objectives of this research project, the field site selected 
within the Amazon basin was characterised by strong interaction between fluvial 
processes and tropical varzea forests. The Beni river, a second order tributary 
of the Amazon, is a large white water river located in north eastern Bolivia. 
Within its lowland basin the floodplain of the Beni forms part of the Llanos de 
Mojos, a large wetland which covers 126,000 km2 of northern Bolivia and is 
subject to extensive annual flood inundation (Hamilton et al., 2004). In addition, 
in its lowland reaches the Beni river is characterised by highly dynamic 
geomorphology, attributable to rapid rates of channel migration and overbank 
sedimentation. This dynamic behaviour is attributable to the rivers high 
sediment load and unique tectonic setting (Aalto et al., 2003). The Beni 
floodplain is characterised by the presence of extensive tropical broadleaf forest 
cover in close proximity to the main channel, whilst within the distal floodplain 
forests give way to savanna land cover. Given these characteristics the lowland 
reaches of the Beni river and its adjacent floodplain, delineated in figure 2.1, 
represent an ideal location for this research. 
 
Figure 2.1. Location of the Beni river floodplain study area within the Amazon basin. 
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2.1 The Beni river catchment 
The Bolivian Amazon basin constitutes a large part of the upper catchment of 
the Madeira river, occupying approximately two thirds of the total area of Bolivia 
(Gautier et al., 2007). The Madeira represents the most important southern 
tributary of the Amazon, constituting 23% of the total area of the Amazonian 
watershed and 15% of the overall discharge (Guyot et al., 1999). The Beni river 
is one of the major tributaries of the Madeira and drains a catchment of 
approximately 282,000 km2. The Beni catchment is characterised by large 
variations in climate and morphodynamic features, which can be attributed to its 
large topographical variability. Elevation ranges from 6400 m within the upper 
catchment in the Andes, to less than 200 m in the foreland basin (Gautier et al., 
2010). 
 
Figure 2.2. Extent of the Beni floodplain study area, imagery is Landsat TM. The upstream limit of the 
studied reach is constituted by Rurrenabaque and the downstream limit by the confluence with the Madidi. 
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The upper sub catchments of the Beni river drain the Andean and sub Andean 
ranges. Within the Cordillera Real and semi-arid Altiplano, tributary channels 
are highly incised and are characteristic of an upland river (Ronchail et al., 
2005). From the Altiplano, the Beni flows downstream through the densely 
forested piedmont until it emerges onto the floodplain of its foreland basin at the 
town of Rurrenabaque, which represents the southern limit of the study area 
(figure 2.2). At Rurrenabaque elevation is 190 m, whilst the Beni drains an area 
of approximately 70,000 km2 and discharge averages 2200 m3s-1 (Gautier et al., 
2010). From Rurrenabaque the Beni flows through its foreland basin and 800 
km of channel to Riberalta. At this location the total drainage area is 119,000 
km2 and elevation is approximately 120 m. The northern limit of the study reach 
is marked by the confluence of the Beni with the Madidi river around 200 km 
north of Rurrenabaque (figure 2.2). 
2.2 Geomorphology of the lowland reach 
Within the foreland basin the active channel of the Beni is approximately 500 m 
wide, whilst the adjacent floodplain exhibits a very low longitudinal gradient of 
the order 10-4m m-1. As a result of high suspended sediment loads and weak 
banks, the Beni is highly dynamic within the study reach. Channel pattern is 
characterised by highly mobile meanders, with an overall sinuosity index of 1.6 
to 2.5 (Gautier et al., 2007). Rapid channel migration, and the incidence of cut-
offs forms a complex arrangement of abandoned channels and relic fluvial 
features (figure 2.3).  
Over annual to decadal time scales, migration of the Beni channel is 
characterised by a high level of spatial variability in both space and time. 
Intuitively, migration rates are highest at meander bends whilst straight sections 
of the channel are generally more stable and are characterised by lower rates of 
lateral shifting. Average annual migration for meander bends is approximately 
30 m per year, whilst this can reach 120-140 m per year at specific locations 
(Gautier et al., 2007). Migration rates also vary between different reaches of the 
Beni. Between Rurrenabaque and the Madidi confluence the river meanders 
freely, whilst the presence of consolidated tertiary deposits further downstream 
constrains meander migration (Gautier et al., 2010). Rates of channel shifting 
also show significant spatial variability within the studied reach. Gautier et al., 
(2007) found that the upstream portion of the reach to approximately 90 km 
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north of Rurrenabaque was characterised by the highest levels of erosion and 
deposition. Erosion and deposition were less pronounced within the middle 
section of the reach whilst lateral migration rates declined strongly in the lower 
reach, just upstream of the Madidi confluence, due to the presence of 
consolidated tertiary deposits similar to those located further downstream. 
Gautier et al., (2007) also observed a high level of interannual variability of Beni 
river migration, which was shown to be positively associated with discharge 
characteristics.  Since 1960 the Beni channel has occupied a total area of 420 
km2, representing approximately 25 % of the total area of the contemporary 
channel belt. Over this period an average of 8.25 km2 of floodplain per year has 
been lost to erosional processes, whilst an average of 7.5 km2 per year of new 
floodplain has been formed by deposition of fresh alluvial sediment. An example 
of the creation/loss of floodplain sites through lateral migration of the Beni river 
is illustrated in figure 2.4. During the period from 1967-2001 27 new cutoffs 
were formed along the reach between Rurrenabaque and the Madidi confluence 
(Gautier et al., 2010). 
 
Figure 2.3. Beni floodplain map, illustrating typical channel plan form features in addition to active and 
abandoned channels 
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Figure 2.4. Stand age map for the Beni floodplain generated through interpolation of manually digitised 
channel locations based upon historical Landsat TM imagery. The extent of the contemporary channel belt 
is also included. 
Over millennial timescales the position of the Beni channel is controlled by 
tectonic processes (Dumont, 1996). Currently the Beni river occupies the 
western part of the Llanos de Mojos, as a result of counter-clockwise migration 
across the foreland basin (Plafker, 1964). It is hypothesised that this counter 
clockwise migration was caused by the neotectonic uplift of the central part of 
the Beni basin, stretching north east from the town of Reyes. Based upon 
extensive field study Hanagarth and Dumont (1996) identified five previous 
locations of the Beni channel, these are illustrated in figure 2.5. The most recent 
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abandoned channels are currently occupied by the rivers Yata, Biata and Negro 
which constitute tributaries of the Beni in the present day. Relic features within 
these former channel belts are characterised by widths and meander 
wavelengths which are equivalent to the contemporary Beni, whilst data 
suggests that the Beni occupied the Yata as recently as 2500 years B.P. 
 
Figure 2.5. Illustration of former courses of the Beni channel, with successive migration occurring from A-
E. Taken from Dumont (1996). 
2.3 Climatic characteristics of the Beni floodplain 
Within the Beni river floodplain study area mean annual temperatures of 25.9 
degrees and mean annual rainfall of 1800 mm have been recorded (Hanagarth, 
1993). In contrast, further north at Riberalta the average temperature is 26.8 
degrees with mean annual precipitation of 1566 mm (Haase and Beck, 1989). 
The lowland Beni floodplain possesses a strongly seasonal tropical climate, 
characterised by a dry season which stretches from June to September and a 
longer wet season from October through April. The months of December, 
January, February and March contribute approximately 50% of the annual 
precipitation total within the study area (figure 2.6)  
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Figure 2.6.  Average monthly rainfall recorded  at Rurrenabaque for the period 1970-2010, calculated 
based upon data provided by the Bolivian Metereological Service (SENAMHI) 
2.4 Beni floodplain inundation 
The Beni river floodplain makes up the western portion of the Llanos de Mojos, 
a spatially extensive, flat plane constructed of late Miocene and Quaternary 
deposits (figure 2.7). The Bolivian Llanos encompass the area between the 
Beni, Mamore and Guapore rivers, making up the largest wetland in Amazonia 
which is flooded for up to five months per year. Inundated area for the Llanos de 
Mojos from 1979-1987 is illustrated in figure 2.8. In average years an area of 
approximately 100,000 km2 of the Llanos de Mojos is subject to flooding, whilst 
this increases to a maximum of 150,000 km2 in years of peak inundation 
(Denevan, 1980). Figure 2.8 illustrates that inundated area of the Llanos de 
Mojos shows a defined seasonal cycle, with elevated levels of inundation 
observed from January to May. In most years inundated area rises and falls 
unimodally, although multi modal flood peaks occur within some years. In 
addition a substantial area of the Llanos remains inundated throughout the dry 
season. Hamilton et al., (2004) found that inundated area within the Llanos 
showed a stronger correspondence with river discharge than rainfall totals. 
The discharge regime of the Beni river can be defined as the Austral tropical 
pluvial type (Hanagarth, 1993; Guyot, 1993), and high water levels are 
experienced through the wet season from December to April (figure 2.9). 
Accordingly the Beni is characterised by high water levels through the warm 
rainy season, with flood inundation occurring when flow exceeds the estimated 
bankfull discharge of 7000 m3s-1 (Gautier et al., 2007). Although bankfull 
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discharge is exceeded during the course of most years (Gautier et al., 2010), 
peak water levels vary markedly from year to year. The interannual variability in 
discharge is demonstrated within figure 2.9, for the period from September 1998 
to August 2011. This period encompasses two of the largest flood events to 
occur within the Beni floodplain during the last century, in 1999 and 2011, with 
events characterised by peak discharges in excess of 20,000 m3s-1. In typical 
years annual peak discharge falls within the range 10,000-13,000 m3s-1, whilst 
the lowest annual discharge peak was observed within March 2004 at 
approximately 9,000 m3s-1. Through the period from 1967 to 2003 eleven major 
floods, defined as events characterised by a peak discharge greater than12,500 
m3s-1, occurred within the Beni floodplain. 
 
Figure 2.7. Location of the Beni river and study area within the Llanos de Mojos. Multispectral imagery is 
the MODIS MOD09 surface reflectance product. 
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Inundated area upon the Beni floodplain shows a similar seasonal cycle and 
interannual variability to the Llanos de Mojos (figure 2.8). Increases in 
inundation extent coincide well with the wet season and elevated river 
discharge observed from December to April. Accordingly inundation of the Beni 
floodplain has been attributed to the influence of both exogenous and 
endogenous processes (Pouilly et al., 2004). The arrival of the flood wave from 
the upper Beni catchment constitutes the exogenous driver of flooding in the 
study area. Exogenous flooding is characterised by overbank flow of white 
water which spreads over the floodplain, facilitated by the extensive network of 
abandoned channels (Bourrel et al., 1999).  
 
Figure 2.8. Inundated area for the Llanos de Mojos and the Beni floodplain.  Reproduced from Scanning 
Multichannel Microwave Radiometer (SMMR) data utilised within Hamilton et al., (2004). 
In contrast, endogenous flood inundation is generated within the study area as 
a result of local precipitation. The occurrence of high intensity rainfall leads to 
runoff and overflow of groundwater, which is exacerbated by the poor infiltration 
capacity of fine textured soils which make up the Beni floodplain (Haase and 
Beck, 1989). Endogenous flooding produces clear water inundation containing 
very little suspended sediment, which subsequently drains from the floodplain 
through small black water tributaries (Hamilton et al., 2002). Intuitively, the 
coincidence of both exogenous and endogenous drivers is responsible for the 
occurrence of the highest magnitude of flooding upon the Beni floodplain, such 
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as those events experienced in 1999 and 2011 (Bourges et al., 1992; Ronchail 
et al., 1995). 
 
Figure 2.9 Discharge hydrograph for the Beni at Rurrenabaque provided by ORE Hybam. Red dashed line 
indicates bankfull discharge. 
2.5 Beni floodplain sedimentation 
The Beni can be classified as a white water river due to its large suspended 
sediment load (Prance, 1979), which totals approximately 192 million tonnes 
per annum at Rurrenabaque (Gautier et al., 2010). Large volumes of sediment 
are supplied to the Beni river through processes of denudation and mass 
wasting which occur within the rivers Andean headwaters (Guyot, 1993). 
Sediment fluxes within the Beni exhibit strong seasonal and interannual 
variability, with peak loads corresponding to the high water period which occurs 
from January to March. It is estimated that 82% of annual sediment exportation 
occurs during this three month window (figure 2.10). Overall, the Beni supplies 
an estimated 70% of the total suspended sediment load of the Madeira river 
(Gautier et al., 2007).  
Within the foreland basin of the Beni the adjacent floodplain is subject to high 
levels of sedimentation as a result of annual flood inundation and high sediment 
loads. Indeed, it is estimated that approximately 100 Mt y-1 sediment is 
deposited annually upon the Beni floodplain (Aalto et al., 2003). It has been 
demonstrated by Aalto et al., (2003) that sediment accumulation on the Beni 
floodplain is episodic. Dating of sediment within floodplain cores through 
analysis of 210Pb activity profiles demonstrated that most floodplain locations 
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were characterised by the arrival of discrete sediment packages. The deposition 
of these sediment packages is discontinuous in both time and space. 
Accordingly periods of decades are observed between depositional events at a 
given floodplain location, whilst the same depositional events are not recorded 
uniformly across the floodplain (Aalto et al., 2003).  
Figure 2.10. Mean discharge and mean sediment load for the Beni, reproduced from Gautier et al., 
(2010) 
When averaged spatially, sediment accumulation rates are approximately 5 cm 
yr-1 in close proximity to the channel, falling to around 1 cm yr-1 in the distal 
floodplain (figure 2.11).  Contrary to the episodic nature of deposition which 
characterises the floodplain at large, consistently high rates of sedimentation 
were observed in areas close to the Beni channel (Aalto et al., 2003). The 
consistent nature of accumulation in proximal areas reflects frequent deposition 
of sediment on raised levees which flank the channel during annual overbank 
flood events.  In contrast, the episodic nature of sediment accumulation 
observed outside proximal areas has been attributed to a rather different 
mechanism. Aalto et al., (2003) hypothesise that large rapid rise floods linked to 
ENSO lead to the occurrence of levee failures, which facilitate the flow of 
sediment rich white water onto the floodplain. Large volumes of sediment are 
subsequently deposited in the form of crevasse splays as flood waters diverge 
and are subject to frictional resistance from dense floodplain vegetation. 
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Figure 2.11. Sediment accumulation rates for the Beni floodplain averaged according to distance from the 
main channel. Taken from Aalto et al., (2003). 
2.6 Beni floodplain land cover 
The hydrodynamic functioning of the Beni river can be attributed as the primary 
cause of the high levels of biodiversity which exist within the ecosystem of the 
adjacent floodplain (Junk, 1997; Pouilly et al., 2004). Land cover of the Beni 
floodplain comprises a complex mosaic of savanna and tropical forest stands, 
which is interspersed with areas of open water such as meander cutoffs and 
shallow flat bottomed lakes. Overall the total extent of the study area comprises 
48 % tropical varzea forest, 49 % savannas and grasslands, whilst areas of 
open water make up the remaining 3 %. This distribution of land cover can be 
observed within figure 2.2.  The Beni is flanked by tropical forest stands along 
the length of the study reach, with these forest stands extending to a distance of 
greater than 50 km from the channel on the eastern floodplain. With increasing 
distance from the channel tropical broadleaf forests transition to savanna land 
cover, locally known as Pampas. 
It is commonly acknowledged that the spatial distribution of land cover within 
the Llanos de Mojos is predominantly controlled by flood inundation, which is 
dependent upon local topography (Hanagarth, 1996). Within flat low lying 
regions of the distal floodplain open savannas are maintained by annual flood 
inundation which causes prolonged anoxic conditions and physiological heat 
stress, precluding the growth of woody tree species (Mayle et al.,2007). It is 
postulated that the location and characteristics of forest stands are heavily 
influenced by flood inundation.  Accordingly it is thought that forest stands are 
preferentially located upon topographical features such as levees and terraces 
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of abandoned river channels (Hanagarth and Sarmiento, 1990), which are 
characterised by lower magnitude and duration of flood inundation. However, it 
is significant to note that extensive areas of savanna land cover are also 
present within the north east of the study area (figure 2.2), these areas are 
characterised by relatively high elevation as a result of neotectonic uplift 
described in 2.2. Given that these raised areas are likely to be associated with 
low flood inundation magnitude, the fact that they are maintained as savanna 
suggests that other hydrological factors in addition to flood inundation are 
significant in controlling the spatial distribution of land cover upon the Beni 
floodplain. 
Other fluvial processes, specifically sedimentation and meander migration, exert 
significant controls upon forest cover within the Beni floodplain. The deposition 
of thick lenses of sediment associated with the formation of crevasse splays 
(Aalto et al., 2003) can cause the mortality of large areas of forest in close 
proximity to the channel. Lateral migration of the Beni channel is responsible for 
the erosion of relatively large areas of floodplain, whilst associated sediment 
deposition is responsible for the creation of an approximately equal area of new 
sites when averaged over the long term (Gautier et al., 2007). This is significant 
for forest dynamics as erosional processes are responsible for the loss of 
mature forest stands on the outside of meander bends, whilst new areas of 
alluvial sediment deposited on point bars are colonised by pioneer species 
which form the incipient stages of primary succession (Kalliola et al., 1991). 
2.7 Summary 
In summation, the lowland floodplain of the Beni river represents an area in 
which a highly dynamic fluvial system exhibiting rapid rates of channel shifting, 
annual flood inundation and large volumes of overbank sedimentation interacts 
with a large area of tropical varzea forest. In addition, the foreland basin of the 
Beni is devoid of artificial levees and dams, whilst the area has not experienced 
significant deforestation or cultivation. Having been  subjected to minimal 
anthropogenic disturbance, the Beni river and its lowland floodplain can be 
considered relatively pristine (Aalto et al., 2003). Consequently the reach of the 
Beni river which stretches north from Rurrenabaque to the confluence with the 
Madidi represents an ideal location to address the overall research aims of this 
research project which were outlined in the previous chapter.  
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3. Beni floodplain land cover classification 
3.1 Introduction 
Land cover is a globally important variable which constitutes an important link 
between human and physical environments (Foody, 2002). Land cover change 
as a direct result of human settlement, agriculture and other influences 
constitute some of the most evident and significant impacts upon the 
environment. Vitousek (1994) stated that land cover change can be regarded as 
the single most important contributor to ecosystem change on a global scale, 
with an overall impact equivalent to, or exceeding that of climate change (Skole, 
1994). Land cover is projected to play a major role in global biodiversity change 
over the next century (Friedl et al., 2002), primarily through its strong 
association with biogeochemical fluxes (Penner, 1994), climate, ecosystem 
functioning and sustainable land use (Uhl et al., 1990). Consequently, a 
quantitative understanding of the spatial distribution of land cover and the 
dynamics of land cover change is of fundamental importance for a multitude of 
applications, including natural resource management (Townshend, 1992) and 
modelling of climate and carbon exchange on a global scale (Sellers et al., 
1997).  
Historically, the dearth of knowledge relating to land cover dynamics can be 
attributed to poor provision of quantitative land cover data (DeFries and 
Townshend, 1994). Traditional maps compiled from logistically challenging and 
time consuming ground surveys were limited in terms of spatial extent, whilst 
being associated with low levels of accuracy and consistency (Belward et al., 
1999). In the latter half of the 20th century, classification of remotely sensed 
images has emerged as an alternative method for the derivation of land cover 
maps (Foody, 2000). Remote sensing platforms are able to provide a consistent 
and continuous representation of earth surface characteristics over a range of 
spatial and temporal scales (Townshend, 1992). Hence, manual or automated 
classification of remotely sensed data is able to produce thematic maps which 
represent a vast improvement over those generated from ground based data 
collection in terms of accuracy, consistency and spatial extent/resolution 
(Hansen et al., 2000). Automated classification algorithms can be broadly 
separated into two types. Unsupervised classifiers operate through grouping of 
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spectrally similar pixels, with minimal input from the expert user. Supervised 
classification algorithms separate pixels into a number of classes, which are 
predefined by the expert user based upon the analysis of the spectra of different 
land cover types (Foody, 2002). The choice of classification algorithm 
commonly depends upon a number of factors; primarily accuracy requirements, 
ground truth data provision, knowledge of the study area and experience of the 
expert. Unsupervised classification tends to be employed where relatively little 
is known about the study area and field observations are limited. If the expert 
user possesses a priori knowledge of the study area and field observations are 
sufficient to enable delineation of training areas, supervised classifiers are often 
utilised in order to produce more accurate maps of land cover (Lillesand et al., 
2008). 
Whilst clearly being an issue of global importance, the spatial distribution and 
dynamics of land cover are equally significant at regional and local scales. 
Hence a broad range of classification exercises have been undertaken using 
remote sensing imagery; ranging from coarse 1 km resolution global land cover 
classification (Townshend, 1992; Loveland et al., 1999), to classification of 
small study areas at fine (<10 m) resolutions (Puissant et al., 2005). The 
Amazon basin covers a total area of approximately 6,000,000 km2 of South 
America (Saatchi et al., 2000). The region is characterised by a wide range of 
different forest and non forest land cover types. Terra Firme forests are never 
flooded and are comprised of dense forests, open forests, dry forests and 
montane forests (Prance, 1979). The spatial distribution of these forest types is 
controlled by environmental variables such as annual rainfall totals, elevation 
and soil characteristics (Saatchi et al., 2000). Inundated varzea forests are 
located upon the floodplains of Amazonian rivers, and are ecologically distinct 
from Terra Firme forests due to the influence of the annual flood pulse (Junk, 
1997). Savannas constitute the primary non forest land cover type and can be 
subdivided according to vegetation and soil characteristics (Veloso et al., 1991).  
Since 1970, Amazonia has experienced increasing levels of human 
colonisation, agricultural expansion and widespread construction of 
infrastructure. As a direct result, an accelerated rate of deforestation and land 
cover change has been observed within the region. It has been estimated that 
up to the year 2000, a total area of 590,000 km2 of tropical forest has been 
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cleared within the Brazilian Amazon (INPE, 2002), in the process producing 
anthropogenic vegetation land cover types. It is estimated that 30-50 % of this 
deforested area is now characterised by secondary successional growth (Lu et 
al., 2004a), whilst the remainder has been converted to agriculture, pasture or 
tree plantation. Thus, anthropogenic influences have accentuated the natural 
heterogeneity of land cover within the Amazon basin.  
Amazonia constitutes a region of high scientific importance, in terms of both its 
unique ecology and role within the global carbon budget (Houghton et al., 
2001), both of which are influenced by large scale land cover change (Skole, 
1994). Therefore an accurate quantitative representation of land cover within 
Amazonia is required for a multitude of scientific applications, for example in 
studies of ecosystem functioning, and to derive accurate estimates of carbon 
storage and fluxes across the basin (Loveland et al., 2000). Given the large 
extent and remote nature of many study areas within the Amazon basin, 
classification of remotely sensed imagery represents the most efficient 
methodology by which to provide the required quantitative land cover 
information (Brondizio et al., 1996). Consequently, much research has focused 
upon the development of classification techniques to maximise the accuracy of 
land cover classification within the Amazon basin, with particular emphasis 
placed upon the separation of different forest types and successional stages (Lu 
et al., 2004b). 
Despite a plethora of scientific studies, classification of Amazonian land cover, 
particularly accurate discrimination of different forest types, remains problematic 
(Lu et al., 2007). This can be attributed to two primary factors which are closely 
linked; heterogeneity in vegetation and spatial resolution of satellite imagery. 
Different forest types and stages of succession possess marked variation in 
physical characteristics such as stand age, species diversity, diameter 
distributions, stem density and height. Despite variation in some biophysical 
parameters, it is not uncommon for different forest types to possess similar 
canopy structures (Budreski et al., 2007). As remote sensing platforms primarily 
image the canopy surface, distinct forest types may be characterised by similar 
spectral signatures within optical imagery, making them very difficult to separate 
during classification (McCleary et al., 2008). The converse problem may also 
arise, whereby significant variations in forest physical characteristics are 
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observed within a single class. For example, Lu et al., (2004a) found separation 
of degraded pasture and initial successional stages difficult, whilst more 
advanced successional stages are often spectrally similar to anthropogenic 
vegetation types. This issue of heterogeneity is most prevalent when attempting 
to classify successional forests, as the transition between stages is often very 
smooth (Lu et al., 2004b).  
Problems associated with heterogeneity of forest cover are often exacerbated 
by the limited spatial resolution of remotely sensed imagery. The remote 
location and large extent of many Amazonian study areas, along with the 
influence of cloud cover means that Landsat TM/ETM often constitutes the best 
source of multispectral imagery available for use within land cover classification 
(Lu et al., 2002). Whilst Landsat TM/ETM is highly versatile, in heterogeneous 
areas its medium (30 m) spatial resolution makes the imagery prone to the 
mixed pixel problem, whereby a single pixel contains multiple different land 
cover types. The presence of mixed pixels makes the classification of 
multispectral images difficult, particularly using traditional per pixel approaches, 
for example Maximum Likelihood Classification (MLC) or Minimum Distance 
algorithms (Mausel et al., 1993). Per pixel classifiers generally develop an 
aggregate spectral signature based upon all pixels within a training set and 
hence do not account for mixed pixels. As a result many studies have 
circumvented the difficulties associated with the separation of forest types, 
adopting a simplified approach to classification featuring fewer forest classes 
(Lucas et al., 1993; Adams et al., 1995; Rignot et al., 1997).  
However, separation of different forest types and successional stages is 
important for a number of scientific reasons, particularly for utilisation within 
estimation of basin wide carbon stocks and assimilation rates. Therefore a 
number of studies have sought to maximise the potential of land cover 
classification within the Amazon basin through application of a variety of image 
processing techniques and classification algorithms. Spectral mixing analysis, 
referred to here as Linear Spectral Unmixing (LSU), is an image analysis 
technique which has been successfully utilised within numerous Amazonian 
land cover classification exercises (Lu et al., 2004a ; Lu et al., 2004b; 
Kawakubo et al., 2009). LSU is based upon the assumption that the spectra of a 
given pixel is comprised by a linear mixture of its constituent land cover classes, 
69 
 
and therefore offers a  quantitative solution to the mixed pixel problem (Adams 
et al., 1995). LSU analysis separates a multi spectral image into a series of 
fraction images, which represent the areal proportions of a set of pre defined 
pure end members for each pixel. Fraction images derived from LSU are 
subsequently used as an input into classification algorithms in order to provide a 
source of sub pixel information (Small, 2004).  
For a study area located within Rondonia, Brazil, Lu et al., (2004a) employed a 
number of different classification methodologies, with the aim of identifying 
which approach generated the most accurate representation of land cover. The 
study found that classification of LSU derived fraction images using a decision 
tree algorithm produced an overall accuracy of 86%, compared to traditional per 
pixel classifiers whose accuracy varied between 77% - 80 %. Benefits of the 
LSU decision tree approach were accrued primarily through classification of 
different successional stages with a greater level of accuracy. The authors 
concluded that choice of the most appropriate classifier depends largely upon 
context specific factors, although more complex classification schemes perform 
better within areas characterised by heterogeneous land cover.  
In another study undertaken within the same area of the Brazilian Amazon, Lu 
et al., (2004b) investigated the potential for improvement of land cover 
classification accuracy both through further processing of input multispectral 
imagery and implementation of different classification algorithms. Results 
illustrated that adoption of an LSU DTC approach yielded a 5% increase in 
overall accuracy when compared to an MLC classifier and thus were consistent 
with the findings of Lu et al., (2003a; 2004a). The authors found that 
implementation of Minimum Noise Fraction (MNF) or Principal Components 
Analysis (PCA) transformations were associated with an increase in overall 
accuracy, whilst spectral subsetting of Landsat TM/ETM also yielded a modest 
increase inthe accuracy of resulting land cover maps. The authors concluded 
that correlation between Landsat TM bands limited classification accuracy, 
whilst appropriate image processing techniques were able to reduce this 
correlation and associated data redundancy.  
In summation it is clear that classification of Amazonian study areas is time 
consuming and problematic. High heterogeneity of land cover (Batistella et al., 
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2009) combined with limited spatial resolution of remotely sensed imagery 
constitute unavoidable issues which limit the accuracy of classification 
(Kawakubo et al., 2013), particularly the separation of different forest types and 
successional stages. The study of Lu et al., (2004a) illustrated that no single 
optimum approach to land cover classification exists, indeed all classifiers 
including traditional per pixel algorithms are able to provide useful land cover 
information for Amazonian study areas. However, selection of the most 
appropriate classification scheme, based upon the characteristics of a given 
study area can maximise the quality of resulting land cover maps.  In particular, 
the aforementioned studies have demonstrated the benefits which can be 
accrued through implementation of more complex classification 
algorithms/image processing routines when undertaking classification in a 
region characterised by highly heterogeneous land cover. A common 
conclusion amongst all of the aforementioned studies was that classification 
accuracy depended largely upon the quality of training datasets, with extensive 
and high quality field observations required in order to produce an accurate 
classification of land cover in heterogeneous Amazonian study areas. 
Within this study, an accurate quantification of the spatial distribution of land 
cover is important for understanding the hydrological and ecological functioning 
of the Beni floodplain. Furthermore, a high quality land cover classification 
constitutes an important input dataset for analyses which will be undertaken in 
subsequent chapters, particularly floodplain DEM generation and production of 
inundation maps. The Beni floodplain study area is characterised by a complex 
mosaic of varzea forest and savanna land covers, and is comparable to the 
wider Amazon basin. This suggests that the classification approaches 
investigated by Lu et al., (2003; 2004) are appropriate for application within this 
study. 
3.2 Research aims 
The primary aim of this chapter is to generate an accurate classification of land 
cover within the Beni floodplain study area, using Landsat TM multispectral 
imagery. The primary aim will be realised through the completion of four specific 
objectives. 
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1. To identify and characterise distinct land cover classes which comprise 
the Beni study area through field observations and analysis of spectral 
characteristics. 
2. To produce five floodplain land cover maps through application of 
maximum likelihood and decision tree classification algorithms to a 
number of different input datasets 
3. To interpret floodplain land cover maps in light of ancillary datasets and 
field observations in order to gain insights into the spatial distribution and 
dynamics of land cover upon the Beni floodplain 
4. To assess the accuracy of floodplain land cover maps with respect to 
field observations in order to identify the optimum classification 
methodology. 
3.3 Data sources 
3.3.1 Landsat TM images 
Initially two Landsat 5 TM scenes (Path 1, Row 69/70), acquired on the 16th 
November 2011, were obtained from USGS Earthexplorer 
(http://earthexplorer.usgs.gov/). These represented the highest quality scenes 
available in the closest temporal proximity to the ground truth data collection, 
which occurred in September 2011. Images which were temporally synchronous 
with the collection of ground truth data were selected in order to mitigate the 
potential influence of human induced and seasonal changes in land cover on 
the Beni floodplain. 
Although multispectral imagery is available from numerous different satellite 
platforms, Landsat TM was adjudged to be most suited to this particular 
classification exercise. Landsat TM/ETM sensors have a resolution of 
approximately 30 m, individual tiles cover an area ~31,450 km2, and each tile 
has a maximum repeat frequency of ~16 days. Within the context of this study 
the characteristics of Landsat TM facilitate a classification with an appropriate 
level of detail, whilst allowing complete coverage of the ~ 26,000 km2 study area 
with two tiles. In addition, the repeat frequency of Landsat TM is sufficient to 
provide high quality cloud free scenes in close temporal proximity to the 
collection of ground truthing data. Despite offering both excellent spatial and 
temporal coverage, the application of MODIS was limited by its 500 m spatial 
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resolution, which precludes the production of a classification with a sufficient 
level of detail for this study. ASTER images are characterised by a superior 
spatial resolution of 15 m, however individual tiles cover a much smaller area 
and are associated with a lower repeat frequency. Therefore it proved 
impossible to obtain a consistent cloud free ASTER coverage of the study area 
in close temporal proximity to the field campaign. 
3.3.2 SRTM dataset 
The Shuttle Radar Topography Mission was a joint project between NASA and 
the USGS which flew in February 2000 (Farr and Kobrick, 2000). The SRTM 
collected global elevation data using C-band SAR, which was subsequently 
processed and released as a digital elevation model at a resolution of 1 arc 
second (30 m) for the United States and 3 arc seconds (90 m) for the rest of the 
world (USGS, 2003). Extensive validation efforts have confirmed that the SRTM 
comfortably exceeded its pre mission vertical accuracy requirements of 16 m 
linear error at the 90 % confidence interval (Berry et al., 2007). However, a 
systematic positive bias has been observed for the SRTM within areas of 
vegetation cover (Carabajal and Harding, 2005). This positive bias occurs as C-
band SAR interacts strongly with physical vegetation elements, hence within 
forested areas the reported DEM elevation lies somewhere between the height 
of the ground surface and the top of the vegetation canopy (Bhang et al., 2007). 
Here the SRTM DEM is utilised solely to aid interpretation of the land cover 
classification and thus underwent no further processing. A more detailed 
description of this dataset will be provided later in Chapter 4. 
3.3.3 Field observations 
Observations of land cover characteristics were acquired for the purpose of 
ground truthing, during a field campaign which took place during September 
2011. Land cover was surveyed at 249 locations, both in close proximity to the 
main river channel and in the distal floodplain (figure 3.1). The surveyed 
locations were stratified across an array of different land cover types which 
were deemed to be representative of the floodplain at large.  
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Figure 3.1. Landsat TM false colour composite image  showing the location of land cover observations for 
the Beni floodplain. 
In forested locations, 25 m2 inventory plots were established, in which the 
diameter at breast height (DBH), height and species was measured for each 
individual > 10 cm DBH, stems > 5 cm DBH were subsampled in 9 m2 plots. 
Forest inventories were analysed in order to separate forests into early 
successional forests, late successional forests and mature forests. Within non 
forested locations, land cover type was determined in situ and descriptions of 
the salient land cover characteristics were recorded.  All surveyed locations 
were marked with a handheld GPS unit in order to facilitate integration with 
GIS/Image analysis software. After the completion of field work, GPS points 
were converted into a shape file within ArcGIS and overlain upon a colour 
composite of the Landsat TM image in order to ensure the consistency between 
field and remotely sensed datasets. 
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3.4 Methodology 
3.4.1 Landsat TM preprocessing 
In order to prepare Landsat 5 TM tiles for land cover classification it was 
necessary to undertake a series of pre processing procedures, implemented 
within the ENVI image analysis software package. Initially, scenes were 
geometrically rectified using control points obtained from the NASA Geocover 
image. Georectification was accomplished using nearest neighbour resampling, 
producing a root mean square error of less than 1 pixel. Geometrically rectified 
Landsat TM scenes were then subject to radiometric and atmospheric 
corrections. During radiometric calibration, pixel values were converted from 
digital number into radiance (equation 3.1) and subsequently to top of the 
atmosphere reflectance (equation 3.2) using gain and offset values for each 
band and the sun elevation angle extracted from the Landsat 5 TM header files. 
Conversion to reflectance was necessary in order to facilitate direct comparison 
between the spectral response of image pixels and different land cover types in 
published spectral libraries. 
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Remaining atmospheric influences were removed from the calibrated Landsat 
TM scenes through the dark object subtraction technique, using a pixel obtained 
from a deep water floodplain lake (Lu et al., 2002). The dark object subtraction 
technique is predicated upon the assumption that the dark object, in this case 
deep clear water, absorbs all incoming radiation (Chavez, 1996). Any 
reflectance observed within the selected pixels is assumed to be attributable to 
atmospheric effects and is subtracted from the spectra of the remaining pixels in 
the image. The effects of radiometric calibration and atmospheric correction are 
shown in Figure 3.1. 
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Figure 3.2. Spectral profiles of a vegetated Landsat TM pixel through calibration and atmospheric 
correction. Left- digital number. Centre- reflectance. Right- atmospherically corrected reflectance. 
3.4.2 Linear spectral unmixing 
The first and most important stage in Linear Spectral Unmixing (LSU) is the 
selection of appropriate pure end members for the image to be classified  (Van 
der Meer and De Jong, 2000). Ustin et al., (1996) stated that the variance in any 
given multispectral image can usually be characterised by between 2-6 end 
members. In past applications of LSU within Amazonian land cover 
classification green vegetation (GV), soil and shade have constituted the 3 
primary end members, whilst in some instances non photosynthetic vegetation 
(NPV) has been included as a fourth end member (Smith et al., 1990; Aguiar et 
al., 1999; Small, 2001).  
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Within this study, end members were obtained from the Landsat TM scene, in 
order to ensure that spectra were commensurate with the scale of the image 
space. This is often not the case with end members taken from spectral libraries 
or derived from field measurements (Roberts et al., 1998a). A sufficiently pure 
NPV end member could not be identified within the Beni floodplain study area, 
therefore three end members; GV, soil and shade were selected iteratively from 
the Landsat TM image. The shade end member was obtained from a deep 
water lake, whilst GV and soil end members were located in the extremes of the 
image space using scatter plots of Landsat bands TM 3,4 and 5 (Roberts et al., 
1998b). The end members were checked for consistency against spectral 
profiles for GV and soil obtained from the ASTER Spectral Library in figure 
(http://speclib.jpl.nasa.gov/).  
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Figure 3.3. Spectral profiles for a) green vegetation spectra, taken from ASTER spectral library b) green 
vegetation spectra, taken from Landsat TM image soil c) soil spectra, taken from ASTER spectral library d) 
soil spectra, taken from Landsat TM image. Vertical red line in a) and c) delineates the portion of the 
spectrum shown within b) and d). 
End members were subsequently used as input into a least squares linear 
spectral unmixing model (equation 3.3), which unmixed the Landsat TM scenes 
into three fraction images using a constrained solution. A constrained solution 
differs from an unconstrained  solution as it is subject to the conditions of 
equation 2.4, which mean that the different fractions must sum to one and 
cannot assume negative values (Garcia-Haro et al., 1996). A further step 
involved the combination of both the green vegetation and shade fractions in 
order to generate a shade ratio image. This was achieved by simply dividing the 
green vegetation image by the shade fraction image (Lu et al., 2003a). The 
shade ratio image contains information relating to canopy structure and can be 
used to discriminate between different types of forest (Shimabukuro et al., 
1998).                                                                                                                                                                             
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3.4.3 Land cover classification 
 In order to attain the highest levels of accuracy possible given the datasets 
available, and to explore the potential benefits offered by adoption of different 
classification algorithms/image processing techniques five different 
classification schemes were implemented. Four land cover maps were 
produced using Maximum Likelihood Classification (MLC) with different input 
datasets, whilst the final map was the output from combined Linear Spectral 
Unmixing-Decision Tree Classification (LSU-DTC). Processing of input datasets 
and land cover classification was implemented within ENVI Image Analysis 
software.  
The Beni floodplain was separated into a total of eight classes, which were 
determined based upon field observations and satellite imagery. Forests were 
divided into three constituent classes; primary successional stage, late 
successional stage and mature forests. Other non forest classes were pasture, 
grasslands, water, savanna and ‘burnt’ savanna. Non forest classes were 
associated with a degree of similarity and the differences are further elucidated 
within 3.5.1. Suitable training plots for the different land cover types were 
established across the study area. Quality of the training plots was checked 
using the Jeffries-Matusita distance measure, which quantifies the statistical 
separability between the spectral curves of different land cover classes on a 
scale from 0-2, with values exceeding 1.9 indicating good separability 
(Richards, 1999).  
The Maximum Likelihood Classification (MLC) algorithm represents one of the 
most widely used per pixel classifiers, and separates land cover types through 
the development of a series of average spectral signatures based upon all 
pixels within a training set. MLC calculates the probability that a pixel belongs to 
a certain class, relying upon assumption of a near normal spectral distribution 
for a given feature and an equal a priori probability between classes (Lillesand 
et al., 2008). Variability within classes is incorporated through application of a 
covariance matrix (Richards and Jia, 1999). Here, training areas were 
established for each land cover class based upon the field land cover survey 
and interpretation of Landsat TM imagery. MLC was implemented using four 
different sets of input images, derived from Landsat TM, with the aim to 
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illustrate how different processing techniques could affect classification 
accuracy. The different sets of input images comprised the original Landsat TM 
image (Digital Number values); calibrated Landsat TM image (Reflectance 
values); spectral subset of the calibrated Landsat image (Bands 3, 4, 5, 7) and 
Landsat TM subject to a Minimum Noise Fraction (MNF) transform. Intuitively 
the use of different sets of input images produced distinct land cover maps 
which were named as follows; Landsat TM digital number- Map 1; calibrated 
Landsat TM- Map 2; Landsat TM MNF transform - Map 3; spectral subset of 
calibrated Landsat TM - Map 4. 
The final land cover map was produced through application of a Decision Tree 
Classification (DTC) algorithm, using physically based fraction and shade ratio 
images output from LSU (Lu et al., 2004a). A DTC is a hierarchical classification 
tool which is characterised by no a priori statistical assumptions. Input images 
are separated into classes based upon a set of rules or thresholds which are 
defined by the expert user for the specific requirements of the classification 
(Rogan et al., 2002). Here, each rule provides only two possible outcomes and 
only one class is separated at each level, therefore it can be considered a 
binary DTC. In order to derive thresholds which are applied as rules within the 
DTC, regions of interest were defined for each land cover class based upon 
field observations and statistics extracted from the fraction images. Statistics 
were analysed and a set of thresholds developed which facilitated most 
accurate discrimination between land cover classes. Thresholds were applied 
within the DTC and the resulting classification assessed using ground truth 
data. This process was repeated iteratively, refining thresholds in order to 
increase the classification accuracy. The final land cover map produced using 
LSU-DTC was named as Map 5. 
In the post classification stages a majority filter was applied to the land cover 
classification in order to remove spurious pixels. In addition the two savanna 
classes were merged, hence the final land cover maps contained seven 
classes. 
3.4.4 Accuracy assessment 
Accuracy of the Beni floodplain land cover classifications was assessed with 
respect to a set of field observations, the collection of which is detailed within 
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3.3.1. Importantly these observations were independent of the training dataset 
used as input into the classifiers. Observations of land cover across the Beni 
floodplain formed the basis for construction of an error matrix and 
implementation of kappa analysis. The error matrix is a widely used tool for the 
validation of land cover maps and displays measures of producers accuracy 
(PA), users accuracy (UA) and overall accuracy (OA).  
User accuracy quantifies errors of commission and is calculated by dividing the 
number of correctly classified pixels within each category by the total number of 
pixels classified within that category. Overall this represents the probability that 
a pixel classified into a given category actually represents that category on the 
ground (Smits et al., 1999). Producers accuracy considers errors of omission, 
indicating how well reference pixels of a particular ground cover type are 
classified. Producers accuracy is calculated through division of the number of 
correctly classified pixels in each category by the number of reference pixels 
which are known to be of that category (Foody, 2002). Overall accuracy is a 
simple measure which is calculated through the division of the number of 
correctly classified pixels by the total number of pixels. Overall accuracy may 
provide a misrepresentation of the performance of a classifier if a large number 
of validation points are located within easily distinguishable classes such as 
water (Congalton, 1991).   
KN∑ 5kkk 	 ∑ xk∑x∑kkN 	 ∑ xk∑' x∑8 																																														3.5 
In order to provide a more robust assessment of the accuracy of the different 
classification procedures, the error matrix was supplemented by the 
implementation of kappa analysis. The kappa coefficient is a measure of 
interobserver variation and considers the difference between observed 
agreement and the agreement which would be expected to arise as a result of 
chance (Congalton and Green,). Kappa analysis can be implemented in order to 
analyse both a single error matrix and the difference between error matrices. 
Although kappa analysis possesses the scope to perform inter matrix 
comparison (Hudson and Ramm, 1987), in this study the technique will be 
applied solely to assess classification performance within single matrices. 
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3.5 Results 
3.5.1 Characterisation of floodplain land cover classes within Landsat TM 
and end member fraction images 
Figure 3.4 shows the spectral profiles extracted from the Landsat TM image for 
each of the eight land cover classes. The shape of the spectral profiles of 
different forest classes is broadly similar within Landsat TM bands 1-5. Forests 
are characterised by a steep spectral profile, with low reflectance (< 0.1)  in 
bands 1 (0.45-0.52 micrometers),2 (0.52-0.60 micrometers) and 3 (1.55-1.75 
micrometers) 7 (2.08-2.35 micrometers), and a pronounced peak in reflectance 
within the near infrared red part of the spectrum (band 4- 0.76-0.9 micrometers) 
and to a lesser extent for band 5 (1.55-1.75 micrometers). Although different 
forest types are characterised by spectral profiles with broadly the same shape, 
reflectance values for near IR and band 5 are lowest for SS1. SS2 and mature 
forest classes possess very similar reflectance intensities, with the spectral 
profiles overlapping for these two classes. A quantification of this visual analysis 
is provided by Jeffries-Matusita values shown in table 3.1. Jeffries-Matusita 
coefficients for pairs of classes including forest classes generally exceed 1.8, 
indicating that these classes are generally characterised by a high level of 
separability. However, the visual similarity of the spectra for SS2 and mature 
forest is reflected in the Jeffries-Matusita value of 1.28, which suggests that 
separation of these forest types during classification is likely to be problematic. 
The spectral profile of grasslands is similar in shape to that of the forest 
classes, although reflectance values in near IR and band 5 are the highest of 
any land cover class. The pasture land cover class is characterised by a 
spectral response which is similar to that of mature forests for bands 1-4, 
however higher reflectance values are retained for bands 5 and 7, leading to 
lower gradient in the tail of the spectral profile. The spectral response of 
savanna classes is distinct from other terrestrial land cover classes, most 
notably due to low reflectance observed within Landsat TM band 4. The spectral 
profile is relatively flat, indicating an even spectral response across the different 
wavelengths captured by Landsat TM. Table 3.1 suggests that the non forest 
classes have a high level of separability from both forest classes and other non 
forest classes, with Jeffries-Matusita values exceeding 1.9 in all cases. Water is 
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characterised by the lowest spectral response overall, with reflectance peaking 
in band 2 and falling to close to zero for bands 5 and 7. 
 
Figure 3.4. Landsat TM spectral profiles of Beni floodplain land cover classes. White line-mean 
reflectance, green lines- upper and lower quartiles, red lines-minimum and maximum reflectance.  Landsat 
band wavelengths (micrometers); Band 1- 0.45-0.52; Band 2- 0.52-0.60; Band 3- 0.63-0.69; Band 4- 0.76-
0.90; Band 5- 1.55-1.75; Band 7- 2.08-2.35.  Band 6 is a thermal band and is therefore excluded here. 
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Table 3.1. Jeffries-Matusita index of separability for Beni floodplain land cover classes. 
Class 1 Class 2 
Jeffries-
Matusita 
distance 
SS1 SS2 1.99 
SS1 Mature forest 1.96 
SS2 Mature forest 1.28 
Mature forest Pasture 1.98 
SS2 Grasslands 1.95 
Pasture Savanna 1.99 
Water Mature forest 2.00 
Water Savanna 2.00 
 
Figure 3.5 shows end member fraction images and a shade ratio image for the 
Beni floodplain, annotated with polygons which delineate areas of different land 
cover types. This is supplemented by figures 3.6 and 3.7, which graphically 
illustrate typical end member fraction values observed for the floodplain land 
cover classes. It is possible to elucidate the basic characteristics of the 
floodplain land cover classes through simple visual analysis of these figures. 
Water is perhaps the most clearly defined and easily differentiated land cover 
type within the study area, possessing high values for the shade end member 
fraction, whilst exhibiting minimal response in GV and soil. Forest classes (SS1, 
SS2 and Mature forest) generally possess high values in the GV and shade 
classes and very low values in the soil fraction. SS1 is characterised by the 
highest shade and soil fractions whilst exhibiting the lowest value for GV. End 
member fraction values for SS2 and mature forests are very similar, although 
SS2 exhibited a slightly higher value for GV and a lower value for shade. These 
attributes are reflected and accentuated in the shade ratio image, where SS2 
exhibited the highest value, followed by mature forest and SS1. Fraction values 
for grasslands are comparable to those of forest classes, this is intuitive given 
the similarity in spectral responses. However grasslands are distinct from 
forests as they exhibit the highest shade ratio value of any class, this is 
attributable to the combination of high values for GV and low values for shade. 
The soil fraction image is generally very dark in comparison to both the GV and 
shade fractions, which is unsurprising given that forest dominates land cover 
within the region of the Beni floodplain shown in figure 3.5. The spatially limited 
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regions which appear bright within the soil fraction image generally correspond 
to savanna land cover located to the south east corner of the image. Figure 3.7 
 
Figure 3.5. Fraction images derived through linear spectral unmixing of Landsat TM scene. Lighter areas 
denote high fraction values. 
A: Green vegetation 
D: Shade ratio C: Shade 
B: Soil 
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illustrates that savanna possesses the highest soil fraction values of any class, 
accompanied by relatively high values for shade, whilst possessing the lowest 
GV fraction value of any terrestrial land cover class. It is difficult to visually 
distinguish areas of pasture from the fraction images displayed in figure 3.5. 
However, figure 3.7 illustrates that pasture land cover possess a unique 
response in terms of end member fractions. This response is typified by 
relatively high values for GV, whilst the value of for soil is lower than for 
savanna but greater than for all other classes. 
 
Figure 3.6. Average end member fraction values for forest/grassland classes. 
 
Figure 3.7. Average end member fraction values for unforested land cover classes. 
These results illustrate that floodplain land cover classes can be differentiated 
using end member fraction images derived from Linear Spectral Unmixing. 
Analysis of these results is a precursor to the elucidation of thresholds which 
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can subsequently be applied within a decision tree classification framework. 
Forested land cover classes generally exhibit very low values in the soil fraction, 
enabling them to be distinguished relatively easily from non forested land cover 
types, with the exception of grasslands. Despite possessing relatively similar 
characteristics in terms of end member fractions, forests/grasslands vary 
systematically in the balance between GV and shade end member fractions, 
which is enhanced within the shade ratio image. Water is predominated by the 
shade fraction and is therefore distinct from all terrestrial classes. Savannas 
and pastures are the most spatially extensive non forest classes and are 
relatively easily differentiated, with savannas characterised by a higher soil and 
lower green vegetation response when compared to pasture. 
3.5.2 Spatial distribution of Beni floodplain land cover 
Figures 3.8 and 3.9 illustrate that the Beni floodplain is dominated by broadleaf 
forest and savanna/pasture land covers, which account for 45 % and  46 % of 
the areal extent of the study area respectively. The third largest land cover class 
is water, comprising the Beni main stem, plus numerous smaller floodplain river 
channels and the large lakes located to the east of the study area. Areas of 
grassland are relatively localised and occupy only 2 % of the study area. These 
are the primary constituent classes which make up the complex mosaic of Beni 
floodplain land cover. 
A large continuous area of broadleaf forest flanks the main stem of the Beni to 
the east and west for the length of the study area. For the upstream portion of 
the reach (stretching from the southern limit of the study area, to around 75 km 
north of Rurrenabaque) forest cover is extensive on both sides of the river 
channel. To the west of the Beni continuous forest extends to the foot of the 
sub-Andes, with the exception of an unforested basin, approximately 40 km in 
length, which contains of a series of lakes and areas of grassland/pasture. The 
SRTM DEM (figure 3.10) illustrates that this unforested basin possesses an 
elevation which is comparable to the floodplain on the east side of the channel, 
whilst surrounding forest stands upon the west side of the channel are located 
upon ground which is characterised by higher elevations. On the eastern side of 
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Figure 3.8. Landsat TM false colour composite image for the Beni floodplain study area. 
Upstream 
Middle 
Downstream 
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Figure 3.9. Map 5, Beni floodplain land cover produced by LSU-DT classification. 
Upstream 
Middle 
Downstream 
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Figure 3.10. SRTM DEM for the Beni floodplain study area. 
Upstream 
Middle 
Downstream 
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the river channel in the upper reaches the corridor of floodplain forest increases 
in width with distance down the floodplain, at its maximum extent the forested 
area extends to a distance of approximately 50 km from the channel.  
Overall forest cover within this part of the floodplain is dominated by ‘Mature’ 
stands which account for ~85 % of forested areas. Successional forests 
constitute a smaller proportion of forest cover, with ‘SS1’ and ‘SS2’ accounting 
for 7 % and 8 % of total forest cover respectively. Although stands of 
successional forest can be found across the floodplain, they are most 
commonly located in close proximity to the river channel. SS1 stands proliferate 
most commonly upon point bars, whilst late successional (SS2) stands can be 
found adjacent to SS1 stands on older point bar deposits or on the cut bank 
side of the channel. The distal floodplain within the upper reaches of the study 
area, located to the east of the large group of lakes, is characterised by 
savanna/ pasture land cover classes and is known locally as ‘pampas’. No clear 
boundary exists between forest and savanna in this part of the floodplain, rather 
a transitional zone exists which is characterised by a complex mosaic of 
different forest/ non forest land cover types. The SRTM DEM indicates that this 
region of the floodplain is characterised by a low level of topographical variation, 
with elevation decreasing gradually away from the main Beni channel. 
In the middle section of the study reach the floodplain forest on the west side of 
the Beni extends away from the channel for only 5 - 10 km, where it borders a 
large expanse of savanna. This area of savanna extends as far as the 
confluence of the Beni and the Madidi river at the downstream end of the reach, 
and is intersected by several thin stands of gallery forest which are located 
along the course of small tributaries of the Beni.  A similar narrowing of the 
corridor of floodplain forest is observed on the east side of the floodplain within 
the middle section of the reach. The presence of a large region of savanna, 
which dominates the north east of the study area, limits the extent of the 
floodplain forest. Consequently, within the downstream section of the reach 
forest stands extend only 5-10 km away from the Beni channel. In contrast to 
the upstream/middle reach where a complex mosaic of forest/savanna land 
cover exists, the downstream section of the reach exhibits a much clearer 
transition between forest and savanna. The SRTM DEM illustrates that 
topography within the downstream part of the reach is more complex, with 
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savanna areas on the east and west side of the channel being characterised by 
a significant increase in elevation in comparison to the adjacent forested areas.  
3.5.3 Land cover classification accuracy assessment 
Table 3.2 is an error matrix which illustrates results of the accuracy assessment 
of the five land cover maps generated within this study. The least accurate land 
cover classification was produced through application of MLC to uncalibrated 
Landsat TM imagery (Map 1), exhibiting an overall accuracy level of 79.91%. An 
improvement in overall accuracy and kappa coefficient was observed in all 
cases where MLC was applied to Landsat TM images subject to further 
processing. A relatively small increase in accuracy (~1.2%) was achieved 
through use of calibrated Landsat TM images (Map 2 ). Larger, but modest 
increases were observed from MNF transformed Landsat TM images (Map 3) 
~3.4 %, and a subset of Landsat TM bands (Map 4) ~4.8 %.  The highest levels 
of overall accuracy (90.47%) were attained for the land cover map produced 
through using end member fraction and shade ratio images as input into DTC. 
Kappa coefficient values increase in a similar manner with additional 
processing, providing further support to the overall accuracy results. The 
assessment of overall classification accuracy illustrates that significant 
increases in classification performance can be accrued through expanding the 
scope of land cover classification in terms of classification algorithms and input 
datasets. Implementation of simple MLC classification techniques on 
uncalibrated multispectral imagery produced the least accurate land cover 
classification, whilst application of DTC using LSU derived fraction images 
resulted in an increase in classification accuracy of > 10%. 
A more detailed analysis of classification accuracy undertaken at the level of 
individual classes illustrates that the highest levels of accuracy are achieved for 
the non forest classes of pasture and water. The minimum users and producers 
accuracy for these classes across the different classifications approaches is 
80%, although 100% accuracy is commonly achieved. Similar levels of 
accuracy (commonly exceeding 90%) are observed for the early successional 
forest class (SS1). However, a significant decline in performance is evident for 
late successional and mature forest classes, which are less well separated than 
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Table 3.2. Error matrix illustrating the accuracy and kappa coefficient of Beni land cover maps derived using different classification schemes. Map 1 is produced through MLC of raw 
Landsat TM images with digital number values. Map 2 is produced through MLC of calibrated Landsat TM images with reflectance values. Map 3 is generated based upon MLC of 
MNF transformed Landsat TM image. Map 4 is generated through classification of a subset of Landsat TM bands (bands 3,4,5,7). Map 5 is derived based upon a combined LSU-DTC 
approach. The variation in land cover distribution displayed within the different land cover maps illustrated within this table  is relatively small and difficult to determine visually at the 
scale of the whole floodplain. Therefore only one floodplain land cover map is presented here (Map 5) in figure 3.9, in order to visually illustrate the broad distribution of land cover 
across the floodplain.
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other floodplain land cover classes. This decline in performance is marked by 
the larger disparity which exists between the UA and PA for SS2 and mature 
forest classes. Typically SS2 has a users accuracy which is very high and a 
producers accuracy which is considerably lower, whilst the reverse is true for 
the mature forest class which features a high value for PA and a lower value for 
UA. The disparity between UA and PA varies for the different classification 
procedures. For MLC using uncalibrated Landsat TM imagery (Map 1) the 
disparity between UA and PA for SS2 and mature forests is in excess of 50 % 
and 35% respectively. This disparity is ameliorated through application of more 
complex classification methodologies, with increases in accuracy for SS2 and 
mature forests corresponding in line with increases in overall accuracy. The 
best performance for SS2 and mature forest classes are observed for the LSU-
DTC approach (Map 5), where PA and UA exceed 75% for both SS2 and 
mature forests, constituting a considerable increase in accuracy in comparison 
to simple MLC. 
3.6 Discussion 
The spectral profiles of forest classes (figure 3.4) are characterised by a sharp 
decline in reflectance to Landsat TM band 3 and peak reflectance in band 4, 
which correspond to the red and near infra red parts of the electromagnetic 
spectrum. This is intuitive, given that chlorophyll in green vegetation is known to 
absorb strongly in the red part of the spectrum, whilst forest canopies reflect 
strongly in Landsat TM band 4 (Jones and Vaughn, 2010). Although the 
spectral profiles of grasslands and SS1 forests are distinct from other classes, 
mature forests and SS2 forests exhibit partially overlapping profiles, indicating 
that separation of these classes based solely upon their spectra is likely to be 
problematic. The similarity in spectral response of forests is also reflected in the 
typical end member fraction values for each class. However, figures 3.6 and 3.7 
suggest that the fraction images and shade ratio image accentuate the 
difference between the forest types, enhancing the ability to separate these 
classes (Shimabukuro et al., 1998). This strongly suggests that unmixing of the 
Landsat TM image into end member fractions enhances the ability to 
differentiate between forest types (Kawakubo et al., 2013). 
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Figure 3.12. A typical SS1 forest stand located upon a point bar deposit, illustrating high density of 
Tessaria integrifolia and the giant grass Gynerium sagittatum. 
 
Figure 3.13. A typical SS1 forest stand characterised by Cecropia spp, and Gynerium Sagittatum which 
form an open canopy. 
94 
 
 
 
Figure 3.14. A typical SS2 forest stand located upon a point bar deposit, of older ages form a closed 
canopy. 
 
Figure 3.15. A typical mature forest stand located upon the cut bank side of the Beni, characterised by a 
closed canopy with greater vertical structure. 
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Figure 3.16. A typical mature forest stand on the cut bank side of the Beni. 
End member fraction images have a physical basis (Roberts et al., 1995), and 
thus the values for each land cover class can be interpreted based upon field 
observations. SS2 and Mature forest are relatively similar in terms of fraction 
values, with both classes possessing a very low proportion of the soil end 
member (Lu et al., 2004b). Green vegetation and shade fraction values are 
relatively similar, with SS2 characterised by marginally greater proportions of 
GV and lower proportion of shade. The difference between SS2 and mature 
forests is enhanced within the shade ratio image, which provides the most 
effective means to discriminate between the two classes. This similarity is 
largely unsurprising given that late successional forests and mature forests are 
often comparable in terms of their biophysical, and hence spectral 
characteristics (Batistella, 2001). Within the Beni floodplain study area SS2 and 
mature forests are characterised by a closed canopy, shown in figures 3.14-
3.15, precluding a high proportion of soil within the fraction images. Field 
observations suggest that the canopy of mature forests feature a greater level 
of heterogeneity in their vertical structure. Consequently the degree of shading 
is higher in mature forests, leading to a lower shade ratio value than that 
observed for SS2, which exhibits a more uniform canopy structure. A similar 
effect was observed by Lu et al., (2003a), who found that the proportion of the 
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shade end member increased from successional to mature forests as a result of 
the increase in vertical structure/geometric heterogeneity of the forest canopy 
due to the presence of emergent trees and gaps. 
 
Figure 3.17. A typical area of grassland upon the Beni floodplain featuring high vegetation vigour and 
minimal shading effects. 
 
Figure 3.18. A typical area of grassland upon the Beni floodplain. 
SS1 is the only forest class which possesses a shade fraction value exceeding 
that of green vegetation, whilst also exhibiting a higher soil fraction than both 
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SS2/Mature forest. Reconciliation of fraction values with field observations for 
SS1 is slightly more complex than for the aforementioned forest classes. SS1 
forests upon the Beni floodplain are commonly dominated by Gynerium 
sagittatum, a large fast growing species of grass, interspersed with light 
demanding trees such as Tessaria integrifolia and  Cecropia spp. These stands 
form homogeneous open canopies, illustrated in figure 3.13, characterised by a 
relatively low Leaf Area Index (LAI) which can be attributed as the primary 
reason for the relatively small GV and elevated soil fraction values associated 
with this class. The high proportion of shade fraction exhibited by SS1 forests is 
somewhat counter intuitive, as field observations suggest that the relatively 
simple open canopy structure and low LAI results in a relatively low degree of 
shading. However it is hypothesised that the high proportion of shade can be 
attributed to the presence of significant volumes of Non Photosynthetic 
Vegetation (NPV) in the understory of SS1 forests, pictured in figure 3.12. In the 
absence of a dedicated end member, the NPV which characterises SS1 stands 
is primarily constituted by live and dead stems of Gynerium sagittatum, is 
allocated to the shade fraction during the unmixing process. 
Of the four classes illustrated in figure 3.6, grasslands are characterised by the 
highest value for green vegetation and the lowest value for shade, resulting in 
the highest shade ratio values. The high proportion of the green vegetation 
fraction which characterises grasslands can be attributed to the intense vigour 
of the continuous grass/herbaceous vegetation cover which occupies these 
areas, illustrated in figures 3.17 and 3.18. In addition, the absence of vertical 
structure within the vegetation results in negligible amounts of shading. In terms 
of their vegetation structure, these grasslands can be classified as ‘bajios’, 
seasonally inundated lands characterised by high water availability and 
vigorous growth of herbaceous vegetation (Haase and Beck, 1989).   
Of the remaining non forest classes, water is characterised by a flat spectral 
profile indicating a low response in all Landsat TM bands. This characteristic is 
reflected in the end member fractions, with water marked by a strong response 
in the shade image. Clear water, shown in figure 3.25, absorbs at all 
wavelengths within the portion of the electromagnetic spectrum covered by 
Landsat TM (Jones and Vaughan, 2010), and thus appears similar to shaded 
areas in terms of Landsat TM reflectance. Water exhibits a slightly elevated 
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response in the vegetation fraction, which can be attributed to the high levels of 
turbidity observed within many water bodies within the Beni study area as a 
result of high suspended sediment concentrations (Guyot, 1993), illustrated in 
figure 3.23 and 3.24.   
 
Figure 3.19. A typical area of pasture upon the Beni floodplain, characterised by short grass and sporadic 
trees/palms. 
 
Figure 3.20. A typical area of pasture upon the Beni floodplain. 
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Figure 3.21. A typical area of savanna upon the Beni floodplain, exhibiting exposed bare soil interspersed 
with grass tussocks and small shrubs/trees. 
 
Figure 3.22. A close up view of the bare ground tussock structure which typifies savanna land cover upon 
the Beni floodplain. 
For the pasture class, fraction values broadly reflect field observations, with a 
high response for the GV end member attributable to grass coverage which is 
illustrated in figures 3.19 and 3.20. Smaller contributions from shade/soil can be 
100 
 
linked to the presence of sporadic tree/palm cover which were observed in the 
field, and areas of exposed soil which arise due to grazing of these lands by 
large numbers of cattle. The spectral response of savanna regions is distinct 
from other land cover classes found upon the Beni floodplain, with high 
proportions of soil and shade fractions and a low response for green vegetation. 
Savannas observed within the Beni study area were typically characterised by 
bare ground covered with dry bunchgrass, interspersed by shrubs and small 
trees. Typical savanna land cover observed upon the Beni floodplain is shown 
in figure 3.21 and 3.22. Field observations suggest that these savannas can be 
characterised as the ‘Altura’ dry bunchgrass savannas documented by Haase 
and Beck (1989), which form within areas of well drained soils. Field work was 
undertaken in October at the end of the dry season, whilst Landsat TM scenes 
were captured in November before the onset of the rainy season. At this stage 
of the hydrological year, soils were very dry and vegetation within savanna 
regions showed visual signs of water stress. Hence, it is hypothesised that the 
high proportion of shade which characterises the savanna class can be 
explained by the allocation of dry vegetation to NPV rather than green 
vegetation during the unmixing process, in a similar manner to SS1 forests. 
 
 
Figure 3.23. The Beni channel, illustrating a high level of turbidity as a result  of  high suspended sediment 
concentrations. 
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Figure 3.24. Lake Rocagua, the largest of the Beni floodplain lakes, characterised by a high level of 
turbidity. 
 
Figure 3.25. The Negro, a black water tributary which confluences with the Beni in the downstream section 
of the study reach. 
Through interpretation of the land cover map with respect to Landsat TM 
imagery, the SRTM DEM and field observations it is possible to gain some initial 
insights into the functioning of the Beni floodplain. Despite a scarcity of 
quantitative work, numerous past studies have described land cover dynamics 
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within the Llanos de Mojos. Haase and Beck (1989) stated that the spatial 
arrangement of land cover within the Llanos is primarily dependent upon 
elevation. Relatively small differences in elevation are pre eminent in controlling 
both flood duration during the wet season in addition to water availability during 
the dry season, and thus the length of the overall growing season for floodplain 
vegetation.  
Through visual analysis of the land cover map and the SRTM DEM it is clear 
that for large areas of the Beni floodplain, non forest land cover is prevalent 
within areas characterised by lower elevations. A clear example of this is 
illustrated by the basin located within the upstream part of the study reach to the 
west of the river channel, which contains a large lake and is characterised by a 
relatively low elevation with respect to surrounding areas. SAR images, detailed 
further in chapter 6, indicate that this basin is commonly inundated to a 
substantial depth during the wet season as the lake expands, precluding forest 
growth over a significant area. In contrast, surrounding areas which are 
characterised by higher elevation, and hence are not subject to flood 
inundation, are characterised by continuous dense forest cover. This effect is 
also observed over vast areas of the distal floodplain to the east of the Beni 
channel in the upper and middle reaches of the study area, which is dominated 
by savanna land cover known locally as ‘pampas’. The distal floodplain is 
associated with a lower elevation than raised levees located in close proximity 
to the channel, hence flood waters accumulate in distal areas, which experience 
extended periods of inundation and are maintained as pampas. 
The results and observations made within this chapter support previous 
hypotheses relating to the functioning of the Beni floodplain (Haase and Beck, 
1989). The findings demonstrate that flood inundation precludes growth of 
forest stands, and in turn demonstrates that excess surface water present 
during the wet season exerts a first order control upon land cover. It is well 
established that the extended duration of inundation upon Amazonian 
floodplains exerts a significant impact upon the growth of woody tree species, 
through the creation of anoxic conditions (Junk et al., 1997). Amazonian tree 
species are characterised by a wide variety of adaptations which allow 
individuals to tolerate flooding (Parolin et al., 2008). However Wittmann et al., 
(2004) demonstrated that depth and duration of inundation are preponderant in 
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determining the successional stage of floodplain forest stands, with a higher 
magnitude of flooding maintaining forests within early stages of succession. 
Accordingly, it is clear that large areas of the Beni floodplain are characterised 
by low elevations and are subject to annual inundation of a duration which 
precludes the establishment of successional forest stands, supporting the 
growth of only herbaceous vegetation.  
Further investigation of floodplain land cover maps and the SRTM dataset also 
reveals the presence of large areas of savanna land cover that are 
characterised by higher ground elevations than adjacent forest stands. Perhaps 
the clearest example of a ‘raised’ savanna is constituted by the area of relatively 
high elevation located to the east side of the Beni channel in the middle to 
downstream section of the reach. This area of raised elevation can be attributed 
to the processes of tectonic uplift (Dumont, 1996), further elaborated within 
chapter 2. The SRTM DEM suggests that this surface is 3-4 m higher than the 
ground elevation of surrounding forest stands. Indeed field observations 
corroborated this, confirming that a step in elevation exists around the edge of 
the raised surface, with the forest- savanna boundary roughly corresponding 
with the top of this elevation step. This step in elevation, which resembled a 
terrace formation, is likely the product of fluvial erosion of the tectonically raised 
surface by the Beni during its occupation of former channel belts to the east of 
its current position (Dumont and Hanagarth, 1993). Raised savannas are also 
observed extensively to the west of the Beni main stem. 
The ‘raised’ savannas, which constitute a substantial portion of the study area, 
pose interesting questions relating to the hydrological functioning of the Beni 
floodplain. As these areas are typically 3-4 m higher than surrounding areas of 
forested floodplain, they are not subject to overbank inundation, even during the 
largest floods. Rather, field observations and anecdotal evidence suggest that 
the raised savannas are inundated to a shallow depth (up to ~20-30 cm) during 
the wet season, as a result of surface run off in response to heavy rainfall. It is 
postulated that water drains quickly from these areas via small channel 
networks to lower parts of the floodplain, hence the raised savannas are not 
thought to be inundated for extended durations. As broadleaf forest stands are 
able to develop upon adjacent regions of the floodplain characterised by lower 
elevation, which are subject to greater depths and duration of inundation, the 
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maintenance of raised areas as savanna cannot be attributed to water excess 
induced by flooding. Rather, it is hypothesised that forests are unable to 
establish due to a water deficit which manifests within areas of high elevation 
during the dry season. Herbaceous vegetation located within these areas 
exhibited clear signs of water stress at the end of the dry season, whilst soils 
across the savannas were also extremely dry. As the savannas are typically 
raised by an elevation of 3-4 m, it is thought that the water table in these areas 
is further below the ground surface relative to other surrounding areas of the 
floodplain, meaning that ground water is less readily available for utilisation by 
vegetation, thus limiting growth.  
These results and observations are significant, with the presence of savannas 
in areas of higher elevation than neighbouring forest stands indicating that flood 
inundation does not exert the dominant influence upon land cover in all parts of 
the Beni floodplain (Haase and Beck, 1989). Overall, findings suggest that the 
spatial distribution of forest and savanna land covers is dependent primarily 
upon elevation, which in turn controls the balance between water excess 
associated with flood inundation dynamics in some areas, and dry season water 
availability in other parts of the floodplain (Haase and Beck, 1989). 
Within the study area SS1 forest stands are primarily located within close 
proximity to the Beni main channel upon new point bar deposits. Point bars are 
formed through the process of channel migration and are associated with the 
youngest stand ages, making them the most common location for the inception 
of primary successional vegetation growth (Peixoto et al., 2009). SS1 stands 
are also located within isolated locations away from the main river channel. In 
these areas stands are much older and it is likely that SS1 forests represent the 
incipient stages of secondary succession following natural or anthropogenic 
disturbances.  
SS2 stands are also most commonly located upon older point bar deposits 
which are located adjacent to SS1 stands, this is intuitive as they form the next 
stage of the primary successional sequence (Wittmann et al., 2002). SS2 
stands are more widely distributed throughout the channel belt, whilst a visual 
analysis suggests an increase in their extent within the downstream section of 
the reach. However, the increased extent of SS2 forests within the downstream 
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portion of the study reach, along with potential reasons for this change, are 
difficult to quantify as logistical constraints prevented access to these areas 
during the field campaign. Mature forests are widespread and account for the 
majority of the area of forest which make up to 50% of the areal extent of the 
Beni study area. Within the channel belt, mature forests are generally located 
within stable locations which have not been disturbed through lateral movement 
of the river channel (Peixoto et al., 2009). Outside the channel belt, direct 
influence from the Beni diminishes and mature forests account for a greater 
proportion of overall forest cover. 
The distribution of non forest classes shows a distinct spatial pattern which 
differs between the upstream and downstream parts of the Beni floodplain study 
area. In the upstream part of the study reach, non forested areas are 
characterised by both savanna and pasture land covers which form a highly 
heterogeneous spatial mosaic. Areas of grasslands are also prevalent within the 
upstream part of the study reach, being preferentially located within abandoned 
channel features which are associated with greater water availability, promoting 
vigourous vegetation growth. However the spatial distribution of non forest land 
cover changes significantly within the downstream reach of the study area, with 
non forested regions of the floodplain dominated almost exclusively by savanna 
land cover. This disparity in pasture may be attributable in part to anthropogenic 
influence as the majority of the population of the study area is concentrated in 
the upstream part of the study reach around the towns of Rurrenabaque, Reyes 
and Santa Rosa. However, field observations suggest that the primary 
difference between the upstream/downstream portions of the study area is 
water availability, which is strongly linked to floodplain elevation. The vast 
expanses of ‘altura’ savanna which dominate non forest land cover in the 
downstream part of the study reach are located upon areas of raised elevation 
which are not subject to overbank inundation from the Beni. Field observations, 
particularly microtopography of mounds and depressions, indicate that these 
‘altura’ areas are subject to shallow inundation as a result of local precipitation 
during the wet season (Pouilly et al., 2004). However the soils within these 
areas are well drained, suggesting that these ‘alturas’ quickly lose their water at 
the onset of the dry season, hence limiting the length of the growing season and 
restricting vegetation types to primarily perennial bunchgrasses (Sarmiento, 
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1984). In contrast, the non forested region within the upstream part of the reach 
is characterised by lower elevations and subject to inundation sourced from 
both overbank flooding and local precipitation and can be  broadly classed as 
‘bajio’ (Haase and Beck, 1989). Bajios are characterised by less well drained 
soils and exhibit higher water availability which persists through the dry season. 
This facilitates the growth of a greater diversity of herbaceous vegetation 
species, resulting in a more heterogeneous mosaic of land cover types. These 
results and interpretations provide further evidence that floodplain elevation and 
hydrology are pre eminently important in determining the spatial distribution of 
land cover upon the Beni floodplain. 
The overall levels of accuracy associated with the land cover maps generated 
here are very good and are equivalent to studies which have been undertaken 
in other parts of Amazonia. The accuracy of Beni floodplain land cover maps 
varies between 79.9 % for a simple MLC approach and 90.47% for a combined 
LSU-DT classification. The accuracy of land cover classification achieved within  
studies undertaken within the Brazilian Amazon, varied from 77% to 86% 
(Shimabukuro, et al., 1998; Lu et al., 2003a; Kawakubo et al., 2013). Kappa 
coefficient values are also equivalent to those observed within other studies. In 
a broader sense the results of this classification exercise are also comparable 
with the findings of Lu et al., (2004a; 2004b), in terms of the increasing levels of 
performance offered by the implementation of more sophisticated classifiers 
such as a combined LSU-DTC approach in comparison to simple supervised 
classification. These results suggest that the implementation of sophisticated 
algorithms is maximising the potential of land cover classification for Amazonian 
study areas, and that overall accuracy levels of 80-90% can be realistically 
achieved when utilising medium resolution multispectral imagery such as 
Landsat TM. 
Although overall classification accuracy is very good, it is clear that this bulk 
measure of performance masks some of the poorer results obtained at the level 
of individual classes (Foody, 2002). SS1, water and pasture are characterised 
by a producers and users accuracy which exceed 90 % for all classification 
approaches. This high level of accuracy indicates that these classes are easily 
differentiated, even by the simpler classification algorithms. In contrast, the poor 
producers accuracy observed for SS2 and users accuracy for mature forests 
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can be considered unsatisfactory. For the simple MLC classification approach 
PA and UA for SS2 and mature forests respectively were lower than 60%. 
These results can be considered symptomatic of a systematic over 
classification of mature forest and under classification of SS2. A low users 
accuracy for Mature forest is attributable to the large number of total pixels 
classified within this class, generating errors of commission (Richards, 1999). 
Low producers accuracy for SS2 is indicative of errors of omission resulting 
from a low number of correctly classified pixels within this class.  
Low levels of accuracy observed for SS2 and mature forests can be attributed 
to the combined effects of vegetation heterogeneity, smooth transitions between 
forest types and limited resolution of Landsat TM (Shimabukuro et al., 1998). As 
a direct consequence of these factors SS2 and Mature forests possess very 
similar spectral signatures, this is reflected in the poor separability indicated by 
the Jeffries-Matusita index value for the two classes. Importantly, the utilisation 
of the LSU-DT algorithm significantly increased the performance of the 
classification with respect to SS2 and Mature forests, with accuracies exceeding 
75% for both classes. This suggests that utilisation of a more complex 
classification algorithm which possesses the ability to quantitatively address the 
problem of mixed pixels ameliorates the problems faced by simple per pixel 
classifiers when classifying heterogeneous regions of forest (Kawakubo et al., 
2009). Therefore, within this particular classification exercise, the improvements 
in overall accuracy offered by the more complex LSU-DT classifier are accrued 
primarily through improvements in the discrimination of different forest types. Lu 
et al., (2003a) obtained comparable results, finding that differentiation of forest 
classes often proved difficult due to the allied issues of forest heterogeneity, 
smooth transitions between forest types and inadequate resolution of 
multispectral imagery. The authors of the aforementioned studies also 
concluded that forests could be separated more easily using LSU derived 
fraction images than Landsat TM spectral signatures. 
The Beni floodplain study area covers a vast, largely inaccessible area and is 
characterised by high levels of heterogeneity in terms of both forest and non 
forest land cover. Logistical factors limited the scope of field observation, hence 
field data covered only a relatively small proportion of the overall floodplain 
area. Therefore, although the land cover classification performed very well in 
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quantitative validation, the spatial limitations of the field dataset introduces the 
potential for proliferation of ‘unknown’ errors, which constitute the primary 
limitation of this classification exercise. Perhaps the most significant of these 
uncertainties is the potential presence of further forest/non forest land cover 
types upon the Beni floodplain which were not observed during the field survey 
and hence could not be differentiated during classification. This is somewhat 
inevitable given the extent of the Beni floodplain study area and the 
considerable variability which exists in the characteristics of these land cover 
types across environmental gradients and due to anthropogenic factors (Beck, 
1983). However visual inspection and interpretation of the multispectral Landsat 
TM imagery did not reveal the presence of any obvious further classes for 
inclusion within the classification scheme. 
Whilst it is not possible to quantify such unknown errors, an awareness of the 
implications of both quantified and unquantified uncertainties is important within 
the context of this study. Particularly significant here are the implications of 
uncertainties when the map is utilised within data processing and analysis in 
subsequent chapters. Within chapter five the land cover map will form a key 
input dataset for the generation of a bare earth DEM, facilitating the removal of 
positive vegetation biases from the SRTM DEM (Yamazaki et al., 2012). The 
land cover classification will be utilised in order to generate zonal average 
canopy height maps, in which each forest class is assigned an average canopy 
height value. Intuitively, within misclassified areas an incorrect value for canopy 
height will be applied within the correction of vegetation bias, leading to 
underestimation or overestimation of the bare earth elevation (Baugh et al., 
2013). In addition, within chapter 6 the land cover map is utilised in the 
processing of L-band PALSAR SAR and SMMR imagery in order to derive flood 
inundation information for the Beni floodplain study area. In these analyses the 
land cover map was applied as a forest mask, owing to the fact that the 
backscatter response is distinct for forest/non forest areas within these 
imageries. Results presented here suggest that the classification algorithms 
perform well when separating forest/non forest classes, thus uncertainties in the 
land cover map are unlikely to constitute a significant source of error in derived 
flood inundation extent. In addition, the confusion amongst non forest classes is 
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unlikely to propagate significant errors within any of the subsequent analyses in 
this thesis, 
3.7 Conclusions 
Overall, acceptable levels of accuracy were obtained for all classification 
approaches adopted within this study, illustrating that useful land cover 
information can be extracted for Amazonian study areas using Landsat TM 
imagery and simple supervised classification approaches (Shimabukuro et al., 
1998). However, a more in depth analysis revealed that accurate separation of 
the different forest types is problematic using traditional per pixel approaches to 
classification (Lu et al., 2003a). These challenges can be attributed to the 
problems posed by the presence of mixed pixels, which occur due to the limited 
spatial resolution of Landsat TM imagery combined with the spectral similarity 
and smooth transition between different forest classes (Budreski et al., 2007). 
Despite the problems faced when attempting to accurately classify Amazonian 
land cover, the results of this study suggest that the utilisation of more 
advanced image processing techniques and classification algorithms yield 
significant benefits in terms of overall accuracy (Kawakubo et al., 2013). Indeed 
the implementation of a combined Linear Spectral Unmixing-Decision Tree 
classification approach resulted in an increase in overall accuracy of > 10 % 
when compared to simple Maximum Likelihood Classification. Improvements 
were accrued primarily through more successful discrimination of different forest 
types, facilitated by the ability of the LSU-DT classification scheme to 
quantitatively address the mixed pixel problem (Van der Meer and De Jong, 
2000).  
The overall accuracy of the land cover map produced through LSU-DT 
classification was 90 %, slightly greater than accuracy levels obtained by Lu et 
al., (2003a; 2004a). Such levels of overall accuracy can be considered excellent 
given the issues of data availability combined with the complex nature of the 
study area, and indicate that the land cover map is appropriate for use as input 
to further analysis in subsequent chapters. Nevertheless it is important to 
consider the uncertainties associated with the land cover map, particularly the 
difficulty in differentiation of SS2 and mature forest, and the potential 
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implications of this misclassification of forest types within the generation of bare 
earth DEMs (Yamazaki et al., 2012; Baugh et al., 2013). 
Through interpretation of the land cover classification in light of field 
observations and ancillary datasets, primarily the SRTM, it has been possible to 
elucidate basic information with respect to the ecological functioning of the Rio 
Beni. Results suggest that hydrological characteristics, namely flood inundation 
and dry season water availability, are preeminent in determining land cover 
distribution upon the Rio Beni. More specifically it is clear that substantial areas 
of savanna are maintained upon the tectonically raised surfaces within the north 
eastern part of the floodplain (Dumont, 1996) where water availability is low, 
thus precluding forest growth. Extensive savannas are also present at relatively 
low elevations in the distal floodplain within the upstream and middle sections of 
the reach (Hanagarth, 1996). These areas are characterised by relatively low 
elevation and experience high magnitudes of inundation, which preclude the 
establishment of continuous tropical forest stands (Haase and Beck, 1989).  
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4. Accuracy assessment of the SRTM dataset for the Beni 
floodplain 
4.1 Introduction 
The Shuttle Radar Topography Mission (SRTM) was flown aboard the Space 
Shuttle Endeavour between the 11th February and 22nd February 2000 and 
constituted the world’s first spaceborne fixed-baseline interferometric synthetic 
aperture radar (Rabus et al., 2003). SRTM orbited at an altitude of 233 km with 
an inclination angle of 57o, thus facilitating collection of topographic data for 
approximately 80% of the Earths’ land surface between latitudes of 60o north 
and 57o south. Two InSAR systems operated aboard the mission; the C-band 
(5.6 cm, 5.3 GHz) sensor which was commissioned by the United States and 
the German X-band (3.1 cm, 9.6 GHz) sensor. The swath width of the C-band 
was 225 km, resulting from the 60 m fixed baseline configuration and operation 
in ScanSAR mapping mode (Rodriguez et al., 2006). During the 11 day mission 
which featured 159 orbits, the C-band and X-band sensors mapped a total area 
of 177 million km2, collecting over 12 terabytes of data. 
  
Following the mission, interferometric processing of the C-band SRTM dataset 
was undertaken by NASA Jet Propulsion Laboratory (JPL). Multiple data takes 
were averaged and noise present in the interferogram was reduced through 
utilisation of a boxcar low pass filter and power spectral filtering (Hensley et al., 
2000). In the final processing step SRTM data were smoothed using a variable 
width boxcar filter (Smith and Sandwell, 2003). SRTM datasets were released 
at a spatial resolution of 1 arc-second (30 m) for the United States, and 3 arc-
seconds (90 m) for the rest of the world, vertical elevation was referenced to the 
WGS84 geoid. 
 
Pre mission accuracy specifications stated that the SRTM was expected to 
possess an absolute horizontal circular accuracy of less than 20 m, whilst 
absolute and relative vertical accuracy were expected to be better than 16 m 
and 10 m respectively at the 90% confidence level (Bamler 1999). Since 
release, SRTM data have been validated extensively with respect to Ground 
Control Points (GCPs) obtained from numerous sources including field surveys 
and other remote sensing observations (Curkendall et al., 2003; Sun et al., 
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2003). Results of the initial accuracy assessment indicated that the SRTM 
dataset can be considered both the highest resolution and most accurate global 
representation of topography generated to date (USGS, 2005). Rodriguez 
(2005) found that horizontal accuracy of SRTM was better than 12 m whilst 
absolute and relative vertical accuracy were 9 m and 10 m respectively, 
indicating that the dataset comfortably exceeded its initial expectations in terms 
of accuracy. However it is important to consider that many practical applications 
of SRTM demand a higher level of accuracy than the stated pre mission 
requirements (Bamler, 1999). Therefore a more detailed understanding of the 
quality and error characteristics of the SRTM dataset is required prior to its 
application as a source of topographical data for quantitative land process and 
modelling studies (Blumberg, 2006; Huggel et al., 2008). 
 
The vertical error present within the SRTM dataset can be separated into two 
primary components; relative vertical errors and absolute vertical errors (Farr 
and Kobrick, 2000). Absolute errors arise within SRTM data as a result of errors 
in both the roll of the interferometric baseline and measurement of the length of 
the interferometric baseline (Walker et al., 2007). Absolute errors generally 
manifest in terms of a significant deviation of SRTM elevation from the true 
surface elevation (Reuter et al., 2007), which typically varies over scales on the 
order of thousands of kilometres (Bamler, 1999). Hence absolute errors are 
associated with the presence of a vertical offset in SRTM which is constant for 
all but the largest study areas.  
 
As a result of their consistency over the scales of typical study areas, absolute 
errors can commonly be quantified and corrected through utilisation of ground 
control points (Bhang et al., 2007). For a bare earth agricultural area located 
within Iowa in the United States Kellndorfer et al., (2004) observed a 
vertical offset in the SRTM of order 4 m when compared to a high 
resolution and independently validated NED DEM. Whilst Weydahl et al., 
(2007) found a consistent error of order 3.3 m within a Norwegian study 
area, through comparison of SRTM with ground control points extracted from a 
high resolution validated DEM. In both studies the offset of the SRTM was taken 
as the mean deviation from the GCPs, and after correction of this offset the 
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remaining residual errors were Gaussian in distribution and were characteristic 
of relative errors. 
 
Relative errors occur independently of absolute errors and can be attributed to 
three primary sources; soil roughness and moisture uncertainty; polarisation 
and incidence angle uncertainty and phase noise uncertainty (Walker et al., 
2007). The height of the SRTM scattering phase centre is determined by the 
characteristics of both the SRTM sensor and the target surface. Intuitively 
perturbations in these characteristics can be attributed as the cause for the 
proliferation of relative errors (Brown et al., 2005). For the specific configuration 
of the SRTM C-band sensor both the wavelength and baseline length/attitude 
remain constant, whilst polarisation and incidence angle are variable for each 
swath.  
 
Although the influence of variations in polarisation and incidence angle are 
dependent upon the characteristics of the imaged surface, Sarabandi and Lin 
(2000) postulate that variations in these sensor characteristics are typically 
associated with variations in the SRTM elevation of 1-2 m based upon 
simulated results. Integration of multiple data takes during post processing 
sought to minimise the influence of polarisation and incidence angle (USGS, 
2003). However this integration makes direct quantification of the contribution of 
incidence angle variations to scattering phase centre elevation impossible, as 
the incidence angle information relating to individual swaths is not included 
within the released versions of the SRTM. Hence incidence angle errors are 
regarded as a residual uncertainty inherent within the SRTM (Franceschetti et 
al., 2000). 
 
Soil roughness and moisture uncertainty is the smallest contributor to overall 
relative error, indeed for the wavelength and incidence angle range of the 
SRTM soil uncertainty is expected to contribute less than 0.5 m to the variability 
of the overall height response (Walker et al., 2007). As a result of both the 
difficulty associated with accurately measuring soil roughness/moisture over 
large areas and small contribution to overall relative error, further quantification 
of soil uncertainty has not been undertaken. Hence, like polarisation and 
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incidence angle error, soil error is treated as an additional residual uncertainty 
(Koch and Heipke, 2001). 
 
Phase noise can be considered the greatest contributor to SRTM relative 
error. The presence of phase noise in the SRTM dataset can be attributed 
to the thermal/quantisation noise associated with the radar receiver (Bamler, 
1999). SRTM vertical error related to phase noise was expected to be less than 
10 m (Hensley et al., 2000), hence in order to meet these requirements a 
number of approaches to phase noise mitigation were implemented during post 
processing of the dataset. Initial phase noise reduction was achieved through 
the application of filtering techniques to the C-band interferograms, whilst 
multiple data takes were combined within the process of signal averaging as 
errors attributable to phase noise decrease with the square root of the number 
of looks used within averaging (Rosen et al., 2001).  
 
Although data quality was improved through mitigation approaches 
implemented during post processing, a substantial phase noise component 
remained within the SRTM dataset proliferating as normally distributed random 
elevation errors. Kellndorfer et al., (2004) found that this residual phase noise 
could be reduced substantially through implementation of simple block 
averaging of the SRTM dataset. For a flat, unvegetated agricultural area located 
in Iowa in the United States averaging within a 7 x 7 pixel window (1 arc second 
pixels) was associated with a reduction in the noise range from 13 m to 4 m. 
The noise range gradually decreased with increasing numbers of pixels 
averaged, and was reduced to less than 1 m when a 25 x 25 pixel window was 
utilised (Kellndorfer et al., 2004). This demonstrated that a simple block 
averaging approach was sufficient to substantially decrease the magnitude of 
residual phase noise present within the SRTM dataset. 
 
Numerous studies have found that the vertical accuracy of the SRTM declines 
significantly within vegetated areas (Sarabandi and Lin, 2000; Treuhaft and 
Siquiera, 2000). This decline occurs as a result of a systematic positive bias 
within the dataset, which can be attributed to the interaction of SRTM C-band 
microwaves and vegetation. Due to their relatively short wavelength C-band 
microwaves are strongly scattered by physical vegetation elements of forest 
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canopies such as leaves and branches. Consequently within vegetated areas 
the C-band phase centre, which determines SRTM elevation, does not 
represent either the ground surface or the top of the canopy but rather some 
intermediate height between the two (Hofton et al., 2006).  
 
Carabajal and Harding (2006) utilised ICESat Geoscience Laser Altimeter 
System (GLAS) elevation data in order to assess the quality of the SRTM within 
vegetated study areas across the globe. The study found that as tree cover 
increased the SRTM phase centre was displaced further upwards into the 
canopy, with greater resulting positive bias indicating that the SRTM became a 
less reliable measure of ground elevation in densely forested areas. In a global 
validation of SRTM, Berry et al., (2007) observed a substantial positive bias for 
South America which was not observed for any other continent. This bias was 
attributed to the presence of the Amazon rainforest and illustrates the influence 
of vegetation effects upon SRTM accuracy at large scales. Due to the presence 
of positive biases the SRTM dataset must be classified as a Digital Surface 
Model (DSM), which is defined as a topographical representation of the ground 
including surface features, rather than a Digital Elevation Model (DEM) which 
provides a representation of bare earth topography (Smith and Sandwell, 2003). 
 
Sensitivity to the vertical structure of vegetation is both a useful and problematic 
attribute of SRTM depending upon the specific application of the dataset 
(Walker et al., 2007). In instances where a representation of bare earth 
topography is required, vegetation effects are necessarily treated as an 
unwanted feature to be removed (Kocak et al., 2004). However sensitivity to 
vegetation structure also presents the potential for the derivation of forest 
properties such as canopy height and biomass from SRTM data (Hofton et al., 
2006). Numerous past studies have successfully utilised 
Interferometric Synthetic Aperture Radar (InSAR) data in order to retrieve 
canopy height information with an acceptable level of accuracy (Treuhaft et al., 
1995; Kobayashi et al., 2000; Brown, 2003). In light of the limitations associated 
with both LiDAR and optical sensors, SRTM has emerged as an alternative 
source of remotely sensed data for application within forest studies. As a result 
of its C-band operating wavelength, relatively high resolution and spatial 
coverage, the SRTM dataset has been utilised in order to derive spatially 
117 
 
continuous information relating to vertical forest structure for large study areas 
(Carabajal and Harding, 2006; Hofton et al., 2006). 
 
Regardless of whether vegetation effects in the SRTM are considered as a 
useful signal to be exploited or an unwanted bias to be removed, quantification 
of the magnitude of C-band penetration into forest canopies is necessary to 
utilise the dataset within vegetated study areas. An estimate of this parameter is 
required in order to scale canopy height derived from the SRTM with actual 
canopy height, and to facilitate integration of the SRTM with other remotely 
sensed/field datasets. Quantification of the magnitude of SRTM C-band 
penetration requires canopy height and ground elevation measurements from 
other ancillary sources, as this information is not provided in the SRTM dataset. 
In most studies this information has been provided through LiDAR surveys, 
whose waveforms facilitate the derivation of both ground and canopy top 
elevations (Carabajal and Harding, 2006; Hofton et al., 2006). A quantification 
of C-band phase centre canopy penetration allows forest height estimates 
obtained from other sources to be scaled appropriately and applied in order to 
correct vegetation effects within the SRTM dataset.  
 
A number of studies which have utilised the SRTM dataset within vegetated 
study areas have investigated penetration of the C-band phase centre into 
forest canopies. Carabajal and Harding (2006) used spaceborne LiDAR data 
acquired by the ICESat Geoscience Laser Altimeter System (GLAS) in order to 
investigate the quality of the SRTM dataset for vegetated study areas across 
the globe. The authors found that SRTM phase centre elevation was located 
between the first and last returns of the GLAS waveform and corresponded 
closely to the GLAS centroid. Penetration of the SRTM C-band phase centre 
into forest canopies was consistent across all study sites and on average 
represented an elevation which was 40% of the distance from the canopy top to 
the ground (Carabajal and Harding, 2006). 
 
For study areas located within the United States and Costa Rica, Hofton et al., 
(2006) investigated SRTM-forest interactions through comparison with Laser 
Vegetation Imaging Sensor (LVIS) data. The authors found that the SRTM-LVIS 
top of canopy elevation difference, a proxy for the magnitude of SRTM canopy 
118 
 
penetration, was adequately described by a linear model. The linear models 
were similar for all study areas within the United States, which were 
characterised by mixed evergreen/deciduous forest. However for the Costa 
Rica site, which comprised dense closed tropical rainforest, the coefficient of 
the linear model was significantly higher. These results illustrate that interaction 
of the C-band phase centre with vegetation depends upon physical 
characteristics of forest canopies such as density and degree of canopy 
closure, and that the magnitude of penetration varies between different forest 
types. The authors calculated that the average magnitude of SRTM penetration 
was 14 m within the mixed forests of the United States and 8 m for the tropical 
forests of Costa Rica.  
 
Bourgine and Baghdadi (2005) provided an assessment of the SRTM dataset 
for a study area located within French Guiana, which was characterised by 
dense tropical forest cover. Availability of a heliborne bare earth DEM and 
airborne laser survey of the forest canopy provided measurements of canopy 
height whilst also facilitating derivation of SRTM canopy height for the study 
area. The authors found that the average height of forest stands was 35 m, 
whilst the average canopy height derived from SRTM was 26.5 m. Hence on 
average the SRTM penetrated 8.5 m into the forest canopy, equating 
approximately 25% of the distance from the top of the canopy to the ground. 
Therefore the findings of Bourgine and Baghdadi (2005) are roughly in 
agreement to those of Hofton et al., (2006) in terms of SRTM penetration. 
 
Overall, a plethora of past studies have shown that the accuracy of the SRTM 
DEM comfortably exceeded initial mission expectations (Rodriguez, 2005; Berry 
et al., 2007). Nevertheless results have indicated that the dataset is 
characterised by both relative and absolute errors of a significant magnitude, 
which vary spatially in an unpredictable manner (Kellndorfer et al., 2004). 
Therefore a thorough accuracy assessment of the SRTM dataset for the 
Beni floodplain study area must be conducted in order to facilitate the use of 
this dataset for generation of bare earth DEMs and extraction of a floodplain 
canopy height map within chapter 5. Here the vertical accuracy of the SRTM 
DEM for the Beni floodplain will be assessed with respect to a series of high 
quality post processed DGPS points. 
119 
 
4.2 Research aims 
The overall aim of this chapter is to quantitatively assess both the accuracy of 
the SRTM DEM for the study area and the interaction of the SRTM C-band 
phase centre with Beni floodplain forests. This aim will be accomplished through 
completion of four specific objectives. 
1. To identify and correct any vertical offset observed in the SRTM dataset 
for the Beni floodplain study area 
2. To assess the absolute vertical accuracy of the SRTM dataset for the 
Beni floodplain through comparison with GCPs derived from a differential 
GPS survey 
3. To quantify the relationship between field measured canopy height and 
SRTM derived canopy height using a linear model 
4. To calculate the average magnitude of SRTM penetration into Beni 
floodplain forest canopies 
4.3 Data sources 
4.3.1 SRTM dataset 
For this study the ‘version 2’ SRTM dataset at 3 arc second resolution was 
obtained through the USGS seamless service (http://seamless.usgs.gov). The 
justification for the use of the ‘version 2’ SRTM dataset is provided within 5.3.1. 
The data were acquired as 1o x 1o tiles which were mosaiced using ArcGIS in 
order to construct a continuous representation of topography for the Beni 
floodplain study area. The SRTM dataset was subject to minimal processing, in 
order to retain original elevation values, however a relatively small number of 
voids which were located in areas of water were filled using simple interpolation 
techniques. 
4.3.2 Beni floodplain canopy height survey 
Canopy height was surveyed at 35 locations across the Beni floodplain, with the 
spatial distribution of these plots illustrated in figure 4.1. Due to the large extent 
of the study area and poor accessibility offered by Beni floodplain road network, 
a modified random sampling strategy was devised and implemented within 
ArcGIS. The floodplain road network was digitised using high resolution Google  
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Figure 4.1. Canopy height survey plot locations overlain upon Landsat TM false colour composite 
Earth imagery, whilst the floodplain land cover classification generated in 
chapter 3 was converted into a forest mask. ArcGIS tools were subsequently 
utilised in order to generate a buffer zone which ran adjacent to floodplain roads 
at a distance of between 100 m and 200 m. This layer delineated a zone which 
was accessible via the floodplain road network, whilst being at a sufficient 
distance to preclude the influence of edge effects. In the final step ArcGIS was 
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used to generate random points in the area where the buffer zone intersected 
the forest mask. These points were loaded onto a handheld GPS to enable 
plots to be located whilst in the field.  
Canopy height surveys were undertaken using an adapted multiple-nearest-tree 
technique (Newton, 2007). After navigating to the predefined starting point using 
a handheld GPS unit, a 100 m transect was established at a predefined bearing 
using a compass, and poles were inserted at 25 m intervals. At each pole the 
four tallest trees within a radius of 12.5 m were identified along with the four 
trees located in closest proximity to the pole. Identified trees were measured for 
diameter at breast height (DBH) using a diameter tape, total height and crown 
height using a laser rangefinder, whilst species name and distance from the 
pole were also recorded. Measurement of the tallest trees enabled 
characterisation of the height of the canopy top, whilst measurement of the four 
closest trees facilitated estimation of stand density. The multiple-nearest-tree 
approach was adapted in order to reliably and efficiently characterise the 
canopy height of forest stands without undertaking a time consuming full forest 
inventory. This facilitated survey of a greater number of stands across a wider 
area of the Beni floodplain.   
4.3.3 Beni floodplain elevation survey 
Ground elevation points were collected across the Beni floodplain using two 
Trimble differential GPS (DGPS) units, which were associated with a maximum 
vertical accuracy of 50 cm. The first unit was vehicle mounted and is pictured in 
figure 4.2, facilitating both kinematic and stationary observations, whilst the 
second unit was used for static surveys only. Initial post processing and 
analysis of DGPS elevation data revealed the presence of inconsistencies in the 
kinematic surveys, indicated by the presence of significant elevation differences 
for repeat observations of the same area. Therefore the kinematic surveys were 
excluded from the analysis of the SRTM DEM, which was conducted using the 
more accurate and consistent stationary survey points. Static points were 
measured with a minimum occupation time of 10 minutes, with extended 
occupation allowing the DGPS to acquire a greater number of satellites and 
determine ground elevation with a higher level of accuracy. To further maximise 
the quality of the validation dataset, static points were filtered in order to remove 
those observations which were associated with a vertical error exceeding ± 1 m. 
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Finally, in order to ensure maximum vertical accuracy the filtered static points 
underwent precise point positioning using a web application provided by Natural 
Resources Canada http://webapp.geod.nrcan.gc.ca/geod/tools-
outils/index.php#ppp . Precise point positioning (PPP) uses GNSS orbit and 
clock information in order to compute higher accuracy positions from raw 
observations obtained by a differential GPS. Therefore after filtering and PPP, 
the final accuracy of the DGPS survey points utilised in validation was expected 
to be a minimum of ± 1 m with many of the GCPs being associated with an 
accuracy of better than ± 0.5 m. 
 
Figure 4.2. Vehicle mounted with differential GPS at front left, used for kinematic and static floodplain 
elevation surveys. 
The distribution of the DGPS points used for assessment of SRTM accuracy is 
shown within figure 4.3. Of the total 105 points, 48 were located in forested 
areas, 34 represented savanna/pasture land cover, whilst the remaining 23 
points were located within other land covers or at the forest savanna transition. 
Remote sensing observations suggest that land cover of the Beni floodplain 
comprises approximately 48% forest, 49% savanna or other open areas and 3% 
water. Therefore in proportional terms forests are over represented within the 
GCP dataset, whilst savannas are underrepresented.  
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Figure 4.3. Beni floodplain study area showing the location of static DGPS points overlain upon a Landsat 
TM false colour composite image. 
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4.4 Methodology 
4.4.1 SRTM accuracy assessment for the Beni floodplain study area 
In this study SRTM vertical offset was quantified through comparison of SRTM 
and DGPS survey elevations. In order to eliminate the positive bias associated 
with vegetation effects, DGPS survey points were separated according to land 
cover type, only elevations surveyed within open savanna regions (n = 33) were 
included in the analysis. Vertical offset was characterised through plotting of 
scatter graphs and a histogram illustrating the deviation between the SRTM and 
DGPS elevations, before being corrected using the mean average deviation 
between the two datasets (Kellndorfer et al., 2004). After correction for vertical 
offset the absolute vertical accuracy of the SRTM DEM was assessed through 
calculation of standard accuracy statistics including mean error, standard 
deviation and RMSE. These statistics were supplemented by calculation of 
linear error at the 90% confidence level (LE90) and the number of samples 
within +- 16 m, statistics adopted in order to standardise the results of SRTM 
validation exercises (Bamler, 1999). Statistics were computed for the complete 
DGPS dataset (n=105) in addition to for open savannas (n=33) and forested 
areas (n=48), enabling a comparison between different land cover types. 
 
Figure 4.4. Photograph illustrating typical open savanna areas upon the Beni floodplain, points from which 
were used for assessment of SRTM vertical offset. 
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4.4.2 SRTM- Beni floodplain forest interactions 
Quantification of SRTM- Beni floodplain forest interaction centred around the 
comparison of SRTM derived canopy height and field measured canopy height. 
On a basic level, calculation of the difference between actual canopy height 
measured within the field and the vertical bias contained within the SRTM, 
referred to here as SRTM derived canopy height, at the same location allows 
the magnitude of SRTM C-band phase centre penetration to be inferred 
(Kellndorfer et al., 2004).   
In order to calculate field measured canopy height forest inventory data were 
entered into a spreadsheet and relevant statistics were calculated. Initially, 
basal area was calculated for each individual through application of the formula 
for the area of a circle to the radius of the stem, calculated based upon the 
DBH. Mean basal area, mean canopy height and standard deviation of canopy 
height were subsequently calculated for each plot based upon the four tallest 
individuals at each point along the forest transect. As points were located at 
intervals of 25 m along the 100 m transect, statistics for each plot were 
calculated from a total sample of twenty trees. In addition, plot density was 
calculated based upon the four closest trees to each point using equation 4.1 
(Bullock, 1996).  
		
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In equation 4.1, D2 represents the mean distance from the four measured 
individuals to the point marked on the transect. Mean canopy height simply 
presents an aggregate estimate of the height of the top of the canopy for the 
plot, whilst standard deviation provides an estimate of the vertical structure of 
the canopy within the plot. Mean basal area and plot density provide additional 
ancillary information about the structure of the forest stand. 
SRTM canopy height was subsequently calculated for each forest canopy 
height plot measured in the field survey. The SRTM canopy height was 
computed through subtraction of ground elevation, measured in the field using 
the DGPS at a point along the transect, from the average SRTM elevation 
extracted from a 3 x 3 pixel window centred around the location of the field plot. 
The average SRTM elevation was extracted from a 3 x 3 pixel window in order 
126 
 
to minimise the influence of phase noise (Walker et al., 2007). In order to 
estimate the magnitude of SRTM C-band phase centre penetration into Beni 
floodplain forest stands it was necessary to compare field measured canopy 
height and SRTM derived canopy height. Hofton et al, (2006) found that SRTM 
penetration increased linearly with canopy height, therefore SRTM derived 
canopy height was modelled here using linear regression with field measured 
canopy height as the independent variable. Initially the relationship was 
modelled using each of the 35 canopy height sites as an individual observation 
(figure 4.8).  
However in a previous study Kellndorfer et al., (2004) found that the relationship 
between SRTM derived and field measured canopy height was characterised by 
a substantial level of noise at the level of individual plots, which was attributed 
to the influence of phase noise. The authors found that adoption of a linear 
binning approach, in which individual plots were aggregated in order to simulate 
stand level forest characteristics, resulted in a significant reduction of phase 
noise and increase in the fit between SRTM derived and field measured canopy 
height. Accordingly, here the 35 individual canopy height survey plots were 
binned into 9 stands according to forest type and geographical location (table 
4.3), in order to simulate stand level forest characteristics in a similar manner to 
Kellndorfer et al., (2004). The relationship between SRTM derived canopy 
height and field measured canopy height was subsequently remodelled based 
upon the binned dataset in order to reduce the influence of phase noise (figure 
4.11). 
4.5 Results 
4.5.1 SRTM accuracy assessment 
Figure 4.5 illustrates the comparison between SRTM and DGPS measured 
ground elevation in the form of a scatter plot. Simple qualitative visual analysis 
indicates that SRTM elevation increases approximately linearly with GPS 
elevation, however, points are distributed between 5-10 m above the 1:1 line 
which is symptomatic of a positive vertical offset. In order to ensure the 
consistency of this potential offset, a linear relationship was fitted to the dataset, 
whilst the residuals were plotted in a histogram in figure 4.6. The coefficient of 
the linear relationship was close to 1, demonstrating direct proportionality 
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between SRTM and DGPS elevations, whilst the r2 value of 0.8162  (n=33) 
indicated a good level of fit between the two datasets. Figure 4.6 illustrates that 
the SRTM-DGPS residuals are normally distributed and centred around a mean 
of 6.74 m, which equates to the mean vertical offset of the SRTM. Figure 4.7 
shows the relationship between GCPs and the SRTM dataset after correction 
for vertical offset. As expected, the data points are distributed around the 1:1 
line, with normally distributed residual errors. 
 
Figure 4.5. Scatter plot illustrating a comparison of SRTM and DGPS elevations for unforested areas of 
the Beni floodplain. 
Absolute accuracy statistics of the SRTM dataset for the Beni floodplain after 
correction for vertical offset are displayed in table 4.1. In open savanna regions 
which are characterised by a low density of trees and shrubs vertical accuracy 
of the SRTM is excellent. RMSE of 1.6 m is indicative of a high level of 
accuracy, whilst LE90 of 2.7 m far exceeds the pre mission expectations of ± 
16m. Indeed, within unforested areas 100% of SRTM elevations were within ± 
16 m of ground elevations measured during the DGPS survey.  
In areas of broadleaf forest the vertical accuracy of SRTM is much lower, 
indicated by an RMSE of 12.8 m which is almost an order of magnitude larger 
than for open savanna areas. LE90 for forested areas falls significantly short of 
the pre mission accuracy requirements at 21.1 m, although 75% of samples fall 
within +- 16m of ground elevation. Unsurprisingly the mean error of 11.4 m is 
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indicative of a substantial positive bias, which is responsible for the poor levels 
of accuracy observed for forested areas.  
 
Figure 4.6. Histogram showing the positive vertical offset observed for the SRTM DEM. 
 
 
Figure 4.7. Scatter plot illustrating a comparison of DGPS and corrected SRTM elevations for unforested 
areas of the Beni floodplain. 
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At 16.2 m LE90, the absolute vertical accuracy for all land covers falls just short 
of the pre mission accuracy requirements. However this is unsurprising given 
the significant positive bias observed for forested areas and the proportional 
overrepresentation of forested areas in the set of GCPs. Overall less than a 
third of GCPs corresponded to open savanna areas, which actually account for 
approximately 50 % of the Beni floodplain study area. On the other hand, open 
areas, were underrepresented in the assessment of the whole floodplain, 
leading to an underestimation of the accuracy of the SRTM for the floodplain as 
a whole. 
Table  4.1 Absolute vertical accuracy statistics of the SRTM DEM for the Beni floodplain 
  
 
Absolute vertical accuracy statistics of the SRTM DEM on the Beni 
floodplain  
    
n  Average 
(m) 
 Standard 
deviation 
 RMSE 
(m) 
 90% confidence 
level (m) 
 Samples 
within +- 16 m  
Open savanna   33 
 
0.0 
 
1.7 
 
1.6 
 
2.7 
 
100.0 
Broadleaf forest   48 
 
11.4 
 
5.9 
 
12.8 
 
21.1 
 
75.0 
All land covers   105 
 
6.6 
 
7.3 
 
9.9 
 
16.2 
 
85.7 
 
4.5.2 SRTM forest interactions 
Table 4.2 shows SRTM derived and field measured forest characteristics for 
the 35 survey sites. Visual analysis of this table reveals that field measured 
mean canopy height exceeded SRTM canopy height in all instances. SRTM 
canopy height varied between 5.9 m and 20.6 m, whilst field measured 
canopy height values were within the range of 12.3 m to 29.6 m. The 
magnitude of the canopy height residual varied from a minimum of -1.9 m to 
a maximum of -16 m. The canopy height information contained within table 
4.2 is displayed visually in figure 4.8. Points are distributed below the 1:1 
line, reflecting the observation that SRTM derived canopy height is 
consistently lower than field measured canopy height. The relationship 
between the two canopy height measures appears to be linear, whilst an r2 
value of 0.6415 for a fitted linear model illustrates that the relationship is 
marked by the presence of a substantial level of noise.  
Figures 4.9 and 4.10 show the residual errors produced when the SRTM 
canopy height predicted by the fitted linear model was subtracted from the   
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Table 4.2. Canopy height inventory results for individual survey locations. 
Plot Plot 
DGPS 
elevation 
(m) 
SRTM 
elevation 
(m) 
SRTM 
standard 
deviation 
(m) 
SRTM 
canopy 
height 
(m) 
Mean 
basal 
area 
(m2) 
Plot density 
(Individuals/ 
m2) 
Mean 
canopy 
height 
(m) 
Standard 
deviation 
canopy 
height (m) 
Canopy 
height 
residual 
(m) 
1 182.54 200.4 2.0 17.8 0.65 108.2 24.0 8.7 -6.2 
2 184.8 202.6 1.0 17.8 0.28 295.4 23.9 4.5 -6.1 
3 184.1 196.9 2.2 12.8 0.13 418.9 20.2 3.9 -7.4 
4 182.2 192.9 1.8 10.7 0.14 142.9 17.0 6.3 -6.3 
5 179.9 199.0 1.6 19.2 0.22 124.0 27.2 5.1 -8.0 
6 182.7 201.6 2.1 18.9 0.18 239.1 22.0 7.7 -3.1 
7 180.3 194.5 1.3 14.2 0.12 204.7 19.5 5.2 -5.2 
8 178.1 193.6 2.9 15.5 0.12 198.5 23.1 5.6 -7.6 
9 161.7 170.6 4.0 8.9 0.22 90.2 18.9 5.6 -10.0 
10 158.3 166.3 3.0 8.0 0.09 180.3 16.7 3.8 -8.8 
11 159.5 169.9 2.3 10.5 0.11 50.5 18.5 3.9 -8.1 
12 149.8 169.0 2.5 19.2 0.25 200.2 21.1 6.9 -1.9 
13 149.8 169.9 4.3 20.1 0.58 332.8 29.6 4.0 -9.5 
14 149.8 167.3 2.8 17.4 0.41 75.5 26.2 7.0 -8.8 
15 156.7 167.3 1.4 10.6 0.17 287.5 23.4 5.5 -12.9 
16 158.9 164.8 3.6 5.9 0.37 151.4 20.6 6.5 -14.7 
17 150.2 158.7 1.6 8.5 0.06 202.0 12.7 2.9 -4.2 
18 153.3 164.6 1.3 11.3 0.12 217.6 18.0 4.7 -6.7 
19 155.1 162.3 4.2 7.2 0.09 149.7 15.0 5.0 -7.9 
20 155.9 162.1 5.0 6.2 0.13 156.8 19.1 3.4 -12.9 
21 157.1 167.6 2.2 10.5 0.13 183.4 19.3 4.3 -8.7 
22 158.1 171.5 2.8 13.4 0.14 58.9 18.8 5.0 -5.4 
23 160.5 168.4 6.0 7.8 0.12 97.4 18.6 6.2 -10.7 
24 160.1 160.5 5.5 5.9 0.04 504.2 12.3 2.0 -6.4 
25 161.4 168.6 3.1 7.2 0.13 113.7 21.0 5.1 -13.8 
26 162.6 169.7 3.4 7.1 0.07 268.5 16.1 5.8 -9.0 
27 162.3 172.4 3.3 10.0 0.06 405.7 15.2 3.1 -5.1 
28 166.6 179.9 1.4 13.4 0.16 197.5 21.2 6.8 -7.9 
29 166.2 182.6 2.2 16.4 0.19 239.1 23.1 7.1 -6.7 
30 164.8 176.9 3.7 12.2 0.11 179.5 20.2 3.6 -8.1 
31 164.8 177.9 2.1 13.2 0.18 173.2 21.0 5.2 -7.9 
32 167.7 180.9 1.7 13.2 0.20 168.7 22.9 6.8 -9.6 
33 182.7 199.0 3.6 16.3 0.50 61.9 24.6 9.4 -8.3 
34 174.3 181.7 1.3 7.4 0.27 107.5 23.4 5.5 -16.0 
35 175.2 195.8 1.7 20.6 0.23 118.5 19.8 5.2 0.7 
 
actual derived SRTM canopy height. In order to establish whether forest 
physical characteristics were responsible for the noise observed in the 
relationship between field measured and SRTM derived canopy height, the 
SRTM canopy height residuals were plotted against numerous variables relating 
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to forest structure. When plotted against field measured canopy height in figure 
4.9 the SRTM canopy height residual points are distributed randomly and show 
no discernible trend. Indeed no trend was observed when the SRTM canopy 
height residual was plotted against other forest variables such as plot density. 
Display of the frequency distribution within a histogram in figure 4.10 illustrates 
that SRTM canopy height residuals are characterised by a near normal 
distribution. This suggests that SRTM canopy height residuals may be attributed 
to random error/noise rather than physical forest properties. 
 
Figure 4.8. Scatter plot comparing field measured canopy height and SRTM derived canopy height for 
Beni forest plots. 
 
Figure 4.9. Scatter plot showing residuals from the linear regression model shown within figure 4.8. 
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Figure 4.10. Histogram illustrating residuals from the linear regression model shown within figure 4.8.  
Table 4.3 details the stand averaged canopy height results, in which the 35 
original canopy height plots were grouped into nine stands according to 
geographical location and forest type, with the aim of reducing the influence of 
noise in the dataset. Deviation from the linear model is much lower than for the 
plot by plot analysis, with a maximum deviation of 1.76 m and an average 
deviation of 0.19 m. The stand averaged results are plotted in figure 4.11, which 
also shows the recalculated linear model. The relationship between field 
measured and SRTM derived canopy height remains linear and the coefficient 
of the linear model at 0.9628 indicates that the two estimates of canopy height 
are roughly proportional. Further, it is evident that the process of stand 
averaging significantly reduced the noise in the relationship, indicated by the 
increase in the value of r2 to 0.922 (n=9). Based upon the improved stand 
averaged canopy height results the difference between the mean field 
measured canopy height of 20.6 m and mean SRTM derived canopy height 
13.2 m indicates that the average magnitude of SRTM canopy penetration is 7.4 
m.  
Hence within Beni floodplain forests the SRTM C-band phase centre is located 
on average 35% of the distance from the top of the canopy to the ground. 
However it should be noted that the magnitude of SRTM C-band phase centre 
canopy penetration shows a degree of variability between different stands. The 
characteristics of the regression model shown in figure 4.11, which is 
0
2
4
6
8
10
12
14
16
-6 -4 -2 0 2 4 6
F
re
q
u
e
n
cy
Canopy height residual (m)
133 
 
characterised by a coefficient of close to 1 and a negative intercept, indicate 
that the percentage C-band phase centre penetration varies as a function of 
canopy height. The information contained in table 4.3 indicates that the C-band 
phase centre is located between 32 % and 44% of the distance from the top of 
the canopy to the ground, with this percentage decreasing with increasing 
canopy height. 
Table 4.3. Canopy height inventory results for survey locations grouped into stands according to 
geographic location. 
Stand Constituent 
plots 
SRTM 
canopy 
height 
(m) 
SRTM 
Standard 
deviation 
(m) 
Mean 
canopy 
height 
(m) 
Standard 
deviation- 
canopy 
height 
(m) 
Mean 
basal 
area 
(m2) 
Canopy 
height 
residual 
(m) 
Deviation 
from 
linear 
model 
(m) 
1 1, 2, 3, 8 16.3 3.6 24.6 9.4 0.50 -8.3 0.20 
2 4, 5, 6, 7 15.7 1.7 21.4 6.1 0.16 -5.6 -1.76 
3 9, 10, 11 16.0 2.0 22.8 5.7 0.30 -6.8 -0.87 
4 12, 13, 14, 15 9.7 3.1 18.1 4.5 0.14 -8.3 1.64 
5 16, 17, 18, 19 16.8 2.8 25.1 5.9 0.35 -8.3 0.10 
6 20, 21, 22, 23 9.3 2.7 16.6 4.8 0.16 -7.2 0.85 
7 25, 26, 27 11.7 4.0 18.9 4.7 0.13 -7.3 0.38 
8 
28, 29, 30, 
31, 32 
9.8 3.2 17.4 4.6 0.09 -7.6 1.06 
9 33 13.7 2.2 21.7 5.9 0.17 -8.0 0.56 
Mean 
 
13.2 2.7 20.6 5.5 0.20 -7.4 0.19 
 
 
Figure 4.11. Scatter plot illustrating the comparison between field measured canopy height and SRTM 
derived canopy height when plots are averaged according to geographical location. 
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4.6 Discussion 
The presence of a vertical offset is a common feature of the SRTM dataset. For 
study areas located in Iowa and North Dakota within the United States, 
Kellndorfer et al., (2004) found an offset of – 4.0 m and -1.1 m respectively 
when the SRTM was compared to an NED DEM. For a Norwegian study area 
Weydahl et al., (2007) reported a vertical offset of 3.3 m. Further, Hofton et al., 
(2006) compared SRTM elevation to an LVIS laser height dataset, finding that 
offsets varied from 0 m for regions in Maryland, United States to 4.5 m in Costa 
Rica. Therefore having been measured at 6.74 m the magnitude of the vertical 
offset for the Beni study area is higher than has been found for other regions. 
Nevertheless this falls within the expected range of ± 10 m for the SRTM 
(Bamler, 1999), whilst the high level of fit observed between the SRTM and 
GPS elevations and near normal distribution of errors around the mean 
deviation is indicative of a vertical offset rather than another form of uncertainty. 
The presence of this offset can be attributed to errors in the attitude and 
measurement of the length of the interferometric baseline (Kellndorfer et al., 
2004). Further, it has been postulated that the firing of Shuttle thrusters at 
intervals of approximately 100 seconds induced absolute errors in the SRTM 
which manifest over scales greater than 500 km (Rabus et al., 2003). 
If left uncorrected, the presence of such a vertical offset could hold significant 
implications for the application of SRTM in land surface studies. Perhaps the 
most significant issue proliferating from the presence of a systematic error 
relates to the comparability of SRTM with other sources of topographic 
information and vertically referenced datasets. For example the presence of a 
vertical offset could directly propagate a lower level of absolute accuracy for the 
SRTM when assessed with respect to accurate GCPs, thus confounding the 
true quality of the dataset. Further, in the context of this study an offset of 6.74 
m equates to over 30% of the average SRTM derived canopy height of Beni 
floodplain forests. Intuitively, an error of this magnitude would introduce an 
unacceptable level of uncertainty into any attempt to retrieve canopy height 
information from SRTM through comparison with LiDAR waveforms. In addition, 
vertical offset present within the SRTM may potentially propagate errors 
indirectly during application of the dataset in land surface process studies. 
Application of uncorrected SRTM in a flood inundation model would produce 
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offsets in predictions of water surface elevation, leading to poor model 
performance when compared to observed water surface elevation data. In this 
study, successful correction of the vertical offset as illustrated in figures 4.5-4.7 
precludes the proliferation of such direct and indirect errors. 
The absolute accuracy statistics calculated for the SRTM dataset upon the Beni 
floodplain area are equivalent or better than for other study areas. Here the 
accuracy of SRTM for open areas is 2.7 m LE90, which far exceeds the pre 
mission accuracy requirements of the dataset at 16 m LE90 (Bamler, 1999). 
Accuracy declines substantially to 21.1 m LE90 for forested areas, which are 
characterised by a systematic positive bias with respect to ground elevation. For 
all GCPs accuracy of the SRTM falls just outside the pre mission accuracy 
requirements, although proportional under representation of open areas means 
that the actual accuracy of the SRTM is likely to be higher than the value of 16.2 
m LE90 shown in table 4.1. For the Vestfold region of Norway Weydahl et al., 
(2007) found that open areas were characterised by an absolute vertical 
accuracy of 6.5 m LE90, whilst within forested regions this increased to 14 m 
LE90. Hence within this region SRTM exhibited a lower level of accuracy in 
open areas, whilst accuracy in forested regions was higher and exceeded pre 
mission requirements despite the presence of positive bias. This was most likely 
attributable to lower and more open canopies which characterise Norwegian 
forests. 
Horizontal error and relative vertical error were not quantified in this study, as 
GCPs were not of a sufficient density to assess these characteristics. Horizontal 
error of the SRTM has been assessed in past studies through use of spatial 
cross correlation, in which the SRTM is shifted in both the x and y directions in 
order to elucidate its optimum position with respect to a set of GCPs. Generally 
SRTM has exceeded horizontal accuracy requirements when quantitatively 
assessed (Rodriguez, 2005), indeed Weydahl et al., (2007) found that 
horizontal SRTM accuracy was better than 20 m. Here, a qualitative comparison 
of the SRTM with Landsat TM imagery and GCP location suggested that 
horizontal errors were less than the width of an SRTM pixel and hence were of 
a similar order to those observed within past studies.  
The low RMSE and LE90 observed for open areas indicate that relative errors 
were not of a high magnitude for the SRTM within the Beni floodplain study 
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area. Kellndorfer et al., (2004) found that relative error in the form of Gaussian 
phase noise constituted a significant source of uncertainty for the 1 arc second 
SRTM dataset, producing a noise range of up to 13 m and 7 m for study areas 
in Iowa and North Dakota respectively. The authors found that averaging of 
elevation within a 7 x 7 pixel window reduced the noise range to less than 4m, 
whilst averaging over a 25 x 25 pixel window reduced the noise range to less 
than 1 m. The relatively small influence of phase noise within the Beni study 
area can be partially attributed to the use of the 3 arc-second dataset, which 
was produced through averaging of the 1 arc-second dataset within a 3 x 3 pixel 
window by NASA JPL (USGS, 2005). Further smoothing of the 3 arc-second 
dataset prior to accuracy assessment using a 3x 3 window can be attributed as 
the second reason for the insignificance of phase noise within the Beni study 
area. Although it was not possible to directly assess phase noise within 
vegetated areas, SRTM is characterised by a higher signal to noise ratio within 
forested areas in comparison to open areas (Walker et al., 2007). Hence the 
minimal influence of noise observed within open savannas after implementation 
of spatial averaging, can be assumed to apply to forested areas. 
The results of the SRTM accuracy assessment for the Beni floodplain have both 
positive and negative implications with regards to the general application of the 
dataset in land surface studies, and more specifically within the context of this 
study.  After correction of vertical offset, high levels of absolute accuracy 
observed within areas of open savanna indicate that the smoothed SRTM 
provides an accurate representation of topography in these areas. The absolute 
vertical accuracy of the SRTM can be considered excellent given its global 
continuous coverage. Although alternative sources of topographical data such 
as LiDAR are able to offer higher levels of vertical accuracy (Bourgine and 
Baghdadi, 2005), these datasets are often limited in terms of spatial extent or 
fail to offer the continuous coverage required in order to construct a DEM 
(Harding and Carabajal, 2005). However, results presented here illustrate that 
the SRTM fails to provide an accurate representation of ground elevation in 
forested areas of the Beni floodplain. Indeed the presence of such a systematic 
positive bias has been observed within other study areas (Berry et al., 2007; 
Hofton et al., 2007). Hence utilisation of the SRTM in land surface studies which 
require a bare earth DEM, such as modelling of flood inundation upon the Beni 
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floodplain, is problematic and further processing is required in order to remove 
vegetation effects from the SRTM.  
The relationship between SRTM derived and field measured canopy height at 
the plot level exhibited a roughly linear trend characterised by a significant level 
of noise, with an r2 value of 0.6415 indicating a reasonable level of fit between 
the data. Comparatively, when attempting to model the relationship between 
SRTM C-band phase centre height and observed canopy height at the plot level 
Kellndorfer et al., (2004) obtained a poor level of fit, indicated by an r2 value of 
0.20. The authors attributed poor model performance to the presence of 
residual phase noise, which remained in the SRTM as fewer than ten 1 arc-
second pixels were averaged for each plot. Kellndorfer et al., (2004) addressed 
the influence of phase noise through implementation of a novel approach in 
which plot locations were grouped into bins according to canopy height, 
facilitating averaging over larger numbers of SRTM pixels. This approach 
effectively simulated mean observed canopy height and SRTM scattering phase 
centre height within homogenous stands and resulted in averaging of a 
minimum of 20 pixels per bin. The linear binning approach successfully 
ameliorated phase noise; for 20 bins the r2 value improved to 0.75, whilst for 11 
bins r2 increased to 0.86.  
Following the success of this binning strategy, a stand averaging approach was 
adopted here in order to improve the model for SRTM derived and field 
measured canopy height for Beni floodplain forests. The approach implemented 
here varied from that adopted by Kellndorfer et al., (2004), because phase 
noise did not constitute the primary source of residual errors in the plot level 
model. At the plot level, average SRTM elevation was extracted from a 3 x 3 
pixel window around the location of each survey site and SRTM canopy height 
was calculated through subtraction of a local measurement of ground elevation 
acquired using DGPS. Whilst averaging of SRTM elevation within a 3 x 3 
window reduced the influence of phase noise, it is hypothesised that this 
process introduced further uncertainties into the model through adoption of 
assumptions relating to the spatial heterogeneity of ground elevation and forest 
structure.  
Ground elevation was measured at a single location for each plot and as a 
result variations in ground elevation over the 3 x 3 pixel window were not 
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accounted for in calculation of SRTM canopy height. Intuitively forest structure 
was also assumed to be homogenous over the 0.73 km2 area. Whilst field 
observations suggested that floodplain topography was typically flat, variations 
of several meters could feasibly occur within an area of this size. In addition 
forest structure exhibited a high level of heterogeneity over relatively small 
spatial scales upon the Beni floodplain. Therefore a combination of both 
unquantified topographical variation and forest heterogeneity within the 3 x 3 
pixel window were attributable as the sources of residual errors within the plot 
level model.  
Taking into account the aforementioned sources of residual error, plots were 
grouped into stands according to geographical location and forest type. In order 
to minimise the uncertainties associated with spatial variability of both ground 
elevation and forest structure, SRTM canopy height was calculated for each plot 
using the single SRTM pixel within which the field plot was located. Meanwhile 
the influence of SRTM phase noise was effectively mitigated through averaging 
of multiple plots within a stand. This stand averaging procedure proved highly 
effective in reducing the influence of normally distributed errors observed in the 
plot level model. Indeed recalculation of the linear model based upon the stand 
averaged dataset yielded an increase in the quality of the relationship between 
SRTM derived and field measured canopy height, indicated by an r2 value of 
0.922. 
The interaction of the SRTM C-band phase centre with floodplain forest stands 
located upon the Beni floodplain fall within the broad range which would be 
expected based upon the results of past studies. On average the SRTM C-band 
phase centre penetrated 7.4 m into the canopy of Beni floodplain forests, 
equating to 65 % of the distance from the ground to the top of the canopy. 
However canopy penetration exhibits a modest degree of variability, indeed the 
C-band phase centre was located between 56 % and 68% of the distance from 
the ground to the top of the canopy within the different forest stands. The fitted 
stand averaged linear model which describes the relationship between SRTM 
derived and field measured canopy height illustrates that SRTM penetration 
increases linearly with forest height. This relationship also illustrates that 
percentage penetration of the C-band phase centre varies with canopy height, 
decreasing proportionally within taller forests. 
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Through comparison with GLAS spaceborne LiDAR waveforms, Carabajal and 
Harding et al., (2006) found that SRTM elevation represented approximately 60 
% of the height of forest canopies. This figure was observed to be consistent 
across five different study sites encompassing different vegetation types 
including the Amazon Basin, the Tibetan Plateau, east Africa, western Australia 
and the western United States. Hofton et al., (2006) compared SRTM derived 
canopy heights to NASA LVIS data for four study sites located within the United 
States, and a fifth site situated within area of Costa Rica. This study found that 
SRTM penetrated to approximately 50 % of overall canopy height, with the 
relationship between LVIS and SRTM derived canopy heights being described 
adequately by a linear model. The authors found that the linear model for the 
Costa Rican study area was characterised by a greater coefficient than the 
models for the United States study areas, illustrating that physical 
characteristics of forest canopies exert a significant influence upon the 
magnitude of SRTM penetration into the canopy.  
Bourgine and Baghdadi (2005)  quantified SRTM canopy penetration for a 
forested study area within French Guiana through comparison with canopy top 
and ground elevation data derived through laser surveys. The SRTM C-band 
phase centre was located on average 8.5 m below the canopy top, constituting 
approximately 75 % of the distance from the ground to the top of the canopy. 
Hence the magnitude of SRTM C-band phase centre penetration found in this 
study falls within the relatively broad range of results found within other studies 
which have analysed tropical forest stands, both in terms of absolute depth and 
as a proportion of total canopy height.  
Quantification of C-band phase centre interactions with Beni floodplain forests 
constitutes a precursor to effective utilisation of SRTM within the study area. 
The linear relationship established between SRTM derived canopy height and 
field measured canopy height, in addition to the calculation of the average 
magnitude of SRTM penetration can be utilised in order to facilitate treatment of 
vegetation effects in the SRTM dataset. Within this study vegetation effects can 
be considered as a bias to be removed from the SRTM dataset in order to 
generate a bare earth DEM. Therefore estimates of C-band phase centre 
penetration can be used to scale independent continuous estimates of forest 
canopy height, in order to correct the SRTM appropriately. Conversely, where 
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SRTM vegetation effects are considered a useful signal, knowledge of the 
magnitude of C-band phase centre penetration facilitates scaling of SRTM 
derived canopy heights to actual canopy heights, which can subsequently be 
used to estimate other forest properties such as biomass. The results presented 
here are particularly significant as this study represents one of the first 
successful attempts to directly compare forest height derived from the SRTM 
with field measured canopy height, with the majority of past studies comparing 
SRTM with LiDAR waveforms (Carabajal and Harding, 2006; Hofton et al., 
2006; Bourgine and Baghdadi, 2005). 
4.7 Conclusion 
The vertical offset of the SRTM dataset for the Beni floodplain was 6.74 m, 
which is slightly larger than that observed for other study areas (Kellndorfer et 
al., 2004; Weydahl et al., 2007). After correction of this vertical offset, the 
absolute vertical accuracy of the SRTM was calculated with respect to a set of 
105 highly accurate post processed DGPS survey points. Within open savanna 
areas which are largely devoid of vegetation, the SRTM exhibits a very high 
level of accuracy indicated by an RMS error of 1.2 m. In contrast, within 
forested areas the SRTM is characterised by a significant positive bias and 
absolute vertical accuracy is lower than 20 m.  For all land covers, the SRTM 
was characterised by 16.2 m linear error at the 90 % confidence interval, falling 
just outside the stated pre mission accuracy expectations of +- 16 m linear error 
at 90% confidence (Bamler et al., 1999). In order to put this figure for overall 
accuracy into context it is important to consider that less than a third of the total 
GPS points corresponded to open savannas, which actually constitute 
approximately half of the total area of the floodplain study area. Hence open 
savannas which are associated with a very high level of accuracy in the SRTM, 
are proportionally underrepresented in the overall assessment of SRTM 
accuracy for the floodplain. Overall, the results presented here largely agree 
with past studies which found that SRTM accuracy was very high within bare 
ground areas (Rodriguez, 2005; Berry et al., 2007), whilst positive biases 
associated with vegetation produce much lower levels of accuracy within 
forested areas (Hofton et al., 2006). 
Accuracy assessment confirmed that the SRTM dataset was characterised by a 
substantial positive bias within forested regions of the Beni floodplain. This 
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occurs as the SRTM C-band phase centre is scattered by physical elements of 
vegetation canopies, and thus the elevation reported corresponds to a vertical 
location between the ground and the top of the canopy (Carabajal and 
Thompson, 2006). The penetration of the SRTM C-band phase centre into Beni 
floodplain forest canopies was quantified through comparison of SRTM derived 
forest height with field measured canopy height data collected at 35 locations 
within the study area. When analysed at the level of individual sites, the 
relationship between field measured and SRTM derived canopy height was 
characterised by a substantial level of noise.  However, grouping of canopy 
height survey locations into stands and averaging according to geographical 
location and forest characteristics substantially reduced noise in the relationship 
between SRTM derived and field measured canopy height. Based upon the 
stand aggregated data, on average the SRTM penetrated 7.4 m into the canopy 
of Beni floodplain forests, equivalent to approximately 35% of the distance from 
the top of the canopy to the ground elevation. Whilst penetration magnitude 
varied between 32 % and 44% for the different stands, an average figure of 
35% is considered sufficient to describe SRTM C-band phase centre 
penetration within Beni floodplain forests. Furthermore, results suggest that the 
relationship between field measured canopy height and SRTM derived canopy 
height can be accounted for by a linear model. The magnitude of canopy 
penetration calculated for Beni floodplain forests is within the range 
documented for similar types of forest (Bourgine and Baghdadi, 2005; Carabajal 
and Harding, 2006), whilst Hofton et al., (2006) also found that SRTM C-band 
phase centre canopy penetration was adequately described by a linear model.  
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5. Beni floodplain bare earth DEM generation 
5.1 Introduction 
Elevation and relief are fundamentally important drivers in a wide variety of 
environmental processes, hence a digital representation of topography is 
required within a wide breadth of scientific and commercial applications. A grid 
Digital Elevation Model (DEM) is defined as the digital cartographic 
representation of the Earth’s surface at regularly spaced x and y intervals, using 
z elevation values referenced to a common vertical datum (USGS, 2005). 
Unless specifically referred to as a Digital Surface Model (DSM), a DEM must 
be comprised solely of bare earth elevations and should not contain artefacts 
related to the presence of surface features such as vegetation (Aguilar et al., 
2005).  Examples of the use of DEMs can be found within the modelling of 
environmental phenomena such as floodplain inundation (Bates and de Roo, 
2000), landslides (Dietrich et al., 1995) and tectonics (Liu et al., 1998), whilst 
also being applied within natural resources management, transport planning, 
and creation of orthoimages (Aguilar et al., 2005). 
Despite the clear importance of DEMs and the topographical information which 
they provide, a significant disparity exists in the availability and quality of such 
datasets across the globe (Bourgine and Baghdadi, 2005). In ‘data rich’ regions, 
such as the UK and North America, rapid advances in LiDAR remote sensing 
technology have facilitated the production of bare earth DEMs with a high 
spatial resolution and vertical accuracy (Bates, 2004). In England and Wales, 
DEMs with a spatial resolution of 2 m or less and a vertical accuracy of 15 cm 
are available for 68% of the land surface (Environment Agency, 2013). LiDAR 
surveys of a similar quality are readily available for many regions of the USA, 
whilst the National Elevation Dataset (NED) offers a seamless bare earth DEM 
characterised by a spatial resolution of 10 m for the entire area of the 
conterminous United States (USGS, 2013). 
In general, tropical regions can be considered ‘data poor’ in comparison to the 
UK and North America, and a clear dearth of high quality topographical 
information exists within these regions. Acquiring topographical data within 
tropical regions is often difficult for logistical reasons; persistent cloud cover 
often precludes the use of optical remote sensing techniques (Hall et al., 2011), 
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whilst airborne LiDAR surveys are seldom feasible due to financial constraints 
combined with the challenges associated with large and often remote study 
areas (Baugh et al., 2013). Therefore Synthetic Aperture Radar (SAR) currently 
represents the only practical and consistent method by which DEMs can be 
created within tropical regions (Bourgine and Baghdadi, 2005). Indeed the 
Shuttle Radar Topography Mission (SRTM), which collected a global 
topographical dataset which was released at a 90 m spatial resolution using 
InSAR in February 2000, commonly represents the best source of topographical 
data within tropical study areas (Farr, 2000). 
Although SAR is generally associated with a lower level of vertical accuracy 
than LiDAR systems, this remote sensing platform is nevertheless able to 
provide an accurate representation of topography within bare ground areas 
(Berry et al., 2007). However the accuracy of SAR derived DEMs decreases 
dramatically within forested regions as radar waves characterised by short 
wavelengths are unable to fully penetrate vegetation canopies, precluding 
measurement of the ground surface (Toutin, 2000). Given that many tropical 
study areas are characterised by extensive forest cover large vertical biases 
proliferate within SAR derived topographical datasets, which must be classified 
as DSMs (Breit et al., 2002). SRTM can be considered typical of SAR derived 
DSMs in terms of accuracy characteristics. Indeed for the Beni study area, 
results presented in chapter 4 demonstrated that SRTM vertical RMSE for bare 
ground areas is 1.6 m, whilst this falls substantially to 12.8 m for forested areas. 
Similar levels of accuracy have been obtained for study areas located across 
the globe (Hofton et al., 2006; Weydahl et al., 2007). 
In regions characterised by extensive forest cover, further processing of SAR 
DSMs is necessary in order to obtain an accurate representation of the 
topography of the ground surface (Bourgine et al., 2004). Generation of bare 
earth DEMs from SAR datasets presents a challenging research problem, as 
successful correction of vegetation bias requires a continuous representation of 
canopy height. At present LiDAR surveys constitute the only means by which 
canopy height can be measured over large areas with continuous spatial 
coverage (Liu, 2008). LiDAR pulses are characterised by short wavelengths and 
thus unlike longer wavelength SAR, are able to fully penetrate dense vegetation 
canopies. In forested areas returned waveforms contain multiple Gaussian 
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peaks, with the first peak corresponding to the canopy top and the final peak 
indicating the ground elevation. Intuitively, canopy height can be calculated 
through subtraction of the first and last returns of the laser waveform (Raber et 
al., 2002).  
Where available, LiDAR surveys have been successfully integrated with SAR 
datasets in order to quantify biases associated with vegetation and produce 
bare earth DEMs. For a study area within French Guiana, Bourgine et al., 
(2004) merged a radargrammetric RADARSAT DSM with highly accurate 
(vertical error ~2 m) low spatial resolution laser height data. Integration of laser 
data facilitated generation of a bare earth DEM, which improved the vertical 
accuracy of the RADARSAT SAR dataset from 25 m to 11 m (Bourgine et al., 
2004). In the study area located in French Guiana Bourgine and Baghdadi 
(2005) merged the SRTM dataset with the same laser survey, producing a bare 
earth DEM characterised by greater levels of accuracy than those attained with 
the RADARSAT DEM. Although the aforementioned studies demonstrate the 
potential for correction of vegetation related biases within topographic datasets, 
it is important to recognise that highly accurate laser data is not widely available 
in most tropical regions.  
For tropical study areas provision of canopy height information is usually limited 
to point measurements from field surveys or spaceborne LiDAR platforms such 
as ICESat GLAS (Abshire et al., 2005). Without the application of some form of 
extrapolation, point measurements of canopy height do not readily facilitate 
correction of vegetation effects in SAR derived elevation datasets such as 
SRTM. Given the level of data provision which characterises many tropical 
study areas, the simplest approach to generate a bare earth DEM is presented 
through creation of a zonal average canopy height map which can be 
subtracted from the SAR DSM (Yamazaki et al., 2012). A zonal map is created 
through aggregation of point canopy height measurements for different types of 
forest and extrapolating these average heights in a uniform manner based upon 
a land cover classification. Wilson et al., (2007) used a zonal averaging 
approach in order to generate a bare earth DEM for a 30,000 km2 area of the 
Central Amazon floodplain, for application within a flood inundation model. 
Topographic data was sourced from the SRTM DEM and vegetation artefacts 
were corrected based upon field measurements of canopy height, which were 
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extrapolated uniformly over the study area using a binary forest mask (Trigg et 
al., 2009). Although the study did not include a formal accuracy assessment of 
the bare earth DEM, validation of inundation predictions with respect to water 
surface elevation measurements derived from satellite altimetry suggested that 
the corrected floodplain elevation data were characterised by vertical errors of 
the order at least 4 m (Wilson et al., 2007).  
The primary limitation associated with the use of a zonal average canopy height 
map to correct SAR derived elevation datasets is the assumption of spatially 
uniform canopy height within distinct forest classes (Baugh et al., 2013). For the 
SRTM dataset the bias associated with vegetation is dependent upon the height 
of the canopy, but is also influenced by other physical characteristics such as 
forest density and degree of canopy closure (Hofton et al., 2006). The zonal 
average approach to bare earth DEM generation is well suited to study areas 
which are characterised by homogeneous forest stands. Reliance upon spatially 
uniform canopy height is more problematic in tropical regions where forest 
structure is known to be highly heterogeneous, even within stands of the same 
class (Lu et al., 2003a). Intuitively, errors in bare earth elevation are propagated 
through under or over prediction of forest height in zonal average maps. 
In theory, implementation of an approach to bare earth DEM generation which 
is able to account for spatial variations in canopy height is more appropriate for 
areas characterised by highly heterogeneous forest cover. Numerous studies 
have sought to model spatial variations of canopy height using ancillary 
variables offering a complete horizontal coverage, in order to extrapolate low 
density point estimations of canopy height provided by spaceborne LiDAR 
surveys (Lefsky, 2005). Lefsky et al., (2010) produced a global canopy height 
map with a spatial resolution of 500 m through integration of GLAS canopy 
height measurements with MODIS multispectral data. MODIS reflectance 
images were segmented into patches, and the height of each patch was 
calculated based upon regression equations developed for each continent. 
Moderate results were obtained, with patch height predictions being associated 
with an RMSE of 5.9 m with respect to observed data. Simard et al., (2011) 
used an alternative approach in order to produce an improved at 1 km 
resolution canopy height map with wall to wall global coverage. The authors 
combined GLAS RH100 waveforms and globally available climate data sourced 
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from the Tropical Rainfall Measuring Mission (TRMM), elevation data from the 
SRTM and vegetation cover information from the MODIS MOD44B product in a 
regression tree model. Validation of the canopy height map with respect to in 
situ measurements at 66 FLUXNET sites yielded an RMSE of 4.4 m. 
The global canopy height maps created by Lefsky et al., (2010) and Simard et 
al., (2011) demonstrate that it is possible to integrate low density point 
measurements of canopy height with ancillary remote sensing variables in order 
to predict spatial variations in canopy height over broad scales. However at 
present this methodology has not been translated to operate at finer scales 
commensurate with SAR derived topographic datasets such as SRTM. 
Nevertheless Baugh et al., (2013) utilised the canopy height map of Simard et 
al., (2011) in order to correct vegetation biases within the SRTM dataset and 
produce bare earth DEMs for a section of the Central Amazon floodplain in 
Brazil. As the canopy height map corresponded to the height of the top of the 
canopy (Simard et al., 2011), penetration of the SRTM C-band phase centre 
was accounted for by adjusting the canopy heights contained within map by 
increments of 10%. The bare earth DEMs were subsequently applied in order to 
provide topographical forcing within a hydrodynamic model, with DEM quality 
inferred through assessment of model predictions with respect to remote 
sensing observations of inundation extent, water level and floodplain water 
storage volume. Results suggested that the best bare earth DEM was produced 
through substracting 50-60 % of vegetation height from the SRTM. Indeed when 
applied within the hydrodynamic model predictions of high water inundation 
extent  improved from an RMSE of 0.52 using the SRTM dataset to 0.07 using 
the corrected DEM, whilst increased performance was observed for the 
prediction of low water inundation and seasonal water levels. 
As a result of the scarcity of LiDAR survey data and difficulties posed by the 
accurate prediction of canopy height, very few attempts have been made to 
derive bare earth DEMs from SAR DSMs (Baugh et al., 2013). In the Amazon 
basin, the resulting dearth of bare earth topographical information has limited 
the scope of hydrological and hydraulic modelling studies. To date there have 
been only a handful of attempts to model Amazonian river hydraulics using a 
two dimensional distributed representation of floodplain topography (Wilson et 
al., 2007; Baugh et al., 2013). Hence a situation has proliferated in which the 
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dynamics of floodplain inundation and hydrology of the Amazon basin remain 
poorly quantified, despite the clear significance of this system in the global 
hydrological cycle. 
Overall, it is clear that the current demand for topographical information cannot 
be met by LiDAR DEMs in all but the most ‘data rich’ regions of the globe. In 
many ‘data poor’ regions where continuous LiDAR surveys are not feasible, 
topographical information is provided by alternative remote sensing platforms 
such as the InSAR derived global scale SRTM dataset (Farr, 2000), which must 
be corrected in order to generate a true bare earth DEM (Aguilar et al., 2005). In 
lieu of LiDAR survey data, only a handful of past studies have attempted to 
produce bare earth DEMs from the SRTM dataset (Wilson et al., 2007; 
Yamazaki et al., 2012; Baugh et al., 2013), although in these studies DEM 
accuracy was not directly assessed. Rather DEM quality was inferred based 
upon the accuracy of predictions of inundation when applied within a hydraulic 
flood inundation model. It is clear that further work is required in order to 
investigate the efficacy of methods used to generate bare earth DEMs from 
SRTM in past studies (Wilson et al., 2007; Baugh et al., 2013), and to explore 
alternative methods for the derivation of bare earth topographical information for 
application within hydraulic modelling. 
The Beni floodplain study area can be considered typical of the Amazon basin 
in terms of data provision, indeed the global SRTM dataset constitutes the best 
available source of topographic data for this region. Given that the Beni 
floodplain is characterised by extensive forest cover the SRTM does not provide 
a representation of bare earth topography, which is required in order to facilitate 
flood inundation modelling later in this study. Therefore this chapter presents 
one of the first attempts to generate a bare earth DEM for a floodplain in the 
Amazon basin, using datasets which are typically available for tropical study 
areas. Here, DEMs will be generated through correction of SRTM based upon 
the methodologies applied within previous studies (Wilson et al., 2007; Baugh et 
al., 2013), whilst a new approach is developed which utilises the accuracy of the 
SRTM elevation within bare earth areas and the sensitivity of SRTM to vertical 
vegetation structure. Bare earth DEM accuracy will be assessed directly with 
respect to a set of high quality Ground Control Points (GCPs) collected through 
a differential GPS survey conducted within the study area. 
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5.2 Research aims 
The overall aim of this chapter is to generate and validate a collection of bare 
earth DEMs for the Beni floodplain through correction of vegetation biases in 
the SRTM dataset. This aim will be accomplished through completion of four 
specific objectives. 
1. To use field and remotely sensed datasets in order to derive maps of 
canopy height for the Beni floodplain study area 
2. To generate bare earth DEMs of the Beni floodplain through application 
of canopy height maps to correct vegetation effects in the SRTM dataset  
3. To quantitatively assess the vertical accuracy of the bare earth DEMs 
through comparison to GCPs obtained through a differential GPS survey 
4. To compare and qualitatively assess the characteristics of the different 
bare earth DEMs in order to elucidate which methodology produces the 
best representation of floodplain topography 
5.3 Data sources 
5.3.1 SRTM dataset 
For this study the ‘version 2’ SRTM dataset at 3 arc second (90 m) resolution 
was obtained through the USGS seamless service (http://seamless.usgs.gov). 
The version 2 dataset was used here as these data were not subject to void 
filling algorithms, like SRTM versions 3 and 4 (Reuter et al., 2007). Within these 
later versions of the SRTM dataset voids were filled by elevation data from 
auxillary DEMs, which were considered potentially unreliable for the Beni 
floodplain. The spatial extent of voids was minimal within the SRTM dataset for 
the study area, thus voids were filled manually here using simple interpolation 
techniques. The data were acquired as 1o x 1o tiles which were mosaiced using 
ArcGIS in order to construct a continuous representation of topography for the 
Beni floodplain study area. The SRTM dataset was subject to minimal 
processing in order to retain original elevation values, however a relatively small 
number of voids which were located in areas of water were filled using simple 
interpolation techniques. In addition, the SRTM dataset was smoothed using a 3 
x 3 pixel window in order to reduce the influence of relative errors associated 
with phase noise (Kellndorfer et al., 2004). Validation of the SRTM in chapter 3 
found that in open areas the vertical accuracy is characterised by an RMSE of 
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1.6 m and 2.7 m linear error at the 90% confidence interval (LE90), far 
exceeding the pre mission accuracy requirements (Bamler, 1999). In forested 
areas accuracy declines substantially to LE90 21.1 m due to the presence of a 
systematic positive bias in the SRTM, which arises as a result of interaction of 
the SRTM C-band phase centre with physical vegetation elements. 
5.3.2 ICESat GLAS vegetation height measurements 
The Geoscience Laser Altimeter System (GLAS) instrument was carried aboard 
the Ice, Cloud and land Elevation (ICESat) satellite which launched on 12th  
 
Figure 5.1. Location of GLAS footprints (Saatchi et al., 2011) in the Beni floodplain study area 
overlain upon the SRTM elevation dataset.  
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January 2003 (Zwally et al., 2002). GLAS comprised three lasers the first of 
which (L1) failed on day 38 of the mission, however the remaining lasers (L2 
and L3) remained operational until May-June 2006 (Schutz et al., 2005). GLAS 
lasers operated at a wavelength of 1064 nm and illuminated an ellipsoidal 
ground footprint possessing a diameter of approximately 65 m. Footprints were 
located along linear tracks with a spacing of 170 m (Sun et al., 2008). The 
GLAS sensors were associated with a range precision of less than 2.5 cm, 
whilst horizontal geolocation error was approximately 5.8 m (Abshire et al., 
2005). 
Within this study a processed version of the GLAS product was utilised, 
supplied by NASA Jet Propulsion Laboratory (JPL), in which GLA01 waveforms 
had been converted to a weighted estimate of forest height. During processing 
of the dataset by Saatchi et al., (2011), waveforms were filtered in order to 
retain only those which could be unambiguously identified as forest. The 
waveforms were analysed and Gaussian peaks identified in order to yield an 
estimate of Loreys height, a basally weighted measure of forest height, for each 
GLAS footprint (Magnussen and Boudewyn, 1998). Data were received as tab 
delimited .txt files containing x,y coordinates and the Loreys height value.  The 
data were subsequently checked for consistency and anomalous canopy height 
estimates were removed. 
5.3.3 Global canopy height map 
A number of recent studies have utilised the spaceborne LiDAR waveform 
dataset collected by GLAS between 2003-2009, in order to construct global 
maps of forest canopy height (Lefsky et al., 2005; Lefsky et al., 2010; Simard et 
al., 2011). Global canopy height maps are created through correlation of 
discrete LiDAR footprints with relevant spatially continuous ancillary datasets- 
which are then used to predict canopy heights in areas where footprints are not 
present. Simard et al., (2011) present the most recent and accurate attempt to 
model global canopy height at a spatial resolution of 1 km, utilising forest type, 
tree cover, elevation and climatological ancillary variables. Validation of the 
canopy height map with respect to 66 FLUXNET sites produced an RMSE of 
4.4 m (r2=0.5), superseding the accuracy of Lefsky et al., (2010) which achieved 
an RMSE of 5.9m (r2=0.01). The canopy height map was downloaded from 
NASA JPL at http://lidarradar.jpl.nasa.gov/. 
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Figure 5.2. Global canopy height map (1 km resolution) subset to the Beni floodplain study 
area (Simard et al., 2011) 
5.3.4 Beni canopy height survey data 
Full details of the Beni canopy height survey data and methodology can be 
found in 4.3.2. Measurements from the 35 survey plots were combined in order 
to produce an average canopy height for mature forests upon the Beni 
floodplain.  As the canopy height survey data detailed in 4.3.2 were collected 
from mature forests, these data were supplemented by a further 3 canopy 
height surveys which were undertaken using an identical methodology in both 
early and late successional forest stands. In a similar manner to mature forests, 
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the canopy height measurements from the supplementary survey were 
combined in order to generate an average canopy height for both the early and 
late successional forest classes. 
5.3.5 Beni floodplain elevation survey 
Ground control points were collected across the Beni floodplain study area 
using a differential GPS. Of the total 105 points, 48 were located in forested 
areas, 34 represented savanna or pasture land cover, whilst the remaining 23 
points were located within other land covers or at the forest savanna transition. 
Remote sensing observations suggest that land cover of the Beni floodplain 
comprises approximately 48% forest, 49% savanna or other open areas and 3% 
water. Therefore forests are over represented in proportional terms, whilst 
savannas are underrepresented. Further details of the Beni floodplain elevation 
survey are included in 4.3.3. 
5.3.6 Beni floodplain land cover map 
The Beni land cover map was derived from Landsat TM imagery in chapter 3 
using a combined Linear Spectral Unmixing- Decision Tree classification 
methodology. The map delineates a total of 7 classes; 3 forest classes (SS1, 
SS2 and mature) and four non forest classes (pasture, savanna, grasslands 
and water) at a resolution of 30 m. Validation of the land cover map yielded an 
overall accuracy in excess of 90 %. Further details on the generation of the 
floodplain land cover classification can be found in chapter 3. 
5.4 Methodology 
5.4.1 Preparation of input datasets  
In order to facilitate production of bare earth DEMs all requisite datasets were 
resampled into grids characterised by a common map projection, dimensions 
and spatial resolution. First the floodplain land cover classification produced in 
chapter three was resampled to 90 m spatial resolution using ENVI. In order to 
retain subpixel class information at the new resolution, the original land cover 
map was separated into a series of seven class images at the original 30 m 
resolution. These class images were resampled using the pixel aggregate 
method, creating a new grid for each class at 90 m spatial resolution in which 
the value of each new 90 m pixel corresponded to the percentage of its area 
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covered by that particular land cover class within the original 30 m resolution 
image. These land cover class grids were then subset to the same areal extent 
as the SRTM dataset and exported to .asc files, the common input format used 
for input of data into the DEM generation program. 
5.4.2 Bare earth DEM generation methodologies 
Bare earth DEMs were generated using a program written in C programming 
language using the Dev C++ integrated development environment and 
compiler. There was no established methodology relating to correction of 
vegetation effects in the SRTM in the absence of continuous LiDAR data. 
Therefore four approaches were devised and implemented here in order to 
investigate the best method by which to generate bare earth DEMs. The 
principle difference between the adopted approaches was the specification of 
canopy height parameters, which propagated variations in the resultant canopy 
height maps and bare earth DEMs. 
Each bare earth DEM generation routine contained four basic functions. In the 
first function all relevant grids, in the form of .asc files, were loaded into the 
program and the land cover class grids were used to generate a forest mask, 
which delineated SRTM pixels requiring correction. All SRTM pixels 
characterised by greater than 0 % forest cover were included in this mask. In 
the second function a maximum canopy height map was generated for the 
study area, based upon parameters which varied between each routine. In the 
third function the correction for SRTM bias was calculated according to equation 
5.1, which generated a ‘weighted canopy height’ for each forested SRTM pixel.  
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In this equation CHtot represents the total weighted canopy height for a given 
forested SRTM pixel. For each forest class SS1, SS2 and Mature Forest (MF) 
the assigned canopy height h, was multiplied by p, which represented the areal 
proportion of the pixel covered by a given forest class. Hence this approach 
assumed that the total canopy height bias contained in the SRTM was a linear 
combination of its constituent forest classes. Values for SS1p,SS2 p and MF p 
were taken from the aggregated class images and thus were invariant between 
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the different DEM generation routines. Values for SS1h, SS2h and MFh were 
taken from the canopy height maps generated within function two.  
The fourth function contained an option whereby the weighted canopy height 
map could be scaled in order to account for penetration of the SRTM C-band 
phase centre through multiplication of canopy height by a factor of 0.65. This 
correction factor was calculated based upon the comparison of field measured 
and SRTM derived canopy height within chapter 4. This scaling factor was 
applied according to the specifications illustrated in table 5.1. The final canopy 
height map was then subtracted from the SRTM in order to produce a bare 
earth DEM. Intuitively, variations in the characteristics of the bare ground DEMs 
generated in the different correction routines can be attributed to the definition 
of maximum canopy height in function two. Further details relating to definition 
of maximum canopy height parameters in the different routines are elaborated 
in subsequent sections. In order to thoroughly test the four DEM generation 
methodologies a total of seven bare earth DEMs were produced, the names 
and characteristics of these DEMs are displayed in table 5.1. 
5.4.2.1 Field derived zonal average canopy height 
For the field derived zonal average canopy height routine, spatially uniform 
maximum canopy height parameters were defined within function two based 
upon field measurements of Beni floodplain forest stands. A single value for 
canopy height was assigned to each of the three forest classes; early 
successional stage, late successional stage and mature forest, based upon 
averaging of canopy height survey data. These values were subsequently 
applied in equation 5.1 in order to generate the weighted canopy height map. 
This canopy height map was subtracted from the SRTM in order to create the 
bare earth DEM, which was named FAV DEM. Given that canopy height 
surveys were designed to measure the height of the canopy top FAVP DEM 
was also generated through application of the correction factor to the canopy 
height map in function four, in order to account for SRTM penetration. Intuitively 
as canopy height is assumed to be constant across the floodplain for each 
forest class, spatial variation in CHtot occurs across the floodplain as a result of 
variations in the proportion of different forest classes within each pixel.  
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5.4.2.2 GLAS derived zonal average canopy height 
The GLAS zonal average canopy height DEM generation methodology was 
very similar to the field derived zonal canopy height routine, although canopy 
height values were obtained from the GLAS dataset. GLAS canopy height 
measurements were grouped according to forest class using ArcGIS and 
summary statistics calculated using Microsoft Excel. Four bare earth DEMs 
were generated using GLAS derived canopy height parameters; GLMED DEM 
and GLMEDP DEm used the median GLAS canopy height, with the latter being 
corrected for SRTM penetration. The median GLAS canopy height was selected 
in order to best represent the average forest height in each class.  
5.4.2.3 Spatially variable canopy heights derived using a first order 
estimated DEM 
In the absence of continuous LiDAR surveys, the extrapolation of discrete 
GLAS canopy height measurements in order to construct a spatially variable 
map of canopy height for forest stands across the floodplain theoretically 
presented the best approach to correction of vertical biases present within the 
SRTM dataset. Through correlation of GLAS canopy height measurements with 
remote sensing variables sensitive to vertical vegetation structure and offering 
continuous spatial coverage, it was thought that the basic methodology utilised 
by Lefsky et al., (2010) and Simard et al., (2011) in order to predict global 
canopy height could be applied at the local scale of the Beni floodplain. In order 
to investigate the efficacy of this approach regression models were constructed 
between GLAS canopy height and a range of remote sensing variables, for 
example SRTM standard deviation, Landsat TM reflectance and textural 
measures, TRMM rainfall and other datasets. However no statistically 
significant relationships were derived, indicating the need for adoption of an 
alternative approach.  Accordingly, the approach to bare earth DEM generation 
detailed here was devised in order to utilise the high levels of accuracy offered 
by the SRTM dataset in unforested areas, and its sensitivity to forest structure. 
This routine was predicated upon the generation of a spatially variable 
maximum canopy height map through subtraction of a first order estimated bare 
earth floodplain DEM from the SRTM dataset. The first order estimated bare 
earth DEM was produced using ArcGIS. Initially the floodplain land cover 
classification was utilised in order to extract a collection of bare earth elevation 
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points from the SRTM, which were checked for consistency and supplemented 
through manual addition of points based upon observations of Landsat TM 
imagery. Further bare earth elevations acquired through a field survey of bank 
top elevations were added to the point dataset, substantially increasing the 
density of bare earth elevation points located in close proximity to the Beni 
channel. The bare earth DEM was generated through Inverse Distance 
Weighted interpolation of the bare earth elevation point dataset, providing an 
approximate representation of floodplain topography in forested areas. 
Spatially variable maps of maximum canopy height were produced for each 
forest class using another C program. In this program the first order interpolated 
bare earth DEM was subtracted from the SRTM dataset, producing a map of 
estimated canopy height for all forested pixels across the floodplain. In order to 
effectively capture and represent broad scale spatial variations of canopy height 
across the study area, a new aggregated canopy height map was produced for 
each forest class at a resolution of 1 km. Aggregated maps were produced 
through averaging of canopy height values for each class within 1 km blocks. In 
order to exclude partially forested pixels containing unrepresentative forest 
heights from the analysis, canopy height values were taken exclusively from 
pixels characterised by 100 % of the relevant forest class.  
The main DEM generation program was modified in order to facilitate inclusion 
of the canopy height maps generated here. Aggregated canopy height maps for 
each forest class were loaded into the main DEM generation program in 
function one, eliminating the need for generation of maximum canopy height 
map in function two. As canopy height was derived from the SRTM dataset, 
scaling implemented in function four was not required. The DEM generated 
using this methodology was named INT DEM. 
5.4.2.4 Spatially variable vegetation heights based upon global canopy 
height datasets 
In this approach the maximum canopy height map was supplied in the form of a 
global 1 km resolution canopy height map (Simard et al., 2011). The map was 
imported into ArcGIS and resampled in order to match the resolution of the 
SRTM using a nearest neighbour approach. Subsequently the resampled 
canopy height map was subset to the extent of the Beni floodplain study area 
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and exported from ArcGIS as a .asc file. Accordingly, the DEM generation 
program was modified in order to reflect the use of the global canopy height 
map. Function one was adapted to load the canopy height grid in addition to the 
land cover grids, whilst function two was removed. In function three class grids 
were combined in order to provide an aggregate measure of percentage forest 
cover for each pixel, which was multiplied by the canopy height indicated by the 
global canopy height map. Two DEMs were produced using this approach; 
GCH DEM and GCHP DEM, with the latter including the correction for SRTM 
penetration. This was necessary as the heights included in the map of Simard 
et al., (2011) represent the height of the canopy top. In this routine, variations in 
canopy height across the floodplain occurred as a function of maximum canopy 
height and percentage forest cover, both of which were spatially variable. 
Table 5.1. Bare earth DEM information. SV indicates spatially variable canopy height 
parameter. SRTM penetration correction refers to whether the canopy height values utilised 
within each approach are corrected in order to account for penetration of the SRTM, 
demonstrated within chapter 4 to constitute approximately 35 % of total canopy height. 
DEM  Approach to SRTM 
correction 
SRTM 
penetration 
correction 
SS1 
height 
(m) 
SS2 
height 
(m) 
Mature 
height 
(m) 
FAV Field averaged zonal No 9.75 16.02 20.46 
FAVP Field averaged zonal Yes 6.34 10.41 13.30 
GLMED GLAS derived zonal No 8.31 12.37 13.22 
GLMEDP GLAS derived zonal Yes 5.40 8.04 8.59 
GCH Global canopy height No SV SV SV 
GCHP Global canopy height Yes SV SV SV 
INT First order estimated DEM No SV SV SV 
 
5.4.3 Post processing of DEMs 
In order to create ‘finished’ versions of the bare earth DEMs an additional C 
program was written which implemented a number of post processing 
procedures. First, DEMs were smoothed through calculation of the focal mean 
of a 3 x 3 pixel moving window, in order to reduce noise associated with the 
corrected elevation data. However, the function was modified in order to prevent 
the smoothing of important floodplain topographical features. Abandoned 
channels and dry cut offs located within the study area were manually digitised 
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and converted into a binary mask, which was used to exclude the features from 
the smoothing process.  
Further, the bed elevation of water bodies such as the river channel and cut offs 
were burned into the DEM. Visual assessment suggested that the elevations of 
SRTM in areas of water corresponded approximately to the elevation of the 
water surface during the mission. Therefore in order to provide a first order 
approximation of the bed elevations of rivers and lakes, 7 m of elevation was 
removed from the DEMS in regions denoted by a mask which included all pixels 
characterised by a value exceeding 0.50 in the water class image. Further 
modifications were required in order to facilitate the application of these bare 
earth DEMs within the flood inundation model, these are detailed further in 
chapter 6. 
5.4.4 Evaluation of bare earth DEMs 
The corrected bare earth DEMs for the Beni floodplain were quantitatively 
assessed with respect to a set of 105 post processed DGPS points. Standard 
measures of accuracy were calculated including mean deviation, standard 
deviation, standard error and RMSE, whilst linear error at 90% confidence level 
was also computed in order to facilitate assessment of the DEMs with respect to 
accuracy specifications of the SRTM (Bamler, 1999). Quantitative analysis was 
supplemented by further qualitative analysis, which was undertaken in order to 
compare the characteristics of the bare earth DEMs generated through the 
different routines. In order to facilitate qualitative assessment elevation profiles 
were extracted from the DEMs and analysed visually in order to determine 
which routines generated the best representation of floodplain topography. 
5.5 Results 
5.5.1 Validation of bare earth DEMs with respect to the floodplain 
elevation survey 
Tables 5.2 and 5.3 illustrate the summary accuracy statistics for the bare earth 
floodplain DEMs, calculated with respect to the DGPS elevations survey for the 
whole floodplain (n=105) and for forested areas (n=48) respectively. The DEM 
generation procedures corrected the elevation of the SRTM dataset exclusively 
within forested areas, therefore the influence of these corrections is most 
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marked in table 5.2. However table 5.3 was also included in order to illustrate 
the accuracy of the DEM for the floodplain as a whole. In these tables the mean 
represents the average deviation between DEM and DGPS elevation, providing 
an indication of the bias of the bare earth DEM with respect to the ground 
surface. A positive mean value indicates that the SRTM elevation is positively 
biased and over predicting elevation, whilst a negative mean indicates that 
elevation is under predicted. Standard deviation indicates the spread of the 
deviations, with a lower value indicating a greater consistency in the bare earth 
DEM. The root mean squared error (RMSE) provides an indicator of absolute 
accuracy of the DEM with respect to the ground surface, whilst linear error at 
the 90 % confidence interval (LE90) enables comparison of DEM accuracy with 
SRTM pre mission specifications (Farr, 2000). Histograms plotted in figures 5.3 
to 5.13 visually illustrate the frequency distribution of deviations between the 
DEMs and DGPS survey elevations.  
Table 5.2. Accuracy of bare earth DEMs for forested areas of the Beni floodplain 
 
Table 5.3. Accuracy statistics for Beni floodplain bare earth DEMs including all land covers 
  FAV FAVP GLMED GLMEDP GCH GCHP INT SRTM 
Mean (m) -2.6 2.6 2.0 5.7 -5.4 0.9 0.6 11.7 
Std deviation (m) 5.8 5.3 4.9 4.9 5.6 4.8 4.0 6.3 
Std error (m) 0.8 0.7 0.7 0.7 0.8 0.7 0.5 0.9 
RMSE (m) 6.3 5.9 5.2 7.5 7.7 4.9 4.0 13.3 
LE90 (m) 10.4 9.7 8.6 12.4 12.7 8.1 6.5 21.9 
 
For both of the DEMs generated through field averaged zonal methodology, 
absolute error was roughly halved in comparison to the SRTM. Absolute 
accuracy improved from 9.9 m for the SRTM to 5.1 m for FAV and 4.6 m for 
FAVP with respect to the complete floodplain elevation survey. In both table 5.2 
and 5.3 FAVP possessed a marginally lower value for standard deviation than 
  FAV FAVP GLMED GLMEDP GCH GCHP INT SRTM 
Mean (m) -2.0 1.3 0.9 3.1 -3.5 0.3 0.4 6.6 
Std deviation (m) 4.7 4.4 4.1 4.8 5.0 3.9 3.5 7.3 
Std error (m) 0.4 0.4 0.4 0.4 0.4 0.3 0.3 0.7 
RMSE (m) 5.1 4.6 4.1 5.7 6.1 3.9 3.5 9.9 
LE90 (m) 8.4 7.6 6.8 9.4 10.0 6.4 5.7 16.2 
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FAV, indicating a greater level of consistency for this DEM. The most significant 
difference between the two DEMs generated through the field averaged zonal 
method is in the mean average deviation. For forested areas mean deviation is -
2.6 m for FAV and 2.6 m for FAVP. Whilst both DEMs offer a significant 
improvement in comparison to the SRTM dataset (11.7 m), the results indicate 
that FAV is negatively biased with respect to true ground elevation, whilst FAVP 
is positively biased with respect to ground elevation. This difference is reflected 
in the accuracy statistics for the floodplain as a whole and in the histograms for 
these DEMS. In figure 5.4 the frequency distribution is negatively skewed, whilst 
for figure 5.5 the histogram is positively skewed. The histogram for both FAV 
and FAVP shows a significant improvement in comparison to the SRTM in 
figure 5.3, with the error distributions being clustered more closely around 0 m. 
The four DEMs derived using GLAS derived zonal averages display a range of 
performance levels. GLMED can be considered the highest quality DEM of this 
group in terms of quantitative summary statistics in table 5.3. GLMED is 
associated with lowest value of RMSE at 4.1 m, whilst a mean deviation of 0.9 
m is indicative of only a slight positive bias in DEM ground elevation. In 
comparison GLMEDP offers the lowest level of performance being 
characterised by an RMSE value of 5.7 m and a mean deviation of 3.1 m, 
indicative of a substantial positive bias. The performance of these DEMs is 
reflected in the histograms displayed in figures 5.8 and 5.9. The error 
distribution for GLMEDP exhibits a large degree of positive skew, in contrast for 
GLMED the histogram shows an irregular distribution with a large frequency of 
errors in the range of 0–4 m. 
 
Figure 5.3. Histogram illustrating error distribution of the SRTM with respect to DGPS survey points. 
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Figure 5.4. Histogram illustrating error distribution of the FAV DEM with respect to DGPS survey points. 
 
 
Figure 5.5. Histogram illustrating error distribution of the FAVP DEM with respect to DGPS survey points. 
 
 
Figure 5.6. Histogram illustrating error distribution of the GLMED DEM with respect to DGPS survey 
points. 
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Figure 5.7. Histogram illustrating error distribution of the GLMEDP DEM with respect to DGPS survey 
points. 
 
Figure 5.8. Histogram illustrating error distribution of the GCH DEM with respect to DGPS survey points. 
 
 
Figure 5.9. Histogram illustrating error distribution of the GCHP DEM with respect to DGPS survey points. 
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Figure 5.10. Histogram illustrating error distribution of the INT DEM with respect to DGPS survey points 
 
Figure 5.11. Histogram illustrating error distribution of the INT DEM with respect to DGPS survey points. 
The error distribution of the SRTM dataset is also included here in order to demonstrate the effect of the 
correction. 
Significant differences are observed for the bare earth DEMs generated using 
the global canopy height map both in terms of summary statistics in tables 5.2 
and 5.3 and histograms in figures 5.8 and 5.9. As indicated by RMSE for the 
floodplain as a whole, absolute accuracy of GCHP (3.9 m) substantially 
exceeds that of GCH (6.1 m). GCHP also exhibits a substantially lower level of 
spread in its error distribution, as indicated by the value of standard deviation of 
3.9 m compared to 5.0 m for GCH. However perhaps the largest disparity in the 
performance of the GCH and GCHP is shown by the mean deviation of the 
DEMs. In forested areas the mean deviation of GCH is -5.4 m, indicating a large 
negative bias whilst for GCHP a value of 0.9 m indicates a slight positive bias. 
The difference in error distributions of the two DEMs is emphasised by their 
respective histograms. Whilst the 0-2 m bin is characterised by the highest 
frequency for both DEMs, figure 5.10 clearly illustrates the high level of negative 
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skew which characterises GCH. In contrast figure 5.9 shows that errors for 
GCHP are quasi normally distributed, whilst displaying a slight positive bias. 
Overall, INT DEM, generated using spatially variable canopy height estimated 
from a first order bare earth DEM offered the highest levels of performance in 
quantitative validation. INT was characterised by an RMSE of 3.5 m with 
respect to the complete set of DGPS measurements, a great increase in 
absolute vertical accuracy in comparison to the SRTM (9.9 m). INT also 
exhibited the lowest standard deviation of any of the bare earth DEMs at 3.5 m, 
whilst the mean deviation in forested areas was 0.6 m indicating only a small 
positive bias. The histogram for INT illustrated in figure 5.10 and 5.11 shows 
that vertical errors in this DEM with respect to ground elevation are 
characterised by a normal distribution. 
5.5.2 Qualitative comparison of the bare earth DEMs 
Figure 5.12 presents an areal map of the standard deviation of the Beni 
floodplain bare earth DEMs. Standard deviation was computed for each pixel 
based upon elevation values from each of the seven DEMs generated here. 
This map was included in order to provide an indication of the spatial agreement 
between the alternative DEMs. Intuitively, a low value of standard deviation for 
a given pixel indicates a high level of agreement between elevation values for 
the different DEMs, whilst higher values of standard deviation indicates a larger 
range of elevation values and a lower level of agreement between the different 
DEMs. On a basic level the map illustrates that differences between the DEMs 
are minimal in unforested savanna and pasture areas. Intuitively deviations of a 
higher magnitude occur in areas characterised by forest cover where 
corrections were applied to the SRTM dataset. The majority of the forested area 
is characterised by a standard deviation of between 3 m and 7 m, indicating that 
the different approaches to SRTM correction produced significant differences in 
bare earth topography of the floodplain. Significantly, a spatial pattern emerges 
where standard deviation remains lower (3-5m) in a 5-10 km wide corridor 
which encompasses the Beni, whilst an increase in standard deviation (5m-7m) 
occurs in the extensive area of floodplain forest located to the east of the 
channel. 
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Figure 5.12. Map showing the standard deviation of the seven bare earth DEMs, higher values indicate 
larger deviations between the DEMs 
Figures 5.13–5.19 comprise a final weighted canopy height map, bare earth 
DEM and elevation deviation image for each SRTM correction routine (table 
5.1). A qualitative visual analysis of figure 5.13-5.19 will be undertaken here in 
order to broadly compare the bare earth DEMs and elucidate their main 
characteristics. In order to compute elevation deviation images, a composite 
DEM was produced in which the elevation value for each pixel represented the 
average elevation for the seven DEMs presented here. The elevation deviation 
image was subsequently produced for each DEM through subtraction of that 
DEM from the composite DEM. Hence a negative deviation indicates that the 
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elevation of a given DEM falls below the average of all DEMs, whilst the reverse 
is true for positive deviations.  
For both of the field averaged zonal canopy height approaches (figure 5.13 and 
5.14) canopy height shows a high level of spatial uniformity across the 
floodplain study area. Spatial variations in canopy height are primarily limited to 
areas of successional forest located in close proximity to the channel or at the 
edge of forest stands. Canopy height is consistently higher for the FAV DEM in 
comparison to the FAVP DEM, due to the linear scaling applied in order to 
account for SRTM canopy penetration. The FAV DEM is associated with 
negative deviations of a relatively high magnitude across the floodplain, 
indicating that bare earth elevations are substantially lower than the average for 
all DEMs. A visual analysis of the FAV DEM reveals the presence of 
topographical depressions in areas to the east of the channel and in the distal 
floodplain. These depressions are perhaps the most striking feature of the FAV 
DEM and are denoted by the localised areas of dark blue, which indicate that 
floodplain elevation is up to 10m lower than surrounding lighter blue areas. As a 
result of lower estimates of canopy height across the floodplain, FAVP DEM is 
characterised by relatively small positive deviations for the majority of forest 
stands in the study area. From visual analysis it is clear that topographical 
depressions, which were a widespread feature within the FAV DEM are much 
less prevalent in FAVP. Indeed the opposite situation arises in terms of the 
topographical features displayed within FAVP DEM in comparison to the FAV 
DEM. Accordingly, the FAVP DEM is characterised by the presence of 
substantial areas of markedly high elevation. These areas can be identified by 
white and red colours, particularly in close proximity to the Beni channel and 
floodplain channels to the east. This contrast in colours indicate that these 
raised areas are up to 10 m higher than the surrounding floodplain 
For the GLAS based zonal approaches (figure 5.15 and 5.16) canopy height 
maps were characterised by a high level of spatial uniformity and were relatively 
similar to those observed for the field averaged approaches. The GLMED DEM 
was associated with a positive deviation of a relatively low magnitude for most 
of the floodplain forest stands. Like the FAVP DEM, bare earth elevations clear 
raised areas are evident in close proximity to the Beni channel. The GLMEDP 
canopy height map was characterised by the lowest estimates of forest height 
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of any of the approaches employed here, due to the application of the 
adjustment for SRTM penetration to the canopy height map for  the GLMED 
DEM. This is reflected in the bare earth DEM, which features the presence of 
raised areas which are higher and occupy a larger area of the floodplain. 
 
Figures 5.17 and 5.18 illustrate the results obtained through correction of the 
SRTM dataset using a global canopy height map. The canopy height map for 
the GCH DEM clearly features the largest estimates of forest height of any 
approach to DEM generation. This is reflected in the strong negative deviation 
observed for most of the forested area, indicating that bare earth elevations are 
significantly lower than the average for all DEMs. This is reflected in the bare 
earth GCH DEM, which is characterised by very low elevations for the entirety 
of the forested area of the floodplain. Spatial variations in canopy height occur 
over broad scales in the global canopy height map, hence local variations in 
forest height are relatively limited. The exception to this is found in close 
proximity to the main Beni channel, where canopy height is substantially lower 
than for the large area of floodplain forest to the east of the Beni. As a result, in 
the GCH DEM bare earth elevation appears substantially higher in the 5-10 km 
wide corridor adjacent to the Beni. Application of the scaling factor in order to 
account for SRTM penetration produces significantly lower estimates of forest 
height across the floodplain in the GCHP canopy height map. This is reflected in 
the bare earth GCHP DEM, in which negative deviations located within forested 
areas are much less marked in comparison to the GCH DEM. However raised 
areas located in close proximity to the channel are increasingly prevalent within 
GCHP DEM. 
Figure 5.19 illustrates the canopy height map, bare earth DEM and deviation 
image for the SRTM correction routine based upon a first order estimated DEM. 
The canopy height map exhibits a much higher degree of spatial variability than 
alternative approaches. Forests which flank the main Beni channel and smaller 
floodplain channels are generally associated with the highest canopies, whilst 
lower canopies were generally observed for forests located further from water 
courses and in the distal floodplain. The deviation image most effectively 
illustrates the differences between the INT DEM and the other bare earth 
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Figure 5.13.  Maps showing broad characteristics of FAV DEM. Left- canopy height map. Middle- bare earth DEM. Right- elevation deviation image. 
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Figure 5.14.  Maps showing broad characteristics of FAVP DEM. Left- canopy height map. Middle- bare earth DEM. Right- elevation deviation 
image. 
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Figure 5.15.  Maps showing broad characteristics of GLMED DEM. Left- canopy height map. Middle- bare earth DEM. Right- elevation deviation 
image. 
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Figure 5.16.  Maps showing broad characteristics of GLMEDP DEM. Left- canopy height map. Middle- bare earth DEM. Right- elevation deviation 
image. 
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Figure 5.17.  Maps showing broad characteristics of GCH DEM. Left-canopy height map. Middle- bare earth DEM. Right- elevation deviation image. 
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Figure 5.18.  Maps showing broad characteristics of GCHP DEM. Left- canopy height map. Middle- bare earth DEM. Right- elevation deviation 
image. 
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Figure 5.19.  Maps showing broad characteristics of INT DEM. Left- canopy height map. Middle- bare earth DEM. Right- elevation deviation 
image. 
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DEMs. INT DEM is characterised by lower than average bare ground elevation 
in close proximity (5-10 km) to the river channel. In contrast, positive deviations 
are observed for the large area of floodplain forest located on the east side of 
the channel, as well as for smaller forest stands located in the distal floodplain. 
Visual analysis reveals that this bare earth DEM is not characterised by the 
presence of obvious topographical depressions in the large expanse of 
floodplain forest located to the east of the Beni, which were prominent within the 
FAV DEM and GCH DEM. Further, raised areas present within close proximity 
to the main channel and floodplain channels which were prevalent within the 
FAVP and GLMEDP are not present in the INT DEM. 
The broad scale view of the DEMs presented within figures 5.13-5.19 is 
complemented by a more detailed comparison of the DEMs over smaller scales 
in figures 5.20-5.40. Accordingly, these figures illustrate topographical profiles 
extracted from the original SRTM and the corrected DEMs at three locations 
upon the Beni floodplain. In order to aid this analysis, ‘trusted bare earth 
elevations’ are included within the maps of the profiles and the profiles 
themselves in order to provide an indication of the accuracy of the different 
DEMs. These trusted elevations were extracted from the SRTM in locations 
which were characterised by bare earth, determined through visual analysis of 
Landsat TM imagery, and hence are devoid of biases relating to vegetation. 
According to the results of chapter 4 bare earth elevations within the SRTM for 
the Beni floodplain are associated with a high level of accuracy, being 
characterised by an RMSE of 1.6 m.  
The three selected locations were considered to be representative of the 
floodplain at large, and hence provide an insight into the characteristics of the 
DEMs produced through different approaches to vegetation correction. Profiles 
1 and 2 were extracted from the upstream section of the reach, whilst profile 3 
was located further downstream around 100 km north of Rurrenabaque. Figures 
5.20 and 5.21illustrate extracted cross sectional profile (profile 1) across the 
Beni and adjacent floodplain for a meander bend located in the upstream part of 
the study reach. The topographical profile begins upon the west side of the 
Beni, from here it stretches east across the downstream section of the point bar 
and the main channel. From the raised levee deposit on the cut bank side of the 
meander bend the profile intersects a channel cut off before descending a 
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relatively shallow slope to an unforested basin at the eastern end of the profile. 
Dense forest cover characterises the point bar and levee deposit up to a 
distance of 16 km along the profile. The analysis of the DEMs below will centre 
around profile 1 (figures 5.20-5.26), although the same basic features of the 
DEMs are illustrated for profile 2 (figures 5.27-5.33) and profile 3 (figures 5.34-
5.40). 
Figure 5.22 illustrates the profile extracted from the INT DEM along with the 
SRTM dataset and trusted bare earth elevations. The representation of the 
ground surface corresponds closely to the trusted elevations for the length of 
the profile, strongly suggesting that INT provides an accurate representation of 
bare earth elevation. Elevation of the bare earth DEM corresponds well to 
trusted elevations on the point bar, which is characterised by a relatively small 
level of topographical variability. INT accurately represents the elevation of the 
levee top on the outside of the meander bend, whilst also capturing the gradient 
of the slope of the levee to the unforested basin at the end of the profile. 
Elevation within the INT DEM also appears to correspond  well to the trusted 
bare earth elevation points within figures 5.29 and 5.36 for profile 2 and 3 
respectively. The accuracy of these profiles with respect to trusted bare earth 
elevation suggests that the INT DEM is able to correctly capture floodplain 
topography both in close proximity to the channel, and also at a greater 
distance from the channel. These results thus reflect the broader features of the 
DEM illustrated within figure 5.19, which showed that floodplain topography was 
relatively consistent, featuring no marked depressions or raised areas. Thus the 
accuracy of topographical profiles combined with the broader scale consistency 
of the INT DEM indicate forest height is well represented within the canopy 
height map utilised within this approach.  
The topographical profile for the FAV DEM is illustrated in figure 5.23. The FAV 
DEM captures bare earth elevation of the point bar and outside of the meander 
bend successfully, although the degree of topographical variability observed 
upon the point bar is greater than for the INT DEM. This suggests that canopy 
height is predicted correctly in close proximity to the river channel. However 
from 10-15 km along the profile FAV DEM deviates substantially from trusted 
bare earth elevations, as a result of an apparent over prediction of canopy 
height, consequently the slope of the levee is not captured successfully. In  
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Figure 5.20. SRTM dataset overlain with location of topographical profile 1 and trusted bare earth 
elevations. 
 
Figure 5.21. INT DEM overlain with location of topographical profile 1 and trusted bare earth elevations. 
 
Figure 5.22. Topographical profile 1 showing SRTM and INT DEM along with trusted bare earth elevations. 
160
170
180
190
200
210
220
0 5 10 15 20 25
E
le
v
a
ti
o
n
 (
m
)
Distance from west to east (km)
SRTM
INT DEM
Bare earth point
179 
 
 
 
Figure 5.23. Topographical profile 1 showing SRTM and FAV DEM along with trusted bare earth 
elevations. 
 
 
Figure 5.24. Topographical profile 1 showing SRTM and FAVP DEM along with trusted bare earth 
elevations. 
 
 
Figure 5.25. Topographical profile 1 showing SRTM and GCH DEM along with trusted bare earth 
elevations. 
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Figure 5.26. Topographical profile 1 showing SRTM and GCHP DEM along with trusted bare earth 
elevations. 
 
Figure 5.27. SRTM dataset overlain with location of topographical profile 2 and trusted bare earth 
elevations. 
 
Figure 5.28. INT DEM overlain with location of topographical profile 2 and trusted bare earth elevations. 
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Figure 5.29. Topographical profile 2 showing SRTM and INT DEM along with trusted bare earth elevations. 
 
 
Figure 5.30. Topographical profile 2 showing SRTM and FAV DEM along with trusted bare earth 
elevations. 
 
 
Figure 5.31. Topographical profile 2 showing SRTM and FAVP DEM along with trusted bare earth 
elevations. 
150
160
170
180
190
200
210
220
0 5 10 15 20 25
E
le
v
a
ti
o
n
 (
m
)
Distance from west to east (km)
SRTM
INT DEM
Bare earth point
150
160
170
180
190
200
210
220
0 5 10 15 20 25
E
le
v
a
ti
o
n
 (
m
)
Distance from west to east (km)
SRTM
FAV DEM
Bare earth point
150
160
170
180
190
200
210
220
0 5 10 15 20 25
E
le
v
a
ti
o
n
 (
m
)
Distance from west to east (km)
SRTM
FAVP DEM
Bare earth point
182 
 
 
Figure 5.32. Topographical profile 2 showing SRTM and GCH DEM along with trusted bare earth 
elevations. 
 
Figure 5.33. Topographical profile 2 showing SRTM and GCHP DEM along with trusted bare earth 
elevations. 
 
 
Figure 5.34. SRTM dataset overlain with location of topographical profile 3 and trusted bare earth 
elevations. 
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Figure 5.35. INT DEM overlain with location of topographical profile 3 and trusted bare earth elevations. 
 
 
Figure 5.36. Topographical profile 3 showing SRTM and INT DEM along with trusted bare earth elevations. 
 
Figure 5.37. Topographical profile 3 showing SRTM and FAV DEM along with trusted bare earth 
elevations. 
 
140
150
160
170
180
190
200
210
220
0 5 10 15 20
E
le
v
a
ti
o
n
 (
m
)
Distance from west to east (km)
SRTM
INT DEM
Bare ground point
140
150
160
170
180
190
200
210
220
0 5 10 15 20
E
le
v
a
ti
o
n
 (
m
)
Distance from west to east (km)
SRTM
FAV DEM
Bare ground point
184 
 
 
Figure 5.38. Topographical profile 3 showing SRTM and FAVP DEM along with trusted bare earth 
elevations. 
 
Figure 5.39. Topographical profile 3 showing SRTM and GCH DEM along with trusted bare earth 
elevations. 
 
Figure 5.40. Topographical profile 3 showing SRTM and GCHP DEM along with trusted bare earth 
elevations. 
addition, the unforested basin at the eastern end of the profile is characterised 
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bare earth elevation points with increasing distance from the channel is also a 
feature of profile 2 (figure 5.30) and profile 3 (figure 5.37). Considered in light of 
the broad DEM behaviour illustrated within 5.13, this suggests canopy height 
and hence ground elevation appears to be well represented within close 
proximity to the channel within the FAV DEM. However under prediction of 
elevation with increasing distance from the channel, coupled with the 
observation of widespread topographical depressions suggests that the 
approach used to produce the FAV DEM overestimated forest height outside 
the channel belt. 
Figure 5.24 shows the profile of bare earth elevation associated with the FAVP 
DEM. In the FAVP DEM the elevation of the point bar deposit and levee on the 
cut bank side of the Beni deviate positively from the trusted bare earth 
elevations, indicating an under prediction of canopy height for forests located in 
close proximity to the river channel. Ground elevation in the FAVP DEM 
corresponds more closely to trusted elevations with increasing distance from 
the channel, hence the slope of the levee to the unforested basin is captured 
effectively. Thus in contrast to the FAV DEM, the approach used to generate 
FAVP DEM predicts canopy height correctly further from the channel, whilst 
canopy height is under predicted in close proximity to the channel. For profiles 1 
and 2 illustrated within figures 5.31 and 5.38, the FAVP DEM also offers an 
improved level of performance when predicting bare earth elevation with 
increasing distance from the channel, in comparison to the FAV DEM. 
Combined with observations within figure 5.14, these results suggest that the 
correction of vegetation biases is effective for areas located with greater 
distance from floodplain channels within FAVP DEM. However, the over 
prediction of elevation within close proximity to the channel with respect to 
trusted bare earth points (figure 5.24)  combined with the presence of raised 
areas visible around channels within figure 5.14 suggests that canopy height 
may be systematically under predicted within these areas. 
Figure 5.25 and 5.26 illustrate profiles of floodplain topography for the GCH and 
GCHP DEMs respectively. Bare earth elevation in the GCH DEM is well 
captured upon the point bar, whilst elevation falls substantially below trusted 
bare earth elevations on the outer bank of the meander. This negative deviation 
with respect to ground elevation increases with distance from the channel, 
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hence the slope of the levee is not well represented. In a similar manner to the 
FAV DEM, the topographical basin at the east of the profile is characterised by 
the presence of erroneous topographical depressions. Overall this indicates that 
canopy height is over predicted within the approach used to generate the GCH 
DEM, particularly with increasing distance from the channel. The floodplain 
profile for the GCHP DEM features a marked over prediction of elevation on the 
point bar, whilst topography corresponds well to the trusted bare earth points 
across the levee from the outer bank of the meander to the unforested basin at 
the east side. Hence the ground elevation profile suggests that canopy height is 
generally well predicted within the approach utilised in order to produce GCHP 
DEM, with the exception of the point bar. Similar DEM characteristics are also 
observed for profiles 2 and 3 within figures 5.32, 5.33, 5.39 and 5.40, with the 
GCH DEM substantially under predicting elevation in comparison to bare earth 
points. Considered in the light of the presence of large areas of topographical 
depressions within forested areas of floodplain within figure 5.17, the profiles 
presented here suggest that the global canopy height map systematically over 
predicts canopy height in areas located outside the channel belt, leading to 
under prediction of floodplain elevation. Correction of the global canopy height 
map in order to account for SRTM penetration, reduces the under prediction of 
floodplain elevation with increasing distance from the channel but leads to an 
over prediction of elevation within the channel belt, indicated by the prevalence 
of raised topography indicated within figure 5.18 and comparison to trusted bare 
earth elevations within figures 5.33 and 5.40. 
5.6 Discussion 
Tropical forest stands in Amazonia are characterised by a high level of spatial 
heterogeneity in terms of biophysical properties (Lu et al., 2003a). This spatial 
variability increases within seasonally inundated varzea forests as a result of 
elevated disturbance linked to processes of flood inundation (Junk et al., 1997). 
Indeed physical characteristics such as stem density, tree height, species 
composition, biomass and degree of canopy closure commonly exhibit 
substantial variations over small spatial scales in inundated forests (Wittmann et 
al., 2002) Observations undertaken during the field campaign confirmed that 
Beni floodplain forests are typical of those found for Amazonian varzea, with 
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physical and structural characteristics varying substantially even within stands 
of the same forest class.  
Accordingly, the heterogeneity of the structural characteristics of Beni floodplain 
forests is reflected in the vertical bias observed within vegetated areas in the 
SRTM dataset, which varies substantially across the study area. The magnitude 
of SRTM vertical bias is primarily dependent upon canopy height (Walker et al., 
2007) but is also controlled by variables such as stand density and degree of 
canopy closure, which influence the nature of interactions between the SRTM 
C-band phase centre and the forest canopy (Hofton et al., 2006). In addition, 
given the heterogeneity of Beni floodplain forest structure it is possible that 
physical forest characteristics may vary independently of one another, 
producing non linear relationships between canopy height and SRTM vertical 
bias.  
In vegetated areas, quantification of the SRTM vertical bias is required in order 
to facilitate production of an accurate representation of bare earth elevation 
(Bourgine and Baghdadi, 2005). In the absence of continuous direct 
measurements from LiDAR surveys, prediction of forest height across the Beni 
floodplain presents a challenging research problem. The difficulty of this task is 
enhanced by the potential for the proliferation of non linear relationships 
between forest height and the SRTM bias (Hofton et al., 2006). Initially in an 
attempt to facilitate extrapolation of point canopy height measurements across 
the floodplain in a spatially variable manner, relationships were sought between 
point measurements of canopy height and ancillary variables with continuous 
spatial coverage. This constituted a similar methodology to that employed by 
Lefsky et al., (2010) and Simard et al., (2011) in order to generate global 
canopy height maps, although implemented on a local scale. Accordingly 
univariate and multivariate regression models were constructed using SRTM 
standard deviation, Landsat TM reflectance, MODIS reflectance, TRMM rainfall 
and other variables, however statistically significant relationships were not 
observed. In the absence of sufficiently strong correlations, four alternative 
approaches to bare earth DEM generation were tested here. The quality of the 
bare earth DEMs produced using these approaches was largely dependent 
upon the ability of each approach to accurately represent the spatial variations 
of SRTM vertical bias across the floodplain. 
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In the zonal average approach to DEM generation canopy height is assumed to 
be uniform for each forest class, thus canopy height variations are driven 
primarily by spatial variations in the distribution of different forest classes across 
the floodplain. The distribution of forest classes remains constant for each DEM 
generated through the zonal average approach, hence differences between the 
DEMs produced using this method can be attributed to the variations in canopy 
height parameters applied for each forest class. Consequently whilst the FAV, 
FAVP, GLMED and GLMEDP DEMs are characterised by substantial 
differences in bare earth elevation and hence vertical accuracy in table 5.2 and 
5.3, these DEMs possess many common traits which were evident during the 
qualitative assessment. The most significant common trait within these DEMs 
was the inability to correctly predict bare earth elevation both in the proximal 
and distal floodplain.  
Bare earth DEMs generated through both the field and GLAS derived zonal 
average approaches all exhibit a substantial improvement in vertical accuracy 
when compared to the SRTM. For the complete DGPS validation set SRTM is 
characterised by LE90 of 16.2 m and a mean deviation of 6.6 m for the Beni 
floodplain. For each of the four DEMs generated using zonal average 
approaches, LE90 was less than 10 m and mean deviation was less than 2 m. 
Hence these bare earth DEMs substantially exceeded the pre mission SRTM 
accuracy requirements (Bamler, 1999). FAV DEM was associated with an 
overall negative bias which can be attributed to the fact that the canopy height 
map, derived based upon forest inventory results, was not scaled in order to 
account for SRTM canopy penetration. As a result, the magnitude of SRTM bias 
was over predicted and bare earth elevation was under estimated for large 
areas of the floodplain. The scaling factor was applied to the canopy height map 
for the FAVP DEM, however this yielded only a moderate increase in vertical 
accuracy in comparison to the FAV DEM within quantitative analysis. 
Significantly, a mean deviation of 1.3 m indicated the proliferation of positive 
bias in the FAVP DEM, suggesting that application of the scaling factor led to 
under prediction of canopy height and over estimation of floodplain elevation. 
These results suggest that the average canopy height derived from the field 
survey data under estimated the canopy height for substantial areas of forest 
located across the floodplain.  
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The GLMED approach corrected SRTM vegetation effects through application 
of the median GLAS canopy height, and was associated with the highest 
absolute accuracy and lowest bias of any DEMs generated through the zonal 
average approach (table 5.2). After adjustment of canopy height in order to 
account for SRTM penetration the GLMEDP DEM was characterised by a lower 
level of absolute accuracy than the GLMED DEM, whilst exhibiting the largest 
positive bias of any bare earth DEM. These results indicate that the median 
GLAS derived Loreys height (Saatchi et al., 2010) corresponds well to the 
average SRTM bias in the Beni floodplain study area, precluding the need for 
application of the scaling factor in order to account for C-band phase centre 
penetration. 
Despite the clear improvement in quantitative performance exhibited by the 
zonal average DEMs in comparison to the SRTM, the quality of the 
representation of bare earth topography is unclear based upon summary 
statistics alone. Histograms shown in figures 5.3-5.7 illustrate that errors for the 
DEMs are not normally distributed but rather are skewed or multi modal, 
indicative of systematic error in the correction of vegetation biases in the SRTM. 
In addition, qualitative assessment of the DEMs clearly demonstrated the 
limitations associated with the zonal average approach to SRTM correction. 
Specifically, the zonal average approach was not able to effectively represent 
spatial variations in canopy height which characterise floodplain forest stands 
located within the Beni floodplain study area.  
Accordingly, the topographical profiles illustrated in figure 5.23 and 5.24 
indicated that the FAV DEM reproduced floodplain topography relatively well in 
close proximity to the channel, whilst underestimating bare earth elevation in 
areas located further away from the channel. In contrast for the FAVP DEM 
bare earth elevation was over estimated in close proximity to the channel, whilst 
being represented correctly with increasing distance from the channel. The 
implications of these results are twofold; firstly the results suggest that forest 
stands located in close proximity to the Beni channel are characterised by 
higher canopies than surrounding forests. Secondly, the results indicate that the 
zonal average canopy height maps are not able to account for this spatial 
variability in canopy height. Analysis of forest inventory data confirmed the 
existence of this disparity in canopy height, as plots located within the channel 
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belt (defined here as within 5 km of the main channel) were associated with an 
average height of 23.1 m whilst forests outside this zone were characterised by 
an average canopy height of  18.53 m. A t test yielded a t value of 4.34 along 
with a p value of 0.00007, confirming the difference in height of forests located 
inside and outside the channel belt. Given that spatially uniform canopy height 
was assumed for individual forest classes in the zonal average approach, the 
resulting canopy height maps were unable to account for the increase in canopy 
height observed for forests located within the channel belt, with associated 
errors in the bare earth elevations included within the resulting DEMs. 
Although incorporation of additional canopy height information into the DEM 
generation routine could potentially improve the representation of bare earth 
topography, implementation of this proved to be problematic. Despite the 
increase in height of forests stands located in close proximity to the river 
channel, these forests were not characterised by a distinct Landsat TM spectral 
signature (Lu et al., 2003a). Consequently, it was not possible to separate these 
forests within the land cover classification. It also proved impossible to manually 
delineate forests characterised by higher canopies as they could not be reliably 
defined with an appropriate level of accuracy without further information. In lieu 
of other options, the only method by which zonal averaged DEMs can be 
improved is through adjustment of canopy height parameters for each land 
cover class in order to improve vertical accuracy. However whilst the 
parameters can be adjusted in order to correctly reproduce bare earth elevation 
in a given part of the floodplain, the accuracy of the DEM will be compromised 
in other areas. 
Overall, results presented here highlight the limitations associated with 
application of zonal average canopy height maps in order to correct SRTM 
vertical biases for the Beni floodplain study area. The inability to account for 
differences in the canopy height of forest stands located in the proximal and 
distal floodplain mean that important topographical features within the study 
area, such as the slope of the floodplain away from the main channel, are not 
well reproduced within the resulting DEMs. More broadly, the results of this 
study cast doubts over the validity of the zonal average correction of the SRTM, 
such as that utilised by Wilson et al., 2007) when applied to study areas 
characterised by highly heterogeneous tropical forest cover such as the Beni 
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floodplain. Intuitively this approach is likely to offer a greater level of utility in 
regions characterised by more homogeneous forest cover, where the 
assumption of uniform canopy height within forest classes is more appropriate 
(Weydahl et al., 2007). 
As for the DEMs produced using field averaged zonal representations of canopy 
height, the disparity in performance for GCH and GCHP emphasises the effect 
of accounting for penetration of the C-band phase centre when correcting for 
vegetation effects in the SRTM dataset. The approach used to produce the 
GCH DEM did not account for SRTM penetration into forest canopies and was 
associated with the poorest level of performance of all DEMs in the quantitative 
validation. This bare earth DEM was characterised by a high level of negative 
bias with respect to the DGPS elevation survey, which manifested in the form of 
widespread erroneous topographic depressions which became evident through 
analysis of broad DEM characteristics and topographic profiles in the qualitative 
analysis. This negative bias can be attributed to the fact that the estimates of 
forest height contained in the global map correspond to the height of the top of 
the canopy (Simard et al., 2011), far exceeding the elevation of the SRTM C-
band phase centre within Beni floodplain forests. Linear scaling of the global 
canopy height map in order to account for penetration into Beni floodplain 
forests produced a significant improvement in accuracy of the GCHP DEM. 
Accordingly, GCHP was associated with the lowest level of bias of any bare 
earth DEM and exhibited the second best overall performance with respect to 
summary statistics. Further, the near normal distribution of errors illustrated in 
figure 5.9 is indicative of a more meaningful correction of vegetation effects than 
for the DEMs based upon zonal average canopy height. On a basic level this 
illustrates that the correction of SRTM vertical bias based upon a global canopy 
height map, adjusted for C-band penetration (Baugh et al., 2013), produces a 
more accurate DEM than a zonal average canopy height map (Wilson et al., 
2007). 
However, despite facilitating the production of the second best DEM statistically, 
the qualitative analysis revealed several limitations posed by the application of a 
global canopy height map for the correction of SRTM vegetation effects in the 
Beni floodplain. The first limitation is constituted by the disparity in scale which 
exists between the global canopy height map and the Beni floodplain study 
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area. In the canopy height map produced by Simard et al., (2011) forest height 
varies spatially over very broad scales with respect to the size of the study area. 
This can be attributed to the fact that the map was produced at a spatial 
resolution of 1km, through correlation of point estimates of canopy height 
provided through GLAS with ancillary variables such as rainfall, elevation and 
tree cover  which fluctuate over regional or continental scales.  
As has been established previously, Amazonian varzea forests are 
characterised by high levels of structural heterogeneity over small spatial scales 
(Lu et al., 2003a). In the case of the Beni floodplain study area a myriad of field 
and remote sensing observations suggest that this heterogeneity is driven by 
variables operating over much smaller spatial scales. Hydrological conditions, 
principally water availability and flood inundation characteristics appear to be 
preeminent in driving spatial variability of the structural characteristics of Beni 
floodplain forests (Wittmann et al., 2004). Therefore whilst the canopy height 
estimates derived from global canopy height map exhibit a greater degree of 
spatial variation than those observed for the zonal average approaches, the 
global canopy height map is not able to reproduce finer scale canopy height 
variability observed for Beni floodplain forests.  
The significant decrease in canopy height observed for forests located in close 
proximity to the Beni channel constitutes the second limitation of the global 
canopy height approach to bare earth DEM generation. Investigation of the 
original global canopy height map revealed that canopy height predictions are 
substantially lower in 1 km2 pixels containing sections of the river channel. As 
canopy height in the global map is weighted according to the MODIS MOD44B 
percentage tree cover product (Simard et al., 2011), 1 km2 cells containing 
sections of the river channel are associated with a lower estimate of forest 
height. This variation in canopy height is counter intuitive based upon 
aggregated forest height survey results and ultimately manifested in terms of an 
over prediction of bare earth elevation in close proximity to the river channel, 
evident in both figures 5.1 and 5.2. 
The GCHP DEM represented the second best bare earth DEM generated in this 
chapter based upon statistical assessment, indicating that the global canopy 
height map of Simard et al., (2011) captures the average height of Beni 
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floodplain forest stands very well. However use of the global canopy height map 
for correction of the SRTM dataset in the Beni floodplain study area was 
associated with two primary limitations demonstrated within the qualitative 
analysis. Erroneously low estimates of canopy height observed in close 
proximity to the Beni channel could be remedied using interpolation techniques, 
resulting in an improvement in DEM quality in these areas. However, more 
importantly the global canopy height map is unable to depict the local forest 
height variations observed within the Beni study area, ultimately resulting in 
over or under prediction of bare earth elevation for significant portions of the 
floodplain. This indicates that the approach utilised by Baugh et al., (2013) may 
propagate substantial errors in bare earth DEMS for Amazonian floodplains 
characterised by highly heterogeneous varzea forest cover. Indeed the results 
presented here suggest that global canopy height maps may offer the greatest 
level of utility in correction the SRTM for larger study areas at coarser 
resolutions, where local variations in canopy height are less significant. 
In quantitative terms the INT DEM was associated with the highest level of 
performance of all the bare earth DEMs which were produced here. The near 
normal distribution of errors observed in the histogram for the INT DEM (figure 
5.10) was demonstrative of an accurate correction of SRTM vegetation effects. 
This is an improvement upon other DEM generation approaches which 
produced multimodal error distributions or which were characterised by high 
levels of skew, indicating systematic errors in the correction of SRTM. This high 
level of performance was reflected in the qualitative assessment, indeed the 
INT DEM represented floodplain topography well with respect to trusted bare 
earth elevations and was able to reliably reproduce topographical features such 
as the levee slope away from the channel. 
The novel approach to correction of SRTM vegetation effects based upon a first 
order interpolated DEM produced the most accurate representation of floodplain 
topography as a result of its ability to represent local scale variations in canopy 
height which occur within the Beni floodplain study area through utilisation of 
the sensitivity of the SRTM to vertical vegetation structure (Carabajal and 
Harding, 2006). Both the canopy height map and deviation map illustrated in 
figure 5.19 demonstrate a much greater level of spatial variability in canopy 
height than is observed for the alternative approaches. Through utilisation of a 
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first order DEM, this approach uses canopy height information contained 
intrinsically within the SRTM in order to estimate local variations in forest height 
across the floodplain. Thus this approach circumvents the need to quantify 
spatial variations in both canopy height and other physical forest characteristics 
such as stem density and degree of canopy closure, which influence the overall 
magnitude of SRTM bias (Hofton et al., 2006). 
The primary limitation associated with this approach to correction of SRTM 
vegetation effects is the reliance upon an interpolated bare earth surface, which 
must be of a high quality in order to facilitate accurate estimations of local 
vegetation height. The successful interpolation of a bare earth surface is 
dependent upon the density and accuracy of points in the input dataset (Aguilar 
et al., 2005), with the quality of the point dataset required is dependent upon the 
topographical complexity of the study area and accuracy requirements of the 
interpolated surface. Here bare earth elevation points were initially extracted 
from the SRTM based upon automated identification of unforested areas using 
the land cover mask. Incorporation of additional bare earth elevation points 
manually identified based upon Landsat TM imagery, and measurements from 
the survey of the Beni bank top substantially increased the density of points 
located in close proximity to the river channel. Hence in the Beni floodplain 
study area, the quality of the interpolated surface was sufficient to facilitate the 
extraction of an accurate canopy height map.  
Overall, results obtained here demonstrate that the approach to SRTM 
correction which utilises a first order interpolated DEM, produces the best DEM 
for the Beni floodplain study area. The high levels of accuracy, in addition to the 
ability to reliably represent topographical features, suggests that the INT DEM is 
ideal for application within floodplain inundation modelling in subsequent 
chapters. Significantly results indicate that the INT DEM is of an equivalent or 
higher quality than the DEM utilised by Wilson et al., (2007) for inundation 
modelling of the Amazon main stem, whilst also performing better than the 
DEMs generated using through application of a global canopy height map 
(Baugh et al., 2013). More broadly, the success of this approach to correction of 
the SRTM suggests that DEMs of a sufficient quality for application within land 
surface process studies can be generated for other areas of the Amazon basin. 
Intuitively, utilisation of this methodology would be more problematic in study 
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sites characterised by a dearth of unforested areas, precluding the extraction of 
a sufficient density of bare earth elevation points for interpolation, or in study 
areas characterised by more complex topography which could not be effectively 
reproduced by interpolation of bare earth points extracted from the SRTM.  
5.7 Conclusions 
The results of this chapter illustrate that both field and remote sensing derived 
canopy height information can be effectively utilised in order to correct positive 
biases which exist in the SRTM dataset, as a result of C-band phase centre 
interactions with forest canopies. Prior to correction, the SRTM dataset was 
associated with 16.2 m linear error at the 90% confidence interval, falling just 
outside SRTM pre mission accuracy requirements of 16 m LE90 (Bamler, 
1999). Of the bare earth DEMs generated here the GCH DEM was associated 
with the lowest level of vertical accuracy, being characterised by an LE90 of 
10.0 m. Hence it can be concluded that correction of vegetation effects 
increased vertical accuracy of the SRTM in all cases. Indeed all bare earth 
DEMs generated here substantially exceeded the pre mission requirements of 
SRTM in terms of vertical accuracy (Farr, 2000). 
Whilst quantitative validation illustrated that all approaches to correction of 
vegetation effects improved the vertical accuracy of the SRTM dataset, 
summary statistics indicated the presence of a significant disparity in the 
accuracy of the bare earth DEMs. In terms of absolute vertical accuracy, the 
INT DEM offered the highest level of overall performance, being associated with 
an RMSE value of 3.5 m. This DEM was also characterised by a low value for 
mean deviation, indicating a low level of vertical bias. Furthermore, a near 
normal error distributions illustrated with the error histogram was indicative of a 
more accurate vegetation correction than observed for the other DEMs. Further 
qualitative analysis over both broad and local scales illustrated that the INT 
DEM reproduced floodplain topography in a more realistic manner than the 
other bare earth DEMs, providing an accurate representation of topographical 
features upon the floodplain such as the slope of the levee away from the Beni 
river channel. The high quality of the INT DEM indicates that an approach to 
DEM generation which is able to account for the substantial levels of spatial 
variation in canopy height over local scales is advantageous in correction of the 
SRTM for the Beni floodplain study area. 
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In contrast, approaches to bare earth DEM generation based upon zonal 
average canopy height (Wilson et al., 2007) produced DEMs which were 
characterised by a lower level of absolute vertical accuracy than the INT DEM. 
Whilst these DEMS nevertheless offered a statistical improvement in 
comparison to SRTM, when assessed with respect to the floodplain DGPS 
survey, the error distributions exhibited in histograms were commonly skewed 
or multi modal indicating a more crude correction of vegetation effects. This was 
reflected in the results of the qualitative analysis, which revealed that important 
floodplain topographical characteristics were not well reproduced in these 
DEMs.  
DEM generation based upon correction of SRTM using a global canopy height 
map (Baugh et al., 2013), offered an improvement in comparison to the zonal 
average approaches. Indeed GCHP DEM was associated with a higher level of 
accuracy than the zonal average DEMs in quantitative terms. However 
qualitative assessment revealed that the DEMs generated based upon global 
canopy height maps were associated with similar problems to those DEMs 
derived through the zonal average approaches. Canopy height within the global 
map varied across broad scales which reflect the remote sensing variables 
utilised within its production (Simard et al., 2011). Consequently this map was 
unable to account for local variations in forest height observed across the Beni 
floodplain, which are dependent upon processes operating at smaller scales, 
propagating errors within the resulting bare earth topography. 
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6. Beni floodplain inundation modelling 
6.1 Introduction 
A review of literature relating to Amazonian floodplain inundation can be found 
within chapter 1. Indeed section 1.3 provides an overview of the limitations 
associated with the use of in situ and remote sensing datasets for elucidation of 
complex inundation dynamics of floodplains in the Amazon basin, and outlines 
some of the advantages offered by the application of numerical models to this 
research area. Hence in this introduction, relevant past hydrological and 
hydraulic modelling studies undertaken within the Amazon basin are reviewed 
in a greater level of detail, prior to elucidation of the specific aims of this chapter 
in section 6.2.  
The application of hydrological and hydraulic models represents perhaps the 
most effective way to elucidate a more detailed understanding of the complex 
spatial and temporal dynamics of inundation upon Amazonian floodplains. A 
number of past studies have utilised modelling approaches in order to simulate 
discharge within Amazonian rivers. Richey et al., (1989) provided one of the 
earliest attempts to model the Amazon river system, investigating the sources 
and routing of the flood wave along a the main stem Amazon between Sao 
Paulo de Olivenca and Obidos. The study applied a Muskingum model in order 
to predict discharge at 20 cross sections, spaced at intervals of 100 km along 
the 2000 km reach. Floodplain flows were incorporated into the model using a 
simple ‘bathtub’ approach, which assumed that the floodplain storage constant, 
attenuation coefficient and water levels were equivalent to those in the main 
channel. Based upon model results the authors were able to estimate discharge 
characteristics for the reach, whilst illustrating that channel-floodplain 
interactions are significant for the Amazon, indeed results suggested that 30 % 
of channel flow is derived from water stored upon the floodplain. 
Water balance and transport models have also been applied in order to 
investigate the hydrology of the Amazon basin. Vorosmarty et al., (1989) 
simulated mean discharge and flood inundation within Amazonia using water 
balance and transport models with a spatial resolution of 0.5 degrees. Costa 
and Foley (1997) utilised a coupled land surface and water transport model at a 
resolution of 0.5 degrees in order to simulate basin wide discharge. Coe et al., 
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(2002) applied the terrestrial ecosystem model IBIS in combination with the 
HYDRA hydrological routing algorithm to simulate discharge and flood 
inundation within the Amazon basin since 1939. In the model the total volume of 
water entering the drainage network was calculated by IBIS based upon 
historical monthly climatic variables. Water input was subsequently routed 
through terrestrial hydrological systems by HYDRA, which operated on a grid 
characterised by a spatial resolution of 9 km. Validation with respect to in situ 
gauge records demonstrated that the model simulated discharge well within the 
Brazilian Amazon, but significantly underestimated discharge for other areas of 
Amazonia. Although the coupled water balance/transport models were able to 
provide insight into the broad hydrological functioning of the Amazon river 
system, as a result of coarse grid resolution they were unable to effectively 
reproduce the spatial and temporal complexity of floodplain hydraulics which 
were shown to be highly significant by Alsdorf et al., (2007). 
The scope of early modelling studies was ultimately limited by the poor level of 
data provision within the Amazon basin. It is widely acknowledged that an 
accurate representation of bare earth topography is necessary in order to 
facilitate the accurate simulation of floodplain flows within hydraulic models 
(Hunter et al., 2007). This is particularly relevant given the complex hydraulic 
flow dynamics observed upon Amazonian floodplains (Alsdorf et al., 2005). 
However, accurate bare earth DEMs are not readily available within this region 
(Yamazaki et al., 2012). DEMs are commonly derived from LiDAR surveys, 
which are able to measure ground elevation with a high level of accuracy 
(Nilsson, 1996). In addition, LiDAR pulses are able to penetrate vegetation 
canopies, thus subtraction of first and last returns of LiDAR waveforms enables 
elucidation of both canopy height and ground elevation in forested areas 
(Means et al., 1999). However due to the remote location and large size of 
Amazonian floodplains, LiDAR derived DEMs are seldom available for 
application within flood inundation models in this region. 
In the absence of LiDAR surveys, the Shuttle Radar Topography Mission 
constitutes the best source of topographical data for the majority of the Amazon 
basin. Whilst offering continuous global coverage and a high level of vertical 
accuracy for the Beni floodplain, demonstrated within chapter 4, the SRTM 
dataset is characterised by the presence of systematic positive bias within 
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forested areas (Rabus et al., 2003). Removal of vegetation biases from the 
SRTM has proven to be highly problematic, and the resulting dearth of bare 
earth topographical information has limited the application of hydraulic models 
within the Amazon basin. Nevertheless, in recent years a limited number of 
studies have attempted to correct vegetation biases within the SRTM, in order 
to facilitate modelling of inundation upon parts of the Amazon floodplain. 
Wilson et al., (2007) presented the first attempt to apply and validate a two 
dimensional hydraulic model within the Amazon basin. The study applied 
LISFLOOD-FP, a simple coupled 1D-2D model (Bates and De Roo, 2000), in 
order to simulate inundation for a 30,000 km2 area of floodplain within the 
Brazilian Amazon. Floodplain topography was derived through a spatially 
uniform correction of vegetation biases in the SRTM, based upon field 
observations of canopy height in the study area. The model was subsequently 
validated with respect to water level measurements acquired by 
TOPEX/POSEIDON satellite altimetry, inundation extent from JERS-1 imagery 
and water level observations from in situ gauges. Results demonstrated that the 
model predicted flood inundation with an acceptable level of accuracy during 
high water, achieving a fit of between 57-73 % with respect to JERS-1 derived 
flood extent. Accuracy was poorer (23 %) during low water as a result of an 
inadequate representation of floodplain dewatering. The spatial resolution of the 
DEM was 270 m, thus small floodplain channels which are known to be 
important within the process of dewatering were not resolved. In addition, 
important floodplain hydrologic processes were not included within the model, 
thus a lack of infiltration also contributed to the incomplete drainage of the 
floodplain observed within the model simulations. 
The study of Baugh et al., (2013) built upon the previous work of Wilson et al., 
(2007), applying a new inertial formulation of LISFLOOD-FP (Bates et al., 2010) 
within the same section of the Central Amazon floodplain. Baugh et al., (2013) 
utilised an improved floodplain bare earth DEM, in which SRTM forest biases 
were corrected through application of a global canopy height map (Simard et 
al., 2011). Validation of model simulations was undertaken with respect to flood 
inundation extent derived from JERS-1 SAR imagery (Hess et al., 2003), 
TOPEX-POSEIDON water level measurements and data relating to floodplain 
water storage volumes derived from GRACE (Alsdorf et al., 2010). Results 
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demonstrated the improvements in model performance accrued through 
application of the corrected bare earth DEMs in comparison to the uncorrected 
SRTM dataset. Accuracy of simulated flood extent at high water improved with 
respect to JERS-1 observations from an RMSE of 0.52 to 0.07, whilst for low 
water simulation accuracy increased from an RMSE of 0.22 to 0.12. RMSE 
values were dimensionless, owing to the method of comparison with SAR flood 
extent. Improvement in simulated floodplain water surface elevation was also 
observed, indeed RMSE with respect to TOPEX-POSEIDON data increased 
from 6.61 m in the uncorrected SRTM to 1.84 m in the bare earth DEM (Baugh 
et al., 2013).  
Although the studies of Wilson et al., (2007) and Baugh et al., (2013) have 
provided a significant contribution to the understanding of Amazonian 
inundation dynamics, a number of key issues remain unexplored. Firstly, thus 
far floodplain inundation has only been modelled within the central Amazon 
floodplain. Given the vast spatial extent of the basin it remains unclear if 
inundation dynamics of the central Amazon are typical of Amazonian floodplains 
more broadly. DEMS used within both of the aforementioned studies were 
characterised by a spatial resolution of 270 m and thus were not able to resolve 
smaller floodplain water courses which have been shown to be important for 
facilitating floodplain flows during wetting and dewatering of the floodplain 
(Alsdorf et al., 2007). It was hypothesised that the inability to resolve these 
floodplain channels was partially responsible for a lack of floodplain dewatering 
observed in Wilson et al., (2007) and to a lesser extent Baugh et al., (2013).  
Further, despite the hypothesised contribution of clear water flooding (driven by 
local precipitation) to overall inundation (Aalto et al., 2003; Pouilly et al., 2004), 
both studies do not include any representation of hydrological processes such 
as precipitation, infiltration, evapotranspiration or groundwater flows. Rather it is 
simply assumed that rainfall is balanced by evapotranspiration within the model 
domain. In addition, within chapter 5 of this thesis the methodologies utilised by 
Wilson et al., (2007) and Baugh et al., (2013) in order to correct vegetation 
biases within the SRTM were applied for the Beni floodplain. Quantitative and 
qualitative assessment indicated that these methodologies were not able to 
adequately account for the local scale variations in canopy height observed 
within the study area, leading to under and over prediction of bare earth 
elevation within substantial areas of the floodplain. A novel method of DEM 
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generation developed within chapter 5 which was able to better account for 
spatial variations in canopy height produced a more accurate DEM, when 
subject to quantitative and qualitative assessment.  
Overall, whilst in situ and remote sensing observations have provided useful 
information relating to Amazonian flood dynamics, it is clear that these data 
sources are associated with significant limitations in terms of spatial and 
temporal resolution and or coverage (Alsdorf and Lettenmaier, 2003). 
Meanwhile it is clear that modelling of flood inundation represents the best 
approach to elucidation of complex spatial and temporal inundation dynamics 
observed within Amazonian floodplains (Alsdorf et al., 2007). However 
numerical modelling of river systems within the Amazon basin remains in a 
stage of relative infancy, primarily due to the paucity of bare earth topographical 
data for Amazonian floodplains. To date only a handful of attempts have been 
made to simulate inundation using two dimensional hydraulic codes, which are 
able to accurately represent the complex flow dynamics observed upon the 
Amazon floodplain (Wilson et al., 2007; Baugh et al., 2013). Given the vast 
spatial extent of floodplains within the Amazon basin and the global significance 
of its river system, it is clear that further studies are required in order to increase 
understanding of inundation dynamics within Amazonia. Therefore in this 
chapter the different bare earth DEMs generated within chapter 5 are applied 
within a coupled 1D-2D hydraulic model code in order to simulate inundation 
upon the Beni floodplain. The modelling approach includes a basic 
representation of floodplain hydrology in addition to a representation of the 
floodplain channel network. Further, this constitutes the first application of a 
hydraulic flood inundation model for a tributary of the main stem Amazon 
located in western Amazonia. 
6.2 Research aims 
The overall aim of this chapter is to simulate flood inundation upon the Beni 
floodplain using a coupled 1D-2D flood inundation model, and to quantitatively 
validate the model with respect to observed datasets derived from remote 
sensing. Specific objectives are 
1.  To derive areal flood extent from ALOS PALSAR SAR imagery and water 
surface elevation from TOPEX-POSEIDON satellite laser altimetry data.  
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2. To undertake an initial analysis of hydraulic model results in order to assess 
the sensitivity of simulated inundation characteristics to the use of different 
DEMs and parameter sets. 
3. To correct errors identified within the bare earth DEMs during the initial 
analysis of model results, through conditioning of the DEMs based upon 
estimation of local water surface elevation across the Beni floodplain. 
4. To quantitatively assess model predictions based upon the new DEMs with 
respect to remotely sensed observations of flood extent and water surface 
elevation.  
6.3 Model description 
6.3.1 Channel and floodplain routing 
Numerical simulation of floodplain inundation was carried out using a combined 
1D and 2D hydraulic model that uses a finite volume approach to solve the 
shallow water equations. In this model, flow within the main channel and all 
other significant floodplain channels is modelled using a 1D approach. 
Floodplain flow, which occupies the majority of the model domain, is modelled 
using a 2D scheme. This coupled 1D-2D approach is equivalent to that adopted 
in simpler storage cell codes based on the diffusion wave form of the St Venant 
equations, such as LISFLOOD (Bates and De Roo, 2000). The model used 
here is based on the shallow water equations, which can be written in 
conservative form as: 
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where h is flow depth; t is time; qx and qy are unit discharge in the x and y 
directions; S is a hydrological source term that includes the balance between 
precipitation, evapotranspiration and infiltration, g is acceleration due to gravity; 
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 is fluid density; z is bed elevation; and  and are bed shear stresses in 
the x and y directions, which are modelled using a quadratic friction law 
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where C is the Chezy friction coefficient. 
In the 2D model, x and y directions are aligned with the model grid cell edges 
(ie perpendicular to one another). In the 1D element of the model that is used to 
represent channel flow, equations (6.2b) and (6.3b) are neglected, as are all 
terms in the remaining equations in the y direction. Moreover, the 1D model 
solves for the unit discharge (qx) in the downstream direction (ie parallel to the 
local channel bankline orientation). Coupling of the 1D and 2D model 
components is achieved by mapping channel depths and unit discharges 
calculated in the 1D scheme back onto the 2D grid used to represent floodplain 
flow. This allows mass and momentum fluxes across faces between channel 
and floodplain cells to be calculated using the 2D scheme, to facilitate the 
simulation of flow into and out of the channel.   
6.3.2 Floodplain hydrology component 
The hydrological source term (S) in equation 6.1 represents the net balance 
between precipitation, evapotranspiration and infiltration. Previous applications 
of large-scale floodplain inundation models in the Amazon basin have neglected 
these processes (Wilson et al., 2007; Baugh et al., 2013) and have dealt only 
with water entering and leaving the channel/floodplain system through the 
model domain inlet and outlet. Aalto et al. (2003) hypothesise that marked inter-
annual differences in floodplain hydraulics are controlled by the degree to which 
floodplain inundation is driven by local precipitation, hence in this study it was 
deemed appropriate to include a simple representation of these hydrological 
processes. To achieve this, each floodplain grid cell is characterised by a sub-
surface soil water store of constant maximum depth (D). Time series of 
precipitation and potential evapotranspiration are used to drive the model (see 
below for a summary of how these time series were generated). During each 
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model time step, precipitation is added to the surface water depth (h) in each 
floodplain cell. Evapotranspiration is removed from the surface water depth or, if 
the floodplain cell is not inundated (h=0), evapotranspiration is removed from 
the soil water store (unless the soil water store is empty). Surface water is 
allowed to infiltrate to the soil water store at a rate (IR) given by: 
 ( )DdIIR MAX /1−=       (6.4) 
where IMAX is the maximum infiltration rate and d is the depth of water in the soil 
water store, thus infiltration rates decline as the soil moisture store becomes 
full. Water drains from the soil moisture store to groundwater at a constant 
fractional rate (i.e. a constant fraction F of the soil moisture d is lost each day). 
Although the soil water store is allowed to drain in this way, there is no 
treatment in the model of groundwater flows or the return of sub-surface water 
to the surface. These processes are likely important in the context of the long-
term hydrological functioning of the Llanos de Moxos wetland complex. 
However, representation of groundwater flows is beyond the scope of this 
thesis. Moreover, the data required to define initial conditions are not available 
for the model domain, hence the soil water store is assumed to be empty at the 
start of simulations (d=0). While this may be reasonable for the immediate soil 
surface during the dry season (Haase and Beck, 1989; Hanagarth, 1996) it 
would not be a suitable approach to initializing a groundwater model unless 
simulations were carried out with a long “spin-up” phase to allow the model to 
reach equilibrium. 
 Drainage of water from the soil water store, combined with the neglect of 
groundwater flow, results in a small loss of water from the floodplain system in 
the long-term. In reality, this water may contribute to surface flow (e.g., in 
floodplain channels) during baseflow conditions. Consequently, dry season 
channel flows may be slightly under-predicted by the model. However, since the 
primary goal of this modelling exercise is to simulate floodplain inundation 
during high flows, under-prediction of dry season flows is not a significant 
concern. Overall, the treatment of hydrological processes outlined above is less 
sophisticated than that adopted in several catchment-scale hydrological models 
that have been implemented in the Amazon (Coe et al., 2008). However, it 
represents an advance on the treatment of these processes in similar hydraulic 
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modelling studies (Wilson et al., 2007; Baugh et al., 2013) and provides a first 
order representation of the floodplain water balance. Moreover, simulation 
results presented below demonstrate that the model is significantly less 
sensitivity to hydrological process representation than to the choice of floodplain 
DEM, representation of surface roughness or channel bed elevation. 
6.3.3 Finite volume solution for model equations 
Model equations are solved by explicit time integration using a finite volume 
scheme in which all variables are stored at the cell centers. The solution of fluid 
mass and momentum equations utilizes a first order Godunov scheme, in which 
mass and momentum fluxes are computed using the HLL approximate Riemann 
solver (Harten et al., 1983). The model time step (t) is defined to satisfy the 
Courant-Friedrichs-Lewy (CFL) stability criterion (effectively, the time step is set 
to be smaller than the time required for water to cross any individual model grid 
cell). The numerical schemes adopted here are first order accurate in time and 
space, which means that mass and momentum fluxes across cell faces are 
calculated directly using the values of variables in the cells either side of the 
face, rather than first calculating variable values at the grid cell faces using a 
higher order interpolation scheme. Higher order (e.g., second order accurate in 
time and space) Godunov schemes are commonly used to solve the shallow 
water equations in a range of applications including the simulation of within-
channel flows, floodplain inundation and dambreak floods (Fraccarollo and 
Toro, 1995; Mingham and Causon, 1998; Begnudelli et al., 2010). A higher 
order version of the 2D scheme used here forms the basis of the 
morphodynamic model HSTAR (Nicholas et al., 2013) and has previously been 
validated using acoustic Doppler current profiler data collected in a large sand-
bed river (the Rio Paraná, Argentina), as described by Nicholas et al. (2012). A 
first order accurate numerical scheme is adopted here because this greatly 
increases model efficiency. This is important in the context of the large spatial 
scale of the current application. Use of a first order scheme is common in large-
scale flood models, such as LISFLOOD (Bates and De Roo, 2000; Bates et al., 
2010), and more simplified cellular automaton models that have been used to 
represent floodplain inundation (Coulthard et al., 2007; Van de Wiel et al., 
2007). The current model has several advantages over these alternative 
approaches. In particular, the form of the shallow water equations used here 
 includes the spatial acceleration terms that are neg
models. Moreover, the Godunov scheme adopted here is unconditionally stable 
where the CFL condition is met, and is ideally suited to simulation of the 
inundation of initially dry land, and to the representation of transitions betwee
sub and super-critical flow.
6.3.4 Quadtree grid structure
In order to increase numerical efficiency further, the hydraulic model is 
implemented using a quadtree grid (
which comprises a set of nested regular grid
Cell size increases by a factor of two as one moves from each level in the 
hierarchy of grids to the next, effectively meaning that each cell is divided into 
four smaller cells. Model grids used in the current study use
five levels, with minimum and maximum cell sizes of 270 m and 4320 m. The 
minimum cell size used here matches that used in past large
inundation simulations conducted for tropical rivers in similar environments 
(Wilson et al., 2007). This cell size was chosen to represent a simple multiple of 
the SRTM dataset resolution (90 m) and to equate to roughly half the main 
channel width (c. 450 m). 
Figure 6.1. Quadtree grid structure used on floodplain, showing portion of model domain including grid cell 
sizes ranging from 270 m to 4320 m.
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denotes flow direction. 
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Figure 6.2. Spatial pattern of model grid resolution: White (270 m); pale blue (540 m); magenta (1080 m); 
yellow (2160 m); red (4320 m). Dark blue lines represent the Rio Beni and floodplain channels.  
6.4 Model application 
The model code described above was applied to a ~200 km reach of the Beni 
river and its adjacent floodplain downstream of Rurrenabaque, illustrated in 
figure 6.3. The model inlet was located at Rurrenabaque where the river 
emerges from the sub Andes into its foreland basin, whilst the downstream limit 
of the model domain is located upstream of the confluence of the Rio Beni and 
the Rio Madidi. Model simulations were undertaken for two separate time 
periods; 01/09/1997-31/08/2000 and 01/09/2009-31/08/2011 which correspond 
with the availability of remotely sensed datasets for model validation. Table 6.1 
provides further information on the simulation periods, whilst section 6.5 
contains further details on the remote sensing datasets used for validation. 
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Figure 6.3. Extent of the Rio Beni flood inundation model domain illustrating the location of the inlet at 
Rurrenabaque and the downstream limit constituted by the confluence with the Rio Madidi. Elevation 
corresponds to the uncorrected SRTM dataset. 
Table 6.1. Details of the two model simulation periods and validation datasets. 
Simulation Start date End date Days Sensor Variable 
a 01/09/1997 31/08/2000 1096 
TOPEX-
POSEIDON 
Water surface 
elevation 
b 01/09/2009 31/08/2011 730 ALOS PALSAR  Inundation extent 
 
6.4.1 Beni floodplain topography and roughness representation 
Implementation of the model requires the definition of surface elevation and 
roughness within each grid cell in the model domain. Three separate model 
grids were constructed using the bare earth DEMs generated by removing 
vegetation from the SRTM using the approaches described in chapter 5. The 
SRTM-derived DEMs used in the modelling were the FAV DEM, GCHP DEM 
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and the INT DEM, these were selected based upon performance with respect to 
quantitative and qualitative validation. In order to construct a model grid, the 
elevation in each model grid cell was set equal to the average elevation for all 
90 m cells in the SRTM-derived DEMs contained within the given model cell. 
Spatial patterns of surface roughness in the model domain were defined using 
the results of the land cover classification procedure described in chapter 3. 
Initial simulations were carried out using nine land cover roughness classes. 
However, due to the difficulty of defining appropriate roughness parameter 
values, combined with the fact that model sensitivity to roughness was found to 
be less than sensitivity to the model DEM, this scheme was simplified to include 
just three classes: channel, forested floodplain and non-forested floodplain.  
Table 6.2. Details of the different roughness set ups used in model simulations.  
Land cover Roughness set up (Chezy 
values  m0.5s-1) 
  Low Medium High 
Channel 50 40 30 
Forested floodplain 12.5 10 7.5 
Non-forested floodplain 25 20 15 
 
Moreover, each model grid cell was simply assigned a roughness class 
representative of the dominant land cover in that cell (i.e. roughness values 
were not calculated as the sum of roughness contributed by different land cover 
types weighted by area). Appropriate roughness values were estimated using 
values given the literature (Mertes, 1990; Straatsma and Baptist 2008; Trigg et 
al., 2009;) either for Chezy roughness or for Mannings roughness, with the latter 
converted to a Chezy value assuming a nominal floodplain flow depth of 1 m. 
Based upon these estimates, three roughness set ups were established for 
application within model simulations, detailed in table 6.2.  
6.4.2 Representation of the Beni channel and floodplain watercourses 
Model implementation also requires the definition of the bed elevation along 
each of the channels represented using the 1D hydraulic model. This was 
achieved by defining the long profile of the bank top elevation for each channel, 
and then deducting from this a constant estimate of the channel depth. A 
channel depth estimate for the main Rio Beni of c. 11 m was derived using a 
Chezy resistance law to determine the depth required to convey the estimated 
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bankfull discharge of 6000-7000 m3s-1 (Gautier et al., 2007; 2010; 
Environmental Research Observatory (ORE) HyBAm) for the mean channel 
width (450 m) and slope (0.1 m m-1), based on the intermediate estimate of the 
main channel Chezy roughness coefficient (40 m0.5s-1). This approach implies a 
constant channel depth throughout the model domain, and hence neglects the 
possible effects of changes in slope and channel sinuosity. However, a survey 
conducted as part of project (NE/H009108/1) found no significant downstream 
change throughout the study reach in bank height relative to the low flow water 
surface, hence the assumption of constant channel depth at large spatial scales 
is acceptable here.  
The location and width of floodplain channels within the model domain was 
determined through manual digitisation, based upon Landsat TM multispectral 
imagery. Each individual floodplain channel was assumed to have a constant 
width within the model domain, and channel depths were estimated by 
assuming a constant width:depth ratio equal to that of the main Rio Beni (c. 40). 
Bank top elevation profiles for each channel were obtained from the SRTM-
derived DEMs by extracting elevation from all 90 m floodplain pixels adjacent to 
the active channels. For the main channel, bank top elevation surveys 
discussed above provided an additional source of data. However, because 
these surveys did not extend throughout the whole model domain, because they 
were collected 11 years after the SRTM dataset, and because no equivalent 
data were available for other floodplain channels, a consistent approach was 
adopted for all channels based upon SRTM-derived floodplain elevations. 
Despite this, it should be noted that bank top elevation data from the field 
surveys were used to define the elevation of channel-adjacent locations during 
the construction of the first order bare earth DEM utilized in the generation of 
the INT DEM.  
Long profiles of bank top elevation generated by extracting elevations from the 
SRTM-derived DEMs were characterised by a high degree of vertical variability, 
due to noise that is an inherent feature of these DEMs in the presence of 
vegetation. This leads to unrealistic low and high points in the bank top location, 
and hence peaks and troughs in the channel bed. To overcome this problem, 
bank top long profile elevations for use in the model were derived by fitting low 
order polynomials to the extracted elevation dataset. This approach captures 
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the main downstream trend in the bank height, but removes the local variability 
associated with noise in the SRTM data. It should be noted that one implication 
of extracting elevations from the SRTM-derived DEMs is that channel long 
profiles differ for each of the three model DEMs. Observations made during the 
initial phases of model testing suggested that simulated inundation was 
associated with a high level of sensitivity to the defined channel bed elevation, 
therefore two additional channel bed elevation configurations were utilised 
within model simulations. In the first additional configuration channel bed 
elevation was raised by 1 m, whilst in the second configuration channel bed 
elevation was raised by 2 m. For ease of explanation, default channel bed 
elevation is herein referred to as low channel bed, whilst the configurations in 
which elevation was raised by 1 m and 2 m are referred to medium and high 
channel bed elevation respectively. 
6.4.3 Upstream boundary condition 
The upstream boundary condition for the model was constituted by a discharge 
hydrograph measured at a gauging station located in Rurrenabaque and was 
supplied by ORE HYBAM. Rurrenabaque thus constituted the inlet of the 
modelled reach. The hydrograph provided discharge measurements which 
dated back to 1967 and was characterised by a temporal resolution of 1 day. 
Checking of the consistency of the hydrograph revealed the presence of gaps in 
the discharge record, however these gaps were no longer than two days in 
length and were filled using simple linear interpolation. Discharge hydrographs 
for the 3 simulated periods are shown in figure 6.4. 
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Figure 6.4. Discharge hydrographs from the Rurrenabaque gauge for the simulated periods a (TOPEX-
POSEIDON altimetry) and b (ALOS PALSAR inundation extent). 
6.4.4 Rainfall input 
The final datasets required to implement the numerical model are the 
hydrological inputs to the model domain, namely precipitation and 
evapotranspiration. Here a historical time series of daily precipitation was 
supplied by the Bolivian Meteorological Service for the town of Rurrenabaque, 
which provided a high quality gauged record dating from 1970 to the present. 
The distribution of meteorological stations in Bolivia is sparse, hence 
Rurrenabaque constitutes the only location within the study area where a 
continuous record of rainfall is available which encompasses each of the 
periods to be modelled here. Time series of rainfall for the different simulation 
periods are illustrated in figure 6.5. However, given the large extent of the study 
area it was deemed that uniform application of this single gauged record across 
the model domain did not constitute an appropriate representation of spatial 
variability. 
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Figure 6.5. Gauged monthly precipitation totals at Rurrenabaque for modelled periods a and b. 
 The Tropical Rainfall Measuring Mission (TRMM) presented an ideal means to 
investigate and account for the spatial variability in rainfall across the model 
domain. TRMM was launched in November 1997 as a partnership between the 
NASA and the Japanese Space Agency JAXA (Kummerow et al., 2000). The 
satellite carried a number of instruments in order to facilitate measurement of 
the atmospheric rainfall column including a 13.8 GHz electronic scanning radar 
known as the Precipitation Radar along with TRMM Microwave Image (TMI), a 
passive microwave radiometer in addition to a Visible and Infrared Scanner and 
Radiometer (Simpson et al., 1996). Thus TRMM constituted the first 
spaceborne radar instrument capable of measuring precipitation in tropical 
regions (Adler et al., 2000). TRMM rainfall data has been utilised extensively in 
tropical climatology studies and validation with respect to ground measurements 
has demonstrated a high level of agreement (Nicholson et al., 2003; Woolf et 
al., 2005) 
Here the TRMM 3B43 Version 7 data product was obtained from the NASA 
Goddard Earth Sciences Data and Information Services Center for the period 
1998-2012. The 3B43 algorithm produces best estimate precipitation rate 
(mm/hr) through combination of TRMM and ancillary satellite and ground based 
datasets. This monthly dataset is available in a gridded format with a spatial 
resolution of 0.25 degrees. A number of climatologists are currently utilising the 
strengths of both TRMM rainfall (continuous spatial coverage) and local rain 
gauge network (highly accurate, extended temporal record) measurements in 
order to generate spatially distributed historical rainfall datasets within Bolivia 
(G.Drapeau personal communication), however these datasets were not 
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available for utilisation here. The implementation of a similar analysis was 
considered beyond the requirements of this model application, hence a simpler 
approach was adopted here.  
Initially the monthly TRMM rainfall rate grids (mm/hr) were imported into ArcGIS 
and the monthly rainfall total was calculated for each grid cell (mm). Daily 
rainfall at the Rurrenabaque gauge was aggregated to produce annual total 
rainfall for the period from 1998-2012, which was subsequently compared to the 
monthly precipitation totals extracted from the TRMM grid cell encompassing 
the Rurrenabaque gauge. This comparison, illustrated in figure 6.6, 
demonstrated a relatively good level of agreement between remotely sensed 
and in situ measured rainfall. An additional spatial analysis shown in figure 6.7 
indicated that rainfall at Rurrenabaque was well correlated with rainfall across 
the model domain. The agreement observed in figures 6.6 and 6.7 
demonstrated the feasibility of extrapolating gauged measurements of rainfall 
recorded at Rurrenabaque, in order to account for spatial variability of 
precipitation across the model domain.  
 
 
Figure 6.6. Annual total precipitation at Rurrenabaque measured by an in situ rain gauge and derived from 
the TRMM grid cell encompassing Rurrenabaque. 
The application of simple correction factors presented one approach by which to 
extrapolate the gauged precipitation record across the model domain. In this 
approach a multiplication factor was established for each TRMM cell based 
upon the average deviation of rainfall in the cell from gauged rainfall at 
Rurrenabaque during the period from 1998-2012. This deviation was expressed 
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Figure 6.7. Correlation between monthly total rainfall at Rurrenabaque and monthly rainfall totals within 
TRMM cells located within the model domain for 1998-2010 (n=164). 
as a fraction of the rainfall observed at Rurrenabaque, varying spatially across 
the model domain but remaining constant through time. The second approach 
was constituted by the application of linear regression models in order to relate 
monthly precipitation in any given TRMM cell with monthly gauged rainfall at 
Rurrenabaque over the 1998-2012 period. The two approaches were tested, 
with both approaches offering a similar level of performance when utilised in 
order to reproduce a partial gauged record of rainfall at Reyes (figure 6.8-6.10). 
In the absence of a notable difference in performance, the multiplication factor 
approach was adopted as it was associated with a higher level of computational 
efficiency when applied within the model. The final grid of multiplication factors 
for the Beni floodplain is illustrated in figure 6.11. 
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Figure 6.8. Scatter graph showing fit between a gauged monthly rainfall record located at Reyes, and the 
rainfall predicted for Reyes based upon the application of a multiplication factor to the gauged record of 
precipitation at Rurrenabaque. 
 
Figure 6.9. Scatter graph showing the level of fit between a gauged monthly rainfall record located at 
Reyes and the rainfall predicted for Reyes based upon the application of a linear regression model to the 
gauged record of precipitation at Rurrenabaque. 
 
 
Figure 6.10. Annual total precipitation observed at Reyes from 1998-2010 in addition to predicted annual 
rainfall based upon extrapolation of the Rurrenabaque gauged record through application of a 
multiplication factor (MF) and linear regressional model (REG). 
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Figure 6.11.  Spatial grid of multiplication factors for rainfall within the model domain. 
6.4.5 Evapotranspiration 
It was also necessary to provide a time series of evapotranspiration as an input 
into the model. Direct measurement of evapotranspiration is difficult to 
undertake in the field (Anderson et al., 2011) and no accurate records of 
evapotranspiration were available for the Rio Beni study area. In lieu of in situ 
measurements, evapotranspiration data for the study area were provided 
through the MODIS MOD16 evapotranspiration product. MOD16 represents 
land surface evapotranspiration comprising all transpiration by vegetation and 
evaporation from canopy and soil surfaces. ET is calculated from MODIS land 
cover, Fraction of Photosynthetically Active Radiation (FPAR), Leaf Area Index 
(LAI) and global surface meteorology data through the updated ET algorithm of 
Mu et al., (2011), which is based upon the Penman-Monteith equation 
(Monteith, 1965). A full description of the MOD16 dataset and algorithm can be 
found in Mu et al., (2011). Here MOD16 monthly actual evapotranspiration data 
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with a spatial resolution of 1 km were obtained for a 12 year period from 
January 2000 to December 2011 via ftp from The University of Montana 
Numerical Terradynamic Simulation group 
http://www.ntsg.umt.edu/project/mod16 .  
 
Figure 6.12. Annual cycle of actual evapotranspiration calculated at Rurrenabaque, based upon MOD16 
data from 2000-2012. 
In order to effectively simulate floodplain hydrology the inundation model 
required an input time series of evapotranspiration with a length commensurate 
to rainfall gauge records (1970-2012). This was problematic given that MOD16 
ET data was only available from January 2000. Evapotranspiration is a complex 
process driven by multiple land surface and meteorological variables, hence it 
was not possible to extend the MOD16 ET time series to 1970 through 
correlation with rudimentary meteorological variables (ie rainfall and 
temperature) recorded in Rurrenabaque. Therefore a simple approach was 
utilised in order to characterise the typical annual cycle of ET within the study 
area. MOD16 grids of evapotranspiration were loaded into ArcGIS, subset to 
the extent of the Rio Beni study area and aggregated to a spatial resolution of 
0.25 degrees, commensurate with the TRMM precipitation data. For the grid cell 
encompassing Rurrenabaque the average total ET for each month was 
calculated over the 12 year period. The average total ET was subsequently 
divided by the number of days in each month in order to produce a daily 
estimate of ET. This generated an annual time series of daily ET for 
Rurrenabaque, illustrated in figure 6.12, which was applied uniformly to each 
year from 1970-2012. As for precipitation, a complex analysis of spatial 
variation in evapotranspiration was beyond the scope of this thesis. Hence 
spatial variation in ET was accounted for in the model domain through 
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calculation of multipliers for each model cell, using the same methodology, as 
detailed for precipitation. The spatial distribution of evapotranspiration 
multipliers across the model domain is illustrated in figure 6.13 
 
Figure 6.13. Spatial grid of multiplication factors for evapotranspiration within the model domain. 
6.5 Datasets for model testing 
6.5.1 TOPEX/POSEIDON satellite altimetry data 
TOPEX/POSEIDON was a radar altimetric mission which operated from 
September 1992 to January 2006 (Campos et al., 2001). Satellite altimeters 
such as T/P are nadir viewing sensors which are able to calculate altimeter 
range, which corresponds to the distance from the instrument to the Earths 
surface, through measurement of the time delay from emission of microwave 
pulses and detection of returned echoes (Birkett et al., 2002). Range 
measurements can be used to calculate Earth surface topography through 
accurate location of the satellite within its orbit and the application of 
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appropriate geophysical correction factors. T/P operated in a repeat orbit with a 
return frequency of 10 days, during which a total of 254 ascending and 
descending passes were made. Hence two on board altimetric instruments 
repeatedly measured mean surface height of the Earth along ground tracks at 
regular intervals of 580 m every 10 days (Zakharova et al., 2006). 
Although originally commissioned by the space agencies of the United States 
and France (NASA/CNES) in order to measure sea surface elevation, T/P data 
has proved useful within a number of continental hydrological studies. Radar 
altimeters are able to measure the elevation of water surfaces through cloud 
cover and have also demonstrated the ability to measure water level beneath 
vegetation canopies (Birkett, 1998). Hence T/P is able to measure the water 
surface elevation of rivers, providing stage data at locations where in situ gauge 
data is not available, whilst also measuring the height of wetlands and flood 
waters (Campos et al., 2001). Data from T/P has proved valuable within 
hydrological studies of the Amazon basin, which despite constituting the largest 
fluvial system in the world, is marked by a dearth of in situ gauged data. Birkett 
(1998) utilised T/P data in order to monitor stage at several locations along the 
Amazon and Solimoes rivers, finding that the altimeter derived water level time 
series was associated with an RMS of less than 75 cm with respect to gauged 
data. 
The utilisation of T/P data within continental hydrological studies is not without 
limitations, which can be attributed to the fact that the mission was designed to 
acquire data for large water bodies such as seas and oceans. Data quality in 
terrestrial locations is heavily influenced by topographical variation and the 
presence of different surfaces within the altimeter footprint, whilst the extent of 
the target water body is also important (Birkett, 1998). Each reported 
measurement in T/P data corresponds to the average of a maximum of 10 radar 
echoes. For a larger water bodies the altimeter has a greater chance of 
achieving a lock increasing the number of echoes averaged for each T/P 
measurement (Campos et al., 2001). In contrast, for smaller water bodies the 
averaging of fewer echoes increases the uncertainty of altimeter 
measurements. Data coverage also presents a significant limitation for the 
application of T/P in continental hydrological studies. Ground tracks are spaced 
at a distance of approximately 315 km, whilst the along track ground spacing of 
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measurements is approximately 580 m. Whilst this enables measurement of 
water level at multiple locations along large rivers such as the Amazon main 
stem, smaller rivers may not be observed (Campos et al., 2001). 
 
Figure 6.14. TOPEX-POSEIDON footprint locations corresponding to the channel and proximal floodplain 
area. Time series extracted from these footprints are illustrated in figure 6.17. 
For this study TOPEX/POSEIDON data was obtained for pass 201 over a three 
year period between September 1997 and September 2000. The data was 
downloaded in the form of Geophysical Data Records (GDRs) via ftp from the 
NASA PODAAC http://podaac.jpl.nasa.gov/OceanSurfaceTopography/TOPEX-
POSEIDON . GDRs contain altimetric data along with a series of geophysical 
correction factors, which are included in order to facilitate calculation of Earth 
surface elevation. Whilst range correction models have been optimised over 
open ocean, the choice of correction factors is less well defined for continental 
hydrological studies particularly given that certain geophysical variables are not 
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included over land areas. Following the processing methodology of Campos et 
al., (2001), here ionospheric, dry tropospheric and solid Earth tide geophysical 
corrections were applied along with the geoidal correction.  
A single TOPEX-POSEIDON ground track (201) intersects the Beni floodplain 
study area. As is evident within figure 6.16, the location of measurements for 
each T/P footprint varies with each repeat measurement, therefore water 
surface elevation time series for individual footprint locations along the ground 
track were constructed through grouping of the measurements according to 
latitude and longitude. An initial analysis of the TOPEX POSEIDON dataset 
revealed that relatively few water surface elevation time series for the study 
area showed evidence of meaningful seasonal variation which would be 
expected for the Beni river. Those time series which did demonstrate clear 
seasonal variation corresponded to the location of the Beni river channel. The 
provision of a small number of meaningful water level time series for the Beni 
floodplain study area is not unexpected, indeed Birkett et al., (2002) analysed 
230 target T/P footprints within the central Amazonia, finding that only 30-50 % 
of footprints provided reliable water level time series. This can be attributed to 
the T/P sensor failing to achieve a ‘lock’ on small water bodies (Birkett et al., 
2002).  
Three water level time series were extracted from locations corresponding to 
the Beni channel and proximal floodplain area for display here (figure 6.16), 
these time series are illustrated in figure 6.17. TP1 and TP2 both appear to 
reflect seasonal variability of water level within the Beni channel. The TP3 time 
series was omitted from the analysis due to a lack of seasonal variation (figure 
6.17c). Both TP1 and TP2 appeared to reflect the water level variations which 
would be expected within the Beni, although based upon visual assessment and 
analysis of metadata TP1 was judged to be of a higher quality than TP2. As a 
result TP1 was utilised for model assessment. In order to facilitate comparison 
water surface elevation time series were extracted from the model cell 
corresponding to the T/P footprint location. Accuracy of simulated water surface 
elevation was indicated by calculation of RMSE with respect to the T/P time 
series. 
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Figure 6.15. Water surface elevation time series extracted at 3 locations for the Beni main channel and 
proximal floodplain. a) TP1 b) TP2 c) TP3. 
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6.5.2 ALOS PALSAR Synthetic Aperture Radar imagery 
The Phased Array L-band Synthetic Aperture Radar (PALSAR) was launched 
as one of three sensors aboard the Advanced Land Observing Satellite (ALOS) 
in January 2006 by the Japan Aerospace Exploration Agency. The PALSAR 
instrument constitutes the successor to Japanese Earth Resources Satellite 
(JERS-1), offering enhanced sensor characteristics and a new measurement 
strategy designed in order to facilitate global scale fine resolution earth surface 
observations (Rosenqvist et al., 2007). PALSAR operates at L-band (23.6 cm) 
frequency, is fully polarimetric and is able to operate in five different modes; 
Fine Beam Single Polarisation, Fine Beam Dual polarisation, Polarimetric, 
ScanSAR and Direct Transmission. Observations acquired in these different 
modes vary in terms of swath width, spatial resolution and combination of 
polarisations (Shimada et al., 2009). 
Due to its all weather capability SAR has gained credence as a means to 
monitor flood inundation (Hess et al., 2003).The use of SAR is advantageous in 
delineation of flooding due to its ability to detect inundation beneath forest 
canopies, which it is able to penetrate at specific wavelengths and polarisations 
(Townsend, 2001). This capability is very important when attempting to 
delineate inundation dynamics upon forested tropical floodplains which are 
seasonally flooded (Townsend and Walsh, 1998). In instances where radar 
pulses are able to penetrate the canopies of flooded forests, microwave energy 
is reflected specularly by the water surface and vegetation elements such as 
tree trunks, producing a double bounce effect which yields a high 
backscattering response (Richards et al., 1987). In contrast, where forests are 
not inundated microwave energy is scattered in a diffuse manner, producing 
lower backscattering values (Hess et al., 1995). The increase in backscattering 
observed during inundation of forests is commonly expressed using wet/dry 
ratio images, to which thresholds are applied in order to accurately define flood 
status (Miranda et al., 1997). 
Generally SAR sensors operating at longer wavelengths and using horizontal 
polarisations are most effective for detecting flood inundation beneath forest 
canopies (Wang et al., 1995). L-band SAR wavelength exceeds the length of 
vegetation scattering elements, such as leaves, which facilitates a high degree 
of canopy penetration. In contrast shorter wavelength C-band SAR interacts 
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with physical vegetation elements more readily and is scattered within the 
canopy (Pope et al., 1994). Whilst C-band SAR platforms such as RADARSAT 
have demonstrated some capability in detecting inundation beneath vegetation 
canopies, their application can be more problematic in dense tropical forests 
(Townsend, 2001). Consequently L-band JERS-1 imagery has been utilised 
extensively within the Amazon in order to delineate flood inundation within 
floodplains characterised by extensive forest cover (Melack and Wang, 1998; 
Rosenqvist et al., 2002; Hess et al., 2003). 
Owing to its more recent launch ALOS PALSAR has thus far been utilised less 
extensively than JERS-1, however several studies have demonstrated that this 
dataset can be applied to monitor flood inundation within the Amazon basin. 
Arnesen et al., (2013) successfully applied ScanSAR images along with 
ancillary datasets such as Landsat TM/MODIS imagery, elevation data, field 
photographs and water level records, to derive flood inundation extent for the 
Curuai Lake floodplain in the lower reaches of the Amazon main stem. The 
authors used a multi level object based decision tree classification scheme to 
determine flood inundation status, based upon a rule set developed using a 
data mining algorithm (Arnesen et al., 2013). 
Here L1.5 georeferenced wide swath (360 km) HH polarisation ScanSAR 
scenes were acquired from the Alaska Satellite Facility (ASF) 
https://www.asf.alaska.edu/sar-data/palsar/. In total three scenes were 
obtained, comprising two low water images (03/09/2009, 06/09/2010) and one 
high water image (06/03/2011). High water inundation extent was derived from 
the image captured on 06/03/2011, whilst low water inundation extent was 
extracted from the scene from 06/09/2010. The second low water scene 
(03/09/2009) was acquired in order to provide an independent image for the 
calculation of backscattering ratios. Flood inundation extent was derived here 
from the scenes through application of an approach adapted from that used by 
Arnesen et al., (2013) for classification of flood extent in the central Amazon 
floodplain. The method was adapted as dense cloud cover over the study area 
at the date of wet season image capture prevented the inclusion of ancillary 
multispectral imagery within the classification procedure. Within the method of 
Arnesen et al., (2013) multispectral imagery played an important role in 
separation of the two major non forest classes, open water and soil. The 
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authors found that backscattering signatures of these classes overlapped, thus 
making separation based upon PALSAR images alone problematic. This can be 
attributed to the relatively long wavelength of L-band SAR, which exhibits a low 
level of sensitivity to relatively smooth target surfaces which favour forward 
scattering (Hess et al., 2003). Past studies utilising L-band SAR have 
addressed this problem through application of temporally synchronous 
multispectral imagery (Silva et al., 2010) or shorter wavelength (C-band) SAR 
imagery (Evans et al., 2010). Here it proved impossible to find a suitable source 
of additional imagery, therefore in order to eliminate potential errors in 
inundated area accrued through confusion between soil and open water, non 
forested areas were excluded from the analysis. Exclusion of non forested 
areas prevented penalisation of the model as a result of confusion amongst the 
soil and open water classes. Consequently, although the non forested area of 
the floodplain was not formally assessed in this analysis, field and remote 
sensing observations indicated that the bulk of inundation occurred in the study 
area occurred within forested areas of the floodplain. The adapted method used 
to delineate the inundation status of Beni floodplain forests was implemented 
using a decision tree framework within the ENVI software package, and is 
elaborated below.  
PALSAR images were supplied with pixel values constituted by amplitude, also 
known as digital numbers, therefore initially amplitude values were converted 
into normalised backscattering coefficients using the equation 6.4 (Shimada et 
al., 2009). 
  10 ∗ 
  83                                        (6.5) 
In equation 6.5 DN is radar amplitude, whilst -83 corresponds to the PALSAR 
calibration coefficient. Subsequently a frost filter with a 5 x 5 pixel window size 
was applied to the imagery in order to reduce speckle in backscatter (Silva et 
al., 2010). Beni floodplain forests were delineated through application of a forest 
mask, derived through aggregation of classes within the land cover 
classification produced in chapter 3. In addition, the SRTM dataset was 
included within the classification scheme in order to exclude areas
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Figure 6.16. ALOS PALSAR scene for the Beni study area at low water 06/09/2010.    Figure 6.17. ALOS PALSAR scene for the Beni study area at high water 06/03/2011. 
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Figure 6.18. Flood inundation extent for the Beni floodplain for low water                                      Figure 6.19. Flood inundation extent for the Beni floodplain for high water 
(06/03/2011) derived from ALOS PALSAR imagery.              (06/09/2010) derived from ALOS PALSAR imagery. 
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characterised by high elevation which did not form part of the floodplain. The 
flood status of forested pixels was determined through application of a threshold 
to backscatter ratio images, a technique widely utilised when determining the 
flood extent of forested areas using SAR imagery (Hess et al., 2003). Both the 
high (06/03/2011) and low water (06/09/2010) images were divided by an 
independent low water image (03/09/2009), in order to produce two ratio 
images. Pixel values within the ratio images therefore reflected any increases in 
backscattering with respect to the independent low water image that were 
attributable to flood inundation (Silva et al., 2010). In previous applications of 
this methodology, inundated area was delineated through the application of a 
threshold backscatter ratio value, derived based upon independent 
observations of inundation extent (Arnesen et al., 2013). Here no in situ 
observations of flood inundation were available for the Beni floodplain, thus it 
was not possible to define a specific threshold for the study area. Hence the 
threshold value used to identify flooded areas within the Beni floodplain was 
taken from Arnesen et al., (2013). This value was deemed appropriate for 
application here, having been derived from PALSAR ScanSAR imagery for 
varzea forests of the Curai lake floodplain within the Brazilian Amazon. Within 
the study of Arnesen et al., (2013) flooded area was predicted with an accuracy 
of 84-94% when assessed with respect to 500 independent observations of 
inundation status. The final inundation extent images are illustrated in figures 
6.20 and 6.21. 
A standard measure of fit F is used here in order to compare simulated and 
observed inundation extent at high water (Bates and De Roo, 2000; Aronica et 
al., 2002) 
 
NumSmod	 ∩	Sobs	
NumSmod	 ∪	Sobs	
																																																6.6 
This equation can be written alternatively as: 
&' 
FF
FF ) FNF ) NFF
																																																6.7 
Within equation 6.6, Smod	 and Sobs	 are the sets of cells or pixels classified as 
wet by the model (the threshold depth for a model cell to be classed as 
inundated was 0.25 m) and satellite observations respectively, whilst Num 
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indicates the number of members of the set (Bates and De Roo, 2000). In 
equation 6.7 Fhw represents F at high water, FF are pixels which are correctly 
predicted as flooded, FNF are pixels which are wet in the observed dataset but 
dry in the model and NFF are pixels which are dry in the observed dataset and 
wet in the model. Therefore F represents the area correctly predicted as wet by 
the model as a fraction of the area observed to be wet. A value of F=1 (100%) 
indicates perfect fit between the modelled and observed inundation, whilst F=0 
when there is no agreement between modelled and observed inundation. This 
statistic penalises under and over prediction of flood extent and allows 
meaningful comparison of the performance of model applications within different 
reaches (Bates and De Roo, 2000). Importantly this performance measure 
avoids the biases associated with fit statistics which calculate the number of 
correctly classified wet/dry pixels as a percentage of total cells within the 
domain (Horritt and Bates, 2001). 
Remotely sensed inundation extent indicated that the forested area of the Beni 
floodplain considered within this analysis was almost completely dry at the time 
of low water image capture (06/09/2010). Indeed total inundated area 
corresponded to an area of less than 50 km2, a very small area in comparison 
to the size of the forested area of the floodplain. Hence the application of F here 
in its original form effectively resulted in penalisation of the model for incorrectly 
predicting inundation of a very small percentage of the floodplain. This statistic 
was originally formulated in studies of overbank flood events where emphasis 
was placed upon assessment of inundation extent at high water (Bates and De 
Roo, 2000; Horritt and Bates, 2001; Lane et al., 2006). F was applied in order to 
assess simulation of low water inundation extent upon the central Amazon 
floodplain (Wilson et al., 2007), however within the central Amazon floodplain as 
a relatively larger area of wetland (>2000 km2) remained inundated through the 
dry season. Nevertheless low water inundation was poorly predicted in Wilson 
et al., (2007), with a poor representation of floodplain drainage leading to 
widespread over prediction of flood extent and an F value of 0.21. Preliminary 
application of F for low water inundation upon the Beni floodplain commonly 
resulted in a value for F of lower than 0.01, necessitating the use of an 
alternative method for model assessment at low water. Hence it was deemed 
appropriate to modify the fit statistic F for application here in order to better 
reflect the ability of the model to represent dewatering of the floodplain. In order 
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to do this, pixels which were correctly predicted as not flooded were included in 
the calculation of Flw demonstrated in equation 6.8.  
+' 
FF ) NFNF
FF ) FNF ) NFF ) NFNF
																																								6.8 
In equation 6.8 Flw represents F at low water, FF are pixels which are correctly 
predicted as flooded, FNF are pixels which are wet in the observed dataset but 
dry in the model and NFF are pixels which are dry in the observed dataset and 
wet in the model, NFNF are pixels which are correctly predicted as dry by the 
model. As a result, in the new form of the F statistic correct prediction of all 
flooded and non flooded areas is associated with an Flw value of 1, whilst the 
incorrect prediction of all flooded and non flooded areas is associated with an 
Flw value of 0. Water remaining on the floodplain in the model simulation at the 
time of low water image capture is indicative of an incorrect representation of 
dewatering. Flood inundation in these areas is classified as over prediction and 
the model is penalised accordingly, with Flw decreasing if larger areas of water 
remain on the floodplain. The main reason for the exclusion of NFNF pixels in 
the original formulation of Flw was to prevent positive bias in the accuracy 
statistic through inclusion of large numbers of model cells which were never 
inundated (Bates and De Roo, 2000). However within the forested area of the 
Beni floodplain considered in this analysis the number of pixels which were 
never flooded was relatively small in comparison to flooded areas. It is 
important to consider that this modified statistic is applied here in order to 
provide a more meaningful indication of the models ability to represent 
floodplain dewatering, and resulting values are not directly comparable with 
results from other modelling studies. 
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6.6 Preliminary analysis of model simulations 
Prior to formal assessment of model results, it was deemed appropriate to 
undertake a preliminary analysis of simulated inundation characteristics for the 
Beni floodplain. The first part of this preliminary investigation of model results is 
constituted by a sensitivity analysis that explores the effect which the use of 
different DEMs, roughness parameters and channel bed elevations exert upon 
modelled inundation characteristics. Subsequently, in the second part of this 
analysis, predicted inundation extent is compared to observed flood extent data 
derived from PALSAR SAR imagery at high water. This analysis was 
undertaken in order to provide a quantitative indication of the performance of 
model simulations undertaken using the bare earth floodplain DEMs derived in 
chapter 5, and to demonstrate the need for additional refinement of these 
DEMs. The final part of this analysis is constituted by a brief investigation of 
model sensitivity to variation of parameters in the hydrological part of the model. 
As floodplain hydrology was hypothesised to be important in both the wetting 
and drying of the floodplain, this analysis was conducted with respect to 
PALSAR derived inundation extent at both high and low water. 
6.6.1 Model sensitivity analysis 
Inundation characteristics illustrated in figure 6.22b for the INT DEM, differ from 
those observed for simulations using the FAV DEM (6.22a) and the GCH DEM 
(6.22c). Perhaps the most marked contrast observed for simulations using the 
INT DEM is that inundation occurs over a wider area, but is relatively shallow, 
rarely exceeding a depth of 5m with the exception of floodplain lakes to the east 
of the domain. This is contrary to the FAV and GCH DEMs, which promote 
deeper flooding over a smaller overall area. Flooding is more prevalent in 
proximal areas for INT DEM simulations in comparison to the FAV and GCH 
DEM model runs, particularly towards the upstream end of the reach, whilst a 
larger area is flooded in the region of the large floodplain lakes, in comparison 
to 6.22a and c. Tables 6.3-6.8 provide further quantification of the sensitivity of 
the model to DEM selection and reflect the observations made in figure 6.22. In 
general, for a given parameter set inundation extent is highest within 
simulations forced by INT DEM (table 6.4). In contrast, INT DEM simulations 
(table 6.7) are characterised by the lowest flood water volume, which is 
significantly higher for FAV DEM and GCH DEM simulations.
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Figure 6.22. Visual illustration of high water (06/03/2011) inundation extent simulated by the model using floodplain elevation for a) FAV DEM b) INT DEM c) GCH 
DEM. Roughness set up (medium) and channel bed elevation (medium) were constant here. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b c 
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Figure 6.23. Visual illustration of the sensitivity of modelled inundation extent at high water  (06/03/2011) to channel bed elevation a) low elevation b) medium 
elevation c) high elevation.  Floodplain DEM (GCH DEM) and roughness configuration (medium) were constant here. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b c 
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Figure 6.24. Visual illustration of the sensitivity of modelled inundation extent at high water (06/03/2011) to model roughness set up a) low roughness b) medium 
roughness c) high roughness.  Floodplain DEM (INT DEM) and channel bed elevation (medium) were constant here. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b c 
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Table 6.3. Modelled inundation extent (km
2
) at high water 06/03/2011 for simulations using the FAV DEM 
and different parameter combinations. M indicates a missing simulation. 
 
 
   
 
Table 6.4. Modelled inundation extent (km
2
) at high water 06/03/2011 for simulations using the INT DEM 
and different parameter combinations. 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 5184.2 5604.8 6509.6 
Medium 5971.9 7047.2 7325.1 
High 7792.4 8158.9 9235.5 
 
Table 6.5. Modelled inundation extent (km
2
) at high water 06/03/2011 for simulations using the GCH DEM 
and different parameter combinations. U denotes a missing simulation due to model instabilities. 
 
 
 
 
Analysis of rows of values in tables 6.3-6.5 provides insight into model 
sensitivity, in terms of inundation extent, with respect to channel bed elevation 
configuration. Saliently, for simulations undertaken with all DEMs and 
roughness set ups, inundation extent increases with higher channel bed 
elevation. This is illustrated visually in figure 6.23, demonstrating that the model 
exhibits the expected response to increases in bed elevation. Model sensitivity 
to channel bed elevation in terms of inundation volume, illustrated in tables 6.6-
6.8, follows the same pattern as for inundated area. Sensitivity to channel bed 
elevation varied for the different bare earth DEMs, with simulations undertaken 
using the GCH DEM characterised by the highest sensitivity (due to the 
occurrence of extreme values of inundation extent and flood water volume) for 
Roughness 
set up 
Channel bed 
elevation   
  Low Medium High 
Low 4563.3 4768.5 5206.4 
Medium 4837.0 5190.8 6386.0 
High 6120.4 6512.8 6547.8 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 5173.9 5543.8 6269.0 
Medium 6018.0 6029.6 9681.7 
High 6587.2 6769.2 U 
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high channel bed elevations), whilst the INT DEM produced more a more 
consistent and realistic response to variations in this parameter. 
Table 6.6. Modelled floodplain water volume (km
3
) at high water 06/03/2011 for simulations using the FAV  
DEM and different parameter combinations.  
 
 
 
 
Table 6.7. Modelled floodplain water volume (km
3
) at high water 06/03/2011 for simulations using the INT 
DEM and different parameter combinations.  
 
 
 
 
Table 6.8. Modelled floodplain water volume (km
3
) at high water 06/03/2011 for simulations using the GCH 
DEM and different parameter combinations. U denotes a missing simulation due to model instabilities. 
 
 
 
Figure 6.24 illustrates model sensitivity to roughness set up for simulations 
using the INT DEM and a medium channel bed elevation. Simple visual analysis 
of these maps indicates that inundation extent increases substantially from low 
roughness in 6.24a to high roughness in 6.24c. The model behaviour illustrated 
in figure 6.24 is reflected in an increase in flood extent and water volume 
moving down columns in tables 6.3-6.5 and 6.6-6.8 respectively. Indeed 
increases in roughness lead to an increase in inundation extent, depth and 
water volume for all of the bare earth DEMs. As for channel bed elevation, 
response to changes in roughness varies between the floodplain DEMs. 
Simulations using the FAV DEM and the INT DEM show a broadly coherent 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 12.4 12.7 13.3 
Medium 13.4 13.9 14.5 
High 15.1 15.2 15.1 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 8.0 8.4 9.8 
Medium 9.2 10.4 11.2 
High 11.9 12.9 13.2 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 10.8 11.6 12.5 
Medium 12.7 12.6 27.3 
High 13.8 15.5 U 
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response to roughness increases, whilst GCH DEM simulations are associated 
with extreme values of inundation extent and flood water volume at high 
roughness.  
6.6.2 Initial comparison with PALSAR derived high water inundation 
extent 
Figure 6.25 visually illustrates an initial comparison of modelled and observed 
inundation extent for the Beni floodplain at high water on 06/03/2011, extracted 
from simulations undertaken using high channel bed elevation and medium 
roughness set up. Associated statistics are displayed in table 6.9. Visual 
analysis of figure 6.25 indicates that FF, denoting areas that are both observed 
and predicted to be flooded, was the most dominant class for simulations using 
each of the bare earth DEMs (table 6.9). Areas which were correctly predicted 
as not inundated (NFNF) formed the least frequent class (table 6.9). The two 
classes which indicate incorrect predictions by the model  are FNF (grey) which 
denoted areas that were observed to be flooded but are predicted as not 
flooded by the model, and NFF (red) which corresponds to areas that are 
inundated in model predictions but not inundated within remotely sensed 
inundation extent. Table 6.9 illustrated the extent of FNF areas exceeded that of 
NFF areas, indicating that the model under predicted inundation upon the Beni 
floodplain for the combination of DEMs and parameter sets explored here.  
Based upon statistics displayed within table 6.9 and the comparison maps in 
figure 6.25, model performance appears to be broadly similar for each of the 
DEMs when combined with high roughness and medium channel bed elevation. 
Of these simulations highest level of fit was observed for the simulation 
undertaken using the GCH DEM (0.55), FAV DEM produced the second best fit 
(0.53) whilst the lowest level of performance was offered by the INT DEM 
(0.51). Thus the overall range in the fit statistic between the different DEMs was 
0.04, a relatively small value. Perhaps the most significant feature of figure 6.25 
is the prevalence of substantial areas of FNF pixels located in close proximity to 
the Beni channel, particularly in the middle and downstream sections of the 
reach. This is significant, suggesting that systematic under prediction of 
inundation occurs in the proximal floodplain for simulations using each of the 
bare earth floodplain DEMs. 
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Figure 6.25. Initial comparison of modelled and PALSAR derived inundation extent for the Beni floodplain study area at high water (06/03/2011) for a) FAV 
DEM b) INT DEM c) GCH DEM. All simulations used the same roughness set up (high) and channel bed elevation (low). Inundation status indicates whether 
a pixel in the model domain is flooded (F) or not flooded (NF) in the inundation extent image and model predictions respectively. For example FNF (grey) 
indicates that a pixel was observed to be flooded (F) in the remotely sensed inundation extent image, but was predicted as not flooded (NF) in the model 
simulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b c 
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Table 6.9. Comparison between modelled and observed inundation extent at high water (06/03/2011), for 
simulations using different DEMs with high roughness and medium channel bed elevation parameters. 
Inundation status indicates whether a pixel in the model domain is flooded (F) or not flooded (NF) in the 
inundation extent image and model predictions respectively. For example FNF indicates that a pixel was 
observed to be flooded (F) in the remotely sensed inundation extent image, but was predicted as not 
flooded (NF) in the model simulation. Values given are areas in km
2
, with the exception of Fit (Fhw). 
Flood status   DEM   
  FAV INT  GCH  
FF 2116.1 2079.3 29158 
FNF 1048.2 1084.9 1038.6 
NFF 806.7 901.0 728.3 
NFNF 604.9 510.6 683.4 
Fit (Fhw) 0.53 0.51 0.55 
 
Table 6.10. Fit (Fhw) between modelled and observed inundation extent at high water 06/03/2011 for 
simulations using the FAV DEM and different parameter combinations.  
 
 
 
 
Table 6.11. Fit (Fhw) between modelled and observed inundation extent at high water 06/03/2011 for 
simulations using the INT DEM and different parameter combinations.  
 
 
 
 
Table 6.12. Fit (Fhw) between modelled and observed inundation extent at high water 06/03/2011 for 
simulations using the GCH DEM and different parameter combinations. U denotes missing simulation due 
to the occurrence of instabilities. 
 
 
 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 0.52 0.52 0.52 
Medium 0.52 0.52 0.53 
High 0.53 0.53 0.54 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 0.37 0.42 0.47 
Medium 0.43 0.48 0.50 
High 0.50 0.51 0.51 
Roughness 
set up 
Channel bed elevation 
  Low Medium High 
Low 0.48 0.50 0.52 
Medium 0.50 0.51 0.58 
High 0.53 0.55 U 
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Tables 6.10 - 6.12 display the fit statistic (Fhw), calculated for observed and 
modelled inundation extent at high water for different parameter combinations. 
For simulations undertaken using the FAV DEM (table 6.10), maximum fit was 
Fhw= 0.54, whilst variation in fit across the parameter space was small (0.02). 
Simulations using the INT DEM were associated with the lowest maximum Fhw 
of 0.51 (table 6.11), but the widest range of fit of any of the DEMs (Fhw = 0.37 to 
0.51). Maximum Fhw for GCH DEM simulations was 0.58 (table 6.12), the 
highest fit observed for any simulation undertaken in this preliminary analysis. 
For simulations utilising all DEMs, Fhw increased with increases in roughness 
and channel bed elevation. 
6.6.3 Testing of model sensitivity to floodplain hydrology 
In the final part of the preliminary model analysis, three different set ups for the 
hydrological part of the inundation model were tested. These three set ups were 
named HYD1, HYD2 and HYD3. HYD1 was the default set up for the 
hydrological part of the model, in which soil water store depth (D) was 17.5 cm, 
the fractional rate of drainage from the soil water store to ground water (F) was 
0.0025 and maximum infiltration rate (Imax) was 0.007 mm/day. In HYD2 D was 
increased to 1 m, F was increased to 0.005, whilst Imax remained at 0.007 
mm/day. For HYD3 the hydrological source term was excluded from the model 
equations. All simulations presented here were undertaken with the INT DEM in 
combination with medium roughness and high channel bed elevation. 
Table 6.13. Accuracy statistics for the comparison between model simulations using different hydrological model set 
ups and PALSAR derived inundation extent at high water. 
Measure Hydrological set up 
  HYD1 HYD2 HYD3 
FF (km2) 1965.7 1899.7 1891.3 
FNF (km2) 1198.5 1264.5 1272.9 
NFF (km2) 831.3 826.5 819.5 
NFNF (km2) 580.4 585.1 592.1 
Fit (Fhw) 0.49 0.48 0.47 
Extent (km2) 7641.1 7325.1 6662.3 
Volume (km3) 11.53 10.90 9.58 
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Table 6.14. Accuracy statistics for the comparison between model simulations using different hydrological model set 
ups and PALSAR derived inundation extent at low water. 
Measure Hydrological set up 
  HYD1 HYD2 HYD3 
FF (km2) 26.0 24.6 29.6 
FNF (km2) 22.3 23.8 18.7 
NFF (km2) 1046.0 865.7 1528.5 
NFNF (km2) 3481.6 3661.8 2999.0 
Fit (Flw) 0.77 0.81 0.66 
Extent (km2) 2937.8 2400.2 2933.2 
Volume (km3) 3.67 3.30 2.43 
 
Based upon table 6.13 and figure 6.26, at high water HYD1 is associated with 
the highest inundated area, flood water volume and fit of any of the simulations 
undertaken here, exhibiting marginally higher values than HYD2 for all of these 
measures. HYD3, in which the hydrological source term was removed from the 
model, was associated with the lowest fit with respect to observed high water 
inundation extent. Although the overall difference in Fhw between the different 
simulations was relatively small at 0.02, HYD3 was associated with substantially 
lower inundated area and flood water volume in comparison to HYD1 and 
HYD2. On a basic level this demonstrates that rainfall provides a significant 
contribution to flood water volumes on the floodplain. 
Table 6.14 demonstrates that at low water, HYD3 is characterised by a much 
lower level of fit (Flw =0.66), in comparison to HYD1 (Flw =0.77) and HYD2 (Flw 
=0.81). This suggests that modelled inundation extent is more sensitive to 
floodplain hydrology at low water. Given that the floodplain is almost completely 
dry at the time of low water image capture (figure 6.18), the lower flood extent 
and flood water volume in HYD 2 translates into an increase in Flw. This is 
reflected in figure 6.25, in which inundation for HYD2 (figure 6.25b) is limited to 
localised pools, whilst a marked increase in the area of larger contiguous areas 
of inundation is evident for HYD3 (figure 6.25c). 
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Figure 6.26. Inundation extent at high water (06/03/2011) for simulations undertaken using the INT DEM in combination with medium roughness, high channel bed elevation configuration and 
different hydrological model set ups. a) HYD1 b) HYD2 c)HYD3 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b c a 
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Figure 6.27. Inundation extent at low water (06/09/2010) for simulations undertaken using the INT DEM in combination with medium roughness, high channel bed elevation configuration and 
different hydrological model set ups. a) HYD1 b) HYD2 c)HYD3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b c 
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6.7 Refining floodplain bare earth DEMs 
In light of the results of initial model simulations, specifically the relatively low 
values of Fhw and the substantial under prediction of inundation observed in 
close proximity to the river channel, it was deemed necessary to further refine 
each of the bare earth floodplain DEMs. It is hypothesised that high floodplain 
elevations in proximal areas, attributable to incomplete removal of vertical 
biases in the SRTM dataset, precluded the occurrence of inundation within 
these areas. Hence, an analysis was designed in order to identify areas 
characterised by erroneously high elevations, and remove these remaining 
vertical biases. This analysis was undertaken for the FAVP DEM, GCHP DEM 
and INT DEM using tools within ArcGIS and ENVI software packages. 
 Areas of the floodplain in which elevation was over predicted due to remaining 
vertical vegetation bias were identified as those cells within the model domain 
that were observed to be inundated in the PALSAR derived flood extent image 
acquired at peak inundation in March 2011, but were not flooded in the model 
simulation at the corresponding date. In order to ensure consistency between 
the correction applied to the different DEMs, the simulations used in this 
process were characterised by medium roughness and medium channel bed 
elevation parameters. A forest mask, generated based upon the land cover 
classification in chapter 3, was utilised in order to identify areas characterised 
by forest cover.  A mask was created that delineated the model cells which met 
these criteria. The next stage of this analysis was constituted by the generation 
of a map of water surface elevation for the Beni floodplain at high water in 
March 2011. Water surface elevation was calculated for all flooded cells within 
the model domain through addition of simulated inundation depth and the height 
of the floodplain. Subsequently, the floodplain was divided into a grid 
characterised by a spatial resolution of 5 km. The average water surface 
elevation was calculated for each cell in the 5 km grid based upon the mean 
water surface elevation of all flooded model cells within that 5 km cell. Overall 
this produced a coarse resolution map of water surface elevation across the 
whole floodplain. The vertical elevation error for each cell included within the 
mask generated above was quantified through subtraction of the water surface 
elevation from the bare earth DEM elevation. Histograms of errors calculated for 
each DEM are illustrated in figures 6.28-6.30. 
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Having derived a map of vertical error in each of the DEMs through the analysis 
detailed above it was necessary to define the correction to apply to each of the 
cells in which elevation was over predicted. The correction applied, ∆Z, was 
defined according to equation 6.7. 
∆Z  pE ) 1  pEmean ) H ∗ C																																		6.7 
In equation 6.7 ∆Z is the elevation (m) removed from each cell. E is the error 
value for a given cell (the difference between DEM cell elevation and water 
surface elevation at high flow for cells that should be wet), whilst Emean is the 
average error value across the floodplain where E > 0. H is a constant nominal 
flow depth, which is included in the equation to ensure that the adjusted cell 
elevation is below the water surface elevation so that the cell is likely to be 
inundated at high flow. C is a constant corresponding to a simple correction 
factor which can be utilised in order to increase or decrease the magnitude of 
the correction. A value of C > 1 would lead to a larger amount of elevation being 
removed from each cells, whilst the reverse is true for C < 1. The constant p is 
used to adjust the spatial pattern of the Z adjustment across the floodplain. For 
C = 1 and p=1, the elevation of each cell will be lowered to the height of the 
water surface. However, this will tend to flatten out the floodplain topography by 
reducing elevations to the predicted level of the high flow water surface, which 
is relatively flat owing to its coarse resolution. In this case for a given cell if E < 
Emean then the cell elevation is lowered by a value greater than E, whilst if E > 
Emean then the cell elevation is lowered by a value less than E. Here, two new 
DEMs were produced for each of the original DEMs used within initial model 
testing in 6.6 utilising the correction procedure detailed above. One new DEM 
was generated for each or the original DEMs using a value of C = 1 within 
equation 6.7, these DEMs were named FAV100, GCH100 and INT100. An 
additional three DEMs were generated through application of equation 6.7 in 
which C = 1.25, these DEMs were named FAV125, GCH125 and INT125. 
These additional DEMs were applied in order to provide the topographic forcing 
within the inundation model for additional simulations, which are utilised for 
formal validation within section 6.8. The Z adjustments applied in the generation 
of the new DEMs are illustrated in figure 6.31. 
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Figure 6.28. Histogram illustrating the elevation removed during the correction of the FAV DEM in order to 
generate the FAV100 DEM and FAV125 DEM. 
 
Figure 6.29. Histogram illustrating the elevation removed during the correction of the INT DEM in order to 
generate the INT100 DEM and INT125 DEM. 
 
Figure 6.30. Histogram illustrating the elevation removed during the correction of the GCH DEM in order to 
generate the GCH100 DEM and GCH125 DEM.
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Figure 6.31. Spatial maps illustrating the elevation removed from a) FAV DEM in order to generate FAV100 DEM b) INT DEM in order to generate INT100 DEM c) GCH DEM in order 
to generate GCH100 DEM.
a b c 
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6.8 Formal model assessment 
6.8.1 Assessment of high water inundation extent  
Table 6.15-6.17 show summary statistics for model simulations undertaken 
using the new refined floodplain bare earth DEMs at high water, including fit 
with respect to ALOS PALSAR derived flood extent within forested areas, 
inundation extent and water volume within the model domain. On a basic level, 
for the new refined DEMs, model response to changes in roughness and 
channel bed elevation were consistent with the sensitivity analysis. It is clear 
that refining of the DEMs was associated with an increased level of 
performance within all model simulations, with Fhw values exceeding those 
reported in tables 6.3-6.8 for simulations using the original bare earth DEMs. 
For the refined FAV DEMs (table 6.15), maximum Fhw increased to 0.66, whilst 
the lowest fit was 0.61, constituting a small overall Fhw range of 0.05. Whilst 
maximum fit increased by 0.11 in comparison to the original simulations, the 
refined FAV DEM simulations were associated with the lowest levels of 
accuracy of the new DEMs based upon Fhw values. Visual analysis of figure 
6.32 illustrates that despite refinement, inundation remains under predicted in 
the proximal floodplain for simulations undertaken with lower roughness and 
channel bed elevation parameters, whilst this problem is ameliorated where 
higher roughness and channel bed elevation parameters are utilised (figure 
6.33). 
Simulations undertaken using the refined INT DEMs are associated with the 
highest level of performance of all of the refined DEMs (table 6.16), exhibiting a 
Fhw range of 0.64-0.69. Maximum Fhw increased by 0.18 with respect to INT 
DEM simulations presented in the preliminary analysis, constituting the largest 
increase in fit achieved through DEM refinement. Figure 6.34 illustrates that the 
process of DEM refinement typically facilitated an increase in inundation in 
proximal areas, whilst also propagating larger areas of shallow inundation 
across the floodplain, accounting for the observed increase in Fhw . Overall, 
refined INT DEM simulations are characterised by shallow inundation (< 5 m 
depth) over a larger area of the floodplain in comparison with the refined FAV 
(figure 6.33) and GCH DEMs (figure 6.36), which continue to propagate deeper 
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flooding over a smaller area of the floodplain. Table 6.17 shows that simulations 
undertaken using the refined GCH DEMs are associated with fit values ranging  
 
Table 6.15. Summary statistics at high water (06/03/2011) for model simulations with different parameter 
combinations, using the refined FAV DEMs. Fit (Fhw) is fit with respect to flood inundation extent derived 
from PALSAR SAR imagery. 
Measure Roughness   FAV100     FAV125   
  
Channel bed elevation Channel bed elevation 
 
  Low Medium High Low Medium High 
Fit (Fhw) Medium 0.61 0.63 0.64 0.64 0.63 0.66 
  High 0.63 0.63 0.65 0.65 0.65 0.66 
Inundated  Medium 5394.1 5816.0 7343.8 5539.8 5982.2 7461.0 
area (km2) High 5949.4 6388.2 7509.2 6085.0 6386.3 7418.5 
Flood water  Medium 11.3 12.0 13.0 11.4 12.2 13.2 
volume (km3) High 12.9 13.7 13.9 13.2 13.2 13.6 
 
 
Table 6.16. Summary statistics at high water (06/03/2011) for model simulations with different parameter 
combinations, using the refined INT DEMs. Fit (Fhw) is fit with respect to flood inundation extent derived 
from PALSAR SAR imagery. 
 Measure  Roughness   INT100     INT125   
  
Channel bed elevation Channel bed elevation 
 
  Low Medium High Low Medium High 
Fit (Fhw) Medium 0.64 0.64 0.68 0.65 0.67 0.69 
  High 0.64 0.65 0.69 0.67 0.68 0.69 
Inundated  Medium 7718.6 8234.8 10199.4 7841.3 8548.8 9996.8 
area (km2) High 8529.3 8666.0 13653.8 8599.1 10481.1 13639.0 
Flood water  Medium 9.4 9.9 13.0 9.6 10.3 12.9 
volume (km3) High 11.3 11.3 40.1 11.4 13.3 39.0 
 
 
Table 6.17. Summary statistics at high water (06/03/2011) for model simulations with different parameter 
combinations, using the refined GCH DEMs. Fit (Fhw) is fit with respect to flood inundation extent derived 
from PALSAR SAR imagery. 
 Measure  Roughness   GCH100     GCH125   
  
Channel bed elevation Channel bed elevation 
  
Low Medium High Low Medium High 
Fit (Fhw) Medium 0.61 0.63 0.66 0.61 0.62 0.68 
  High 0.65 0.67 0.68 0.65 0.67 M 
Inundated  Medium 6833.9 6973.6 10193.9 6800.0 6893.7 9591.8 
area (km2) High 7445.7 11291.7 11775.8 7788.6 10743.9 M 
Flood water  Medium 11.3 12.0 25.8 11.0 11.5 24.2 
volume (km3) High 13.3 33.7 36.8 13.3 30.9 M 
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Figure 6.32. Simulated inundation at high water (06/03/2011) using FAV100 DEM, medium roughness and low channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.33. Simulated inundation at high water (06/03/2011) using FAV125 DEM, high roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.34. Simulated inundation at high water (06/03/2011) using INT100 DEM, medium roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.35. Simulated inundation at high water (06/03/2011) using INT100 DEM, high roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.36. Simulated inundation at high water (06/03/2011) using GCH100 DEM, medium roughness and low channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.37. Simulated inundation at high water (06/03/2011) using GCH100 DEM, high roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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from 0.61-0.68, representing an increase in maximum Fhw of 0.10. Hence 
according to values of Fhw, the refined GCH DEMs are associated with a lower 
level of accuracy than the refined INT DEMs, but outperformed refined FAV 
DEM simulations. Figure 6.36 illustrates that, as for the refined FAV DEMs, 
inundation remains under predicted in the proximal floodplain for lower 
roughness and channel bed parameter values, limiting Fhw values. 
Furthermore, is important to note the occurrence of extreme model behaviour 
for simulations undertaken using the refined INT and GCH DEMs in 
combination with roughness and channel bed elevation values from the upper 
end of the parameter space (tables 6.16 and 6.17). This extreme model 
behaviour results in very high values for flood volume (>20 km3) and inundated 
area, whilst also being associated with high values for Fhw. This model 
behaviour is illustrated visually in figure 6.35 and 6.37, in which it is clear that 
large areas of the floodplain are inundated to very high depths. This non linear 
model behaviour is discussed further in section 6.9. 
6.8.2 Assessment of low water inundation extent  
Tables 6.18-6.20 show results from the comparison of modelled and observed 
inundation extent, derived from ALOS PALSAR image capture, on 06/09/2010 
(low water). Table 6.19 shows that a Flw range of 0.54-0.75 is observed for 
simulations using the refined FAV DEMs. In all instances, an increase in 
channel bed elevation results in a decline in Flw, whilst fit is generally lower for 
simulations using higher roughness set ups. As the floodplain is almost 
completely dry at low water image capture, increases in Flw generally directly 
reflect decreases in inundation extent and floodplain water volume.  
Significantly, substantial variations in fit, inundated area and flood water volume 
observed across the range of roughness and channel bed elevation 
parameters, suggests that low water inundation is largely dependent upon the 
magnitude of flooding at high water within simulations using the refined FAV 
DEMs. This is reflected in figures 6.38 and 6.39, which visually illustrate large 
variations in low water flood extent extracted from simulations using different 
combinations of roughness and channel bed elevation parameters. However, 
within both figure 6.38 and 6.39, substantial areas of relatively deep flood 
waters remain upon the floodplain. These flood waters are typically 
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concentrated within areas which were subject to substantial depths of 
inundation at high water, and indicate incomplete dewatering of the floodplain. 
Table 6.18. Summary statistics at low water (06/09/2010) for model simulations with different parameter 
combinations, using the refined FAV DEMs. Fit (Flw) is fit with respect to flood inundation extent derived 
from PALSAR SAR imagery. 
 Measure  Roughness   FAV100     FAV125   
  
Channel bed elevation Channel bed elevation 
 
  Low Medium High Low Medium High 
Fit (Flw) Medium 0.72 0.70 0.57 0.75 0.64 0.58 
  High 0.74 0.60 0.54 0.73 0.56 0.51 
Inundated  Medium 2829.7 2912.0 3692.3 2659.1 3284.7 3687.1 
area (km2) High 2740.6 3668.1 4048.9 2790.5 3801.2 4219.2 
Flood water  Medium 3.24 3.53 5.10 3.08 3.93 5.00 
volume (km3) High 3.35 4.84 5.83 3.31 4.84 5.81 
 
Table 6.19. Summary statistics at low water (06/09/2010) for model simulations with different parameter 
combinations, using the refined INT DEMs. Fit (Flw) is fit with respect to flood inundation extent derived 
from PALSAR SAR imagery. 
 Measure  Roughness   INT100     INT125   
  
Channel bed elevation Channel bed elevation 
 
  Low Medium High Low Medium High 
Fit (Flw) Medium 0.76 0.69 0.64 0.76 0.72 0.59 
  High 0.68 0.65 0.22 0.69 0.62 0.21 
Inundated  Medium 3240.6 3717.8 4018.3 3282.9 3486.5 4353.4 
area (km2) High 3834.2 4069.4 10967.0 3763.5 4207.7 10851.3 
Flood water  Medium 3.04 3.29 3.49 3.01 3.17 3.66 
volume (km3) High 3.45 3.60 34.27 3.39 3.68 33.39 
 
Table 6.20. Summary statistics at low water (06/09/2010) for model simulations with different parameter 
combinations, using the refined GCH DEMs. Fit (Flw) is fit with respect to flood inundation extent derived 
from PALSAR SAR imagery. 
  Measure  Roughness   GCH100     GCH125   
  
Channel bed elevation Channel bed elevation 
 
  Low Medium High Low Medium High 
Fit (Flw) Medium 0.73 0.61 0.67 0.69 0.58 0.54 
  High 0.71 0.69 0.37 0.59 0.55 U 
Inundated  Medium 3226.4 3995.9 3786.4 3421.7 4224.8 4614.0 
area (km2) High 4088.6 4171.5 10223.9 4285.6 4827.5 U 
Flood water  Medium 3.59 4.21 4.69 3.64 4.36 5.24 
volume (km3) High 3.94 4.30 31.97 4.24 5.06 U 
 
Prior to description of low water results for the refined INT and GCH DEMs, it is 
significant to note that tables 6.19 and 6.20 highlight the occurrence of extreme 
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model behaviour, which was described within the previous section for 
simulations using the refined INT and GCH DEMs. Figures 6.41 and 6.43 
demonstrate this behaviour at low water for simulations utilising higher 
roughness and channel bed elevation parameters, illustrating that large 
volumes of flood water remain on the floodplain, resulting in low values of Flw ( 
<0.40). Results for these simulations will not be included in the subsequent 
analysis of low water comparison results for the refined INT and GCH DEMs.   
The refined INT DEMs (table 6.19) are characterised by the highest values of 
Flw for simulations using the refined DEMs, varying between 0.59-0.76 across 
the range of parameters used here. This is largely a result of the fact that at low 
water, the refined INT DEMs produce the lowest inundated area and lowest 
flood water volumes of any simulations undertaken here. Interestingly, for the 
refined INT DEM simulations, flood water volume which varied between 3.01 
km3 and 3.68 km3 across the range of roughness and channel bed elevation 
parameters used here. These flood water volumes were both lower, and were 
characterised by a much smaller range, than equivalent values observed for the 
FAV and GCH DEMs, which varied from 3.08-5.83 km3 and 3.64-5.24 km3 
respectively. Figure 6.40 visually demonstrates typical low water flood extent for 
simulations using the refined INT DEMs. Whilst a modest area of the floodplain 
remains inundated in figure 6.40, flood waters are markedly shallower than is 
observed for the refined FAV and GCH DEMs. This reflects the lower flood 
water volumes observed for simulations utilising the refined INT DEMs.  
Flw ranges from 0.54 to 0.73 for simulations utilising the refined GCH DEMs 
(table 6.20). This constitutes a lower level of performance than was observed 
for the refined FAV and INT DEM simulations, and can be attributed to the fact 
that simulations utilising the GCH were typically characterised by the highest 
values for inundated area and flood water volume at low water. As for the other 
DEMs, Flw values tend to decrease with increases in roughness and channel 
bed elevation. Figure 6.42 illustrates typical low water inundation extent for 
simulations utilising the GCH DEMs. Low water inundation characteristics 
propagated by the refined GCH DEMs are similar to those observed for the 
refined FAV DEMs (figure 6.38). Typically, large volumes of flood water 
accumulate in areas which are inundated to a significant depth at high water, 
indicating incomplete drainage of the floodplain. 
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Figure 6.38. Simulated inundation at low water (06/09/2010) using FAV100 DEM, medium roughness and low channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.39. Simulated inundation at low water (06/09/2010) using FAV125 DEM, high roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.40. Simulated inundation at low water (06/09/2010) using INT100 DEM, medium roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.41. Simulated inundation at low water (06/09/2010) using INT100 DEM, high roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.42. Simulated inundation at low water (06/09/2010) using GCH100 DEM, high roughness and low channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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Figure 6.43. Simulated inundation at low water (06/09/2010) using GCH100 DEM, high roughness and high channel bed elevation a) 
comparison with PALSAR derived flood inundation extent b) inundation extent and depth (m) 
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6.8.3 Assessment of Beni river water surface elevation with respect to 
TOPEX-POSEIDON altimetry 
Tables 6.22 to 6.27, along with figures 6.44-6.46, present results of the 
comparison between modelled water surface elevation (WSE) in the Beni river 
channel and an observed water surface elevation time series acquired by the 
TOPEX-POSEIDON mission. The comparison is undertaken at the intersection 
of the TOPEX-POSEIDON (T/P) track with the Beni river, located in the 
downstream reach of the domain, close to the model outlet. Modelled and 
observed water surface elevation is compared for a three year period from 
01/09/1997 to 31/08/2000, and RMSE is calculated based upon a total of 39 T/P 
observations. This total set comprises 28 points during high water periods 
(November-May) and 11 points from low water (June-October). 
Tables 6.21 and 6.22 present results from the comparison of modelled and 
observed water surface elevation for the simulations using the refined FAV 
DEMs. Overall RMSE values for predicted water surface elevation vary from 
3.70-4.57 m for these simulations. For all simulations, water surface elevation is 
predicted with a higher degree of accuracy at low flow.  Based upon RMSE 
values, simulations undertaken using the refined FAV DEMs are associated 
with a markedly inferior level of accuracy in terms of WSE in comparison to 
simulations utilising the alternative refined DEMs. Figure 6.44 provides a visual 
illustration of T/P WSE and modelled WSE, and can be considered 
representative of the range of simulations undertaken using the refined FAV 
DEMs. It is evident that WSE is significantly under predicted within simulations 
utilising the refined FAV DEMs, which can be attributed as the reason for the 
low values of RMSE shown in tables 6.22 and 6.23. For both simulations 
depicted in figure 6.44, WSE is under predicted by 3-5 m during high water. 
Based upon figure 6.44 it is clear that the model provides a poor representation 
of the amplitude of the flood wave across the parameter space for FAV DEM 
simulations. Indeed tables 6.21 and 6.22 indicate that WSE amplitude ranges 
from a maximum of 6.03 m at the low end of the parameter space to a minimum 
of 4.93 m at the upper limit of the parameter space. These values are 
substantially lower than the observed amplitude of 7.97 m for the observed 
WSE time series obtained from TOPEX-POSEIDON altimetry. 
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Table 6.21. Assessment of modelled Beni river water surface elevation with respect to TOPEX-POSEIDON 
altimetry data for simulations using the FAV100 DEM. WSE amplitude corresponds to the modelled 
amplitude of water surface elevation through the three year study period. 
Roughness   Medium      High   
Channel bed elevation Low Medium High Low Medium High 
WSE amplitude (m) 6.03 5.21 4.93 5.63 4.84 5.02 
Low water RMSE (m) 3.11 2.18 1.71 2.29 1.71 1.53 
High water RMSE (m) 5.03 4.77 4.47 4.28 4.25 4.28 
Overall RMSE (m) 4.57 4.20 3.89 3.82 3.71 3.72 
 
Table 6.22. Assessment of modelled Beni river water surface elevation with respect to TOPEX-POSEIDON 
altimetry data for simulations using the FAV125 DEM. WSE amplitude corresponds to the modelled 
amplitude of water surface elevation through the three year study period. 
Roughness   Medium      High   
Channel bed elevation Low Medium High Low Medium High 
WSE amplitude (m) 5.96 5.05 4.37 5.44 4.43 4.93 
Low water RMSE (m) 3.01 2.18 1.69 2.32 1.70 1.51 
High water RMSE (m) 4.87 4.84 4.38 4.70 4.32 4.26 
Overall RMSE (m) 4.42 4.26 3.82 4.17 3.77 3.70 
 
 
Figure 6.44. Comparison of observed water surface elevation derived from TOPEX-POSEIDON 
altimetry (black crosses) with modelled time series of water surface elevation. Blue line 
corresponds to simulation based upon FAV100 DEM with medium roughness and low channel 
bed elevation. Red line corresponds to the simulation based upon the FAV125 DEM with high 
roughness and channel bed elevation. 
Accuracy of modelled water surface elevation for simulations using the refined 
INT DEMs are displayed in tables 6.23 and 6.24, exhibiting an overall RMSE 
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range of 0.92-1.26 m. Based upon these RMSE values, simulations undertaken 
using the refined INT DEMs are associated with the highest levels of overall 
accuracy with respect to altimetry data. RMSE values indicate that simulations 
undertaken using the refined INT DEMs typically predict WSE with a greater 
level of accuracy at high water. Whilst results do not indicate a clear trend in 
RMSE values across the parameter space, it is evident that WSE amplitude 
declines with both increasing roughness and channel bed elevation. Overall, for 
both INT100 and INT125 the highest levels of overall accuracy in terms of WSE 
are produced through simulations undertaken using medium roughness and 
medium channel bed elevation, and high roughness in combination with low 
channel bed elevation. Simulations using these parameter sets are able to most 
effectively reconcile WSE accuracy at both high and low water. 
Table 6.23. Assessment of modelled Beni river water surface elevation with respect to TOPEX-POSEIDON 
altimetry data for simulations using the INT100 DEM. WSE amplitude corresponds to the modelled 
amplitude of water surface elevation through the three year study period. U- unstable simulation. 
Roughness   Medium      High   
Channel bed elevation Low Medium High Low Medium High 
WSE amplitude (m) 7.11 6.34 5.58 6.91 5.93 U 
Low water RMSE (m) 1.31 1.20 1.66 1.25 1.69 U 
High water RMSE (m) 1.19 0.80 0.53 0.75 0.76 U 
Overall RMSE (m) 1.22 0.93 1.26 0.92 1.10 U 
 
Table 6.24. Assessment of modelled Beni river water surface elevation with respect to TOPEX-POSEIDON 
altimetry data for simulations using the INT125 DEM. WSE amplitude corresponds to the modelled 
amplitude of water surface elevation through the three year study period. U- unstable simulation. 
Roughness   Medium      High   
Channel bed elevation Low Medium High Low Medium High 
WSE amplitude (m) 7.08 6.10 5.37 6.60 5.87 U 
Low water RMSE (m) 1.31 1.19 1.74 1.25 1.68 U 
High water RMSE (m) 1.22 0.91 0.88 0.83 0.91 U 
Overall RMSE (m) 1.24 1.00 1.19 0.96 1.18 U 
 
Figure 6.45 presents a visual comparison of WSE observed by TOPEX-
POSEIDON and modelled WSE extracted from simulations for INT125 DEM 
combined with a medium roughness set up and the full range of channel bed 
elevation configurations. Based upon visual analysis of 6.45 it is clear that 
simulations undertaken using the INT DEMs provide a much better 
representation of water surface elevations for the Beni river, in comparison to 
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the FAV DEMs. During low water, the observed TOPEX-POSEIDON WSE is 
typically contained within the range of modelled WSE for the three simulations. 
At high water, WSE predicted for the different simulations converge and 
typically correspond well to the T/P altimetry time series. However model 
simulations typically under predict water surface elevation at the peak of the 
flood wave by ~1 m. 
 
Figure 6.45. Comparison of observed water surface elevation derived from TOPEX-POSEIDON 
altimetry (black crosses) with modelled time series of water surface elevation. Blue line 
corresponds to simulation based upon INT125 DEM with medium roughness and low channel 
bed elevation. Red line corresponds to the simulation based upon the INT125 DEM with 
medium roughness and medium channel bed elevation. Green line corresponds to the INT125 
DEM with medium roughness and high channel bed elevation. 
Comparison of observed and modelled water surface elevation for simulations 
utilising the refined GCH DEMs is displayed in tables 6.25 and 6.26. Overall, 
RMSE values vary from 1.10 m-1.78 m for simulations utilising these DEMs. 
Therefore in broad terms, modelled water surface elevation in simulations 
utilising the refined GCH DEMs is associated with a substantially higher level of 
accuracy than simulations undertaken using the refined FAV DEMs, but a lower 
accuracy than for the refined INT DEMs, particularly at low water. As for the INT 
DEMs, WSE is modelled with a greater degree of accuracy at high water with 
respect to T/P altimetry. In addition, whilst results do not indicate a clear trend in 
RMSE values with changes in roughness or channel bed elevation values, it is 
evident that WSE amplitude declines with both increasing roughness and 
channel bed elevation.  
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Table 6.25. Assessment of modelled Beni river water surface elevation with respect to TOPEX-POSEIDON 
altimetry data for simulations using the GCH100 DEM. WSE amplitude corresponds to the modelled 
amplitude of water surface elevation through the three year study period. U- unstable simulation. 
Roughness   Medium      High   
Channel bed elevation Low Medium High Low Medium High 
WSE amplitude (m) 6.47 5.56 4.88 6.46 5.49 U 
Low water RMSE (m) 1.47 2.14 2.86 2.12 1.68 U 
High water RMSE (m) 0.92 0.69 0.97 0.97 1.68 U 
Overall RMSE (m) 1.10 1.28 1.72 1.39 1.18 U 
 
Table 6.26. Assessment of modelled Beni river water surface elevation with respect to TOPEX-POSEIDON 
altimetry data for simulations using the GCH125 DEM. WSE amplitude corresponds to the modelled 
amplitude of water surface elevation through the three year study period. U- unstable simulation. 
Roughness   Medium      High   
Channel bed elevation Low Medium High Low Medium High 
WSE amplitude (m) 6.05 5.26 4.59 6.01 U U 
Low water RMSE (m) 1.48 2.12 2.80 2.14 U U 
High water RMSE (m) 1.15 0.86 1.15 0.78 U U 
Overall RMSE (m) 1.25 1.34 1.78 1.32 U U 
 
 
Figure 6.46. Comparison of observed water surface elevation derived from TOPEX-POSEIDON 
altimetry (black crosses) with modelled time series of water surface elevation. Blue line 
corresponds to simulation based upon GCH125 DEM with medium roughness and low channel 
bed elevation. Red line corresponds to the simulation based upon the GCH125 DEM with 
medium roughness and medium channel bed elevation. Green line corresponds to the GCH125 
DEM with medium roughness and high channel bed elevation. 
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Figure 6.46 facilitates a visual comparison of the TOPEX-POSEIDON WSE 
observations and modelled WSE time series obtained from simulations utilising 
the GCH125 DEM combined with medium roughness and the full range of 
channel bed elevation parameters. Figure 6.46 demonstrates that simulations 
utilising GCH DEMs are associated with a significantly improved representation 
of variations in WSE in comparison to the refined FAV DEMs. Low water WSE 
is predicted most accurately by the simulation characterised by low channel bed 
configuration (blue line), with low water WSE increasingly over predicted for 
simulations associated with medium and high channel bed elevations. Modelled 
WSE converges at high water and peak WSE is underestimated by less than 
1m. 
6.9 Discussion 
In the preliminary results, simulations utilising the INT DEM were associated 
with the most consistent and physically realistic response to changes in model 
parameters. Therefore one might expect the INT DEM to offer the highest level 
of performance in the initial comparison with high water flood extent. However 
this was not the case, as in fact simulations utilising the INT DEM were typically 
associated with lower values for Fhw than model runs undertaken using the FAV 
and GCH DEMs. The ranges of Fhw observed for simulations undertaken using 
the FAV DEM, the INT DEM and the GCH DEM were 0.52-0.54, 0.37-0.51 and 
0.48-0.58 respectively. This range of Fhw was indicative of a poor level of model 
performance when considered in the context of other hydraulic modelling 
studies, which are typically able to predict inundation extent with an accuracy of 
greater than 0.60 (Hunter et al., 2007). Most relevantly, for application of the 
LISFLOOD-FP model within the central Amazon floodplain, inundation extent 
was predicted with fit ranging from 0.52-0.72 at high water, with respect to 
observations based upon JERS-1 SAR imagery (Wilson et al., 2007). Therefore 
the range of Fhw observed here for simulations undertaken using the INT DEM 
falls below the range of fit reported by Wilson et al., (2007), whilst Fhw for 
simulations using the FAV DEM are located at the lower end of the range of 
values reported in the aforementioned study. This is particularly interesting, as 
the methodology used in order to generate the FAV DEM in chapter 5, was the 
same as that applied by Wilson et al., (2007), for correction of the SRTM in the 
central Amazon floodplain. This disparity in fit values suggests that additional 
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factors specific to the Beni floodplain study area preclude prediction of 
inundation extent with an equivalent level of accuracy as the aforementioned 
study.    
Perhaps the most significant feature of the initial simulations presented in 6.6 is 
the under prediction of inundation in the proximal floodplain. This is observed in 
simulations undertaken using all of the bare earth DEMs, but is particularly 
prevalent for those in which topographical forcing is provided by the FAV DEM 
and GCH DEM. Intuitively, under prediction of flooding within proximal areas of 
the floodplain can be attributed to over elevation of these areas within the bare 
earth DEMs, which prevents cells from becoming inundated during high water. 
Accordingly, it is clear that the under prediction of inundation in proximal areas 
of the floodplain directly contributes towards the poor levels of fit observed for 
preliminary simulations undertaken using all of the bare earth DEMs. However, 
the presence of raised areas adjacent to the channel has further implications for 
inundation dynamics here. The low flood water volumes observed in preliminary 
simulations undertaken using the INT DEM suggest that areas of high elevation 
adjacent to the channel limit the volume of overbank flow during flood events, 
leading to under prediction of inundation extent within other areas of the 
floodplain, as indicated in table 6.9. This is reflected in the low values of Fhw 
which characterise preliminary simulations undertaken using the INT DEM, 
particularly in combination with low roughness and channel bed elevation 
configurations. Higher flood water volumes and Fhw suggest that this is not such 
an issue for simulations forced by the FAV DEM and the GCH DEM. However, 
the spatial patterns of flooding shown within figure 6.22a and 6.22c bring into 
question the simulation of inundation dynamics based upon these bare earth 
DEMs. Within these simulations, overbank flow occurs at relatively few locations 
along the reach, at which large volumes of water flow out of the Beni channel 
directly into topographical depressions in the floodplain. This process is driven 
by the high hydraulic gradients which occur as a result of the differences in 
elevation between the channel and the topographical depressions. Therefore in 
light of the aforementioned discussion, it was considered necessary to further 
refine the floodplain DEMs in order to remove the areas of high elevation 
located in close proximity to the Beni river channel. 
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For simulations using the FAV DEM and the GCH DEM, poor predictions of 
inundation extent observed in the preliminary analysis largely represent a 
manifestation of issues highlighted in the quantitative and qualitative 
assessment of the DEMs in chapter 5. In quantitative validation the RMSE of 
the FAV DEM and GCH DEM were calculated at 4.6 m and 3.9 m respectively. 
The majority of errors removed from these DEMs during the process of DEM 
refinement in section 6.7, illustrated by the histograms in figures 6.25 and 6.26, 
are within the range which would be expected based upon these RMSE values. 
In addition, qualitative assessment of the FAV and GCH DEMs highlighted the 
fact that the field averaged zonal canopy height map and global canopy height 
map were unable to reproduce spatial variation in forest height across the 
floodplain. In particular, that they were unable to reconcile the increase in 
canopy height observed for forest stands located within the channel belt, with 
the lower canopy heights in the distal floodplain. Indeed it is this shortcoming 
that leads to the under prediction of inundation extent in preliminary simulations 
using these DEMs. Qualitative assessment in chapter 5 suggested that the 
canopy height map used to generate the INT DEM better accounted for spatial 
variations in canopy height across the floodplain, including the increase in 
canopy height observed within forest stands located in the channel belt. 
However, preliminary results from inundation model simulations clearly suggest 
that the proximal floodplain is also over elevated within the INT DEM. The 
implication of model results is that the bare earth elevation points did not 
provide an accurate representation of ground elevation within some areas of the 
channel belt, leading to a positively biased first order estimated DEM. As for the 
FAV DEM and GCH DEMs, the majority of errors removed from the INT DEM 
during refinement in section 6.7 were within the range which would be expected 
based upon the RMSE of the DEM (3.5 m). In addition, this suggests that the 
cross sections extracted from the INT DEM and displayed within 5.22, 5.29 and 
5.36 are not typical of topography observed within proximal areas along the 
entire length of the studied reach of the Beni.  
Overall, given the sensitivity of flood inundation dynamics to floodplain 
topography (Bates, 2011), it is clear that application of bare earth DEMs within a 
hydraulic model provides a stringent test of their vertical accuracy. Here, 
preliminary model simulations demonstrate the presence of clear inaccuracies 
in the bare earth DEMs derived from the SRTM dataset for the Beni floodplain. 
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Accordingly, results presented in the initial analysis bring into question the wider 
applicability of the approaches utilised by Wilson et al., (2007) and Baugh et al., 
(2013) to generate bare earth DEMs for application within flood inundation 
modelling upon Amazonian floodplains. The higher levels of accuracy achieved 
by Wilson et al., (2007), in comparison to the results presented here, suggest 
that a spatially uniform representation of canopy height is more appropriate for 
the central Amazon floodplain than the Beni study area. This is supported by 
the high model accuracy reported by Baugh et al., (2013), utilising a bare earth 
DEM produced through correction of SRTM based upon the global canopy 
height map produced by Simard et al., (2011) for the same study area. 
Crucially, neither a spatially uniform canopy height map or the global canopy 
height map were able to properly account for spatial variations in forest height 
observed within the Beni study area, directly resulting in the lower levels of 
predictive accuracy achieved here. This implies that similar problems are likely 
to arise if these methods are applied in other Amazonian floodplains 
characterised by highly heterogeneous forest structure, particularly where clear 
gradients in canopy height exist over relatively small scales. Indeed these 
results also highlight similar problems arising for the INT DEM, produced 
through the new novel approach to bare earth DEM generation developed 
within chapter 5.  
Formal model assessment indicated that refining of the floodplain DEMs was 
effective in improving the simulation of Beni floodplain inundation at high water. 
For each of the refined bare earth DEMs, the range of Fhw improved 
substantially. Excluding low roughness runs, which were not repeated in the 
formal assessment, range of fit increased from 0.52-0.54 to 0.64-0.66 for 
simulations using the refined FAV DEMs, from 0.43-0.51 to 0.64-0.69 for the 
refined INT DEMs and from 0.50-0.58 to 0.61-0.68 for the refined GCH DEMs. 
After producing the lowest levels of fit within the preliminary analysis, 
simulations undertaken using the refined INT DEMs were associated with the 
highest accuracy in formal assessment, with maximum Fhw increasing by 0.18. 
Whilst flood water volumes did not show a substantial increase between 
simulations using the original INT DEM and the refined INT DEMs, inundated 
area typically increased by over 1000 km2. This indicates that the DEM 
refinement process successfully removed topographic blockages constituted by 
areas of raised elevation in close proximity to the Beni channel, not only 
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allowing inundation of proximal areas, but also improving connectivity to areas 
of the distal floodplain.  A similar effect was observed for the refined FAV DEM 
and GCH DEMs, indeed there was a marked increase in the instance of shallow 
flooding across the floodplain in these simulations. However, the associated 
increase in Fhw was smaller than for the refined INT DEM due to the influence of 
topographic depressions on floodplain flow.  Indeed it is hypothesised that flow 
of water into these depressions limited increases in inundation elsewhere on the 
floodplain. In context, the high water fit for simulations undertaken with the 
refined bare earth DEMs fall within the upper range of performance indicated by 
Wilson et al., (2007). It was difficult to compare model fit with that achieved by 
Baugh et al., (2013), as a different accuracy measure was used in the 
aforementioned study. However, based upon the relative accuracy of 
simulations undertaken using the different DEMs here, it is thought that model 
predictions presented here are of an equivalent or higher level of accuracy. 
Based upon table 6.16 and 6.17 it is clear that there is an increased prevalence 
of extreme non linear model behaviour for simulations utilising the refined 
floodplain DEMs. This behaviour was originally observed in the preliminary 
analysis, for the simulation utilising the GCH DEM in combination with high 
channel bed elevation, leading to instabilities in one simulation and 
exceptionally high levels of inundation within another. Within the formal 
assessment this behaviour is observed for an additional simulation utilising the 
GCH100 and GCH125 DEMs in combination with medium channel bed 
elevation and high roughness, in addition to simulations undertaken using the 
refined INT DEMs in combination with high roughness and high channel bed 
elevation. High values of Fhw produced during assessment with respect to high 
water inundation extent, suggests that simulations exhibiting this behaviour are 
associated with a high level of model performance. However, poor values of Flw 
which result from significant over prediction of low water inundation extent 
provide quantitative evidence that this model behaviour is erroneous. This is 
further supported by observational evidence, in that numerous areas of the 
floodplain visited during the field campaign (for example the tectonically uplifted 
surfaces to the north east of the domain), for which elevation precluded riverine 
inundation, became flooded in these simulations. Whilst this behaviour occurs 
for simulations using both the refined INT DEMs and GCH DEMs, implications 
are more significant for the latter DEM, as results illustrate that optimum values 
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of Fhw (ie greater than 0.65) can only be achieved through considerable over 
prediction of inundation extent, volume and depth. In contrast, peak values of 
Fhw are achieved for a range of parameter combinations in simulations using the 
refined INT DEMs, illustrating that optimum model performance can be 
achieved without the prediction of an excessive magnitude of flooding. This 
difference can be attributed to the fact that topographical depressions in the 
GCH DEMs store large volumes of floodwater, limiting the extent of inundation 
for typical flood water volumes. Hence these results highlight a negative aspect 
of the DEM refinement procedure, suggesting that some cells which were 
already too low in the original bare earth DEM were adjusted to an even lower 
elevation within the new refined DEMs. In addition, if simulations exhibiting the 
aforementioned behaviour are excluded from consideration, the refined GCH 
DEMs produce less accurate predictions of high water inundation extent than 
the refined FAV DEMs. 
The low water PALSAR image was captured on 06/09/2010 and hence it is 
important to consider that floodplain inundation at this time does not directly 
reflect dewatering that occurred following the flood event depicted in the high 
water image (09/03/2011). Hence whilst direct comparison of modelled and 
observed dewatering was not possible here, the accuracy of inundation extent 
at low water nevertheless provides an insight into the representation of 
floodplain drainage within the model. Although complete dewatering is not 
achieved within any of the simulations undertaken here, it is clear that the 
representation of floodplain drainage varies substantially between simulations 
undertaken using the different bare earth DEMs. As for high water, simulations 
undertaken using the FAV and GCH DEMs are associated with several key 
common characteristics, the most significant of which is the persistence of 
relatively large volumes of water within topographic depressions in the 
floodplain. Based upon visual analysis of spatial patterns of inundation, it 
appears that water becomes trapped within these depressions as flooding 
recedes. Due to the significant depths of inundation within the basins, water is 
not able to drain completely, even considering the representation of infiltration 
and evapotranspiration provided by the model. In addition, sensitivity of low 
water flood volume to variations in roughness and channel bed elevation 
suggests that substantially larger volumes of water remain upon the floodplain 
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after larger flood events for simulations undertaken using the refined FAV and 
GCH DEMs.  
Values for Flw suggest that the refined INT DEM facilitates an improved 
representation of floodplain dewatering in comparison to the refined FAV and 
GCH DEMs. Based upon estimations made at the start of simulations, prior to 
initial inundation of the floodplain, it is estimated that the volume of permanent 
water bodies located upon the Beni floodplain is up to 2.5 km3. Given that flood 
water volume is typically less than 4 km3, this indicates that the actual volume of 
floodwater remaining upon the floodplain is probably less than 2 km3, a 
relatively small volume. Furthermore, the fact that low water flood volume is 
relatively insensitive to variations in roughness and channel bed elevation 
parameters suggests that the INT DEM facilitates a consistent representation of 
dewatering, regardless of the preceding flood magnitude. The improved 
representation of dewatering offered by the INT DEM is attributed to the fact 
that this DEM provides a more accurate representation of floodplain 
topography, according to the quantitative and qualitative assessment in chapter 
5. The absence of topographic depressions facilitates flow of water down the 
floodplain, where it leaves the domain either through diffuse overland flow to the 
east, or through channelised flow within the Beni main stem or one of the 
floodplain tributaries. A poor representation of floodplain dewatering was 
highlighted as the major limitation of previous hydraulic modelling studies within 
the Amazon basin (Wilson et al., 2007; Baugh et al., 2013). However, direct 
comparison of the representation of dewatering is problematic as a result of the 
use of the modified low water fit statistic. Wilson et al., (2007) reported the 
presence of disconnected basins which were unable to drain at low water, 
demonstrating similar problems to those which were exhibited by the refined 
FAV and GCH DEMs here. Due to the relatively similar model behaviour 
observed here for simulations utilising the refined FAV and GCH DEMs, it was 
assumed that the representation of dewatering in Baugh et al., (2013) was 
characterised by similar problems to those faced by Wilson et a., (2007). 
Hence, overall it is thought that the representation of dewatering associated 
with the INT DEM constitutes an improvement upon previous studies due to a 
combination of an improved representation of floodplain topography, along with 
inclusion of additional hydrological processes and floodplain channels. 
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The final part of formal model assessment was constituted by comparison of 
modelled and observed water surface elevation, derived through TOPEX-
POSEIDON satellite altimetry, for a single location at the downstream end of the 
studied reach of the Beni river. Broadly speaking, simulations utilising the GCH 
and INT DEMs were characterised by low values of RMSE, indicating that the 
passage of the flood wave was well represented within these simulations. For 
both DEMs, RMSE was lowest at high water, indicating that local floodplain 
elevation (effectively providing a representation of the height of channel banks) 
was approximately correct at this location. Overall RMSE was lower for the INT 
DEM simulations, reflecting the fact that these simulations were able to 
reproduce low water WSE with a greater level of accuracy, hence better 
representing the amplitude of the flood wave. It is hypothesised that lower 
overall RMSE can be attributed to an improved representation of channel long 
profile and bed elevation for the INT DEM. During model set up, the channel 
long profile was defined separately for each DEM based upon the slope 
indicated by the elevation of channel adjacent floodplain cells in that particular 
DEM. Bed elevation was subsequently adjusted according to floodplain 
topography in order to prevent the occurrence of unrealistic channel depths. It is 
thought that the inclusion of channel bank top survey data in the INT DEM 
generation procedure improved the representation of topography in near 
channel areas. More accurate representation of the amplitude of the flood wave 
can also be attributed to the fact that simulations using the INT DEMs were 
associated with relatively lower volumes of overbank flow, maintaining a greater 
volume of water in the channel at the downstream end of the reach. 
Simulations utilising the refined FAV DEMs show a substantially lower WSE 
accuracy in comparison to those undertaken using the refined INT and GCH 
DEMs. Indeed results indicate that water surface elevation is substantially under 
predicted in all simulations utilising the refined FAV DEMs. This under 
prediction occurred as a result of very low floodplain elevations which 
characterised the downstream part of the reach within the FAV DEM. On a 
basic level, a low floodplain adjacent to the channel facilitates the occurrence of 
overbank flow at lower elevations, limiting maximum channel water levels. This 
can be attributed as the reason for the high values of RMSE observed with 
respect to altimetry data during high water. In addition, as the model uses a 1D 
flow routing solution for channel flow, this requires definition of a long profile 
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separate to the DEM during model set up. During this process, channel bed 
elevation along the reach is adjusted based upon floodplain height in order to 
ensure that the channel does not become unrealistically shallow (potentially 
leading to model instabilities discussed previously). Therefore in areas where 
floodplain elevation is low channel bed elevation is lowered accordingly, thus 
contributing to poor levels of fit observed during low water for simulations using 
the FAV DEM.  
With the exception of simulations utilising the FAV DEM, results presented here 
demonstrate that the application of a 1D diffusion wave approach to channel 
routing, in combination with the assumption of a constant width and depth, 
provide an appropriate representation of Beni river channel flow. Accordingly, 
results presented here support the findings of Trigg et al., (2009), who 
concluded that it was possible to attain a reasonable level of fit between 
modelled and observed water level for the main stem Amazon through 
application of a diffusive wave representation of channel flow in combination 
with assumptions of rectangular geometry and simple slope models. The 
application of LISFLOOD-FP to the Amazon main stem by Wilson et al., (2007) 
predicted channel water stage with an RMSE of 3.56 m and 2.09 m for two 
separate gauges. For the same reach, Baugh et al., (2013) found that RMSE 
between modelled and observed WSE was typically between 0.8 m and 1.5 m. 
The increased accuracy observed within the latter study can be attributed to the 
adoption of a diffusion wave approach to channel routing, which constituted an 
improvement upon the kinematic solver utilised by Wilson et al., (2007). The 
typical RMSE values observed here for simulations utilising the INT and GCH 
DEMs were less than 1.5 m, suggesting that water surface elevation is 
predicted with an equivalent level of accuracy of past studies within the Amazon 
basin.  
Results presented within the preliminary analysis also explored the sensitivity of 
predicted flood inundation to changes in hydrological parameters of the 
numerical model. Broadly speaking the model did not show a substantial level 
of sensitivity to variations in values for the depth of the soil water store, and 
fractional loss of water from this store. Accordingly, simulations undertaken 
using HYD1 and HYD2 were characterised by a similar level of performance at 
both high and low water. HYD1 promoted greater inundation at high water and 
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was thus associated with a marginally greater fit value, whilst the HYD2 
simulations were associated with a lower level of inundation at low water, 
indicating more effective representation of dewatering. HYD1 promotes greater 
inundation as it is associated with a smaller value for the soil water store depth 
and a lower fractional loss of water from the soil water store to ground water. In 
contrast, for HYD2 the increased depth of the soil water store, in combination 
with a higher fractional loss of water to ground water means that this set up 
promotes greater infiltration, leading to reduced volumes of surface water. Thus 
the model appears to respond to changes in hydrological parameters in a 
broadly realistic manner. HYD3, in which the additional hydrological parameters 
were not included, offered the lowest level of performance of the simulations 
undertaken with the three different hydrological set ups here, at both high and 
low water.  
Based upon these results, it appears that rainfall provides a small net 
contribution to inundation at high water, whilst losses of water through 
hydrological processes (infiltration and evapotranspiration) contribute towards a 
better fit with observed inundation extent at low water. Although the increase in 
performance offered by the inclusion of additional hydrological processes in the 
hydraulic model is relatively small at high water (0.01-0.02), the difference in fit 
at low water is larger (0.11-0.15), suggesting that the inclusion of additional 
hydrological processes contributes towards a better representation of floodplain 
dewatering. Past applications of hydraulic models within the central Amazon 
(Wilson et al., 2007; Baugh et al., 2013) have not represented rainfall, 
evapotranspiration or infiltration, instead relying upon the assumption of a net 
balance between these processes. Results presented here suggest that this 
assumption, typically applied in traditional hydraulic modelling studies, is not 
valid for the Beni study area. Although it might be possible to argue that 
infiltration and evapotranspiration balance out over the course of a year, results 
presented here suggest that the balance between rainfall inputs into the domain 
and losses due to ET and infiltration exhibit a level of seasonality which is not 
accounted for if precipitation, evapotranspiration and infiltration are excluded 
from the model. Specifically, the studies of both Wilson et al., (2007) and Baugh 
et al., (2013) reported problems associated with incomplete dewatering of the 
floodplain after annual flood inundation. Therefore the results presented here 
suggest that inclusion of a basic representation of hydrological processes offers 
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the potential to substantially improve the representation of floodplain 
dewatering.  
Both Wilson et al., (2007) and Baugh et al., (2013) hypothesised the importance 
of floodplain channels in accurate prediction of inundation dynamics within the 
central Amazon floodplain. Specifically, the authors hypothesised that the 
inability to resolve floodplain channels which were significantly smaller than 
model grid resolution (270 m), was a significant factor in the incomplete 
drainage of the floodplain observed within model simulations. Indeed this is a 
logical assertion, as floodplain channels have been demonstrated to exert a 
significant influence upon the wetting and drying of both small and large 
floodplains (Nicholas and Mitchell, 2003; Alsdorf et al., 2007). Beni floodplain 
watercourses were represented within the channel network of this hydraulic 
model, and whilst results presented here do not allow a quantification of the role 
of this network in conveying water across the floodplain, visual analysis 
revealed that water levels remain elevated within these channels for significant 
periods after peak inundation. Hence this implies that these channels provide a 
contribution to drainage of the floodplain. Nevertheless, it is important to note 
that significant volumes of water remained on the floodplain in simulations 
undertaken using the refined FAV DEM and GCH DEM. The primary factor 
preventing floodplain drainage within these simulations are the topographical 
depressions present within the floodplain DEMs. As INT DEM provides the best 
representation of floodplain dewatering here, results suggest that an improved 
representation of topography is required in order to maintain connection 
between diffuse flood waters and floodplain channels, in order to maximise 
floodplain drainage. However, further work is required in order to rigourously 
quantify the precise volumes of water which are conveyed by the floodplain 
channel network during wetting and drying of the floodplain. 
In light of the previous discussion, it is clear that the accuracy of topographic 
data presents the most significant limitation of the hydraulic modelling 
undertaken here. However, the datasets utilised in order to assess model 
performance constitute another noteworthy limitation of the modelling work 
undertaken in this chapter. Formal validation of the high and low inundation 
extent derived from ALOS PALSAR imagery is difficult here in the absence of 
observed data relating to flood extent, the provision of which is very rare in the 
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Amazon basin. However, given the high levels of accuracy achieved by 
Arnesen et al., (2013) using a similar method, it is thought that derived 
inundation extent is of a similar quality. Birkett et al., (1998) demonstrated that 
the accuracy of TOPEX-POSEIDON altimetry was better than 0.75 m, with 
respect to gauge measurements obtained from the main stem Amazon. Here, 
the T/P water surface elevation measurements were subject to the appropriate 
corrections and were filtered in order to eliminate unreliable observations 
according to the methods outlined by Campos et al., (2001). Therefore it is 
thought that the vertical accuracy of the TOPEX-POSEIDON WSE utilised here 
is similar to that stated by Birkett et al., (1998), and is sufficient to provide a 
rigourous test of model performance. 
Perhaps a more significant issue is the spatial and temporal coverage of the 
study area offered by the datasets utilised here, and the associated implications 
for testing of the dynamic performance of the model. Validation of flood extent 
at peak inundation is a commonly applied test of hydraulic model performance 
(Bates and De Roo, 2000, Horritt et al., 2001). In addition, assessment of low 
water flood extent has gained credence within inundation modelling studies 
undertaken in Amazonia, providing an indication of how well a model represents 
floodplain dewatering (Wilson et al., 2007). Inundation extent data are two 
dimensional in space and thus provide a useful, spatially distributed measure of 
model performance. However it is important to acknowledge that inundation 
extent datasets are zero dimensional in time, and hence provide little 
information on the wetting and drying of the floodplain. This dynamical aspect of 
floodplain inundation has been demonstrated to be complex and difficult to 
model (Nicholas and Mitchell, 2003). Hence, although testing undertaken here 
demonstrates that the model is able to accurately predict high water inundation 
extent, and provide an improved representation of dewatering in comparison to 
past studies, the dynamic performance of the model remains less clear. Past 
studies have utilised floodplain water level time series obtained from T/P in 
order to facilitate a more dynamic assessment of floodplain inundation (Baugh 
et al., 2013). However, examination of T/P observations for the Beni floodplain 
failed to reveal any time series’ showing evidence of seasonal water level 
variations which would be useful in model testing. This was not unsurprising 
given that the Beni study area was intersected by only one T/P path, and that 
284 
 
Birkett et al., (2002) were only able to extract reliable time series at 30-50 % of 
target sites within the central Amazon. 
Furthermore, the characteristics of the L-band ALOS PALSAR imagery required 
non forested areas of the floodplain to be excluded from model assessment. 
Given the spatial distribution of land cover upon the floodplain, the main 
inundated area of the floodplain located directly to the east of the Beni river was 
included in the model assessment, in addition to the relatively narrow corridor of 
forested floodplain to the west of the channel. Based upon interpretation of 
Landsat TM images and the SRTM dataset in chapter 3, it was hypothesised 
that the forest-savanna transition to the west of the Beni river was associated 
with a rapid increase in elevation that precluded widespread inundation. In 
contrast, to the east of the Beni river model simulations show that large areas of 
the unforested distal floodplain to the east of the Beni are subject to flood 
inundation, which could not be quantitatively assessed here. In chapter 4, 
SRTM exhibited a relatively high degree of accuracy in unforested area (RMSE 
= 1.2 m), and hence it is thought that the model would provide a more accurate 
representation of flow dynamics in these areas than in the forested areas which 
formed part of the quantitative assessment. However, given that the non 
forested areas of the floodplain are located at a substantial distance from the 
channel, an accurate simulation of inundation dynamics in the intervening 
forested areas is likely to be highly significant in determining the accuracy of 
predictions in these areas. For example, topographical blockages may alter flow 
paths and preclude flow of flood waters to the distal floodplain, whilst the 
presence of topographical depressions may reduce the volumes of flow 
supplied to non forested part of the floodplain, with associated implications for 
the accuracy of predictions in these areas. Unfortunately, the validation 
datasets available for the Beni study area do not facilitate assessment of this 
aspect of model performance.  
6.10 Conclusions 
Overall, the work presented in this chapter represents the latest of only a 
handful of studies that have successfully applied a hydraulic inundation model 
to a floodplain in Amazonia, using a bare earth DEM derived from the global 
SRTM dataset. Indeed this chapter constitutes the first study which has applied 
such a model for a tributary outside the central Amazon. The modelling work 
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undertaken here builds upon the previous studies of Wilson et al., (2007), Trigg 
et al., (2009) and Baugh et al., (2013).  
Preliminary model simulations undertaken using the bare earth DEMs were 
characterised by relatively poor levels of fit with respect to high water inundation 
extent, derived from ALOS PALSAR SAR imagery. Maximum values of fit were 
0.55, 0.51 and 0.58 for simulations undertaken using the FAV, GCH and INT 
DEMs respectively. In context, maximum predictive performance of the model 
was at the lower end of the range of performance (0.52-0.72) observed by 
Wilson et al., (2007) for the central Amazon. This poor performance was 
somewhat unexpected given that the FAV DEM was generated utilising an 
equivalent method to that applied within the aforementioned study, which 
produced better prediction of inundation extent. Significantly, poor levels of fit 
were attributed to the over elevation of bare earth DEMs in the proximal 
floodplain, leading to under prediction of inundation. Over elevation occurred as 
canopy height maps were unable to account for the increase in forest height 
observed for varzea forest stands located within the channel belt. Hence, based 
upon the initial analysis presented here it can be concluded that that methods 
utilised by Wilson et al., (2007) and Baugh et al., (2013) to correct vegetation 
effects within SRTM for the central Amazon, may result in poor prediction of 
inundation dynamics when applied for floodplains within other parts of the 
Amazon basin. Particularly floodplains that are covered by varzea forest stands 
featuring high levels of structural heterogeneity (Wittmann et al., 2004). 
In order to facilitate more accurate simulation of inundation dynamics on the 
Beni floodplain, bare earth DEMs were refined through correction of remaining 
positive elevation biases, based upon a coarse scale map of water surface 
elevation corresponding to high water. Simulations undertaken using the refined 
floodplain DEMs demonstrated a substantial increase in accuracy with respect 
to observed inundation extent during formal validation. Fit at high water 
increased to a maximum of 0.66, 0.69 and 0.68 for the FAV, INT and GCH 
DEMs respectively, this increase in fit was driven by greater inundation extent 
promoted by the new DEMs. Simulations utilising the INT DEM were associated 
with the highest levels of accuracy, reflecting its superior representation of 
diffuse shallow floodplain flows. In contrast, the accuracy of simulations 
undertaken using the FAV and GCH DEMs was limited by the presence of 
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erroneous topographical depressions in the floodplain, in which large volumes 
of flood water accumulated to great depths. Nevertheless, model performance 
at high water was equivalent to that typically achieved within flood inundation 
modelling studies (Bates and De Roo, 2000;) and was within the upper range of 
that observed by Wilson et al., (2007) for the central Amazon floodplain.  
ALOS PALSAR derived inundation extent indicated that the floodplain was 
essentially completely dry at low water, with the exception of floodplain lakes to 
the east of the domain. Simulations undertaken using the INT DEM were 
associated with the best representation of floodplain dewatering, demonstrating 
the highest values of Flw of simulations undertaken with any of the refined 
DEMs. Small flood water volumes and flow depths observed for simulations 
using the refined INT DEMs at low water indicated almost complete drainage of 
the floodplain for model runs undertaken with a range of roughness and channel 
bed elevation parameters. In contrast, for simulations undertaken using the 
refined FAV DEMs and GCH DEMs, floodplain dewatering was hindered by 
large volumes of water which became disconnected during flood recession and 
were unable to drain from topographical depressions. Direct comparison of low 
water performance with other studies is difficult here, due to the use of a 
modified accuracy statistic. However, it is thought that the floodplain dewatering 
simulated here represented an improvement upon representation of this 
process by Wilson et al., (2007) and Baugh et al., (2013) as a result of an 
improved floodplain DEM, representation of hydrological processes and 
inclusion of sub grid scale floodplain channels. 
The final part of formal model assessment consisted of a comparison between 
modelled water surface elevation at a location within the downstream reach of 
the Beni channel, to a time series of water surface elevation derived from 
TOPEX-POSEIDON altimetry. Overall, the simulations utilising the refined INT 
DEM were associated with the lowest RMSE values, typically varying between 
0.90 m and 1.30 m. GCH DEM simulations were associated with a higher range 
of RMSE (0.96 m – 1.72 m), typically over predicting WSE at low flow.  RMSE 
was considerably higher (> 3 m) for simulations utilising the refined FAV DEMs, 
with this lower level of accuracy attributed to errors in the DEM. Based upon 
these results, it can be concluded that the 1D diffusion wave representation of 
channel flow, in combination with the assumption of a constant channel width 
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and depth provide an appropriate representation of channel flow for the Beni 
river (Trigg et al., 2009). Furthermore, it can be concluded based upon the 
results of the formal model assessment that the refined INT DEMs, produced 
based upon the novel approach devised and implemented in chapter 5, 
provided the best representation of inundation dynamics. Simulations 
undertaken using these DEMs outperformed the refined FAV and GCH DEMs, 
produced using the methodologies of Wilson et al., (2007) and Baugh et al., 
(2013), according to all quantitative measures. 
Based upon the final part of the preliminary analysis it can be concluded that 
inclusion of a basic representation of floodplain hydrological processes is 
beneficial for prediction of Beni floodplain inundation. Simulations that included 
a representation of rainfall, evapotranspiration and infiltration were associated 
with a higher level of accuracy when assessed with respect to observed 
inundation extent at both high and low water, in comparison to the simulation 
undertaken in which the aforementioned processes were not represented in the 
model. The difference in Fhw was small (0.01-0.02) at high water, however the 
disparity in fit was larger at low water (0.11-0.14), suggesting that the processes 
of evapotranspiration and infiltration provided a significant contribution to 
dewatering of the floodplain. More broadly, it can be concluded that assumption 
of an overall balance between rainfall and evapotranspiration, relied upon within 
past hydraulic model applications, may not be appropriate for Amazonian 
floodplains. The role of the sub grid scale channel network in conveying water 
across the floodplain was not quantified here, thus its contribution to wetting 
and drying of the mode domain remains uncertain. Visual observations 
suggested an increase in the depth of these channels following inundation, 
suggesting that these channels play a role in drainage of the floodplain. 
However further analysis is required in order to allow more substantitive 
conclusions to be made. 
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7. Successional forest development and aboveground        
wood biomass storage on the Beni floodplain 
7.1 Introduction 
The characteristics of Amazonian varzea forests, along with their interactions 
with fluvial processes, and the associated implications for AGWB and carbon 
storage are detailed extensively in sections 1.5 to 1.9 in chapter 1.Saliently, 
studies in this area of research undertaken over the past 30 years have 
enhanced the understanding of the interactions between fluvial processes and 
varzea forests within the Amazon basin. This research has demonstrated that 
the processes of lateral channel shifting and flood inundation are responsible for 
maintaining varzea forest stands in successional stages of development. 
However, to the present, most of this work has focused primarily upon the 
influence which fluvial processes exert upon varzea forests in terms of structural 
characteristics and floristic composition (Kalliola et al., 1992; Wittmann et al., 
2004). Only a handful of studies have explored the implications of interactions 
between fluvial processes and varzea forests in terms of aboveground biomass 
and carbon storage (Schongart et al., 2008; Peixoto et al., 2009). Further, 
almost all of the work reviewed in chapter 1 has worked at the scale of 
individual plots, thus the spatial and temporal scope of these studies is 
somewhat limited.  
Therefore given the significant uncertainties in estimates of aboveground wood 
biomass within the Amazon basin, detailed in section 1.4, it is clear that further 
studies are required in order to better quantify AGWB within floodplain forest 
stands, and to understand how AGWB is influenced by fluvial processes. Here, 
a space-for-time substitution methodology was utilised in order to characterise 
the successional development of varzea forest stands located upon the Beni 
floodplain in terms of both floristic composition and aboveground wood biomass 
storage and carbon assimilation. Field inventory plot measurements were 
subsequently integrated with a) a map of floodplain stand age, in order to 
quantify the influence which processes of channel migration exert upon the 
balance of aboveground wood biomass and carbon storage within Beni 
floodplain forests and b) canopy height maps, facilitating estimation of the 
overall storage and spatial distribution of AGWB within varzea forests located 
upon the Beni floodplain.   
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7.2 Research aims 
The overall aim of this chapter is to the characterise the successional 
development of successional forest stands upon the Beni floodplain, with a 
particular emphasis upon aboveground wood biomass and carbon storage, and 
to investigate the influence which fluvial processes exert upon Beni varzea. This 
aim was addressed through completion of three specific objectives. 
1. To utilise a space-for-time substitution methodology in order to 
characterise the successional development of varzea forest stands 
following new site formation upon the Beni floodplain, with particular 
emphasis upon storage of aboveground wood biomass. 
2. To integrate forest inventory measurements with a map of floodplain 
stand age in order to quantify the change in aboveground wood biomass 
and carbon storage for the Beni floodplain forests since 1960. 
3. To utilise canopy height maps generated in chapter 5 in order to 
extrapolate plot scale measurements of aboveground wood biomass 
across the Beni floodplain study area, and to compare resulting AGWB 
estimates with published estimates for varzea and Terra Firme stands 
across the Amazon basin. 
7.3 Methodology 
7.3.1 Experimental design 
No permanent inventory plots exist within the study area, thus the successional 
development of Beni floodplain forests could not be studied through prospective 
data collection. In the absence of historical datasets, a space-for-time 
substitution presented the best opportunity to quantify the successional 
development of Beni floodplain forests (Pickett, 1991). However, the application 
of this methodology is predicated upon accurate determination of forest stand 
age. Fortunately, lateral migration of the Beni river channel produces a mosaic 
of forest patches upon the adjacent floodplain, which are characterised by 
different ages and stages of successional development (Worbes et al., 1992). 
Historical Landsat TM scenes dating from 1975 to 2011 and aerial imagery 
acquired in 1960 were utilised in order to delineate the ages of these forest 
stands up to a maximum age of 51 years. The age distribution of identified 
stands is illustrated in table 7.1.  
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Table 7.1. Age classes comprising the Beni floodplain stand age map. 
 
In order to accurately locate inventory plots within forests at different stages of 
successional development, a stand age map was produced for the Beni river 
floodplain. Landsat TM scenes and aerial images were mosaiced and 
georeferenced with respect to NASA Geocover images, using ground control 
points taken from stationary features located within the study area. RMSE of 
less than a single pixel (30 m) was achieved for each georeferenced Landsat 
TM image. In order to ensure consistency in delineated stand age, Landsat TM 
images for each year were selected during the dry season from June to 
September, during which discharges and rates of channel shifting are low 
(Gautier et al., 2010).  The location of the Beni channel was manually digitised 
for each Landsat TM scene/aerial image within ArcGIS, producing a set of 
polygons that represented the location of the channel through the 51 year 
period. The channel polygons were combined into a single layer and maximum 
forest age was determined according to when the area most recently formed 
part of the main river channel, as illustrated in figure 7.1.  For example, if a 
given stand was last part of the river channel in 1986, this stand is assigned a 
maximum age of 25 years. Overall the map delineated five stand age classes, 
up to a maximum age of 51 years. 
For the field experiment a stratified approach was adopted, in order to 
accurately and efficiently quantify the successional development of Beni 
floodplain forests whilst obtaining replicate samples, thus precluding the 
occurrence of pseudoreplication (Hurlbert, 1984). Accordingly, inventory plots 
were established at three sites located at different meander bends along the 
studied reach during two field campaigns which took place in 2011 and 2012.  
The location of the three field sites is illustrated in figure 7.1, whilst the total 
Landsat TM Imagery 
Year 
Age class Maximum vegetation 
age (years) 
Vegetation age class 
(years) 
2009 0 0 0 
2004 1 7 2-7 
1999 2 12 8-12 
1986 3 25 13-25 
1975 4 36 26-36 
1960 5 51 37-51 
n/a 6 Unknown 51 + 
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area of forest inventoried at each site is detailed in table 7.2. Site 1 was 
surveyed in 2011 and constituted the primary site for this study. Here three plots 
(0.75 ha) were surveyed within each of the five forest age classes, whilst a 
further three plots were surveyed in older forest stands on the outside of the 
meander bend. Due to time constraints in the 2012 field campaign forest age 
classes were sub sampled at sites 2 and 3.  
 
Figure 7.1. Beni floodplain stand age map generated based upon historical Landsat imagery. 
Logistical considerations precluded a truly random approach to sampling within 
age classes, rather the difficulties in accessing dense tropical forest stands 
demanded the adoption of a more pragmatic approach. At each site a linear 
transect was constructed, orientated perpendicular to the direction of channel 
migration and which intersected the different stand age classes. Individual 
inventory plots were subsequently established parallel to the main transect with 
a spacing of 50 – 100 m. The experimental design is illustrated visually within 
figure 7.2. Forest inventories were undertaken in 10 m x 250 m (0.25 ha) plots, 
as past studies undertaken within tropical forests have illustrated that this 
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technique provides an improved representation of spatial variability in 
comparison to a square plot with an identical area. In total, 8.25 hectares of 
forest was surveyed in the study area.  
Table 7.2. Distribution of forest inventoried amongst different floodplain sites and age classes. 
Age class Maximum 
vegetation age 
(years) 
Inventoried area 
Site 1 (ha) 
Inventoried area 
Site 2 (ha) 
Inventoried area 
Site 3 (ha) 
1 7 0.75 0.25 0.25 
2 12 0.75 0 0 
3 25 0.75 0.75 0.75 
4 36 0.75 0 0.75 
5 51 0.75 0.75 0 
6 Unknown             0.75 0 0 
 
7.3.2 Forest inventories 
In order to quantify forest structure along the successional sequence, 10 m x 
250 m (0.25-ha) plots were established within each maximum stand age class. 
The location and orientation of plots was determined prior to field work 
according to the vegetation age map, in order to ensure that plots were 
precisely located within these distinct age classes in the field. Forest plot 
locations were pre-programmed into a Garmin handheld GPS unit, which was 
used to navigate to survey locations within the field. After locating the field plot, 
a compass and 50 m tape were used in order to construct a straight 250 m 
transect, with poles installed at intervals of 25 m. Further poles were inserted 
perpendicular to each 25m pole at a distance of 10m from the main transect, 
producing an inventory plot subdivided into ten 10 m x 25 m subplots.  
For the forest inventory, all trees >10 cm diameter at breast height (DBH) were 
measured within each plot (Chave et al., 2005). In order to reflect the 
importance of smaller trees within early successional stages trees >5 cm DBH 
were sampled within subplots 1,6 and 10. Each individual was identified to 
species in situ and diameter measured at a stem height of 130 cm with a 
diameter tape. For stems where roots were buttressed or stem irregularities 
existed, measurement was made directly above these irregularities. Tree height 
was measured for >50% of individuals using a laser rangefinder. 
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Figure 7.2. A visual representation of the arrangement of forest inventory plots within different stand age 
classes. Dotted line represents the main access transect, whilst solid lines represent inventory plots 
spaced ~ 50 m apart. 
In addition to floristic inventories, relevant geomorphological site conditions 
were measured. A vertical benchmark was established within each individual 
forest plot using a Trimble differential GPS unit, whilst detailed subplot scale 
topography was acquired through surveys undertaken with an eye level. Sub 
plot scale relative topography was subsequently integrated with the DGPS 
benchmark, in order to obtain absolute elevations (vertical accuracy <1m) for 
each sub-plot. Absolute plot elevation was subsequently converted to a relative 
elevation through comparison with a water surface elevation survey undertaken 
using a highly accurate DGPS unit mounted upon a boat used for access to the 
study sites. This calculation enabled the relative elevation of each plot above 
water level to be determined, correcting for the downstream slope of the 
channel and floodplain. Where possible, past levels of flood inundation were 
elucidated through identification and measurement of the height of water marks 
on trees (Wittmann et al., 2004). However indicators of past flood levels were 
not clear for all sites, whilst reliability of flood marks was questionable due to the 
295 
 
rapid vertical growth of stems.  Finally, shallow soil samples were obtained from 
the centre of each forest plot. These shallow soil samples were complemented 
by the extraction of floodplain sediment cores, up to a depth of 1.5 m at 
selected locations. Cores and sediment samples were obtained using a 
specially designed floodplain corer. 
7.3.3 Forest inventory data processing and analysis 
Floristic inventories were collated and entered into spreadsheets for further 
analysis. Initially a value for wood density was assigned to each individual using 
the species name and the global wood density database (Chave et al., 2009). 
Basic forest structural parameters such as basal area, stem density and 
diversity were calculated. In order to estimate the height of individuals whose 
height was not measured directly, diameter-height relationships were 
established using non linear regression models (Schongart et al., 2008). This 
analysis was undertaken for each age class in order to account for potential 
changes in allometry through the successional sequence. 
Allometric equations were subsequently applied to forest inventory data in order 
to produce estimates of aboveground wood biomass (AGWB) and carbon 
storage. A great number of different allometric regression equations are 
available for application within tropical forests, with the different equations 
based upon varying numbers of individual trees harvested from stands in 
different geographical locations (Brown et al., 1989; Chambers et al., 2001). 
Due to the difficulty of directly harvesting trees, such regression models are 
commonly formulated based upon a relatively small number of individuals. 
Consequently, this can lead to considerable variation in biomass estimates 
obtained from different allometric regression models (Nelson et al., 1999). 
Moreover, despite the importance of allometic equations, they are directly 
tested relatively infrequently (Houghton et al., 2001) and constitute a large 
source of uncertainty in plot based biomass calculations (Chave et al., 2004). 
Therefore the application of appropriate allometry is crucial in order to minimise 
bias and uncertainties associated with plot level estimations of biomass and 
carbon storage (Ketterings et al., 2001; Chave et al., 2005). 
The most diverse tropical forest stands exceed 300 species ha-1 (Oliveira and 
Mori., 1999), effectively precluding the use of species specific regression 
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models which are commonly applied within less diverse temperate forests 
(Shepashenko et al., 1998; Brown and Schroeder., 1999). As a consequence of 
high levels of diversity, mixed species biomass regression models which use 
wood specific density (	 g cm-3) along with either stem diameter (D cm) or tree 
height (H m) have gained credence within tropical forest studies (Brown et al., 
1989; Chambers et al., 2001; Malhi et al., 2004). Chave et al., (2005) provide a 
rigorous assessment of an array of existing allometric equations based upon a 
large dataset of 2410 trees harvested from 27 tropical forest stands. The study 
concluded that many past studies generated unparsimonious allometric 
equations, using many fitted parameters which were included in the models in 
order to minimise residuals and improve performance in goodness of fit 
measures.  
Chave et al., (2005) derived a series of new allometric regression equations for 
tropical forest types, which were stratified by geographical location, according to 
annual precipitation and dry season length.  The study found that the best 
performance was achieved by equations that used tree height, diameter and 
wood specific gravity as a compound predictive variable. Although equations 
which do not include tree height as a predictive parameter can be used to 
estimate biomass in most tropical forests, these equations are prone to 
propagate biomass errors, particularly when applied in forests where diameter 
height relationships deviate from those in the stands where the equations were 
derived.  
Here, plot level biomass was estimated using two different allometric models 
taken from Chave et al., (2005), for moist tropical forests characterised by an 
annual dry season of no greater than four months and annual precipitation 
between 1500-3500 mm. Equation 7.1 constitutes the primary allometric model 
and includes height, diameter and wood specific gravity as predictive variables. 
Equation 7.2 is effectively the same equation as 7.1, but predicts biomass 
based upon only wood specific gravity and diameter, tree height is 
parameterised within the equation itself. 
  exp
2.977  ln
 ≡ 0.0509                                         (7.1) 
  	  exp	
1.499  2.148 ln
  0.207
ln
  0.0281
ln
   (7.2) 
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Although the wood carbon fraction can exhibit variability between different tree 
species (Elias and Potvin, 2003), it is commonly assumed that the dry biomass 
of a tree consists of 50% carbon (Brown and Lugo, 1982). Hence carbon 
content of inventoried trees was calculated from biomass estimates using a 
simple correction factor of 0.5 (Roy et al., 2001). 
7.3.4 Laboratory analysis of shallow soil samples 
A total of 32 soil samples, constituting one taken from the centre of each forest 
plot, were analysed in the laboratory for total carbon, total nitrogen, total 
phosphorus and grain size distribution using standard protocols (Appendix A). 
This lab analysis was undertaken in order to investigate whether soil 
characteristics were associated with changes in forest structure along the 
successional sequence. Phosphorus was of particular interest, as Aragao et al., 
(2009) showed that this nutrient was a limiting factor in the net primary 
productivity of forest stands across the Amazon basin. 
7.3.5 Reach scale carbon balance changes as a result of meander 
migration 
In Amazonia, meandering rivers are responsible for the destruction of 
substantial areas of mature forests and the creation of new successional forests 
(figure 7.3). In order to assess the impact which lateral channel migration exerts 
upon aboveground wood biomass and carbon stocks within Beni floodplain 
forests, inventory data detailed in 7.3.1-7.3.3 was combined with a floodplain 
stand age map and canopy height map, generated in chapter 5. The novel 
method utilised here differs from that used by Peixoto et al., (2009) to 
investigate the spatial and temporal dynamics of migration of the Solimoes, 
Japura and Aranapu rivers in the Brazilian Amazon. Peixoto et al., (2009) 
quantified channel shifting and the creation/loss of floodplain forest stands for a 
21 year study period through classification of Landsat TM imagery. Pioneer and 
late successional forests were separated based upon spectral characteristics, 
and local estimates of carbon storage for these forest types were applied in 
order to determine the overall changes in aboveground carbon storage for the 
studied reach. Here, forest inventory data obtained from three replicate sites 
along the Beni demonstrated that development of floodplain forest structure was 
well defined according to forest stand age (figures 7.9-7.11), suggesting that a 
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map of stand age could be utilised in order to extrapolate plot level 
biomass/carbon storage measurements over a wider area. Accordingly, a 
modified stand age map was generated based upon the original map used in 
order to locate field plots within 7.3.1, precluding the need for automated 
classification of Landsat TM. 
 
Figure 7.3. Illustration of the process of meander migration and the destruction/creation of forest stands. 
As a result of the long intervals between Landsat TM imagery and rapid rates of 
channel shifting, gaps were present in the original stand age map (figure 7.4). 
Gaps constituted areas which were not occupied by the channel at any of the 
historical imagery dates, although it is important to state that this did not mean 
that they had not been subject to disturbance through channel migration since 
the start of the study period, which corresponded to the date of the first aerial 
imagery in 1960. Hence whilst maximum stand age was delimited for areas 
occupied by the river channel at the dates of historical imagery, the age of 
relatively large areas of floodplain in close proximity to the channel were not 
determined. Gaps in the stand age map were not important when locating field 
plots, however their presence was problematic when attempting to generate a 
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spatially continuous representation of biomass and carbon storage. Therefore to 
generate a continuous map of stand age, the channel bank lines that were 
manually delineated from historical Landsat TM/aerial imagery, were linearly 
interpolated using ArcGIS in order to predict the position of the river channel for 
years between imagery dates. The channel position delineated from both 
historical imagery and through linear interpolation was then utilised to generate 
the map, with the age of a stand denoted by the most recent date at which it 
was occupied by the channel. Manual editing was undertaken in order to 
remove channel cut offs from the stand age map, since these water bodies 
were not subject to successional vegetation growth since 1960. This map, an 
example of which is illustrated within figure 7.4, delineates the age of all 
floodplain forest stands generated through migration of the Beni channel since 
1960. 
 
Figure 7.4. Left- original stand age map constructed through manual delineation of the Beni channel in 
historical Landsat TM imagery. Right- modified stand age map generated through interpolation of historical 
channel position. 
Calculation of the net change in AGWB and carbon storage required 
quantification of both the biomass gains through growth of new successional 
forest stands, and the loss of biomass through processes of erosion. Through 
utilisation of the modified stand age map in combination with inventory data for 
successional forests, it was possible to estimate the aboveground biomass and 
carbon stocks for new floodplain forest stands produced through migration of 
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the Beni channel over the past 50 years. Initially the total area of floodplain 
constituted by each stand age was calculated in hectares using ArcGIS. These 
stand age classes were subsequently grouped according to the ages of 
successional forest surveyed in the field illustrated in table 7.1/7.2, in order to 
facilitate the direct application of biomass and carbon storage estimates for 
these ages (table 7.3). Subsequently the area of each age class was multiplied 
by the corresponding aboveground wood biomass and carbon storage estimate, 
taking into account uncertainties (Chave et al., 2004), in order to determine total 
stocks for each age class. Field observations suggested that fresh alluvial 
sediment deposits were initially colonised by herbaceous vegetation, and 
growth of woody species begun only after stand elevation had increased by 2-3 
meters though continued sediment deposition. This lag in the establishment of 
woody vegetation, typically two years, was reflected here as floodplain stand 
ages of one and two years were assumed to contain no AGWB or carbon 
stocks. Finally, the biomass and carbon storage within each stand age was 
summed in order to generate a total estimate for newly formed forests along the 
length of the reach.  
Table 7.3. Aboveground wood biomass and carbon storage estimates for successional forest stands of 
different ages upon the Beni floodplain. 
Age class Maximum 
vegetation age 
(years) 
Vegetation age 
class (years) 
Aboveground 
wood biomass and 
uncertainty (Mg ha
-1
) 
Aboveground carbon 
and uncertainty  (Mg 
ha
-1
) 
0 0 0 0 0 
1 7 2-7 14.13 ± 3.24 7.07 ± 1.62 
2 12 8-12 25.54 ± 5.88 12.77 ± 2.94 
3 25 13-25 83.05 ± 19.10 41.53 ± 9.55 
4 36 26-36 128.20 ± 29.48 64.10 ±14.74 
5 51 37-51 151.32 ±34.80 75.66 ± 17.40 
 
The overall loss of AGWB and carbon attributable to lateral channel shifting was 
determined through integration of the modified stand age map, forest inventory 
data and the canopy height map generated in chapter 5. In the first instance, 
the total area of floodplain lost to erosional processes since 1960 was 
determined. Since all areas included within the stand age map have been 
subject to direct disturbance by the river channel during the 51 year study 
period, the total area of floodplain lost to erosion was calculated through 
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subtraction of the area occupied by the channel in 1960 from the area of the 
entire stand age map, including the contemporary channel. Unlike newly formed 
successional forest stands, AGWB and carbon storage of stands consumed by 
erosion could not be estimated directly based upon stand age. Therefore the 
total loss of AGWB and carbon was estimated using a more pragmatic 
approach, based upon the assumption that the proportional distribution of forest 
height, aboveground wood biomass and carbon within areas lost to erosion 
since 1960 were equivalent to the distribution of stands observed within the 
contemporary floodplain channel belt. 
 
Figure 7.5. Modified stand age map for the upstream part of the study reach, including a mask of the Beni 
channel belt encompassing forest stands with an age greater than 51 years. 
In order to characterise the distribution of biomass within forests located in the 
contemporary floodplain channel belt, the channel belt was digitised and added 
to the stand age map (figure 7.5). The channel belt encompassed the area 
which had not been occupied by the channel during the past 51 years, but 
showed signs of recent (< 200 years) direct disturbance by the Beni channel 
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prior the beginning of the record of historical imagery. Hence the newly 
delineated area encompassed forest stands which were typical of those stands 
lost through processes of erosion on the outer bank of meander bends (Kalliola 
et al., 1992). The proportional distribution of the height of forests located within 
the channel belt was derived from the canopy height map (figure 7.6). The total 
area of floodplain forest lost to erosion was divided into height classes, 
reflecting the distribution of canopy height observed within the contemporary 
channel belt. Through application of the relationship established between forest 
height and AGWB/carbon storage in 7.3.5 (figure 7.7), the total loss of biomass 
and carbon as a result of migration of the Beni river since 1960 was estimated. 
A further discussion of the canopy height-biomass relationship is provided 
within 7.3.6. The net change in AGWB and carbon stock within Beni floodplain 
varzea forests, occurring as a result of processes of meander migration since 
1960, was calculated through subtraction of the losses related to erosion from 
the stocks in newly formed successional stands. 
 
Figure 7.6. Modified stand age map for  the upstream part of the study reach, including canopy height for 
forest stands with age greater than 51 years extracted from INT DEM, generated within chapter 5. 
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7.3.6 Beni floodplain forest biomass and carbon stocks 
Current remote sensing platforms are unable to directly measure forest biomass 
and carbon storage (Saatchi et al., 2007). Consequently, forest inventories 
provide the de facto method by which to quantify these parameters within 
Amazonia (Malhi et al., 2006). Whilst inventory plots are able to provide 
accurate measurements of AGWB and carbon storage at the plot scale (Chave 
et al., 2005), these measurements are limited in terms of spatial coverage and 
are unable to characterise AGWB stocks over wider spatial scales (Houghton, 
2003). In order to estimate the distribution of aboveground biomass across the 
Amazon basin, plot level AGWB measurements have been extrapolated 
through modelling approaches (Potter et al., 2001), interpolation (Malhi et al., 
2006) and most recently through correlation with remotely sensed variables 
which are sensitive to forest structure and are characterised by a continuous 
spatial coverage (Saatchi et al., 2007). Whilst these studies estimate biomass 
storage over the entire Amazon basin, a similar methodology can be applied 
here in order to extrapolate biomass across a smaller study area such as the 
Beni floodplain, through utilisation of remote sensing variables at a 
commensurate spatial scale. 
Here, estimates of AGWB and carbon stocks were available from a total of 32 
forest inventory plots at discrete locations upon the Beni floodplain, detailed in 
7.3.1-7.3.3. Canopy height is typically well correlated with biomass (Asner et al., 
2012), whilst canopy height maps produced in chapter 5 offer a complete spatial 
coverage of the study area, presenting an ideal dataset for extrapolation of plot 
level AGWB measurements. Given that forest characteristics are well defined 
according to stand age within surveyed plots, the floodplain stand age map can 
be utilised in order to extrapolate biomass within newly formed successional 
forest areas. Hence plot level measurements of biomass were integrated with 
floodplain stand age and canopy height maps in order to generate 250 m spatial 
resolution AGWB maps for the Beni floodplain study area. 
Processes of channel migration and successional vegetation growth in the 
period between the collection of the SRTM dataset in 2000 and forest inventory 
data in 2011/2012 precluded the direct integration of the canopy height map 
(derived from SRTM) and AGWB/carbon stocks derived from forest inventory 
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Figure 7.7. Relationship between field measured canopy height and forest biomass for a) individual forest 
inventory plots b) forest plots aggregated by stand age class and site. Crosses denote successional 
forests of known stand age and squares represent older forest stands surveyed on the outer bank of a 
meander bend. 
data. However, results generated in chapter 4 demonstrated that field measured 
canopy height was well correlated with SRTM derived canopy height, calculated 
through subtraction of GPS ground elevation measurements from SRTM 
elevation. Therefore, field measured canopy height and AGWB were correlated 
(figure 7.7), and the latter extrapolated across the study area indirectly using the 
canopy height maps derived in chapter 5. Two canopy height maps were 
utilised here; the first was the canopy height map for INT DEM and the second 
for GCH DEM.  For areas of the floodplain characterised by newly formed 
successional forest stands of known age, biomass was extrapolated through 
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direct application of inventory estimates according to stand age following the 
methodology detailed in 7.3.5.  
 
Figure 7.8. Amazonian aboveground biomass map produced by Saatchi et al., (2007), subset to the extent 
of the Beni study area. 
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Biomass maps derived here were subsequently compared with a biomass map 
for the Amazon basin produced by Saatchi et al., (2007), obtained from 
http://daac.ornl.gov/LBA/guides/LC15_AGLB.html and illustrated in figure 7.8. 
This comparison was undertaken in order to investigate the differences in 
spatial distribution of biomass estimated using methodologies applied at 
different spatial scales. In order to facilitate direct comparison between the 
datasets, the Amazonian biomass map was first subset to the extent of the Beni 
study area and resampled to a grid resolution of 250 m. AGWB maps produced 
here included only aboveground wood biomass contained in varzea forests, 
whilst the map of Saatchi et al (2007) also included biomass estimates for 
savanna areas. Hence a forest mask generated as part of the DEM generation 
procedure in chapter 5 was applied to the resampled Amazonian map in order 
to eliminate savanna regions and maximise comparability between the datasets. 
Herein the Beni floodplain aboveground biomass maps will be referred to as 
follows; Map 1- local AGWB measurements extrapolated based upon INT 
canopy height map; Map 2- local AGWB measurements extrapolated based 
upon GCH canopy height map; Map 3- Amazonian biomass map from Saatchi 
et al., (2007). 
7.4 Results 
7.4.1 Characterisation of Beni floodplain successional forest development 
Figure 7.9 illustrates the diameter distribution of successional forest stands 
within the Beni varzea. For forest stands within the youngest stand age class 
(figure 7.9a) >50 % of individuals are characterised by DBH of less than 10 cm 
and the diameter of > 95 % of individuals is less than 20 cm. Within figure 7.9b 
forest stand ages of 8-12 years the proportion of individuals with a diameter of 
10-20 cm increases dramatically to around 70 %, whilst stems with DBH <10 cm 
decreased to a proportion of lower than 20 %. Nevertheless, more than 90 % of 
trees in this age class were characterised by a diameter of less than 20 cm. For 
the third forest stand age class shown within figure 7.9c (13-25 years) the 
proportion of individuals with DBH <10 cm and 10-20 cm were roughly equal, 
accounting for around 30 % of total stems respectively. However a substantial 
proportion of stems (~40 %) within forest stands aged between 13-25 years are 
characterised by DBH greater than 20 cm. This trend of increasing stem 
diameter continues within figure 7.9d (26-36 years). Within these stands the 
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proportion of stems < 10 cm DBH is minimal and the dominant diameter class 
remains 10-20 cm. However, greater than 50% of individuals possess diameters 
greater than 20 cm. The oldest inventoried successional forest stands (figure 
7.9e) comprise the lowest overall proportion of individuals with diameter < 20 
cm, and therefore intuitively the highest proportion of stems with DBH > 20 cm 
(~60%). Overall, the diameter distributions illustrated in figure 7.9 indicate a 
broad trend of increasing stem diameters with advancing age of Beni floodplain 
successional forest stands. 
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Figure 7.9. Diameter distributions for successional forests characterised by different stand ages a) 2-7 
years b) 8-12 years c) 13-25 years d) 26-36 years e) 37-51 years. 
Figure 7.10 is constituted by a series of plots which illustrate the changes in key 
forest structural parameters through successional development of Beni 
floodplain forest stands. Through plotting of values for individual sites as well as 
the overall average, the figures provide a visual indication of variability within 
each forest stand age class. In figure 7.10a, basal area increases with forest 
stand age, broadly reflecting the increase observed within the diameter 
distributions. Overall, basal area increases from <5 m2 ha-1 in the youngest 
forests, to in excess of 20 m2 ha-1 for forests stands between 37-51 years of 
age. Variability within age classes is lowest for the youngest forests (2-7 years), 
with the range of basal area relatively consistent for age classes 3,4 and 5 at 
around 5 m2 ha-1. Stem density, plotted within figure 7.10b, shows a broad 
decline with increasing forest stand age. For age classes 1 and 2, stem density 
exceeds 400 individuals per hectare. Stem density decreases dramatically for 
forests older than 13 years, indeed for the oldest stand age class stem density 
falls by greater than a factor of two to < 200 individuals per hectare. With the 
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exception of age class 1, stem density is characterised by a relatively low level 
of variability amongst the surveyed sites.  
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Figure 7.10. Plots illustrating the changes in forest structural parameters with successional forest stand 
age a) basal area b) stem density c) average tree height d) Shannon and Weaver equitability index (more 
information on this measure is provided below). 
Forest height, depicted in figure 7.10c, also shows a clear increase with 
advancing succession. Average height increases from ~ 8 m to greater than 13 
m within forest stands older than 37 years. Like other forest variables, variability 
in height is generally low amongst sites, with the exception of the third age class 
which exhibits a range of ~6 m. The Shannon and Weaver index of equitability 
(SWE) constitutes a simple measure of species diversity, which accounts for 
both abundance and evenness of species within a stand. Values range from 0-
1, with a value of 0 indicating a monospecific stand, and a value of 1 indicating 
complete evenness of species within a plot. Significantly, in order to calculate 
the average SWE for each forest stand age class the inventories for each site 
were aggregated according to forest stand age. Hence, the average SWE value 
for each age class shown in 7.10d reflects the SWE for all individuals within a 
given age across all 3 sites, rather than the average of the SWE calculated for a 
given age at each site. Figure 7.10d demonstrates a broad increase in SWE 
with stand age. This trend is indicative of a transition from young monospecific 
stands to older successional forests that are characterised by a higher level of 
species diversity. 
Figure 7.11 illustrates the AGWB stored in Beni successional floodplain forest 
stands of different ages. The plotted value represents the average AGWB for 
each forest age class across different surveyed sites. The two most notable 
features of figure 7.11 are the clear increase in AGWB through the successional 
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sequence, and the deviation in AGWB estimates produced by the two allometric 
equations. Calculations based upon allometric equation 7.1, produce biomass 
estimates which are substantially lower than those based upon allometric 
equation 7.2, by a factor of two. AGWB calculated based upon equation 7.1, 
which includes tree height as an independent parameter, increases from 14.13 
± 3.24 Mg ha-1 for forests with an age < 7 years, to 151.32 ± 34.80 Mg ha-1 for 
the oldest age class.  
 
Figure 7.11. Aboveground wood biomass storage for forest stands of different ages, calculated using 
allometric equations including canopy height (7.1) and excluding canopy height (7.2). 
 
Figure 7.12. Aboveground carbon storage and assimilation rates for successional forests, calculated 
based upon biomass estimated through equation 7.1. 
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Figure 7.12 illustrates both aboveground carbon storage in successional forest 
stands on the Beni floodplain and inferred carbon assimilation rate, calculated 
based upon space-time substitution. Carbon storage is directly related to 
biomass storage and hence is characterised by the same upward trend with 
increasing forest stand age. The youngest successional forests (2-12 years) are 
associated with moderate rates of carbon assimilation, typically between 2-3 Mg 
ha-1 year-1. This increases to a peak rate of 4.42 Mg ha-1 year-1 for forest age 
class 3. For forests of age 26-37 years carbon assimilation rate remains above 
4 Mg ha-1 year-1, before decreasing substantially to 1.54 Mg ha-1 year-1 for the 
oldest measured successional forests. 
Figure 7.13 illustrates the relationships observed between forest structural 
characteristics and relative stand elevation with respect to Beni river water 
surface elevation. Given that water marks were not visible within all inventoried 
forest stands, relative elevation above water level provided the best available 
proxy for flood inundation magnitude at these locations. For each forest 
structural variable a relatively clear trend was observed with respect to relative 
elevation. Basal area, tree height and biomass increased with relative elevation, 
whilst stem density was inversely related to elevation above water level. 
Therefore based upon results illustrated in figure 7.13, it is clear that the broad 
variation in forest structural parameters with respect to relative elevation above 
the water surface are consistent with the trends observed with respect to forest 
stand age in figure 7.10.  
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Figure 7.13. Plots illustrating the association between successional forest characteristics and elevation 
above water level; a) basal area b) stem density c) tree height d) Shannon and Weaver equitability e) 
aboveground wood biomass. 
Figure 7.14 exhibits the grain size and phosphorus content of floodplain 
sediments for Beni floodplain successional forest stands. These plots, reveal no 
coherent trends in sediment characteristics when considered with respect to 
forest stand age or relative elevation above water level. Rather grain size 
distribution and total phosphorus appear to be predominated by random spatial 
variability. Analysis of other soil characteristics such as organic and inorganic 
carbon, nitrogen and soil moisture revealed a similar level of noise and absence 
of any significant signal. Hence these plots were not included here. 
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Figure 7.14. Plots showing variation in floodplain sediment characteristics for successional forest stands of 
different ages a) clay fraction b) phosphorus. 
7.4.2 Changes in aboveground wood biomass and carbon storage due to 
Beni channel migration since 1960 
Table 7.4 displays the balance of site loss and creation associated with shifting 
of the Beni channel during the period 1960-2011. Overall, during the 51 year 
study period a total of 42,024 hectares of floodplain were lost to erosional 
processes, constituting 23.28% of the total channel belt area. During the same 
period, alluvial deposition was responsible for the creation of 38,534 hectares of 
new floodplain, equating to just over 21% of the channel belt. Therefore 
averaged over the length of the study period, the loss of floodplain through 
erosional processes (824 hectares per year) has been roughly balanced by the 
creation of new sites (755 hectares per year). In the absence of a significant 
change in channel area between 1960-2011, the difference between loss and 
creation of sites can be attributed primarily to the occurrence of channel cut offs 
which constituted a total area of 3649 hectares. Table 7.4 also displays the total 
area of new stands created during each decade. It is important to consider that 
these areas reflect only the distribution of new sites delineated by the stand age 
map in 2011, and hence which were not subject to reworking since their initial 
deposition. The results illustrate a clear increase in the total area of new sites 
created in recent decades. Of the total area of new sites delineated in the stand 
age map, only 3626 hectares (2.01% of channel belt area) were deposited 
during the nine year period between 1962-1971. In contrast, new sites formed 
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from 1992-2011 constituted 10,889 hectares of the area depicted in the stand 
age map, equivalent to 6.03 % of the total channel belt area. 
Table 7.4. Summary of the loss of floodplain sites through processes of erosion and creation of new 
depositional sites associated with meander migration of the Beni since 1960, expressed as absolute area 
and as a proportion of the overall area of the channel belt. 
  
Area 
(km2) 
Area 
(ha) 
Area (% 
channel 
belt) 
Channel belt area 1805.46 180546 
 Total erosion 1960-2011 420.24 42024 23.28 
Average annual erosion 8.24 824 0.46 
2011 channel area 196.72 19672 10.90 
Total new sites 1960-2011 385.24 38524 21.34 
Total new sites 2002-2011 108.89 10889 6.03 
Total new sites 1992-2001 101.38 10138 5.62 
Total new sites 1982-1991 66.52 6652 3.68 
Total new sites 1972-1981 56.77 5677 3.14 
Total new sites 1962-1971 36.26 3626 2.01 
Average annual new site 
creation 7.55 755 0.42 
New lake cut off area 1960-2011 36.49 3649 2.02 
 
Figure 7.15 and table 7.5 display the total area of newly created floodplain 
comprised by each stand age class, and the contribution of each class to total 
biomass storage in forest stands created since 1960. In terms of area, forest 
stands characterised by ages of 13-25 years are associated with the largest 
extent, making up almost one third of the 38,524 hectares of new sites created 
since 1960. Distribution of new sites is relatively even for other age classes, 
with stands of ages 2-7, 8-12, 26-37 and 38-51 years all comprising 13-19 % of 
the total area of new sites. Stand ages of 0-1 years make up only 6.56% of new 
floodplain formed since 1960. Intuitively, the distribution of total biomass stored 
within successional forests formed since 1960 is skewed towards older stands. 
Due to the lag in colonisation of freshly deposited sediment, stands with age 0-1 
year were associated with no biomass storage. Despite constituting just under 
30% of the total area of stands formed since 1960, successional forests of 2-12 
years contributed less than 7.5% of total biomass storage in newly formed 
forest stands. The contribution of forest stands of age 13-25 years to total 
biomass storage was roughly equivalent to their area at 32.59%, whilst older 
successional forests (26-51 years) constituted over 60% of biomass stored 
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within newly formed forests, despite comprising < 40% of the total area of new 
sites formed since 1960. 
 
Figure 7.15. Proportional contribution of each stand age class to the total area of new stands created 
through alluvial deposition and total volume of new biomass stored within successional forests created 
since 1960. 
Table 7.5. Displayed are the absolute (ha) and proportional contribution of each stand age class to the 
total area of new stands created through alluvial deposition and total volume of new biomass stored within 
successional forests created since 1960. 
Forest 
stand 
age 
(years) 
Proportion 
of total 
newly 
created 
sites (%) 
Area of 
newly 
formed 
sites 
(ha) 
Total 
aboveground 
wood 
biomass 
storage (Mg) 
Total 
aboveground 
carbon 
storage (Mg) 
Proportion of 
total 
aboveground 
wood 
biomass/carbon 
storage (%) 
Annual 
carbon 
assimilation 
(Mg year-1) 
0-1 6.57 2533 0 0.00 0 0 
2-7 13.23 5097 71998 35999 2.37 14400 
8-12 15.01 5782 147683 73842 4.85 13203 
13-25 31.00 11942 991778 495889 32.59 52826 
26-37 18.06 6956 891692 445846 29.30 28548 
38-51 16.13 6215 940423 470211 30.90 9581 
Total 100 38524 3043575 1521787 100 118557 
 
Figure 7.16a illustrates the frequency distribution of canopy height within the 
Beni channel belt. Canopy height distribution is negatively skewed, with 20-25 
m representing the most frequent forest height within this part of the floodplain. 
A relatively small proportion of pixels are characterised by canopy heights 
greater than 25 m (~17.5%), whilst canopy heights greater than 30 m are found 
for only 4% of pixels. Forests characterised by canopy height of less than 20 m 
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account for 40% of the channel belt area, whilst a significant proportion (10%) is 
unforested.  The frequency distribution of canopy height is subsequently utilised 
in order to estimate the proportional distribution of AGWB and carbon within this 
area through application of the regression equation (figure 7.7).  
The proportional distribution of AGWB found within the channel belt, illustrated 
within figure 7.16b, is subsequently applied to the overall area of floodplain lost 
through erosion through the study period, in order to estimate total AGWB and 
carbon losses since 1960. Both the proportional distribution of biomass/carbon 
within the contemporary channel belt and estimated losses since 1960 are 
included within table 7.6. The distribution of AGWB within the channel belt area, 
assumed to reflect the biomass lost through erosion since 1960, is 
characterised by a near normal distribution with respect to canopy height. 
Forests possessing a canopy height within the range 20-25 m account for the 
largest proportion of AGWB lost since 1960 (33.63%), whilst 81% of AGWB lost 
was stored within forests characterised by canopy heights of 15-30 m. Less 
than 10% of AGWB and carbon lost through erosional processes was stored 
within forests with height greater than 30 m. 
Table 7.6. Summary of  the contribution of different canopy height classes to the total channel belt area, 
and biomass/carbon storage within this area. 
Canopy 
height 
bin (m) 
Number 
of pixels 
Proportion 
of total 
channel 
belt area 
(%) 
Total 
area 
(ha) 
Aboveground 
wood 
biomass 
storage (Mg) 
Aboveground 
carbon 
storage (Mg) 
Proportion of 
total 
aboveground 
wood 
biomass/carbon 
storage (%) 
0 11221 9.13 3836 0 0 0 
5 5820 4.73 1990 0 0 0 
10 7680 6.25 2625 40725 20363 1.06 
15 13647 11.10 4665 350440 175220 9.15 
20 23536 19.15 8046 842155 421077 22.00 
25 39006 31.73 13335 1287446 643723 33.63 
30 17047 13.87 5828 961973 480986 25.13 
35 4585 3.73 1567 335359 167679 8.76 
40 385 0.31 132 10550 5275 0.28 
Total 122927 100 42024 3828647 1914323 100 
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Figure 7.16. a) Histogram displaying the frequency distribution of canopy height for the channel belt area, 
extracted from the canopy height map b) Histogram illustrating the proportion of total biomass/carbon 
storage in the channel belt within forests of different heights. 
Table 7.7 summarises the overall areas of floodplain created and lost since 
1960 in the Beni floodplain study area, along with the associated net changes in 
aboveground wood biomass and carbon storage. Despite the relative parity in 
the loss and creation of new sites in terms of area, more significant differences 
were observed with respect to the balance of AGWB and carbon storage. 
AGWB and carbon storage within newly created successional forest stands was 
estimated at 3,043,575 Mg and 1,521,787 Mg respectively, whilst losses due to 
erosion were estimated at 3,828,647 Mg and 1,914,323 Mg respectively. 
Therefore during the study period, lateral shifting of the Beni channel resulted in 
a net loss in AGWB and carbon of approximately 785,072 Mg and 392,536 Mg 
respectively. 
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Table 7.7. Overall summary of the creation/ loss of floodplain sites and associated change in 
biomass/carbon storage since 1960. 
  
Formed 
since 
1960 
Lost 
since 
1960 Balance 
Total area (ha) 38523 42024 -3500.53 
Total biomass (Mg) 3043575 3828647 -785072 
Total carbon (Mg) 1521787 1914323 -392536 
Average biomass (Mg-1 ha-1) 79.00 91.10 -12.10 
Average carbon (Mg-1 ha-1) 39.50 45.55 -6.05 
 
 
7.4.3 Beni floodplain aboveground wood biomass and carbon storage 
estimates 
Table 7.8 displays the total aboveground wood biomass and carbon stocks 
estimated for the Beni floodplain study area. It is clear that estimations of 
AGWB vary substantially between the three maps. Total AGWB storage upon 
the Beni floodplain is approximately 44.2 million Mg when local plot level AGWB 
estimates are extrapolated with respect to a local canopy height map (Map 1). 
Extrapolation of local biomass measurements through a global canopy height 
map (Map 2) yields a larger estimate of overall AGWB storage of 59.9 million 
Mg. The highest estimates of AGWB storage for the Beni floodplain (109 Million 
Mg) are observed within Map 3, derived from the Amazonian biomass map  
Table 7.8. Summary of total aboveground wood biomass and carbon storage for the Beni floodplain study 
area derived through different approaches. 
  
Local canopy 
height  
(Map 1) 
Global canopy 
height 
 (Map 2) 
Amazon 
biomass map 
(Map 3) 
Total biomass storage (Mg) 44209595 59941065 109038517 
Total carbon storage (Mg) 22104797 29970532 54519258 
Average forest biomass (Mg ha-1) 72.69 94.81 179.29 
Average carbon storage (Mg ha-1) 36.35 47.41 89.64 
 
produced by Saatchi et al., (2007). Thus the biomass estimates for the Beni 
floodplain derived from the Amazonian biomass map are larger than those 
estimated based upon extrapolation of plot scale biomass measurements using 
a local canopy height map by more than a factor of two. The disparity in total 
aboveground wood biomass stocks for the Beni floodplain is reflected in the 
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average AGWB calculated for the three maps, shown in table 7.8. For Maps 1 
and 2, the average forest biomass is 72.69 and 94.81 Mg ha-1 respectively, 
whilst for Map 3 average forest biomass is much higher at 179 Mg ha-1. 
Figure 7.17 and table 7.9 explore the differences between AGWB estimates for 
Maps 1 and 2, generated through extrapolation of local plot level biomass 
measurements. For Map 1 (figure 17.7a) the highest proportion of biomass is 
stored within forests characterised by canopy height of 15-20 m, whilst a 
roughly equivalent proportion is contained within forests 20-25 m tall. In total, in 
excess of 65% of AGWB on the floodplain is stored within these canopy height 
classes. Of the remaining 35% of AGWB, less than 15 % is stored within forests 
with a canopy height greater than 25 m. In contrast for Map 2 (figure 7.17b) total 
biomass is distributed less evenly between forests of different heights. The 
largest volume of biomass (46.95 %) is stored within forests with canopy height 
20-25 m, whilst the proportion of AGWB stored within forest characterised by 
heights > 25 m is larger than for Map 1 ( ~25%). Intuitively therefore a 
significantly lower proportion of overall floodplain biomass is stored in forests 
characterised by lower canopies. The differences observed between the maps 
in terms of proportional allocation of biomass are reflected in the absolute 
volumes of biomass, shown in table 7.9. Significantly, within Map 2 the volumes 
of biomass stored within forests with higher canopies (>20 m) far exceeded 
those observed for Map 1.  
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Figure 7.17. Distribution of total floodplain aboveground wood biomass within forests characterised by 
different canopy height for a) floodplain biomass map generated based upon locally derived canopy height 
map (Map 1) b) floodplain biomass map generated based upon global canopy height map (Map 2). 
Table 7.9. Distribution of total floodplain aboveground wood biomass within forests characterised by 
different canopy height for floodplain biomass maps generated based upon locally derived canopy height 
map (Map 1) and a global canopy height map (Map 2). 
  Local canopy height (Map 1) Global canopy height (Map 2) 
Canopy height 
(m) 
Total biomass 
(Mg) 
Proportion total 
biomass (%) 
Total biomass 
(Mg) 
Proportion total 
biomass (%) 
10 2153150 4.87 965624 1.61 
15 6596502 14.92 4372667 7.29 
20 15135174 34.24 11795403 19.68 
25 14532065 32.87 28140588 46.95 
30 4562080 10.32 14614462 24.38 
35 956297 2.16 52321 0.09 
40 190287 0.43 0 0.00 
40+ 84039 0.19 0 0.00 
Total 44209595 
 
59941065 
  
Figure 7.19 and table 7.10 exhibit the proportional and absolute allocation of 
total floodplain AGWB within forests characterised by different biomass 
densities for the three maps. For both figure 7.19a and 7.19b the highest 
proportion of AGWB is allocated within forests with a biomass density of 100-
150 Mg ha-1, although this proportion is substantially higher (59 %) for Map 2 
than Map 1 (37%). Both plots are characterised by negatively skewed 
distributions of biomass, indicating significant storage of AGWB in forests with 
low biomass densities, particularly within Map 1. Within both Map 1 and Map 2 
less than 15% of total floodplain AGWB is stored within forests characterised by  
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Figure 7.19. Distribution of total floodplain aboveground wood biomass within forests characterised by 
different biomass density for a) floodplain biomass map generated based upon locally derived canopy 
height map (Map 1) b) floodplain biomass map generated based upon global canopy height map (Map 2) 
c) Amazon basin biomass map generated by Saatchi et al., (2007) (Map 3). 
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biomass density > 150 Mg ha-1. The proportional allocation of biomass 
demonstrated in 7.19c and table 7.10 (Map 3) is markedly different than that 
observed for Maps 1 and 2. The distribution of biomass within Map 3 is multi 
modal,  with over 85% of total floodplain AGWB being stored within three 
classes, 150-200 Mg ha-1 (29.15 %), 250-300 Mg ha-1 (35.80 %) and 300-350 
Mg ha-1 (20.33 %). Hence it is evident that a larger proportion of floodplain 
AGWB is allocated within forests of higher biomass density within Map 3 in 
comparison to Maps 1 and 2. 
Table 7.10. Distribution of total floodplain aboveground wood biomass within forests characterised by 
different biomass density for floodplain biomass maps generated based upon locally derived canopy height 
map (Map 1), global canopy height map (Map 2) and derived from the Amazon basin biomass map 
(Saatchi et al., 2007) (Map 3). 
  
Local canopy height  
(Map 1) 
Global canopy height  
(Map 2) 
Amazon biomass map 
(Map 3) 
Biomass 
class (Mg-1 
ha-1) 
Total 
biomass 
(Mg) 
Proportion 
total biomass 
(%) 
Total 
biomass 
(Mg) 
Proportion 
total biomass 
(%) 
Total 
biomass 
(Mg) 
Proportion 
total biomass 
(%) 
25 1948591 4.41 953806 1.59 615026 0.56 
50 3177303 7.19 2088029 3.48 2212437 2.03 
75 6444174 14.58 4440841 7.41 1130261 1.04 
100 10176183 23.02 8229086 13.73 383927 0.35 
150 16730946 37.84 35365860 59.00 7742338 7.10 
200 5067831 11.46 8863443 14.79 31788626 29.15 
250 513291 1.16 0 0.00 3960962 3.63 
300 151276 0.34 0 0.00 39037343 35.80 
350 0 0.00 0 0.00 22167597 20.33 
Total 44209595   59941065   109038517   
 
Figures 7.20-7.22 provide a visual illustration of the spatial distribution of AGWB 
upon the Beni floodplain for the three maps presented within this chapter. 
Intuitively the distribution of biomass across the floodplain in Map 1 and Map 2 
reflects that of the respective canopy height maps. In figure 7.20, Map 1 shows 
a greater level of spatial variability in AGWB, with the highest biomass densities 
(150-200 Mg ha-1) found within the forests which flank the Beni and smaller 
floodplain water courses. Biomass storage falls markedly, to lower than 100 Mg 
ha-1 in forests located at a greater distance from river channels.  Map 2 (figure 
7.21) features a more even distribution of biomass across the study area, with 
the majority of floodplain forest being characterised by AGWB storage of 100-
150 Mg ha-1. The major exceptions are the forests located within close proximity 
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to the Beni channel, where biomass is generally lower than 100 Mg ha-1. Map 3 
(figure 7.22) is characterised by a biomass distribution which differs significantly 
from Maps 1 and 2. The main expanse of varzea forest located to the east of 
the Beni channel is characterised by AGWB storage of 150-200 Mg ha-1 and 
250-300 Mg ha-1. Pockets of forest with lower biomass densities are located 
amongst the more dominant high biomass stands. 
 
Figure 7.20. Aboveground wood biomass map for the Beni study area based upon local canopy height 
map (Map 1). 
Mg ha
-1
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Figure 7.21. Aboveground wood biomass map for the Beni study area based upon global canopy height 
map (Map 2). 
Mg ha
-1
 
327 
 
 
Figure 7.22. Aboveground wood biomass map for the Beni study area derived from the Amazon basin map 
produced by Saatchi et al., (2007) (Map 3). 
Mg ha
-1
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7.5 Discussion 
7.5.1 Characterisation of Beni successional forest development 
The results presented within figure 7.9/7.10 illustrate that successional forest 
stands located upon the Beni floodplain exhibit a clear zonation according to 
forest stand age. The youngest forest stands (2-7 years) are monospecific, 
characterised by light demanding pioneer tree species such as Tessaria 
integrifolia and Salix humboldtiana, which form homogenous open canopies. 
These species are well adapted to the conditions which proliferate during 
flooding, forming deep primary roots (Wittmann and Parolin, 2005) to aid 
stability and reducing metabolism during periods of inundation (Piedade et al., 
2000). With increasing stand age, stem diameters increase along with other 
structural variables such as basal area, average height and species diversity. 
Within forest stands aged 7-25 years there was an increasing abundance of the 
fast growing Cecropia spp, which are found within successional forests across 
the Amazon basin (Alves et al., 1997).  The oldest stands surveyed here (38-51 
years) were characterised by species such as Ficus maxima and Inga spp , 
which were less well adapted to flood inundation and observed to be common 
within old growth forest stands within the Beni floodplain. In older stands, 
canopies are increasingly well stratified and exhibit a higher degree of closure.  
The stand characteristics documented here are consistent with findings of other 
studies which have explored successional development of Amazonian varzea 
forests (Campbell et al., 1992; Worbes et al., 1992; Ayres, 1993) 
Results presented in 7.13 also demonstrate a clear relationship between forest 
structural characteristics and relative elevation above the Beni water level. 
Basal area, height and SWE are all positively associated with relative elevation, 
whilst stem density is negatively associated with stand height above water level. 
Relative elevation was applied here in the absence of consistent water level 
marks in order to provide a proxy for flood inundation magnitude, based upon 
the assumption that flood inundation magnitude will be greater for stands with a 
lower relative elevation (Wittmann et al., 2002). The association between forest 
structural characteristics and relative stand elevation suggests that the zonation 
of forest along the successional sequence is to some extent a function of flood 
inundation characteristics. Thus on a basic level, the dependence of forest 
characteristics upon flood inundation magnitude reflects the findings of previous 
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studies which have documented the interactions between flood inundation and 
varzea forests (Wittmann et al., 2002; Wittmann et al., 2004). 
Moreover, the variation of forest structural characteristics illustrated with respect 
to both floodplain stand age and relative elevation implies a level of covariance 
between these two variables. For the central Amazon floodplain, Wittmann et 
al., (2004) found that forest succession and physical site conditions were not 
independent. Rather the authors found that establishment of successional 
vegetation modified physical site conditions, providing a greater resistance to 
flow and encouraging sediment deposition. This initiated a cycle in which 
enhanced deposition of sediment increased site elevation, leading to 
establishment of more stable and diverse vegetation, classified as ‘allogenic 
succession’ (Burrows 1990). Here the covariance in floodplain stand age and 
relative elevation implies a similar mode of forest succession within newly 
formed Beni varzea stands.  
 
Figure 7.23. Beni floodplain successional forest stands, illustrating pioneer herbaceous vegetation at low 
elevation in the foreground and the growth of woody species upon raised areas behind. 
This assessment is also supported by further observational evidence, for 
instance it was consistently observed that growth of woody vegetation did not 
occur upon point bar deposits until stand elevation had reached several meters 
above typical water levels observed for the dry season (figure 7.23). Floodplain 
sediment cores were taken in order to quantify sedimentation rates within the 
inventoried forest stands through Pb210 chronology. However, sedimentation 
rates were not consistently obtained across the complete range of stand ages 
and hence the results were not included here. Deposition rates were typically ~ 
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4-7 cm per year within forest stands inventoried here, with some evidence of a 
decline for older stands, although this increase was not sufficiently clear to 
provide quantitative evidence of the role of sedimentation in increasing 
floodplain elevation. This observational evidence adds credence to the 
postulation that development of Beni forests occurs through the process of 
‘allogenic succession’ (Tansley, 1929), which has been observed for varzea 
forests in other regions within the Amazon basin (Wittmann et al., 2004). 
Of particular importance within this research is the storage and assimilation of 
AGWB and carbon within successional varzea forests. Figure 7.11 shows that 
estimates based upon equation 7.2 are greater than those obtained through 
application of 7.1 by a factor of two. Given that both allometric equations were 
derived for moist forests from the same pan tropical tree harvest dataset (Chave 
et al., 2005), the omission of height as an independent parameter within 7.2 
presents an obvious reason for the observed difference in biomass estimates. 
However as no alternative source of AGWB data is available for the Beni 
floodplain forests, a quantitative assessment of biomass calculated from the two 
models is not feasible here. Nevertheless, an examination of the equations and 
harvest datasets from which they were derived is able to provide an insight into 
the validity of each set of biomass calculations.  
For equation 7.2, tree height is parameterised within the allometric equation 
itself and thus reflects the heights of trees within the harvested dataset, which 
were predominantly obtained from old growth Terra Firme forests (Chave et al., 
2005). Canopy height within old growth Terra Firme forests commonly exceeds 
30 m, much greater heights than most stems surveyed within successional 
forests upon the Beni floodplain. Indeed typical tree heights for Beni 
successional varzea stands are illustrated within figure 7.10, and are typically of 
the order 8-25 m. Therefore, it can be concluded with a high degree of 
confidence that equation 7.2 significantly over predicts the AGWB of 
successional varzea forest stands on the Beni floodplain. For a study of the 
Pantanal wetland forests within the Brazilian Amazon Schongart et al., (2008) 
observed a similar effect, with the application of allometry excluding tree height 
as an independent parameter resulting in substantial over prediction of AGWB. 
Allometric equations which do not use canopy height as an independent 
parameter are commonly utilised within tropical forest studies as tree height is 
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difficult to measure and is often omitted from inventory surveys (Chave et al., 
2004). The results presented here, along with those of Schongart et al., (2008), 
strongly suggest that the application of allometry without canopy height as an 
independent parameter are likely to substantially over predict biomass within 
varzea forests. Herein, biomass estimates referred to will be those estimated 
using equation 7.1.As for other forest structural characteristics, AGWB and 
carbon storage increase with both forest stand age and relative elevation. The 
increases in AGWB and carbon storage observed here along the successional 
sequence are driven by the process of allogenic succession (Wittmann et al., 
2004). In early successional stages, stands are dominated by fast growing 
species such as Tessaria integrifolia and Salix humbodtiana, which are 
characterised by low AGWB and carbon stocks due to their relatively small 
diameters and low heights. With continued successional development, 
increases in stand elevation and declining influence of flood inundation 
facilitates the establishment of species such as Ficus spp., which are 
characterised by lower growth rates but higher biomass stocks owing to their 
larger basal area and higher canopies. 
The results presented here represent the first rigorous quantification of the 
development of AGWB and carbon stocks within successional varzea forests. 
Hence, although direct comparison with other equivalent estimates is not 
possible, the AGWB storage of Beni successional forest stands can be 
contextualised with respect to other forest types. Saatchi et al., (2007) compiled 
a large database of forest inventory information (>500 plots) collected across 
the Amazon basin, including 216 terra firme old growth plots, 191 secondary 
forest plots and 40 floodplain forest plots. Although the plots were characterised 
by a high level of variation in AGWB, the average AGWB for old growth terra 
firme forests was 254.8 Mg ha-1 and 161.3 Mg ha-1 for floodplain forests. 
Therefore AGWB stocks of successional forest stands of the Beni floodplain are 
much lower than those of typical terra firme forests. In the youngest 
successional forests stands, AGWB storage falls significantly below the average 
for floodplain forests, however within the oldest successional forests measured 
here (38-51 years) AGWB appears to be roughly equivalent with the average 
reported for Amazonian floodplain forests (Saatchi et al., 2007). This suggests 
that the biomass of newly formed successional forests within the Beni floodplain 
may reach levels approaching that of ‘old growth’ varzea forests within 50 years 
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of initial site formation. This assertion is supported by the fact that AGWB 
stocks in older successional forests exceed those measured within older forest 
stands measured upon the Beni floodplain (figure 7.7). In comparison, after 
complete clearance of an Amazonian Terra Firme forest stand for agriculture, it 
is estimated that AGWB approaches values typical of old growth forest after 
approximately 100 years (Guariguata and Ostertag, 2001). The rapid 
accumulation of biomass documented here implies that successional varzea 
forests are associated with a high level of primary productivity. 
Carbon assimilation rates illustrated in figure 7.12, increase from an initial 2-3 
Mg ha-1 year-1 within forest stands < 12 years, to greater than 4 Mg ha-1 year-1 
for forests 13-37 years and subsequently falling to less than 2 Mg ha-1 year-1 for 
forests older than 38 years. Therefore the 51 year chronosequence captures 
the increase to peak carbon assimilation rate within successional forests, and 
the beginning of the subsequent decline to assimilation levels typical of old 
growth forest stands. It is hypothesised that moderate rates of carbon 
assimilation within the youngest forest stands (<12 years) are attributable to the 
presence of light demanding fast growing species, although relatively high 
magnitudes of inundation impose a limit upon vegetation growth (Wittmann and 
Parolin, 2005). The highest growth rates are observed within forests between 
the ages of 12-37 years, where stands are increasingly characterised by the 
presence of fast growing Cecropia spp., whilst the declining influence of flood 
inundation means that growth rates are less constrained than within younger 
successional forests. Within the oldest forest stands, the increasing presence of 
late successional species such as Ficus maxima and Inga spp., which are 
associated with lower growth rates than species found within younger stands, 
contributes towards the lower rates of carbon assimilation, despite the declining 
influence of flood inundation.  Overall, this provides further evidence that a large 
proportion of AGWB and carbon stocks contained within mature varzea forest 
stands are assimilated within the first 50 years of successional forest 
development.  
Peak rates of carbon assimilation calculated for Beni floodplain forest stands 
(4.42 Mg ha-1 year-1) were similar to the maximum rate of 4.24 Mg ha-1 year-1 
documented for successional forests of the Pantanal wetland by Schongart et 
al., (2008), which were subject to disturbance by inundation. It is possible to 
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view the carbon assimilation rates calculated here in a wider context through 
comparison to rates of AGWB increase across the Amazon basin for non 
successional forests, reported by Baker et al., (2004).  Average AGWB 
increases within floodplain forest stands were 2.08 Mg ±0.74 Mg ha-1 year-1 
(equivalent to 1.04 Mg of carbon ha-1 year-1), whilst the rate was lower for Terra 
Firme forests at 0.80 ±0.42 Mg ha-1 year-1(equivalent to 0.40 Mg ha-1 year-1 
carbon). Therefore, peak carbon assimilation rates within Beni successional 
forest stands are four times greater than the average carbon assimilation within 
Amazonian varzea forests, and approximately ten times greater than the 
average for Terra Firme forests (Baker et al., 2004). This suggests that newly 
formed successional floodplain forests have the potential to sequester a 
relatively large volume of C in comparison to other types of tropical forest within 
Amazonia. 
Uncertainty is an important component of plot level AGWB and carbon 
estimations calculated through application of allometric equations to forest 
inventory data (Ketterings et al., 2001). Uncertainty can arise from four major 
sources; tree level measurement error; allometric model error; within-plot 
uncertainty and among plot (landscape scale) uncertainty (Brown, 1997). The 
relative magnitude of these uncertainties was estimated for tropical forests by 
Chave et al., (2004). Based upon the calculations of Chave et al., (2004) 
estimations of AGWB and carbon stocks, averaged here within forest age 
classes, are reported with an uncertainty of ±23 %. Of the overall 23% 
uncertainty, 13% is attributed to allometric uncertainty, whilst a further 10% is 
associated with sampling uncertainty within plots of 0.25 ha. Tree level 
measurement uncertainty was not included here, as measurement errors were 
found to average out at stand level (Chave et al., 2004). Landscape scale errors 
were not included here as AGWB values reported were averaged for multiple 
plots within each forest stand age class, and thus were assumed to be 
representative of this class at large.  
7.5.2 Changes in aboveground wood biomass and carbon storage due to 
Beni channel migration since 1960 
Results presented in 7.4.2 clearly illustrate that migration of the Beni channel is 
associated with significant implications in terms of floodplain forest dynamics. 
Within the study reach 42,024 hectares of forest have been lost through 
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processes of erosion since 1960, corresponding to 3,828,647 Mg of biomass. 
Whilst newly formed successional forests occupy a total area of 38,523 
hectares and store a total of 3,043,575 Mg of AGWB. Therefore on a basic level 
it is evident that shifting of the Beni channel has been responsible for the 
turnover of a substantial area of varzea forest from 1960-2011.  In terms of 
overall balance, the total decrease in AGWB and carbon storage equated to 
785,072 Mg and 392,536 ha Mg respectively. In order to put these figures into 
context, this volume of biomass equates to a loss (for example through 
deforestation) of approximately 5200 hectares of forest, based upon the 
average AGWB and carbon stock of Beni floodplain forest stands. Overall 
varzea biomass storage estimates for the Beni floodplain vary from 44 million 
Mg to 109 million Mg.  Hence when only the overall net loss of AGWB and 
carbon for the study reach is considered, the effect of channel migration upon 
forest dynamics appears to be of limited significance, constituting a loss 
equivalent to less than 2% of the total AGWB storage volume for the whole 
floodplain over the 51 year study period. 
Peixoto et al., (2009) assessed migration of the Japura, Solimoes and Aranapu 
rivers within the Mamirua Sustainable Development Reserve, and the 
associated implications of channel shifting for carbon storage within adjacent 
varzea forests. Although the rivers here are substantially larger than the Beni, 
with the Solimoes and Japura being associated with average discharges of 
71,810 m3s-1  and 17,000 m3s-1 respectively, the channels can be classified as 
meandering white water rivers and thus provide results comparable with those 
obtained within this study. Estimates of lateral erosion and accretion, expressed 
as a percentage of channel area per year in order to adjust for the size of the 
respective study areas, illustrate that the Beni is more dynamic than the 
Solimoes, Japura and Aranapu. Average annual erosion and accretion for the 
Beni over the 51 year study period corresponded to 4.3% and 3.84% of the 
channel area respectively. For the Solimoes, Japura and Aranapu, annual 
erosion for the 21 year study period as a proportion of channel area averaged 
0.79 % and accretion averaged 0.83%. These findings are broadly consistent 
with the findings of Gautier et al., (2007), who reported that the Beni was 
associated with a floodplain recycling rate which was substantially higher than 
that of the Solimoes reported by Mertes et al., (1996). Gautier et al., (2007) 
hypothesised that the higher rates of channel migration observed for the Beni 
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can be attributed to its higher specific stream power (calculated based upon 
bankfull discharge, longitudinal gradient and channel width) in comparison to 
the Solimoes. Peixoto et al., (2009) report that erosion and accretion are well 
balanced for the Solimoes-Japura-Aranapu, this is also the case for the Beni 
over the 51 year study period, with the observed disparity between erosion and 
new site creation primarily attributable to the occurrence of cut offs. The 
occurrence of cut offs constitutes a significant aspect of the geomorphology of 
the Beni river (Gautier et al., 2007) 
Peixoto et al., (2009) estimated changes in AGWB and carbon stocks of varzea 
forests as a result of channel migration through monitoring changes in the 
distribution of pioneer and late successional forest stands. Through application 
of AGWB and carbon storage measurements for these two different types of 
forest, the authors estimate average annual carbon sequestration of 3185-
46,086 Mg year-1, and annual carbon releases of 22,734-64,623 Mg year-1 over 
the 21 year study period. This suggests that annual carbon losses due to 
erosion are on average 75% higher than carbon accumulation due to new site 
creation. In comparison, estimates for the Beni indicate that annual carbon 
losses exceed carbon accumulation by approximately 25%. Therefore the 
results of Peixoto et al., (2009) suggest that shifting of the Solimoes, Japura 
and Aranapu within the Mamirua Sustainable Development Reserve are 
responsible for a significantly greater proportional loss of AGWB and carbon 
from its adjacent varzea forests each year than the Beni, despite lower rates of 
channel shifting. The high annual carbon losses calculated by Peixoto et al., 
(2009) for the Solimoes, Japura and Aranapu rivers therefore appears to be a 
function of the biomass estimates applied to the lost and newly formed forest 
stands. Biomass for newly created pioneer forests was 15-217 Mg ha-1, whilst 
for late successional forests AGWB was estimated between 108-307 Mg ha-1 
depending upon forest stand age and allometric equation used (Schongart, 
2003). Therefore on a basic level the difference between the biomass of the 
stands lost to erosion and created through deposition is larger than estimates 
for the Beni. However as these values were applied to the pioneer vegetation 
and later successional forests in a uniform manner, the overall carbon losses do 
not take into account variations in AGWB due to stand age. Results presented 
here show that AGWB and carbon storage exhibit large variations as a function 
of stand age, thus the failure to account for this variation perhaps contributes to 
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the large carbon losses calculated by Peixoto et al., (2009). It is thought that the 
approach utilised here better accounts for the variations in biomass observed 
within newly created successional stands and forests lost to erosion, and thus 
presents a more accurate representation of net AGWB change over the study 
period. 
Overall, calculation of the net balance of AGWB and carbon storage as a result 
of channel migration here can be divided into three primary components; 1- 
determination of the area of sites lost and new sites created since 1960; 2- 
estimation of the AGWB and carbon storage of newly created sites; 3- 
estimation of AGWB and carbon losses through erosion. In order to investigate 
the efficacy of AGWB and carbon balance estimates presented here and the 
overall significance of processes of channel shifting for forest dynamics, the 
three components will be discussed in greater detail below. 
Correct determination of the area of sites lost and new sites created is 
necessary here in order to facilitate accurate calculation of the overall change in 
AGWB and carbon storage over the study period. As the stand age map is 
constructed based upon manually digitised channel areas, it is thought that the 
map intrinsically reflects the spatial variations in rates of lateral channel shifting 
along the studies reach (Gautier et al., 2007). Lateral migration of the Beni 
channel is also known to exhibit substantial temporal variations which are 
related to hydrological characteristics, specifically the number of days of 
bankfull discharge per year (Gautier et al., 2007). However, the approach 
utilised here quantifies bulk erosion and deposition between 1960 and 2011, 
and is unable to resolve finer scale temporal dynamics of channel shifting 
during the 51 year study period. This is exemplified for the total area of new 
sites reported within table 7.4, which suggests that the total area of new sites 
created increases through the course of the study period. The results presented 
within this table initally appear to be misleading, however it is important to 
consider that the areas reported reflect the distribution of sites delineated based 
upon the stand age map, and hence represent the area of stands created within 
the given decade which remain present in 2011. In light of this, the disparity in 
the areas of new floodplain created for each decade provide an additional 
interesting insight, suggesting that a substantial proportion of new sites created 
during the study period have since been reworked.  
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The implication of this reworking is that the loss/creation of new sites from year 
to year may be larger than the average annual rates reported in table 7.4. This 
is confirmed through comparison with results presented by Gautier et al., (2007) 
who calculated areas of erosion and deposition on an annual basis from 1996-
2001. Results suggested that annual erosion varied from 14.25-24.62 km2 and 
deposition varied from 7.4-19.71 km2, figures substantially higher than those 
presented here, which were 8.24 km2 and 7.55 km2 respectively. Intuitively, this 
suggests that both AGWB gains and losses associated with channel migration 
are likely to be higher from year to year in comparison with the annual average 
rates reported here. This source of uncertainty is difficult to quantify here, 
although it is hypothesised that additional gains and losses of AGWB and 
carbon associated with addition erosion and deposition would balance out over 
the 51 year study period. Therefore whilst the methodology utilised here 
underestimates average annual erosion/deposition, nevertheless it can be 
concluded that results presented here provide a sound estimate of the overall 
balance of AGWB/carbon over the 51 year study period.  
Given the extensive collection of inventory data in Beni floodplain successional 
forest stands along with the stand age map, it is thought that estimates of 
AGWB and carbon storage for newly created stands are relatively well 
constrained here. The overall AGWB and carbon assimilation within newly 
created forest stands is determined by the age distribution of these new forests. 
Figure 7.15 and tables 7.4-7.5 illustrate that newly formed sites are not equally 
distributed in terms of age, with a proportionally larger area of these forest 
stands being characterised by younger ages. The greater proportional 
contribution of younger forest stands to the overall area of new sites observed 
here can be attributed to the process of reworking, described above. 
Specifically, 28 % of forests are between the ages 2-12 years, which are 
associated with AGWB of less than 30 Mg ha-1 and carbon assimilation rates of 
2-2.5 Mg ha-1yr-1. Approximately 49 % of new forests are characterised by ages 
13-37 years, characterised by AGWB storage of 80-130 Mg ha-1 and carbon 
assimilation rates of greater than 4 Mg ha-1yr-1. Only 16% of forests are 
characterised by stand ages of 38-51 years, which store greater than 150 Mg 
ha-1 AGWB and assimilate carbon at a rate of 1.2 Mg ha-1yr-1. Based upon the 
age distribution of newly created sites, it is postulated that continual reworking 
of newly formed stands through lateral shifting of the Beni maintains substantial 
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areas of the floodplain within early successional stages, characterised by low 
AGWB and carbon storage, but high rates of assimilation. This is significant, as 
in lieu of fluvial disturbance natural forest regeneration within tropical forests 
usually occurs in the wake of tree falls, which occur over a comparatively limited 
spatial extent (Chave et al., 1999).  
In contrast, estimation of AGWB losses as a result of erosion since 1960 
represented perhaps the most uncertain aspect of the calculation of net balance 
within the study area. Whilst the aerial photographs obtained for 1960 enabled 
delineation of the river channel for construction of the stand age map, this 
imagery was not of a sufficient quality to facilitate classification of different forest 
types, and thus provide an indication of the distribution of biomass within the 
channel belt at the start of the study period. The two main sources of 
uncertainty associated with the methodology utilised here are constituted by 
how well the derived canopy height distribution represents the stands lost to 
erosion since 1960, and the canopy height-AGWB relationship utilised in order 
to convert this canopy height distribution into an estimate of biomass. The latter 
is discussed in more detail in 7.5.3, where it is concluded that the canopy 
height-AGWB relationship is valid for application within the study area. 
Here, the canopy height distribution was derived from the wider channel belt 
area added to the stand age map, depicted in figure 7.6. As a consequence the 
distribution of canopy height represents that of ‘old growth’ Beni floodplain 
forest stands, rather than younger successional forests. The canopy height 
distribution was taken from older stands, assumed to be typical of the forests 
located on the outside of meander bends, which are subject to the highest rates 
of erosion in the study reach (Gautier et al., 2007). However, results here 
demonstrate that changes in the direction of Beni channel migration results in 
the reworking of substantial areas of younger successional forest, suggesting 
that the canopy height distribution extracted from old growth forests might fail to 
provide an adequate representation of forest stands lost to erosion since 1960. 
In order to shed light upon this an alternative canopy height distribution, 
including early successional forests was produced (figure 7.24b). Comparison 
with the canopy height distribution of old growth forests utilised here, illustrated 
in figure 7.24a, revealed a relatively small difference in the respective 
distributions, suggesting that the potential errors accrued here are minimal. 
339 
 
Hence overall the distribution of canopy heights applied here, and the 
subsequent estimates of lost AGWB and carbon, can be considered an 
acceptable representation of the forest stands lost since 1960. 
 
 
Figure 7.24. Proportional distribution of forests height a) wider channel belt area b) wider channel belt area 
plus successional forests. 
7.5.3 Beni floodplain aboveground wood biomass and carbon storage 
estimates 
Results presented in 7.4.3 show a wide range of estimates for total biomass 
storage within the Beni floodplain study area. Table 7.8 demonstrates that local 
estimates of AGWB for the Beni floodplain based upon the global canopy height 
map (Map 2) exceed those derived based upon the local canopy height map 
(Map 1) by approximately 35 %. Given that both of these maps were generated 
based upon the same methodology, the differences between the overall 
estimates are a function of differences in the respective canopy height maps. 
The canopy height maps and corresponding bare earth DEMs were discussed 
at greater length within chapter 5. The differences between these canopy height 
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maps, elucidated in chapter 5, are reflected in figures 7.17, 7.20 and 7.21, 
which show that within Map 2 a larger volume of biomass is allocated within 
forests characterised by higher canopies, in comparison to Map 1.  
Extrapolation based upon canopy height represents the best available 
methodological approach to the generation of a spatially continuous AGWB 
maps for the Beni floodplain study area. Canopy height is known to be highly 
correlated with forest biomass (Asner et al., 2010), indeed association of these 
two variables has been utilised in order to facilitate mapping of AGWB using 
LiDAR datasets (Drake et al., 2002; Gonzalez et al., 2010; Asner et al., 2012). 
Regardless of the methodological approach, the proliferation of uncertainty is an 
important and unavoidable issue when generating AGWB maps through spatial 
extrapolation of plot scale measurements (Houghton, 2003). Here, a lack of 
independent spatially distributed biomass data precludes a rigourous validation 
of the AGWB maps. Nevertheless, potential error sources will be discussed and 
evaluated in order to assess the relative accuracy of the different AGWB 
estimates. Uncertainties in AGWB maps presented here can be attributed to 
two primary error sources; errors in plot level biomass estimates and 
uncertainties accrued during the process of spatial extrapolation (Malhi et al., 
2006). Here, plot level uncertainty is estimated at 23% and is discussed more 
extensively within 7.5.1, therefore it will not be addressed further here. 
 The first error source associated with spatial extrapolation is constituted by the 
AGWB-canopy height relationship established for Beni floodplain forests, 
illustrated within figure 7.7. The first significant question relates to the 
applicability of an AGWB-canopy height relationship established for primary 
successional forests to other stands located across the Beni floodplain. A 
thorough assessment of the uncertainty associated with the adoption of this 
approach is precluded here by a lack of further plot level AGWB data. 
Nevertheless, figure 7.7 demonstrates that AGWB-canopy height 
measurements obtained from 3 inventory plots established within old floodplain 
forest stands show a good level of fit with the relationship developed for 
successional forest stands. An allied issue in the approach utilised here was 
posed by the application of the AGWB-height relationship beyond the range of 
forest height and AGWB for which it was established. The relationship was 
derived based upon plots characterised by canopy heights ranging from 9 m to 
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28 m (figure 7.7b). Given the canopy height distribution of the Beni floodplain 
(figure 7.17), some extrapolation of the relationship was unavoidable here. 
However figure 7.17 and table 7.9 illustrate that the proportion of forests which 
exceeded the range of heights observed within the inventoried successional 
forests was relatively small. Indeed for Map 1, approximately 2% of AGWB was 
allocated within forests characterised by heights of greater than 30 m, whilst this 
proportion was even lower for Map 2. The uncertainty associated with the 
AGWB-canopy height relationship was estimated through calculation of the 
deviation of observed and predicted biomass for the plots illustrated in figure 
7.7. This deviation was expressed as a proportion of the observed AGWB and 
averaged across all plots, producing an error of 12%. The associated value for 
uncertainty was incorporated into the value for overall uncertainty for Maps 1 
and 2. 
The second source of error is related to the accuracy of the canopy height maps 
utilised for extrapolation of AGWB. The local and global canopy height maps 
applied here were utilised within chapter 5 in order to remove vegetation biases 
from the SRTM dataset, generating bare earth DEMs. Analysis undertaken in 
chapter 4 demonstrated that vertical biases in the SRTM dataset were well 
correlated with field measured canopy height in the Beni floodplain study area.  
Hence the accuracy of bare earth DEMs, quantitatively assessed with respect to 
accurate GPS measurements, provide an indication of errors associated with 
the canopy height maps. Values of RMSE for the local and global canopy height 
maps were 3.5 m and 3.9 m respectively. The associated AGWB error was 
subsequently determined through calculation of the variation in biomass errors 
of the magnitude indicated by canopy height RMSE, across a range of canopy 
heights. These differences were subsequently averaged in order to produce a 
single uncertainty value for Map 1 and 2. Based upon this calculation the 
additional uncertainty of AGWB introduced through error in the canopy height 
map was estimated at 13 % and 15 % for Map 1 and 2 respectively. Another 
source of uncertainty was posed by the errors identified in the bare earth DEMs 
through application in the hydraulic model in chapter 6. The DEMs were refined 
in order to remove positive biases which remained, primarily in areas close to 
the Beni river channel. Intuitively, the presence of over elevated areas in the 
DEM indicates that canopy height was underestimated in these areas. Due to 
the timeframe of completion of this work, the canopy height maps used here 
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were those detailed in chapter 5, and did not consider the results of the error 
analysis in chapter 6. However based upon the results presented in section 6.7, 
the majority of errors in the DEMs (and hence canopy height maps) were within 
the range of RMSE (< 3.5 m) used to calculate uncertainty here. Therefore it 
can reasonably be assumed that the AGWB estimates calculated here 
represent a slight underestimation of Beni floodplain aboveground wood 
biomass, although this underestimation would be well within the range of 
uncertainty calculated here.   
In the absence of further spatially distributed plot level biomass estimates, the 
accurate quantification of other sources of uncertainty, such as errors 
associated with the representation of the spatial variability of AGWB, could not 
be quantitatively assessed here. However, the contributions of these error 
sources were not thought to be significant here. Overall, taking into account 
potential errors associated with the AGWB-canopy height regression and the 
canopy height map, in addition to plot level error estimated in 7.4.1, Maps 1 and 
2 are characterised by an uncertainty of 48 % and 50 % respectively. Based 
upon the quality of the canopy height maps utilised here, which were 
quantitatively validated in chapter 5, it can be concluded that Map 1 offers a 
better representation of AGWB storage upon the Beni floodplain than Map 2. 
In order to contextualise the AGWB estimations for the Beni floodplain it is 
necessary to compare the results produced here with those obtained for other 
Amazonian floodplain forests. For Map 1 and 2 the average AGWB of Beni 
floodplain forests is 72.69 Mg ha-1 and 94.81 Mg ha-1. Whilst the provision of 
AGWB estimates for varzea forests in the literature is poorer than for terra firme 
forests, it is nevertheless possible to find a number of examples for comparison. 
Accordingly, Saatchi et al., (2007) found an average AGWB of 161.3 for 
floodplain forests across Amazonia. For gallery forests in Brazil AGWB was 
found to range between 127-144 Mg ha-1 (De Paula et al., 1990; Imanaencinas 
et al., 1995). Baker et al., (2004) reported average AGWB of 164-203 Mg ha-1 
for flooded forests within the Noel Kempff national park in Bolivia. Therefore on 
a basic level the average AGWB values reported for the Beni in table 7.8 can be 
considered relatively low in comparison to AGWB estimates for other floodplain 
forest stands. 
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It is hypothesised that the disparity in average AGWB found for the Beni 
floodplain and values reported for varzea forest stands in the literature can be 
attributed to a disparity in the scale of estimates. Values reported from the 
literature represent the AGWB of inventory plots and are thus discrete in space, 
and although details of stand characteristics do not accompany the estimates it 
is likely that inventoried plots were located within old growth floodplain forest 
stands, or stands characterised by late successional stages. Although AGWB 
for Beni floodplain forest plots within late successional stages were roughly 
equivalent to those reported within the literature (> 150 Mg ha-1), the average 
biomass reported here corresponds to the spatial average for the whole Beni 
floodplain. Accordingly, the canopy height map derived from SRTM in chapter 5 
illustrates that Beni floodplain forest stands are characterised by a substantial 
level of variation in canopy height. Whilst heights typically reach > 30 m within 
stands located in close proximity to the Beni channel and floodplain water 
courses, forest height decreases substantially with greater distance from river 
channels. Thus a large proportion of Beni floodplain forests are characterised 
by canopy heights of 10 - 20 m.  
Wittmann et al., (2004) demonstrated that the successional stage of varzea 
forest stands is controlled by flood inundation characteristics, whilst results from 
this study (figure 7.13) also showed a clear association between relative 
elevation, a proxy for flood magnitude, and characteristics of successional 
forest stands, including canopy height. Accordingly this suggests that the 
canopy height distribution observed across the Beni floodplain reflects the 
presence of forest stands characterised by a range of successional stages, as a 
result of flood inundation. Intuitively, these successional forests are 
characterised by relatively low biomass stocks, thus contributing to the lower 
overall average AGWB observed for the floodplain study area. This assertion is 
further supported by visual analysis of the spatial patterns of flood inundation 
derived from hydraulic modelling undertaken in chapter 6. Results from the 
flood inundation model demonstrate that raised levees adjacent to river 
channels are subject to relatively short periods of inundation to a low depth, 
whilst the longest duration and highest depth of flooding occurs in regions 
located a greater distance away from river channels. This broadly reflects the 
distribution of biomass observed upon the Rio Beni floodplain, with the highest 
biomass density observed within areas subject to the lowest magnitude of flood 
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inundation. The relationship between flood inundation and the spatial 
distribution of AGWB is explored further in section 8.1. 
Derivation of AGWB estimates for the Beni floodplain study area from an 
Amazonian biomass map produced by Saatchi et al., (2007) facilitated further 
contextualisation of the results produced here, whilst also allowing comparison 
of AGWB estimates derived at different spatial scales. From results illustrated in 
figure 7.19 and table 7.10 it is clear that the disparity in estimates can be 
attributed to the fact that much greater volumes of biomass, are allocated within 
forests characterised by higher AGWB densities (>150 Mg ha-1) in the 
Amazonian map. Although the AGWB estimates derived from the Amazonian 
biomass map could not be quantitatively validated, the results presented here, 
particularly the distribution of canopy height across the floodplain, suggest that 
Map 3 substantially overestimates biomass storage for the Beni floodplain.  
In the specific case of the Amazonian map utilised here (Saatchi et al., 2007), 
the poor estimates of AGWB for the Beni floodplain study area can be attributed 
to several sources of error. The first source of error was propagated from the 
Amazonian land cover map (Saatchi et al., 2005), utilised within the biomass 
classification methodology in order to separate the basin into major land cover 
types including inundated and terra firme forests. Within the land cover map 
inundated forests were distinguished based upon wet and dry season JERS-1 
mosaics produced as part of the Global Rainforest Mapping Project (Rosenqvist 
et al., 2000). Significantly, the high water period for the Beni floodplain from 
December to April is not synchronous with the wet season JERS-1 mosaics, 
which were timed to coincide with high water in the central Amazon in May-
June. As a result, Beni floodplain forests were delineated as Terra Firme forests 
rather than varzea within this classification. This error is subsequently reflected 
in the biomass distribution observed for the Beni floodplain (table 7.10), which 
contained high biomass densities characteristic of a Terra Firme forest rather 
than a typical varzea forest. Whilst the incorrect classification of Beni floodplain 
forests represents the preeminent source of error in the Amazonian biomass 
map, it is also clear that the spatial distribution of AGWB upon the floodplain, 
illustrated in figure 7.22, does not reflect local variations of biomass which 
would be expected within the study area. This demonstrates that the remote 
sensing variables utilised in the extrapolation of AGWB such as MODIS 
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NDVI/LAI, Radar backscatter (JERS-1) and coarse scale elevation (SRTM) 
(Saatchi et al., 2007), do not reflect the environmental gradients which control 
biomass distribution within the Beni floodplain forests. 
It is important to acknowledge that spatial extrapolation of AGWB across large 
spatial scales constitutes a difficult research problem and the accurate 
estimation of local biomass variations perhaps constitutes an unreasonable 
expectation given issues of scale and current data provision within the Amazon. 
Therefore rather than providing a general critique of the Amazonian biomass 
map produced by Saatchi et al., (2007), this discussion seeks to highlight the 
general issues associated with accurate prediction of AGWB within Amazonian 
floodplain forests. The results presented here strongly imply that current 
methods utilised in order to extrapolate forest biomass across the Amazon 
basin are not able to adequately capture the lower biomass densities observed 
within the Beni floodplain. Specifically, it is postulated here that characteristics 
of Beni floodplain forests (including AGWB storage) are controlled 
predominantly by local hydrological factors, namely flood inundation, which 
maintain large areas of forest within stages of primary and secondary 
succession (Wittmann et al., 2002; 2004). Thus the coarse scale variables, that 
are necessarily utilised in order to extrapolate AGWB over the Amazon basin, 
do not reflect the local scale processes preponderant in controlling the 
characteristics of floodplain forests. Given current levels of data provision within 
Amazonia, the broad scale environmental variables utilised by Saatchi et al., 
(2007) represent the best means to extrapolate AGWB at the basin scale at 
present. Therefore the deficiencies highlighted for Map 3 are likely to be 
reflected in other attempts to estimate biomass for the Amazon basin through 
extrapolation of plot scale AGWB measurements.  
7.6 Investigation of the influence of flood inundation upon the distribution 
of forest biomass on the Beni floodplain 
The overall research aim of this thesis, stated at the outset, was to quantify the 
dynamics of flood inundation and aboveground wood biomass storage upon the 
Beni floodplain and to explore the interactions between fluvial processes and 
varzea forest stands within the study area. This aim has been predominantly 
addressed in chapters 6 and 7. In chapter 6, a 1D-2D hydraulic model code was 
applied to the Beni floodplain, and quantitative validation with respect to 
346 
 
remotely sensed inundation metrics demonstrated that the model was able to 
predict flooding with a good degree of accuracy. In chapter 7, the spatial 
distribution of aboveground biomass upon the Beni floodplain was quantified 
through extrapolation of plot level AGWB estimates according to a floodplain 
canopy height map. In addition, the influence which lateral shifting of the Beni 
channel exerted upon aboveground biomass storage within varzea forest 
stands since 1960 was also quantified. Whilst a simple visual analysis of 
modelled inundation characteristics and the spatial distribution of AGWB upon 
the floodplain appeared to suggest a link between these two quantities, this 
relationship remains unquantified thus far in this thesis. Therefore in the first 
part of the overall discussion here, modelled inundation characteristics are 
intersected with spatial maps of aboveground wood biomass distribution for the 
Beni floodplain study area. 
It is widely acknowledged that both the depth and duration of inundation exert 
an influence upon the successional stage and structure of varzea forests 
(Wittmann et al., 2002; Parolin, 2009). Significantly, predictions of flood 
inundation by the hydraulic model were validated for a single high water and low 
water image. Therefore whilst this demonstrated the ability of the model to 
accurately predict high and low water inundation extent, the dynamic 
performance of the model is less clear. Intuitively, predictions of flood duration 
are more dependent upon the dynamic performance of the model, and were 
thus associated with a higher level of uncertainty in comparison to flood depth 
at high water. Accordingly, depth of inundation at high water was chosen as the 
variable for comparison with AGWB distribution in this analysis.  Further, 
Wittmann et al., (2002) divided varzea stands into high and low varzea based 
upon their position along the flood gradient. The flood gradient reflected both 
duration and magnitude of flooding (Wittmann et al., 2004), implying that the 
two are strongly linked for Amazonian floodplains. In order to facilitate 
quantitative assessment of the relationship between inundation and biomass, 
flood depths at high water (09/03/2011) were extracted from model simulations 
undertaken using the FAV100, INT100 and GCH100 DEMs in combination with 
medium roughness and medium channel bed elevation. Biomass map 1, 
generated in chapter 7, was utilised here as it was thought that this map most 
accurately reflected spatial distributions of biomass upon the Beni floodplain. 
Maps were aggregated using ArcGIS and compared at a spatial resolution of 1 
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km (this resolution was found to produce optimal results during initial 
investigation of the data).  
Figure 8.1 presents a series of scatter plots showing the association between 
modelled inundation depth at high water, extracted from simulations using the 
different floodplain DEMs, and aboveground wood biomass upon the Beni 
floodplain, for each 1 km resolution forested pixel within the model domain. 
Each plot demonstrates a slight negative trend, indicating a broad decrease in 
biomass density with increasing inundation depth. However the point 
distribution suggests that at the scale of the whole floodplain, noise dominates 
any relationship between inundation depth and AGWB. This is demonstrated by 
the low r2 values displayed in the plots.  
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Figure 7.25. Scatter plots showing the relationship between AGWB density within Beni floodplain varzea 
forest stands (1 km spatial resolution) and depth of inundation at high water for simulations using the a) 
FAV100 DEM b) INT100 DEM c) GCH DEM (1 km spatial resolution) 
Table 7.11 Summary of aboveground wood biomass within high and low varzea forest stands upon the 
Beni floodplain. Forests are classified according to flood inundation predicted by the hydraulic model. High 
varzea forests are associated with a modelled inundation depth of > 3 m at high water, low varzea forests 
are associated with a modelled inundation depth of < 3 m at high water. P-value indicates the statistical 
significance of mean biomass values for high/low varzea. 
  
 Bare earth DEM used for simulation 
  
  FAV100 INT100 GCH100 
Average aboveground wood  biomass for 
low varzea stands (Mg ha-1) 
44.13 52.38 43.59 
Average aboveground wood biomass for 
high varzea stands (Mg ha-1) 
70.12 65.57 69.83 
P-value <0.001 <0.001 <0.001 
 
Given the general negative trend observed within figure 8.1, additional analysis 
was undertaken. Accordingly, Beni floodplain forests were separated through 
application of the classification scheme proposed by Wittmann et al., (2002), (in 
which low varzea forests are characterised by average inundation depth 
exceeding 3 m, whilst high varzea forests are associated with an annual flood 
depth of below 3 m) to modelled inundation depths at high water. Mean AGWB 
density for low and high varzea, classified based upon simulations using each 
of the floodplain DEMs, are included in table 8.1. Based upon modelled 
inundation using each bare earth DEM, average AGWB was observed to be 
higher within high varzea stands. The difference in average AGWB density 
varied for each simulation, with the GCH and FAV DEMs producing a larger 
disparity than INT DEM. However, in each instance the P-value was less than 
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0.001, indicating a significant difference in average biomass between high and 
low varzea stands upon the Beni floodplain.  
With further evidence of some level of association between flood inundation 
characteristics and AGWB within the study area, the data presented within 
figure 8.1 were binned according to 1 m intervals of flood inundation depth, and 
associated results are presented in figure 8.2. Binning of the data resulted in a 
substantial improvement in the relationship between modelled inundation depth 
and AGWB density in Beni floodplain forests. For inundation depth extracted 
from the FAV DEM simulation, a strong negative relationship was observed with 
AGWB, indicated by an r2 value exceeding 0.9. Whilst the relationship between 
AGWB and inundation depth was weaker for the INT DEM and GCH DEM 
simulations, these plots nevertheless demonstrate a clear decline in biomass 
with increasing inundation depth. 
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Figure 7.26. Scatter plots showing the relationship between AGWB density within Beni floodplain varzea 
forest stands (1 km spatial resolution) and depth of inundation at high water for simulations using the a) 
FAV100 DEM b) INT100 DEM c) GCH DEM (1 km spatial resolution). In these plots data is binned in 1 m 
inundation depth intervals. 
Results presented here demonstrate a clear trend of decreasing aboveground 
biomass density with increasing inundation depths for varzea forest stands 
upon the Beni floodplain. It is well known that flood inundation imposes a limit 
upon the growth of varzea forests (Piedade et al., 2006), controlling 
successional stage and stand characteristics (Wittmann et al., 2002; 2004). 
However, the aforementioned studies focussed primarily upon floristic diversity 
of varzea forests, evaluating the effects of flood inundation at the plot scale 
through establishing simple relationships between water marks on trees and 
stage measurements at river gauging stations. Results presented within chapter 
7 extended the scope of previous studies in order to consider AGWB in addition 
to floristic characteristics, demonstrating that biomass increases along the 
successional forest sequence as relative elevation (a proxy for duration and 
depth of flood inundation) decreased. The relationship observed here between 
inundation depth and AGWB is particularly significant, constituting the first 
investigation of the interaction between fluvial flood inundation and varzea 
biomass at the scale of a whole floodplain using spatially distributed datasets. 
Specifically, the results strongly suggest that processes of flood inundation are 
responsible for maintaining large areas of Beni floodplain varzea forests within 
early successional stages, characterised by low biomass densities. 
The high scatter and low r2 values, observed in figure 8.1, illustrated that the 
relationship between flood inundation and AGWB was characterised by a 
substantial level of noise at the level of individual 1 km resolution pixels. Indeed 
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a significant relationship was only realised after binning of the data according to 
flood depth. The noise observed within figure 8.1 was not hugely surprising, 
particularly given the uncertainties associated with the biomass map and 
predictions of flood inundation. Uncertainty in the biomass map was estimated 
at 48 %, and whilst the fit of 0.65-0.70 represents a good level of performance 
for a hydraulic inundation model, such values nevertheless indicate the 
occurrence of considerable errors in predicted flood characteristics, particularly 
given the vertical accuracy of the bare earth DEMs indicated within formal 
assessment in chapter 5 (>3 m RMSE). It is also probable that a substantial 
level of noise is propagated through the influence that other environmental 
variables exert upon biomass density. Specifically, based upon field 
observations it is hypothesised that water availability, driven by floodplain 
hydrology, was important for controlling the spatial distribution and 
characteristics of forest stands upon the Beni floodplain. Numerous other 
variables have also been shown to exert an important control upon forest 
characteristics, for example soil types and geology (Malhi et al., 2004). Hence, it 
is clear that the provision of more accurate predictions of flood inundation and 
AGWB are required in order to better quantify the relationship established here 
between flood inundation characteristics and the spatial distribution of AGWB in 
varzea forests.  
A final issue to address is the potential for circularity in the analysis undertaken 
here. The canopy height map utilised in order to extrapolate plot level estimates 
of biomass in chapter 7 was derived from the SRTM during generation of the 
INT DEM in chapter 5. This raises some concerns, particularly given that the 
INT DEM was utilised in order to provide topographical forcing within one of the 
hydraulic model simulations from which flood depth information is derived here. 
However these concerns are allayed through several important considerations. 
Most significantly, AGWB is compared to flood depths derived from simulations 
undertaken using the three different floodplain bare earth DEMs. The canopy 
height maps utilised within the generation of these DEMs were derived from 
different data sources, hence the representation of ground topography driving 
patterns of inundation within the model is essentially independent for each DEM 
for the forested areas considered within this analysis. Furthermore, inundation 
depth predicted in the simulation undertaken using the INT DEM showed the 
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weakest relationship with ABWG. Therefore based upon these considerations 
circularity was not deemed to be a significant problem here. 
7.7 Conclusions 
Plot scale results demonstrate that Beni floodplain forests show a clear 
sequence of successional development with increasing stand age. This 
corresponds well with previous accounts of primary forest succession within 
other parts of Amazonia (Worbes et al., 1992). The results also demonstrate a 
strong association between forest structural characteristics and relative stand 
elevation above water level. Therefore it can be concluded that flood inundation 
exerts a significant control upon the successional stage of Beni floodplain 
forests (Wittmann et al., 2002). In addition, the observed covariance between 
stand age and relative elevation above water level subsequently suggests that 
the development of young forest stands upon the Beni floodplain occurs through 
the process of allogenic succession (Wittmann et al., 2004).  
Work undertaken for this chapter presented the first attempt to document 
AGWB storage and carbon assimilation for successional varzea forest stands. 
Biomass and carbon storage showed a clear development with forest age, 
indeed AGWB increased tenfold in less than 50 years. As for other forest 
characteristics, AGWB is positively associated with relative stand elevation (and 
hence flood inundation). Carbon assimilation rates peaked within successional 
forests between ages of 13-37 years, and were four times greater than average 
rates published for varzea stands and ten times greater than for Terra Firme 
stands (Baker et al., 2004). Curves of AGWB and carbon assimilation for Beni 
floodplain successional forests suggest that AGWB of successional stands may 
approach levels similar to old growth floodplain forest stands within 50 years of 
initial deposition and colonisation. Within tierra forests it has been estimated 
that this process typically takes 100 years (Guariguata and Ostertag, 2001). 
Hence it can be concluded that successional varzea forests are associated with 
lower AGWB storage, but greater carbon assimilation in comparison to old 
growth varzea and Terra Firme stands. 
Results presented within 7.4.2 demonstrate that migration of the Beni channel is 
associated with an overall net loss of AGWB and storage within floodplain 
forests. Broadly this finding is in agreement with the study of Peixoto et al., 
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(2009) who found that shifting of the Solimoes, Japura and Aranapu channels 
was responsible for an overall loss of AGWB and carbon within varzea forests 
of the Mamirua Sustainable Development Reserve within the Brazilian Amazon. 
Although results presented here suggest that the overall net loss is lower than 
calculated within the aforementioned study. The net AGWB loss of 785,072 Mg 
observed over the 51 year study period are modest in the context of the overall 
floodplain AGWB storage (44-60 million Mg). However processes of channel 
shifting, particularly erosion of old growth forest and the reworking of large 
areas of newly formed stands, attain additional significance as they are 
responsible for maintaining a substantial area of Beni floodplain forests within 
early successional stages of development. This is important, as young 
successional forests are associated with low AGWB stocks and high carbon 
assimilation rates. Hence the results presented here suggest that the turnover 
of floodplain forest stands as a result of channel shifting may sequester 
relatively large volumes of carbon within aboveground wood biomass. However, 
the fate of AGWB and carbon lost through erosion of forest stands within the 
reach is key to determining whether floodplain forests are ultimately able to act 
as effective carbon sinks.  
Results presented in 7.4.3 demonstrate a large variation in predictions of 
AGWB storage within varzea forests across the Rio Beni floodplain. The lowest 
estimate of floodplain AGWB (44 million Mg) was generated through 
extrapolation of local plot level biomass measurements using a local canopy 
height map derived from SRTM. The same plot level data extrapolated with 
respect to a global canopy height map (Simard et al., 2011) produced an 
estimate of ~59 million Mg. The highest estimates of AGWB stock (109 Million 
Mg) were extracted from a basin wide map (Saatchi et al., 2007).  In lieu of an 
extensive validation dataset, it was not possible to quantitatively assess the 
accuracy of the different AGWB storage maps, however it was nevertheless 
possible to draw broad conclusions regarding the accuracy of these estimates 
based upon examination of the different methodologies, comparison with limited 
plot level data, field observations and information drawn from the literature.  
It was concluded that the Amazonian biomass map substantially overestimated 
biomass of the Beni floodplain due to misclassification of forest type. In addition 
the spatial distribution of biomass derived from the Amazon map did not appear 
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to reflect local scale variables which are responsible for determining AGWB 
within the Beni floodplain. It is thought that estimates of AGWB obtained 
through extrapolation of local estimates of biomass based upon the SRTM 
derived canopy height map provided a more accurate representation of 
biomass. Significantly, the distribution of canopy height within the study area 
suggests that large areas of Beni floodplain forest are maintained in 
successional stages due to the effects of flood inundation (Wittmann et al., 
2002), resulting in average biomass stocks which are lower than those 
previously reported for floodplain forests in Amazonia (De Paula et al., 1990; 
Baker et al., 2004; Saatchi et al., 2007).  
Overall, based upon the intersection of modelled inundation depth and maps of 
aboveground wood biomass generated within this thesis, it can be concluded 
that flood inundation exerts a first order influence upon the biomass density of 
varzea forests located upon the Beni floodplain. Further, the results presented 
here serve as an example of the new and unique insight into the interaction 
between environmental processes which can be achieved through integration of 
field work, remote sensing techniques and numerical modelling. 
 
355 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter Eight 
Discussion 
 
 
 
 
 
 
 
 
 
 
 
 
 
356 
 
8.  Discussion  
8.1 The influence of fluvial processes upon aboveground wood biomass 
stocks within Amazonian varzea forests 
Results presented within chapter seven provided new and unique insight into 
the influence which fluvial processes exert upon floodplain forest ecology, with 
specific emphasis placed upon aboveground wood biomass storage. Biomass 
density maps generated for the study area demonstrate that Beni floodplain 
forests are associated with substantially lower AGWB storage than typical 
Amazonian terra firme forests, results which support the consensus developed 
through past studies (Baker et al., 2004).  Indeed according to results presented 
in chapter seven, the average biomass density of Beni floodplain forests is 
approximately compared to terra firme stands (Phillips et al., 1998). Intuitively, 
this disparity in biomass stocks can be attributed predominantly to fluvial 
disturbances, which do not affect terra firme forests. 
On a basic level, results presented in 7.4.1 demonstrate that both channel 
migration and flood inundation modulate varzea forest biomass stocks on the 
Beni floodplain. Indeed the aboveground wood biomass density of successional 
forests growing upon fresh alluvial deposits, in place of mature stands lost to 
fluvial erosion, is shown to reflect their elevation and hence susceptibility to 
flood inundation. Nevertheless, it is clear that the disturbance regimes imposed 
by flooding and channel shifting are substantially different. Channel shifting 
exerts a severe impact upon varzea forest ecology, resulting in the destruction 
and recreation of entire stands within a single high water event. However, 
despite the fact that the Beni river is characterised by very high rates of lateral 
channel shifting, results presented in 7.4.2 illustrate that the areas directly 
affected are relatively localised when considered in the context of the whole 
floodplain area. In contrast, whilst the direct disturbance induced by flooding is 
less severe than for channel migration, inundation impacts a much larger area 
of the floodplain, as demonstrated in chapter 6. 
A synthesis of results obtained within chapters 6 and 7 provides an indication of 
the relative importance of both flood inundation and channel shifting for 
floodplain ecology and aboveground wood biomass stocks. Comparison of 
biomass maps for the Beni floodplain (figures 7.20-7.22) provides a useful 
indication of the overall impact of fluvial processes upon floodplain forest 
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AGWB. The disparity in AGWB storage between the Amazonian biomass map 
(109,038,517 Mg), which fails to account for local fluvial influences, and the 
locally derived biomass map (44,209,595 Mg) provides an approximation of the 
net difference in AGWB attributable to fluvial dirsturbances for the Beni 
floodplain (> 60,000,000 Mg) in comparison to a typical terra firme forest 
located within this part of the Amazon basin. Over a period of >50 years 
channel migration was responsible for the erosion of a total of 420 km2 of 
floodplain, resulting in a net loss of 785,072 Mg of AGWB. As a result, it 
appears that processes of channel migration account for less than 2% of the 
total biomass loss associated with fluvial processes. Hydraulic modelling 
undertaken within Chapter 6 demonstrated that an area of up to 10,000 km2 of 
the Beni floodplain may be inundated within large floods. Hence it is 
hypothesised that flood inundation, which maintains large swathes of the 
floodplain forest within early successional stages, is a much more significant 
contributor to the disparity in AGWB between Beni floodplain varzea and terra 
firme forests. 
Due to both logistical and methodological limitations it was not possible to 
quantitatively assess the impact which sedimentation exerted upon the ecology 
and aboveground wood biomass stocks of Beni floodplain forests. 
Nevertheless, previous research and field observations suggest that deposition 
of sediment overbank is likely to impact upon the ecology and specifically, the 
aboveground wood biomass, of Amazonian floodplain forests. Results 
presented in 7.4.1 indirectly demonstrated that overbank sedimentation plays a 
central role in controlling stand elevation, and subsequently flood inundation 
characteristics and forest structure. In addition, field observations suggested 
that deposition of large volumes of sediment upon the Beni floodplain was 
responsible for the mortality of significant areas of varzea forest. Furthermore, 
Aragao et al., (2008) demonstrated that phosphorus constitutes a key limiting 
factor in the growth of Amazonian forests. Hence overbank deposition of 
mineral rich sediments which characterise white water rivers, is potentially 
responsible for the supply of nutrients to the varzea forests, leading to 
enhanced growth rates and AGWB densities. 
Further investigation of sedimentation in this thesis was precluded in the first 
instance by a limitation placed upon the capacity to derive sedimentation rates 
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observed at the different sites across the Beni floodplain through Pb210 
geochronology (Aalto et al., 1999). Although optical remote sensing has been 
utilised in order to measure the concentration of sediment within overbank flood 
waters, thus providing potential insights into patterns of deposition, both forest 
and cloud cover obscure flood waters, limiting the applicability of this 
methodology to the Beni floodplain. Hence further assessment of the influence 
that overbank sedimentation exerts upon floodplain forest ecology and 
aboveground wood biomass stocks is recommended, as and when the capacity 
to accurately delineate spatial patterns of sediment deposition improves. It is 
important to consider that sedimentation is neither as spatially extensive as 
flooding (Aalto et al., 2003), nor as physically destructive as channel shifting 
(Peixoto et al., 2009). Therefore it is hypothesised that the influence which 
overbank sedimentation exerts upon floodplain forest ecology is likely to be of a 
lower magnitude than flood inundation and channel shifting. 
8.2 Limitations of flood inundation modelling in the Amazon basin 
This thesis documents, in its entirety, the process required in order to undertake 
a hydraulic flood inundation modelling study for a previously unstudied river 
reach within Amazonia. Application of a coupled 1D-2D hydraulic model code in 
chapter 6, with topographical forcing provided from a refined bare earth DEM 
derived from SRTM, predicted inundation upon the Beni floodplain with a good 
level of accuracy with respect to remotely sensed inundation extent and water 
surface elevation. Hence the work undertaken here represents the latest in only 
a handful of hydraulic modelling applications within the Amazon basin which are 
able to resolve complex floodplain flow dynamics at scales of less than 500 m 
(Wilson et al., 2007; Trigg et al., 2009; Baugh et al., 2013). Therefore whilst the 
viability of modelling inundation for Amazon rivers and floodplains has been 
demonstrated, it is important to consider why hydraulic modelling studies are 
not more prevalent within this region, particularly given the significance of the 
Amazon river system within the global hydrological cycle (Richey et al., 1989).  
In light of current data provision, the successful implementation of flood 
inundation modelling for a given study area located in the Amazon basin 
currently comprises four distinct stages; land cover classification; ground 
truthing of the SRTM dataset; generation of a floodplain canopy height map and 
correction of the SRTM dataset; model application and validation with respect to 
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remote sensing observations. Importantly, the first three stages of this process 
are associated with the production of a bare earth DEM, which is required in 
order to provide topographical forcing within hydraulic model application. Other 
studies undertaken within the central Amazon (Wilson et al., 2007; Baugh et al., 
2013) have utilised existing datasets in order to facilitate inundation modelling; 
for example land cover maps (Hess et al., 2003) and validation datasets (Hess 
et al., 2003; Alsdorf et al., 2010). However such datasets are not widely 
available across the Amazon basin and thus the majority of potential new 
hydraulic model applications would be required to undertake the four 
aforementioned stages independently. The subsequent discussion details the 
first three stages of this process, arguing that current provision of bare earth 
topographic data within Amazonia is prohibitive of more widespread application 
of hydraulic flood models and is consequently limiting the understanding of 
complex inundation dynamics of floodplains within this region. 
Within this thesis, land cover of the Beni floodplain study area was classified 
through the application of supervised classification techniques, with the best 
performance offered by a combined Linear Spectral Unmixing- Decision Tree 
Classification approach (Lu et al., 2003a). This approach required a 
considerable level of ‘expert’ user input, both in terms of interpreting land cover 
within the study area based upon field observations, iterative selection of 
sufficiently pure end-members, and implementation of the classification 
algorithms (Lillesand et al., 2008). Indeed accurate classification of the highly 
heterogeneous land cover observed within Amazonian floodplains is a 
problematic task in itself (Lu et al., 2004a), and is predicated upon extensive in 
situ field observations which are required in order to establish samples for 
training of the classifier and for validation of the resulting map (Kawakubo et al., 
2013). An alternative to the process of manual classification detailed above is 
presented by the numerous global maps of land cover such as MODIS 
MCD12Q1 (https://lpdaac.usgs.gov/products/modis_products_table/mcd12q1) 
and Globcover (http://due.esrin.esa.int/globcover/), which are available for 
utilisation within the first stage of bare earth DEM generation. Investigation of 
these global land cover datasets was not reported here, however this was 
undertaken and revealed that these maps were not of a sufficient quality for use 
in the correction of the SRTM dataset at the scale of the Beni floodplain study 
area. Specifically, global land cover maps were unable to effectively and 
360 
 
accurately separate forest and non forest land cover classes, rendering them 
unsuitable for delineating forested areas requiring correction within the SRTM 
dataset. Hence within this PhD research project, the problems associated with 
global land cover maps necessitated the production of a local land cover map 
for the Beni floodplain. This is likely to be the case for other potential sites for 
application of hydraulic models across the Amazon basin.  
In chapter 4, ground truthing of the SRTM dataset was undertaken with respect 
to an in situ DGPS survey of floodplain elevation, revealing that the SRTM is 
characterised by a vertical offset of greater than 6 m for the Beni floodplain. 
Systematic vertical offsets of up to 5 m are common within the SRTM 
(Kellndorfer et al., 2004; Weydahl et al., 2007), and must be corrected prior to 
inundation modelling, in order to ensure comparability of results with other 
datasets. At present, no highly accurate (ie better than ± 1 m) ground elevation 
datasets are widely available within Amazonia (Hall et al., 2011), requiring that 
ground control points, which are necessary in order to facilitate direct 
quantitative assessment of the accuracy of the SRTM dataset, are collected 
through in situ surveys. Whilst the spaceborne LiDAR system GLAS (Abshire et 
al., 2005) offers some potential for measuring ground elevation remotely with a 
high level of accuracy, these data are available along paths with a relatively 
wide spacing (figure 5.1), and therefore have a spatial distribution that is not 
ideal for the purposes of validation of the SRTM. In addition, whilst ground 
elevation can be retrieved relatively easily from GLAS within open areas from 
the GLA14 Global Land Surface Altimetry Data product, investigation of this 
dataset revealed that elevation reported in forested areas did not correspond to 
the ground surface, but included some measurement of vegetation. Hence, 
complex processing of GLAS waveforms is required in order to extract bare 
earth elevation within forested areas of potential floodplain study sites. 
The third stage of the process required in order to facilitate inundation modelling 
within a new Amazonian study area is the generation of a canopy height map, 
and the subsequent application of this map in order to correct vertical biases 
within the SRTM dataset. Global maps of canopy height are available (Lefsky et 
al., 2010; Simard et al., 2011) and can be applied relatively easily in order to 
correct SRTM vertical bias. Indeed Baugh et al., (2013) proposed the use of the 
global canopy height map of Simard et al., (2011) in order to facilitate the 
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systematic correction of the SRTM dataset for floodplains within Amazonia and 
other tropical regions. Application of this methodology for the Beni floodplain 
study area within this thesis, demonstrated that the global canopy height map 
produced a more accurate bare earth DEM than was generated through a 
spatially uniform canopy height map derived from field measurements (Wilson 
et al., 2007). However, substantial variations in forest height within the global 
map typically occurred over scales larger than the Beni floodplain study area. 
As a result, the global map of Simard et al., (2011) failed to capture small scale 
variations in canopy height observed upon the Beni floodplain.  
Whilst it is possible to adjust the global canopy height map in order to best 
represent average canopy height upon the floodplain (Baugh et al., 2013), 
forest height remains over or under predicted within substantial areas of the 
floodplain. Within the Beni floodplain study area, an increase in the height of 
forest stands located within the channel belt (not accounted for within the global 
map) resulted in over elevation of proximal areas of the floodplain DEM, leading 
to poor predictions of high water inundation by the hydraulic model. In addition, 
the presence of erroneous topographical depressions in the floodplain as a 
result of over prediction of canopy height, resulted in incomplete dewatering of 
the floodplain. A novel method presented here removed vegetation related bias 
from the SRTM based upon the production of a first order estimated DEM, 
through interpolation of bare earth points extracted from the SRTM. The 
application of this approach produced a better bare earth DEM with respect to 
quantitative and qualitative assessment, this was attributed to the fact that the 
canopy height map produced through this method reflected local scale 
variations of forest height within the Beni floodplain. Use of this DEM within the 
hydraulic model produced the most accurate simulations with respect to 
remotely inundation extent and water surface elevation. However it is important 
to note that this method was not easily replicable, requiring incorporation of a 
multitude of remotely sensed and field datasets and extensive ‘expert’ user 
input.  
This thesis demonstrates the feasibility of accurate modelling of flood inundation 
for Amazonian floodplains, however the breadth of work required in order to 
produce a bare earth DEM required to facilitate this modelling also serves to 
highlight why the number of such studies is disproportionately low when 
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considered in the context of the global significance of the Amazon fluvial 
system.  In addition, despite the extensive work undertaken here in order to 
maximise bare earth DEM accuracy, quantitative validation with respect to 
accurate GCPs demonstrated that each of the floodplain DEMs derived here 
was associated with a vertical accuracy of worse than 3 m RMSE. This RMSE 
value was primarily attributable to unavoidable errors propagated during the 
correction of vegetation biases within the SRTM, and broadly represents the 
best accuracy which can be achieved in light of current data provision within 
Amazonian floodplains. Given the first order influence which topography exerts 
upon flood inundation (Bates and De Roo, 2000) the propagation of errors in 
model predictions is somewhat inevitable given the quality of current 
Amazonian floodplain DEMs. The amplitude of the Amazon flood pulse is of the 
order 9-10 m (Junk et al., 1997) whilst the depth of floodplain flows are 
commonly much shallower than this (Alsdorf et al., 2005). Therefore an RMSE 
of greater than 3 m can be considered highly significant in light of the typical 
flow depths observed upon Amazonian floodplains. In light of the previous 
discussion it is eminently clear that a dearth of accurate topographical data 
remains the most significant barrier to more widespread application of 
inundation modelling within Amazonia. 
Bates et al., (2012) stated that the advent of remote sensing, particularly the 
enhanced availability of LiDAR derived DEMs (Marks and Bates, 2000; French, 
2003),  provided the stimulus for the rapid development of the science of flood 
inundation modelling observed within the UK and the Netherlands over the past 
two decades. Initially, LiDAR was able to provide bare earth terrain data with a 
spatial resolution of 2-5 m and with a vertical accuracy of the order 10-15 cm 
RMSE over 20 % of the land surface of the UK (Bates et al., 2004). The scope 
of LiDAR survey has since expanded, such that around 70 % of the UK has 
been subject to survey with a maximum resolution and vertical accuracy are of 
0.25 m and 5 cm RMSE, respectively (Bates et al., 2012). Prior to the 
widespread availability of LiDAR derived DEMs, floodplain elevation was 
derived from cross sectional surveys which were unable to provide a sufficiently 
accurate representation of topography at a scale commensurate with underlying 
process variability (Lane et al., 1999). Hence, through providing an accurate 
representation of floodplain topography at appropriate scales, LiDAR data has 
facilitated the investigation of important underlying process representation 
363 
 
within flood inundation models and improved understanding of shallow water 
flooding (Bates et al., 2012). The main finding of this research was the first 
order influence which topography exerts upon flood inundation (Bates and De 
Roo, 2000; Nicholas and Mitchell, 2003; Fewtrell et al., 2008). These findings 
have been reflected within subsequent research, a substantial volume of which 
has been devoted to developing computationally efficient model codes which 
are able to incorporate high resolution DEMs (Hunter et al., 2005; Bates et al., 
2010; Neal et al., 2010).  
At present, flood inundation modelling within Amazonia is characterised by 
several of the key problems experienced within regions such as the UK prior to 
the widespread availability of LiDAR survey data. Specifically, DEMs which 
provide an accurate representation of floodplain topography at the scale of 
underlying process variability are not widely available. Hence it is clear that an 
increase in the provision of accurate bare earth topographic data is required in 
order to stimulate the modelling of flood inundation dynamics within Amazonian 
floodplains. Airborne or spaceborne LiDAR present the most likely remote 
sensing platforms to provide these data. The provision of LiDAR is currently 
limited by the vast extent of the Amazonia and the remote location of many 
parts of the basin. Indeed at approximately 6.7 million km2, the Amazon basin is 
approximately 300 times as large as the UK. Clearly it is not feasible to achieve 
a full spatial coverage of the Amazon basin with high resolution LiDAR surveys. 
However the provision of targeted airborne LiDAR surveys for local sites 
characterised by a high level of significance and which are representative of 
Amazonian floodplains more widely constitutes a more realistic goal. In addition 
the increasing capabilities of spaceborne LiDAR survey, demonstrated by 
sensors such as ICESat GLAS (Abshire et al., 2005), may also offer some 
potential for the provision of lower resolution LiDAR data over wider spatial 
extents in the future. 
Provision of such LiDAR data would facilitate the direct generation of highly 
accurate floodplain DEMs, circumventing the need to undertake many of the 
initial processing steps which are currently required in order to correct the 
SRTM dataset. In a similar manner to the UK during the past 20 years (Bates et 
al., 2012), the increased provision of topographic data could help shift the 
emphasis of research towards the consideration of key research questions 
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specific to the inundation of Amazonian floodplains; for example the derivation 
of appropriate friction coefficients for typical floodplain land cover types (Mertes 
et al., 1996), further research into parameterisation of hydrological processes 
which attain an additional significance within tropical areas (Aalto et al., 2003; 
Pouilly et al., 2004), the influence and inclusion of sub grid scale features such 
as floodplain channels (Wilson et al., 2007), methods to incorporate a 
representation of channel shifting within longer term simulations of inundation 
and to explore the potential effects of future Amazon ecosystem change 
(Poulter et al., 2010) upon flood dynamics.  
Increasing availability of LiDAR would also be advantageous for many other 
related research applications within floodplain forests, including those which 
have formed part of this thesis. Within chapter 3, Beni floodplain land cover was 
classified with respect to only multispectral Landsat TM imagery (Lu et al., 
2003a). In recent years classification algorithms have developed in order to 
facilitate inclusion of additional variables to aid in discrimination of land cover 
types possessing similar spectral signatures. For example Anderson et al., 
(2010) demonstrated the enhanced ability to distinguish forest types through 
inclusion of stand elevation from SRTM as an additional data source. In the 
Beni study area, the slope of the floodplain was associated with a ~ 40 m 
decrease in elevation along the studied reach, effectively confounding the 
potential benefits associated with additional information provided by SRTM in 
the separation of land cover types. However, the addition of accurate stand 
elevation and forest height from LiDAR survey would undoubtedly enhance the 
ability to separate the different forest types upon the Beni floodplain. 
It is also clear that a greater provision of LiDAR data would contribute to an 
enhanced ability to estimate above ground wood biomass and carbon storage 
within the Amazon basin (Asner et al., 2012a). Asner et al., (2012b) 
demonstrated the potential of LiDAR surveys for providing an efficient means to 
accurately quantify biomass and carbon stocks within the Colombian Amazon. 
Indeed the authors developed a ‘universal equation’ to efficiently estimate 
aboveground biomass and carbon density within a range of forests based upon 
LiDAR survey measurements and limited in situ forest measurements. This 
universal equation offered a higher level of accuracy in comparison to traditional 
methods utilised to quantify spatial distributions of AGWB and carbon (Asner et 
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al., 2012b).  In addition, a systematic analysis of environmental variables 
provided new insight into ecological controls responsible for variation of AGWB 
and carbon density, such as elevation, terrain ruggedness and fractional canopy 
cover. Hence with expanded LiDAR coverage similar analyses could be 
implemented within other areas of the Amazon, including for varzea forests.  
Within chapter 7, extrapolation of plot based biomass measurements with 
respect to a canopy height map derived from the SRTM dataset demonstrated 
that above ground wood biomass stocks within the Beni floodplain are 
substantially lower than would be expected based upon past plot based 
estimates (Phillips et al., 1998; Baker et al., 2004) and spatial maps for the 
Amazon basin (Saatchi et al., 2007). Hence the results presented within chapter 
7 demonstrate how spatially distributed information relating to vertical forest 
structure can be utilised in order to elucidate the influence which local scale 
variables, in this case flood inundation, exert upon distribution of AGWB in the 
Amazon basin. Within the context of this research project, the availability of 
LiDAR data would contribute towards a substantial reduction in the levels of 
uncertainty associated with the aboveground wood biomass storage estimates 
for the Beni floodplain. More widely, spatially distributed information relating to 
vertical forest structure from LiDAR data could also facilitate quantification of 
the influence which other local scale variables exert upon the distribution of 
biomass across Amazonia (Asner et al., 2009). Such variables could 
subsequently be incorporated into approaches used in order to extrapolate plot 
scale measurements to the basin scale (Saatchi et al., 2007), further reducing 
the uncertainty associated with resulting estimates of Amazonian AGWB stocks. 
Therefore overall it can be argued that the application of hydraulic models, and 
hence a wider process understanding of inundation within Amazonian 
floodplains, will remain somewhat limited whilst the SRTM represents the best 
source of data for generation of bare earth DEMs within this region. It is clear 
that an increased provision of high quality bare earth elevation data is ultimately 
required in order to facilitate more accurate simulation of the dynamics of 
flooding within the Amazon basin. The provision of such data, most likely 
through airborne or spaceborne LiDAR surveys, would also provide substantial 
benefits to a wide range of research applications for example the classification 
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of Amazonian land cover (Kawakubo et al., 2013) and derivation of basin scale 
estimates of biomass (Saatchi et al., 2007).  
8.3 Future change in the Amazon basin and potential impacts upon varzea 
forest dynamics 
It has been hypothesised that the Amazon basin will be characterised by rapid 
rates of ecosystem change over the next century, as a result of a number of 
inter-related factors (Poulter et al., 2010). One of the pre eminent aspects of this 
future change are perturbations in water budgets which are predicted to occur 
within Amazonia as a result of interactions between climatological and land use 
changes  (Coe et al., 2008). Subsequently, it is clear that changes in water 
budgets are likely to manifest in terms of river discharge regimes, which will 
subsequently induce significant changes in a range of fluvial processes and 
annual cycles of inundation (Coe et al., 2009).  
Particularly relevant here is the strong connection observed between ENSO and 
the discharge regime of tropical rivers, including the Amazon (Richey et al., 
1989, Ronchail et al., 2005). This is attributable to the fact that rivers are 
comprehensive integrators of anomalies in rainfall, which occur in response to 
ENSO, over large spatial scales (Schongart and Junk, 2007). Within Amazonia 
this manifests in terms of the flood pulse, the timing of which is generally 
consistent each year, occurring at Manaus within the latter half of June in 55% 
of years between 1903 and 2004 (Irion et al., 1997). However inter-annual 
variation in the magnitude of the flood pulse is significant, indeed over the 
period 1903-2004 the maximum flood level was recorded in 1953 at 29.69 m 
above sea level (a.s.l), although the lowest water level was 21.76m a.s.l in 
1926, a range of almost 8m. 
Schongart and Junk (2007) were able to demonstrate the relationship between 
the magnitude of the annual flood pulse within Amazonian rivers and ENSO 
phase through retrospective prediction of maximum water levels in Central 
Amazonia according to anomalies in Southern Oscillation Index (SOI) and sea 
surface temperatures (SST) within the Pacific Ocean. This study illustrated that 
flood inundation magnitude increases within cold phase ENSO (La Nina) years, 
whilst the reverse is true for warm phase ENSO (El Nino) years. This is highly 
significant when considered in the light of future predictions regarding ENSO 
fluctuation in response to future global warming. Using a modelling approach, 
367 
 
Timmermann et al., (1999) predict that under scenarios of continuing emissions 
ENSO is likely to shift such that the mean state resembles current El Nino 
conditions, whilst being simultaneously characterised by higher inter-annual 
variability skewed towards cold phase ENSO. Tentatively, based upon the 
prediction of a shift towards warm phase El Nino conditions within the basin 
(Timmermann et al., 1999), this suggests that the discharge regime of Amazon 
rivers is likely to shift towards lower average discharges and a reduced 
magnitude of the annual flood pulse. Ultimately this is significant as 
perturbations in discharge are inextricably linked to fluvial processes such as 
overbank inundation, sedimentation and rates of channel shifting (Leopold and 
Wolman, 1957).  
Within this study the importance of the aforementioned fluvial processes in 
terms of Amazonian floodplain functioning have been clearly demonstrated. In 
chapter 7, it was shown that high rates of lateral shifting of the Beni river are 
responsible for a modest annual net loss of aboveground wood biomass and 
carbon storage from the floodplain, whilst also being responsible for maintaining 
relatively large areas of varzea forest within early successional stages. 
Maintenance of large areas of these successional forests was considered 
significant, as they are associated with lower AGWB storage, but higher rates of 
carbon assimilation in comparison to old growth varzea. Similar observations 
have been made within other areas of the Amazon, indeed a net annual loss of 
AGWB and carbon was also observed as a result of migration of the Solimoes, 
Japura and Aranapu rivers in the central Amazon (Peixoto et al., 2009). In 
addition, the influence of channel shifting upon floodplain forests has been 
demonstrated for many Amazon rivers (Salo et al., 1986; Kalliola et al., 1992; 
Lamotte, 1992).  
Gautier et al., (2007) demonstrated that rates of channel shifting were 
dependent upon discharge characteristics of the Beni. Specifically the 
magnitude of erosion and deposition within the channel, responsible for 
determining channel migration, was highly correlated with number of days of 
bankfull discharge per year. Hence a shift towards lower average discharge is 
likely to result in a decrease in rates of channel shifting, thus reducing the rates 
at which old growth forest stands are removed and new successional forests 
are generated. Based upon a synthesis of this information it is hypothesised 
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that in the first instance a reduction in the rates of lateral channel shifting are 
likely to lead to a reduction in the annual losses of AGWB and carbon from 
varzea forests which flank meandering rivers within the Amazon basin. In 
addition, a reduction in the rate of lateral channel migration will also lead to a 
decline in the area of primary successional forests, leading to an overall 
increase in AGWB storage, but decrease in carbon assimilation rates within 
forests located upon the floodplains of meandering rivers. 
Results presented in chapter 7 also demonstrated the influence which flood 
inundation exerted upon Beni floodplain varzea forest stands. Through analysis 
of plot data it was shown that flood inundation exerts a first order influence upon 
forest successional stage (Wittmann et al., 2002) and hence aboveground wood 
biomass and carbon storage within the Beni floodplain. In addition, a spatial 
analysis of floodplain AGWB demonstrated that large areas of the Beni 
floodplain are characterised by successional forest stands, associated with low 
biomass storage, due to the influence of flood inundation. Through monitoring 
discharge regimes and measurement of tree rings within the central Amazon 
floodplain, Schongart et al., (2004) were able to elucidate a relationship 
between varzea forest growth and ENSO cycles. Results demonstrated that 
lower discharges associated with El Nino conditions lead to an increase in 
productivity within floodplain forests due to a lower magnitude of flood 
inundation and hence a longer growing season. Hence overall this suggests 
that lower magnitudes of inundation associated with a shift towards El Nino 
conditions may lead to enhanced AGWB and carbon assimilation and storage 
within the Beni study area, and in Amazonian varzea forests more generally. 
Therefore, further research is required in order to quantify how perturbations in 
fluvial disturbance regimes relating to future change within the Amazon basin 
may potentially contribute to changes in above ground biomass and carbon 
storage and assimilation within Amazonian varzea forests. Knowledge of these 
interactions is necessary in order to assess how floodplain functioning may 
respond to future change within the Amazon basin. This is particularly 
significant given the potential of floodplain forests to absorb carbon released 
from Terra Firme forests during warm phase ENSO events (Schongart and 
Junk, 2007). This trend is particularly significant as it is widely acknowledged 
that non flooded Terra Firme forests are associated with net releases of carbon 
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during El Nino events, due to droughts and increased risk of fires (Phillips et al., 
2009), and thus it has been hypothesised that flooded varzea forests may 
provide some mitigation of this phenomenon. Although this represents a 
theoretically sound scenario based upon current information, it is clear that 
further research is required in order to investigate the efficacy of this 
hypothesis. 
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9. Conclusions 
Whilst being of scientific significance in their own right, chapters 3,4 and 5 of 
this thesis constituted pre requisite stages to exploration of the overall aim of 
the PhD research in chapters 6 and 7. Hence the main findings of chapters 3,4 
and 5, along with their wider significance are summarised here initially, before 
drawing final conclusions with respect to the overall aim of this PhD research. 
Based upon the results presented in chapter 3, it can be concluded that the 
application of simple per pixel supervised classification approaches to Landsat 
TM multispectral imagery is sufficient to enable separation of Beni floodplain 
land cover types with a reasonable degree of accuracy. However as a result of 
the mixed pixel problem, which is prevalent within the Amazon land cover 
classification applications, more complex approaches such as a combined 
linear spectral unmixing- decision tree classification are required to separate 
different forest types, which are associated with similar spectral signatures. In 
this regard, results presented within this thesis are in broad agreement with 
previous work (Shimabukuro et al., 1998; Lu et al., 2004) undertaken within 
other parts of the Amazon. Broadly speaking, the level of detail and accuracy 
required within a land cover map depends upon its final end user application. 
Within Amazonia accurate discrimination of different forest types is commonly 
required, for example in order to estimate biomass storage in landscapes 
characterised by mixtures of primary forest and secondary forests of different 
ages. In such instances, implementation of more complex classification 
approaches, demanding additional ‘expert user’ input, is required. Significantly, 
the results of chapter 3 illustrate that at the scale of typical Amazonian study 
areas, an accurate classification of land cover can be achieved based upon the 
application of classification algorithms to Landsat TM scenes, which are both 
freely available and associated with excellent spatial and temporal coverage. 
After correction for systematic vertical offset, the SRTM dataset demonstrated a 
high level of accuracy within non forested areas of the Beni floodplain (RMSE 
1.2 m), whilst absolute accuracy was lower than 20 m within forested areas. 
Therefore on a basic level, the results presented within chapter 4 reflect the 
findings of other studies which have validated the SRTM dataset within the 
Amazon basin (Berry et al., 2007). These initial findings lead to several 
important conclusions with regards to the SRTM dataset, in particular with 
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respect to its application within environmental process studies. The vertical 
offset of the SRTM, found to be 6.74 m for the Beni floodplain, demonstrates 
the need for validation of this dataset prior to use within applications which rely 
upon integration of the SRTM with other vertically referenced datasets 
(Kellndorfer et al., 2004). Furthermore, based upon the results of initial 
validation it can be concluded that the SRTM does not represent the elevation 
of the ground surface in vegetated areas (Carabajal and Harding, 2005), 
requiring that it be classed as a digital surface model (DSM), rather than a 
digital elevation model (DEM) for areas characterised by tropical forest cover 
such as the Beni floodplain (Rodriguez, 2005). Hence in a wider context, these 
conclusions are associated with significant implications for the application of 
SRTM within studies requiring a bare earth DEM, such as flood inundation 
modelling (Baugh et al., 2013). 
The second part of chapter 4 provided insight into the vertical biases contained 
within the SRTM dataset, through comparison with field measured canopy 
height for Beni floodplain forest stands. Saliently, after reduction of noise 
through spatial averaging (Walker et al., 2007), a linear relationship was 
observed between SRTM derived canopy height and field measured canopy 
height. The former was consistently lower than the latter due to penetration of 
the SRTM C-band phase centre an average distance of 7.4 m into the canopy 
of Beni floodplain forests. Thus, based upon this finding it can be concluded that 
the elevation reported within the SRTM corresponds to approximately 35% of 
the distance from the top of the canopy to the ground, broadly consistent with 
the findings of other analyses of the SRTM for tropical forests (Hofton et al., 
2006). Most importantly, the wider implications of these findings are that a 
spatially continuous map of canopy height can be adjusted to account for C-
band phase centre penetration and applied to the SRTM dataset in order to 
remove vertical vegetation biases from the DSM, and to generate a bare earth 
DEM suitable for application within land surface process studies. 
Chapter 5 constitutes the first known instance where bare earth DEMs have 
been derived from SRTM within the Amazon basin, and directly validated with 
respect to an accurate ground elevation dataset. Three main classes of DEMs 
were generated, applying approaches to DEM generation utilised within past 
studies undertaken in the Amazon basin. The first class of DEM was produced 
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by application of zonal average canopy height maps to the SRTM (Wilson et al., 
2007), with forest height derived from field survey and GLAS measurements. In 
the second method, vertical bias in the SRTM was treated based upon a global 
canopy height map (Simard et al., 2011) following the approach of (Baugh et al., 
2013). The final bare earth DEM was produced using a novel method 
developed in this PhD research, in which a first order representation of bare 
earth elevation was produced through interpolation of bare earth elevation 
points, and was subsequently utilised in order to extract estimations of forest 
height from the SRTM dataset. The three bare earth DEMs produced were 
associated with varying levels of accuracy based upon quantitative and 
qualitative validation, in fact it was found that the novel approach produced the 
most accurate DEM, whilst the zonal average DEMs were associated with the 
greatest errors. 
However, the overarching conclusion which can be drawn from this chapter is 
that field and remotely sensed canopy height datasets can be utilised in order to 
remove vegetation biases from the SRTM DSM, substantially improving 
accuracy of the dataset such that vertical accuracy far exceeds pre mission 
accuracy requirements (Bamler, 1999). However, bare earth DEMs derived 
from the SRTM dataset, using the best available methods (Wilson et al., 2007; 
Baugh et al., 2013), were nevertheless associated with RMSE values exceeding 
3 m, attributable to errors in the estimation of canopy height across the 
floodplain. Therefore it can be concluded that ~3 m RMSE represents the 
maximum bare earth DEM accuracy which is realistically achievable based 
upon current data provision within the Amazon basin. Considering that the 
amplitude of the Amazon flood wave is ~10 m (Junk, 1997), whilst floodplain 
flows are typically much shallower than this (Alsdorf et al., 2007), vertical errors 
exceeding 3 m can be considered significant in terms of the application of 
SRTM derived bare earth DEMs within flood inundation modelling. Specifically, 
errors of this magnitude have the potential to propagate erroneous flow 
dynamics through representation of topographical blockages or depressions 
upon the floodplain.  
A number of important conclusions can be drawn based upon the flood 
inundation modelling undertaken in chapter 6. As topography exerts a first order 
influence upon floodplain flow dynamics, application of the bare earth DEMs 
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within a hydraulic model provided a stringent test of their vertical accuracy. 
Validation of preliminary model simulations with respect to high water flood 
extent, derived from ALOS PALSAR, revealed that inundation was 
systematically under predicted in areas close to the Beni channel. This was 
caused by over elevation of the bare earth DEMs in this area, which was in turn 
attributed to the inability of the various canopy height maps utilised in correction 
of the SRTM to properly account for increases in forest height observed for 
stands located in close proximity to the Beni channel. In the context of this 
study, this resulted in poor levels of fit between predicted and observed 
inundation. However these results allow more broad conclusions to be drawn 
relating to bare earth DEM quality. Specifically, it can be concluded that 
approaches to bare earth DEM generation applied within past studies (Wilson et 
al., 2007; Baugh et al., 2013) are not necessarily able to produce a 
representation of topography that is sufficiently accurate for application in flood 
inundation modelling, particularly on floodplains characterised by substantial 
local variations in canopy height such as the Beni. This is contrary to the 
assertions of Baugh et al., (2013), who state that an accurate bare earth DEM 
for use in flood inundation modelling can be derived through correction of the 
SRTM by application of a global canopy height map. 
After refining of the bare earth DEMs in order to remove the remaining forest 
biases, model performance increased substantially. In the formal assessment, it 
was found that simulations undertaken using the refined INT DEM (produced 
based upon the novel method implemented in chapter 5) were characterised by 
the highest level of accuracy with respect to high water inundation extent, low 
water inundation extent and water surface elevation within the Beni river 
channel. It is thought that performance exceeded that of the refined FAV and 
GCH DEM, as a result of a more accurate representation of floodplain 
topography, as indicated by DEM assessment in chapter 5. A particular problem 
identified for the GCH DEM and FAV DEMs, even after refinement, was the 
presence of relatively large topographical depressions in the floodplain. These 
depressions limited model performance at high water through the capture of 
large volumes of overbank flow, limiting inundation within other areas of the 
floodplain. At low water, large volumes of water remained within these 
depressions, indicating that they become isolated during recession of flood 
waters and are unable to drain correctly. Hence the formal model assessment 
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clearly demonstrates some of the limitations associated with DEMs utilised 
here, and it can be concluded that DEM generation methodologies applied in 
past hydraulic modelling studies in the Amazon basin should be applied in 
combination with thorough quantitative assessment in future studies. 
The final conclusion drawn from chapter 6 relates to the inclusion of a 
representation of hydrological processes within the application of hydraulic 
inundation models in the Amazon basin. Here, results demonstrated that 
inclusion of a basic representation of floodplain hydrology resulted in a very 
small increase (Fhw=0.01-0.02) in model performance at high water, whilst the 
increase in performance was more significant at low water (Flw=0.11-0.15). On a 
basic level, this demonstrated that rainfall provided a small net contribution at 
high water, whilst evapotranspiration and infiltration contribute significantly to 
water losses during floodplain dewatering. Importantly, the seasonal variation in 
the contribution of hydrological processes demonstrated here suggests that the 
assumption of a net balance between rainfall and evapotranspiration assumed 
in past studies (Wilson et al., 2007; Baugh et al., 2013), is not necessarily 
appropriate for Amazonian floodplains. 
Based upon work presented in chapter 7, conclusions can be drawn with 
regards to the interactions between fluvial processes and functioning of Beni 
floodplain varzea forests, addressing the overall aim of this thesis. Through 
results presented for the plot scale analysis, it can be concluded that fluvial 
processes exert a significant influence upon successional forest development 
upon the Beni floodplain. Specifically, AGWB demonstrated a clear increase 
with both stand age and relative elevation above Beni river water level (a proxy 
for flood inundation characteristics). Hence it can be concluded that flood 
inundation is responsible for determining the successional stage of varzea 
forests, whilst based upon the covariance between stand age and relative stand 
elevation, it can be more tentatively concluded that sedimentation plays a role in 
forest development through facilitating the process of allogenic succession. 
These findings largely support conclusions made by Wittmann et al., (2004), but 
extend the scope of the analysis in order to provide unique insight into the 
biomass of successional forest stands.  
Indeed, the space-time substitution methodology employed within this research 
facilitates new insight into successional varzea forest growth. Saliently, AGWB 
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in these stands increased tenfold in less than 50 years, whilst carbon 
assimilation rates within these forests were four times greater than the average 
for varzea forests, and ten times greater than the average for Terra Firme 
forests, based upon previous estimates (Baker et al., 2004). Furthermore, 
based upon quantitative evidence it can be concluded that biomass of primary 
successional floodplain forests can reach levels similar to old growth varzea 
stands within 50 years, roughly half of the time it takes for this process to occur 
within Terra Firme forests (Guariguata and Ostertag, 2001). Therefore in broad 
terms, it can be concluded that successional varzea forest stands are highly 
dynamic within the context of Amazonian forests, being associated with low 
levels of AGWB storage but very high rates of carbon assimilation. Indeed, 
perhaps the most significant implication of plot level findings was the potential 
for fluvial processes to exert a more widespread influence upon varzea forest 
characteristics, particularly in terms of AGWB, across the Beni floodplain. 
Accordingly, based upon further analysis undertaken in chapter 7 it can be 
concluded that lateral migration of the Beni river channel exerts a substantial 
control upon AGWB storage and assimilation within floodplain forest stands. It 
was estimated that channel migration was directly responsible for a net annual 
AGWB loss for the Beni study area, due to the loss of old growth floodplain 
forest stands and replacement by early successional stands. A similar result 
was found by Peixoto et al., (2009) for the Solimoes-Japura rivers, implying that 
rapid rates of channel migration, which characterise many Amazonian rivers, 
are responsible for a long term net loss of AGWB and carbon from varzea 
forests across the basin. However this loss is modest given that it constitutes 
just 1.5% of total floodplain AGWB over a period of half a century.  
Perhaps more important is the fact that continued migration of the Beni river 
and reworking of the floodplain maintains relatively large areas of forest in early 
stages of successional development. This is significant as these forests are 
associated with rates of carbon assimilation which are much higher than other 
Amazonian forests (Baker et al., 2004). This process attains an increasing 
significance in the context of the Amazon basin, as natural loss and 
regeneration of forest in Terra Firme stands typically occurs over comparatively 
limited areas in response to tree falls (Kalliola et al., 1992). Hence, overall it can 
be concluded that continuous turnover of floodplain forest stands as a result of 
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channel migration has the potential to sequester large volumes of carbon within 
AGWB. However, the efficacy of this assertion is dependent to a large extent 
upon the fate of carbon lost through processes of fluvial erosion. For instance, if 
AGWB and carbon lost through lateral channel shifting is transported out of the 
reach and stored, then channel migration would theoretically lead to a 
continuous drawdown of atmospheric CO2 across the Amazon. However, if the 
lost AGWB is subject to rapid decomposition, the sequestration of carbon within 
newly formed successional forests would essentially be negated. Hence further 
research is required in order to quantify the fate of eroded AGWB and carbon, 
and determine the net contribution of this process across Amazonia. 
Based upon spatial extrapolation of plot level biomass estimates according to a 
canopy height map, it was concluded that AGWB storage for the Beni floodplain 
study area is substantially lower than would be expected based upon previous 
estimates for varzea forest stands across the Amazon basin (De Paula et al., 
1990: Baker et al., 2004). This disparity was substantial, indeed total floodplain 
AGWB storage estimates here were less than half of that predicted by a 
biomass map for the Amazon basin (Saatchi et al., 2007). Intersection of the 
biomass map with outputs from the hydraulic model demonstrated, for the first 
time, a significant relationship between inundation characteristics and the 
spatial distribution of varzea forest biomass at the scale of a whole floodplain. 
Indeed AGWB was negatively associated with inundation depth, reflecting the 
conclusions drawn based upon the plot scale analysis. Hence, through 
integration of results generated within this PhD research, it can be concluded 
that flood inundation maintains large areas of Beni floodplain forests in stages 
of successional development, directly contributing to the low biomass stocks 
which characterise the study area.  
Varzea forests comprise an area of up to 500,000 km2 of the Amazon basin, 
thus the findings of this study are highly significant, suggesting that the volume 
of AGWB stored in floodplain forests may be systematically overestimated 
across Amazonia. In turn, this suggests that varzea forests represent a 
substantial source of uncertainty in basin scale estimates of biomass (Malhi et 
al., 2006). The work presented in this thesis has demonstrated that spatial 
patterns of flood inundation appear to exert a significant influence upon AGWB 
density within varzea forest stands located upon Amazonian floodplains. Hence, 
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varzea forests are currently poorly represented in methods which are currently 
utilised to produce basin wide estimates of AGWB in Amazonia, which 
extrapolate plot scale biomass measurements with respect to broad scale 
environmental variables, such as climatic characteristics (Houghton et al., 
2001). Accordingly, based upon the results of this study it can be concluded that 
a basic representation of flood inundation characteristics is required within 
algorithms used to estimate biomass across Amazonia, in order to provide a 
more accurate representation of AGWB storage in varzea forests. This would 
contribute to a reduction in the high levels of uncertainty currently associated 
with these maps (Saatchi et al., 2007). 
Overall, through integration of field data, remote sensing analysis and numerical 
modelling, this thesis provides a new and unique insight into the dynamics of 
flood inundation upon Amazonian floodplains, and the interactions between 
fluvial processes and aboveground wood biomass storage within varzea forests. 
Accordingly, a wide range of conclusions across a number of fields have been 
drawn based upon this PhD research. Perhaps the most significant limitation of 
this research project is constituted by the substantial level of uncertainty 
associated with bare earth DEMs and subsequent predictions of flood 
inundation, along with spatial extrapolation of plot level biomass measurements. 
However, much of the uncertainty propagated here was attributable to the 
datasets currently available for Amazonia, and was largely unavoidable in the 
context of this research. Therefore it can be concluded that an improvement in 
the quality of data provision in the Amazon basin, specifically LiDAR surveys, is 
required in order to build upon the findings of this thesis. 
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