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だ日数（Frankenberg and Thomas, 2000; Lam et al., 2006），あるいは，生態学や環境調査で収
集された単位面積あたりの動物数（Welsh et al., 1996）など，多くの研究においてゼロの値を
多く含む計数データが観察され，その解析方法について議論がされている．そのようなデータ
に対して，どのようにゼロが多いのかを考慮し，適切なモデル，例えば，zero-inﬂated ポアソ
ンモデル（Lambert, 1992），zero-inﬂated 負の 2項回帰モデル（Greene, 1994），ハードルモデル
（Mullahy, 1986）などを選択することは重要なことである．しかし，ゼロが多いことに注意を払
う必要性がまだ十分に認識されておらず，ゼロの割合が高いデータに対して，そのことを十分
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であるとは思われない場合も多い．負の 2項回帰モデル（Lawless, 1987; Hilbe, 2007）は，その
ようなデータに対してよく用いられるモデルで，反応変量が期待値 μ の負の 2項分布に従い，
期待値 μ と説明変数ベクトル xとの関係がリンク関数 g(·)を用いて g(μ)=xT β と表せるとす
る回帰モデルである．負の 2項分布の確率関数は以下で与えられる．






















で，θ を +∞ としたとき負の 2項分布はポアソン分布に帰着する．







布に従い，R= rが与えられたときの Y は平均mが
log(m)=βT x + log r
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図 1. ポアソン分布（上段）と負の 2 項分布（中段：サイズパラメータ θ =2，下段：サイズパ




















ガリザメの混獲数は 30,000以上の操業のうち 50％ 以上の操業でゼロであった．Minami らは，
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図 2. クロトガリザメの標準化平均混獲数の年次変動推定値：負の2項回帰モデル（モーメント法
推定値 θˆMM =0.157），負の 2項回帰モデル（最尤推定値 θˆML =0.318），zero-inﬂated
負の 2回帰モデル（サイズパラメータは最尤推定値），ポアソン回帰モデルの推定結果を





タはモーメント法推定値 θˆMM =0.157），負の 2項回帰モデル（サイズパラメータは最尤推定値
θˆML =0.318），zero-inﬂated 負の 2項回帰モデル（サイズパラメータは最尤推定値），ポアソン
回帰モデルの推定結果を用いて年に関する partial dependence（Hastie et al., 2009，付録 A）を
計算し，標準化年次平均として示したものである．Partial dependence は他の変量の影響を除
くために他の変量に関する期待値を取ったものであり，「標準化」とは環境要因や操業条件の影
響を取り除いて評価したことを意味する（Maunder and Punt, 2004）．
この期間にこの水域では，操業方法や混獲に対する対処法などの大きな変化は無かったので，
混獲数の推移は，生息数の推移を反映していると考えられる．図 2の結果は，他のモデルでは，







まず，2つの水準 Aと B からなる因子変量と連続変量 xを説明変量とする負の 2項回帰モ
デルに従う確率変数W の値 wi(i= 1, . . . ,2N) を以下の手順で生成し，その一部をゼロに置き
換えて yi(i=1, . . . ,2N)を生成する．この生成モデルについては 2.2.3節で説明する．N は各水
準の標本数で N =10000である．
（1） 区間 [0,1]の一様分布に従う値を N 個生成し，ui′ (i′=1, . . . ,N) とおく．
（2） xi′ =5.5u2i′ − 2.5 (i′=1, . . . ,N) とする．
（3） 以下の平均 μAi′ ,μ
B
i′ (i
′ =1, . . . ,N)を持ち，サイズパラメータ θ =0.6の負の 2項分布に




′=1, . . . ,N) を生成する．
log(μAi′ ) = xi′ + 3




′ = 1, . . . ,N) を合わせて wi (i = 1, . . . ,2N) と記し，同様にその平均も μAi′ と μ
B
i′
(i′=1, . . . ,N)を合わせて μi と記す．IB(i)を標本 iが水準 Bであれば 1，そうでなければ 0で
あるような関数とすると平均 μi は
log(μi)=xi + 3− 1.5 IB(i)
と表せる．






=−3xi − 5 + 2.5IB(i)
で定義し，wi を確率 pi で 0に置き換えて yi と置く．つまり，
yi =
{
0 with probability pi
wi with probability 1− pi
とする．
yi は wi に比べてゼロが多く，また，その生成方法により，
yi≤wi (i=1, . . . ,2N)
であることに注意されたい．
2.2.2 ポアソン回帰モデルと負の 2項回帰モデルの当てはめ
負の 2項回帰データ wとゼロの多いデータ y に，平均構造に対数線形モデルを仮定したポ
アソン回帰モデルと負の 2項回帰モデルをあてはめた．統計ソフトウェアは R を用いた．負の
2項回帰モデルのサイズパラメータの推定には，最尤推定法（MASSパッケージの関数 glm.nb）
と，モーメント法（mgcv パッケージ Ver. 1.3-31 の関数 gam）の 2つの方法を用いた．その他の
パラメータの推定はいずれも最尤推定法による．図 3 は 2つの回帰モデルによる当てはめ値の
水準ごとの平均のプロットで，表 1に 2つの回帰モデルのパラメータ推定値と当てはめ値の水
図 3. 当てはめ値の水準ごとの平均値．w（左）と y（右）に負の 2 項回帰モデル（点線）とポア
ソン回帰モデル（実線）を当てはめたときの，水準 Aと B の当てはめ値の平均値．
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表 1. 負の 2 項回帰モデルとポアソン回帰モデルによるパラメータ推定値．





log(μi)=β0 + βxxi + βBIB(i)
である．負の 2項回帰データ wに対しては，この平均構造はデータを生成したモデルなので，
どちらの回帰モデルの最尤推定量も一致性を持つ．パラメータの推定値も 2つの回帰モデル







準 Aの当てはめ値の平均は 72.53 (θˆMLE ,0.422) と 77.40 (θˆMME ,0.305)で，観測値の平均 41.75
（=ポアソン回帰モデルによる当てはめ値の平均）よりもはるかに大きい値となった．
負の 2項回帰データ w とゼロの多いデータ y は，すべての iに対し wi≥ yiであるから，ゼ
ロの多いデータ yi の水準 Aの平均 41.75 は負の 2項回帰データ wi の平均 42.67 より小さい．
しかし，負の 2項回帰モデルによる水準 Aの当てはめ値は，サイズパラメータに最尤推定値
を用いた場合で比較すると，ゼロの多いデータの当てはめ値 yˆi の平均 72.53 は 負の 2項回帰
データの当てはめ値 wˆi の平均 41.49 よりはるかに大きい値となった．
βx と βB の最尤推定値は，いずれも符号は変わらないが，絶対値はデータを生成した値より
も大きくなっている．サイズパラメータの推定値は共にデータを生成した値 θ =0.6 よりも小
さいが，モーメント法推定値（0.305）の方が最尤推定値（0.422）より小さい．
2.2.3 ゼロの多いデータの生成モデル
ゼロの多いデータ y は，負の 2項回帰モデルに従う値 w をロジスティック回帰モデルに従う
確率変数の値によってゼロに置き換えたデータであった．この yの従うモデルは zero-inﬂated
負の 2項回帰モデル（Greene, 1994）と呼ばれる．これは平均 μ の負の 2項分布に従う確率変数
の値を確率 p でゼロに置き換えたときの分布である zero-inﬂated 負の 2項分布の，パラメータ
μおよび pと説明変数を対数リンク関数，ロジスティックリンク関数で結びつけた回帰モデル
である．
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負の 2項分布に従う確率変数の値を確率 pでゼロに置き換える，ということは言い換えれば，




p + (1− p)fNB(0|b,β, θ) for y=0
(1− p)fNB(y|b,β, θ) for y=1,2, . . .
(2.1)
で与えられる．ここで，









log(μ) = β0 + b1β1 + · · ·+ bkββkβ = bT β
logit(p) = γ0 + g1γ1 + · · ·+ gkγ γkγ = gT γ
であり，b と g はロジスティック回帰モデル部分，および，負の 2項回帰部分の説明変数ベク












業ごとに記録したものである（Roma´n-Verdesoto and Orozco-Zo¨ller, 2005; Minami et al., 2007）．
サメの混獲数は多くのゼロを含むが，その比率は年ごとにばらつきがある．図 4は 1994年と
2004年の操業ごとの混獲数の頻度分布を示したものである．1994年にはゼロの比率は 37.4％で
図 4. 1994 年と 2004 年の漁あたりのクロトガリザメ混獲数の頻度表．
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表 2. サメの混獲データに対する係数推定値．1995年から 2004年の係数は，各年を水準とす
る因子変量として 1994 年との対比．変量 Z1, Z2, Z3, Z4 は環境要因や操業条件を表















の 2項回帰モデルにおけるサイズパラメータの最尤推定値は 0.568 であった．




思われる．また，Vuong 検定（Vuong, 1989）も負の 2項回帰モデルより zero-inﬂated負の 2項
回帰モデルを支持する結果となった．
次に，ポアソン回帰モデルと負の 2項回帰モデル（θˆML = 0.318）による係数推定値を比較し
よう．すべての係数推定値が 2 つのモデルで同じ符号となっている．しかし，その絶対値は
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である．2節で扱ったシミュレーションデータ w も上記が該当するものであった．w は zero-
inﬂated 負の 2項回帰モデルに従い，ゼロ状態を取る確率は変数 xと IBに依存する．また，サ




















Zero-inﬂated 負の 2項分布に従うデータに負の 2項分布を当てはめたときのサイズパラメー
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タ推定値に関しては，以下の定理が成り立つ．
定理 1. パラメータ p,μ0, θ0(0 < p < 1,0 < μ0,0 < θ0) の zero-inﬂated 負の 2 項分布に従う
データにパラメータを μ,θ とする負の 2項分布を当てはめると標本数 n が +∞ に近づくに
つれ，






（2）最尤推定値 θˆML は θ†<θ0 であるような θ† に確率収束する．
証明は付録 Cを参照のこと．この定理は zero-inﬂated負の 2項分布に対してのものだが，平
均が説明変数に依存するとする zero-inﬂated負の 2項回帰モデルの場合もサイズパラメータの
推定には同様な現象が起こると思われる．シミュレーションデータの例では，データ生成時の
zero-inﬂated負の 2項回帰モデルにおけるサイズパラメータの値は θZINB =0.6だが，負の 2項
回帰モデルを当てはめたときのモーメント法推定値は θˆNBMM =0.305，最尤推定値は θˆNBML =0.422
であった．サメの混獲数データでは zero-inﬂated負の 2項回帰モデルを当てはめたときのサイ
ズパラメータの最尤推定値は θˆZINB =0.568だったが，負の 2項回帰モデルを当てはめたとき
のモーメント法推定値は θˆNBMM =0.157，最尤推定値は θˆNBML =0.318であった．
4.2 平均の小さいデータの影響が大きくなる















= (y − μ)b





（Williams, 1987; Chambers and Hastie, 1992）がある．クックの距離は各観測値の係数推定値に
与える影響を測り，テコ比は各観測値の当てはめに与える影響を測る．どちらも値が大きいほ
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データの平均構造が zero-inﬂated 負の 2項回帰モデル（2.1）のもので
(1− pi)μi = exp{bTi β}
(
1
1 + exp{gTi γ}
)
(4.1)
= exp{bTi β − gTi γ}
(
1
1 + exp{−gTi γ}
)
(4.2)
であるとする．表現（4.1）より，gTi γ が負で絶対値が大きいとき，つまり，piが 0に近いとき，
(1 − pi)μi は exp{bTi β} に近くなる．また，表現（4.2）より，gTi γ が正で大きい値を取るとき，
つまり，pi が 1に近いとき，(1− pi)μi は exp{bTi β − gTi γ} に近くなる．
さて，今，簡単のために説明変数が負の 2 項回帰部分とロジスティック回帰部分で等しく
bi = gi であるとする．このとき，
exp{bTi β − gTi γ}=exp{bTi (β − γ)}.
282 統計数理　第 61 巻　第 2 号　 2013
図 6. シミュレーションデータに対する回帰曲線．データを生成した真の平均（実線），ポアソ
ン回帰モデルによる推定回帰曲線（点線），負の 2 項回帰モデルによる推定回帰曲線（破







持つという制約を置いたモデルを提案している．ここで β と γ の第 j 成分 βj と γj の符号が
逆であるとすると絶対値の間に
|βj − γj | ≥ |βj |
という関係が成り立つ．ゼロ状態を取る確率 pi が 1に近いとき，観測値の平均 (1− pi)μi は
exp
{








図 6 に zero-inﬂated 負の 2項回帰モデルのシミュレーションデータ y に対する回帰曲線を
示した．データを生成した真の平均を実線で，ポアソン回帰モデルによる推定回帰曲線を点線
で，負の 2項回帰モデル（サイズパラメータは最尤推定値）による推定回帰曲線を破線で示して
いる．左図は水準 A，右側は水準 Bに対する回帰曲線で，横軸は説明変量 xの値を表す．水準
Aに対する（推定）回帰曲線は
真の回帰曲線 μ= 1
1 + exp{−3x− 5} exp{x + 3}
ポアソン回帰モデルによる推定回帰曲線 μ=exp{1.111x + 2.782}
負の 2項回帰モデルによる推定回帰曲線 μ=exp{1.414x + 2.670}































Partial dependence（Hastie et al., 2009）は，説明変量の反応変量に与える影響を示すための
関数で，他の変量の影響を除くために他の変量に関する期待値を取ったものである．Xsを興味
のある説明変量，Xc をその他の説明変量ベクトルとし，説明変量が xs,xc であるときの反応
変量の期待値を g(xs,xc) で表すとする．このとき g(Xs,Xc) の説明変量 Xs に対する partial
dependence は
gs(xs)=EXc [g(xs,Xc)]
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値の平均と等しくなることを示す．
指数型分布族に属する分布は確率関数/確率密度関数が
f(y;η,φ)= exp{(yη − b(η))/a(φ) + c(y,φ)}
と表せる．ここで η は自然パラメータで，平均 μの単調関数として表すことができ，この単








今，観測された説明変量ベクトルと反応変量を xi,yi (i=1, 2, . . . ,n)とし，係数を最尤推定

















れぞれ真の分布の平均と分散に等しいとした式の解に収束する．負の 2 項分布 NB(μ,θ) を
zero-inﬂated 負の 2項分布 ZINB (p,μ0, θ0)に当てはめたとき，これらの式は











であり，これらの方程式の μ と θに対する解 μ∗ と θ∗ は






で与えられる．(1− p)/(1 + pθ0)< 1であるから，θ∗<θ0 が成り立つ．
（2） 標本数が大きくなるにつれ最尤推定値は，真の分布の下でのモデルの平均対数尤度を
最大にするパラメータの値に収束する．真の分布 ZINB (p,μ0, θ0), 0<p< 1, 0<μ0, 0<θの下
でのモデル分布 NB(μ,θ) の平均対数尤度を g(μ,θ) とし，これを最大にする μ と θの値を μ†
と θ† と記す．平均対数尤度 g(μ,θ)は，θ≥ θ0 に対し
g(μ,θ) ≡ EZINB(p,μ0 ,θ0) [log(fNB(Y |μ,θ))]
= (1− p)ENB(μ0,θ0) [log (fNB(Y |μ,θ))] + pθ [log(θ)− log(θ + μ)]
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= (1− p)ENB(μ0,θ0) [log (fNB(Y |μ0, θ))]
+(1− p)ENB(μ0,θ0) [log(fNB(Y |μ,θ)) − log (fNB(Y |μ0, θ))]
+pθ [log(θ)− log(θ + μ)]
と表せる．関数 h(μ,θ) を
h(μ,θ) = (1− p)ENB(μ0,θ0) [log (fNB(Y |μ,θ))− log(fNB(Y |μ0, θ))]
+pθ [log(θ)− log(θ + μ)]
と定義すると
g(μ,θ)= (1− p)ENB(μ0,θ0) [log(fNB(Y |μ0, θ))] + h(μ,θ)
と表せ，
h(μ,θ) = pθ log(θ) + (1− p)(θ + μ0) log(θ + μ0)− θ log(θ + μ)
−(1− p)μ0 log(θ + μ) + (1− p)μ0(logμ− logμ0)




















であることを示す．h(μ,θ) に μ=μ† を代入すると




= p log(θ) + (1− p) log(θ + μ0)− log(θ + μ†) log(pθ + (1− p)(θ + μ0))
< log(pθ + (1− p)(θ + μ0))− log(θ + μ†)
= log(θ + μ†)− log(θ + μ†)
= 0
となる．これより ∂h(μ†, θ)/∂θ は常に負であり，h(μ†, θ) は狭義の単調減少関数であることが
わかる．ENB(μ0 ,θ0) [log (fNB(Y |μ0, θ))]は θ= θ0において最大値を取るので，θ= θ0における偏
微分は 0 となる．よって，











また，g(μ†, θ)は (0,∞)で θ に関して連続な関数であり，limθ→0+ g(μ†, θ)=−∞ であるから，
g(μ†, θ)を最大にする θの値 θ† は (0, θ0) に存在する．
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Analysis of Data with Many Zero-valued Observations:
Over-estimation of Temporal Trend by Negative Binomial Regression
Mihoko Minami1 and Cleridy E. Lennert-Cody2
1Department of Mathematics, Keio University
2Inter-American Tropical Tuna Commission
In ecological and environmental studies, count data such as the number of animals
per unit area or unit eﬀort often contain many zero-valued observations. Such data un-
fortunately may be analyzed without any special consideration given to how the zeros
arose. In particular, the negative binomial regression model has been a commonly used
model for count data with overdispersion. However, we found that the negative bino-
mial regression model over-estimated temporal trends in species relative abundance. Such
over-estimation could be problematic, for example, for the development of management
guidelines for conservation.
In this paper, we investigate this phenomena of over-estimation. We show that when
the negative binomial regression model is ﬁtted to data with excess zeros, the estimate of
the size parameter becomes too small and the observations with small ﬁtted values have
more inﬂuence. This results in estimated coeﬃcients of predictors that are too large in
absolute value, and it produces exaggerated estimates of the marginal eﬀects.
Key words: Over-dispersion, inﬂuence function, size parameter, zero-inﬂated negative binomial
regression model, Cook’s distance, leverage.
