Many view the .50 --.80 Rs typically seen for job-component validation (JCV) models as adequate to justify inferences of validity/utility. This study derived JCV models predicting DOT Strength from O*NET dimensions; although a R = .82 was achieved, errors of prediction were too large to justify its applied use.
ignoring the often substantial variability in personal traits that exists among successful incumbents, the degree of redundancy seen among O*NET predictor scores and related discriminant validity issues, aggregation bias when using occupation-mean profiles, the question of what type of criterion (or criteria) should be predicted, and other issues.
This study focused on one of the concerns described by Harvey (2010) : specifically, the question of whether derivation-sample Rs of the size typically seen in past O*NET JCV studies are of sufficient magnitude to allow researchers and practitioners to safely conclude that applied uses of these equations will exhibit adequate utility and precision. Based on the enthusiastic recommendations offered by Jeanneret and Strong (2003) , LaPolice et al. (2008) , and Johnson et al. (2010) , practitioners might well conclude that the mere presence of such sizableappearing multiple Rs provides all the empirical evidence that is necessary to justify the use of JCV prediction models when making applied personnel decisions.
The Present Study
The position advanced in this study is that even if one is able to achieve multiple Rs in the .80s when deriving JCV models, such a finding does not imply that it is safe to conclude that applied uses of that model will exhibit adequate prediction accuracy, especially for applied functions that involve making selection, placement, or similar decisions regarding individual jobs or occupations. To evaluate this hypothesis, JCV models were derived using O*NET dimension scores to predict the DOT Strength scale; applied utility was assessed by examining the size of the residuals between predicted versus actual Strength scores.
The DOT Strength scale was chosen as the criterion due to the fact that despite the DOT's obsolescence, this scale is still in widespread applied use in mission-critical applications. In particular, the US Social Security Administration (SSA) uses DOT Strength ratings when adjudicating the millions of new disability claims that are filed each year. In these disability-related applications, the primary focus is frequently on scores that lie at the lowest levels of the 5-point Strength scale (which has values of 1 = Sedentary, 2 = Light, 3 = Medium, 4 = Heavy, and 5 = Very Heavy). That is, in cases in which a disability claimant suffers from significant physical limitations and is deemed to be able to perform only occupations that require a Sedentary level of exertion, it is critical that a JCV model predicting DOT Strength requirements (either for a new occupation not rated by the DOT, or as part of a process to replace SSA's reliance on the DOT by generating Strength ratings using the O*NET database) produce accurate predictions when differentiating between the Sedentary versus Light points on the Strength scale.
The fact that O*NET is based on the Standard Occupational Classification (SOC) title taxonomy, which rates approximately one-tenth the number of occupations described in the DOT, arguably limits the usefulness of the O*NET database as a vehicle for developing JCV models to predict the Strength ratings required by SSA and others when adjudicating disability claims (in the sense that DOT data provide greater granularity with respect to matching a specific person's past job title to an occupational title). However, past JCV studies have deemed the SOC level of analysis to be adequate for JCV (e.g., LaPolice et al., 2008) , and the Johnson et al. (2010) likewise advocated strongly for the expanded use of O*NET data in JCV applications.
Several research questions were examined. First, can JCV models developed using O*NET data produce high Rs (i.e., comparable to those from earlier JCV studies) when predicting DOT Strength ratings? Second, are the title-level predictions produced by such models sufficiently accurate to justify the applied use of such JCV-based Strength predictions in mission-critical disability determination applications (in which high accuracy in predicting the lower two scale points is essential)?
Regarding the former question, although in a normative sense it is impressive to be able to produce multiple regression models having Rs in the .70s and .80s, it is the squared multiple correlation that provides a more realistic index of the predictive adequacy of a regression model. In the case of a .70 multiple R, such an equation accounts for less than 50% of the criterion variance; R = .80 still leaves over one-third of the criterion variance unexplained. Indeed, the R = .35 JCV model reported by Jeanneret and Strong (2003) leaves approximately 88% of the criterion unexplained. Clearly, if even the best JCV models leave 30% or more of the criterion unexplained, the possibility that such models may produce unacceptably large errors of prediction deserves to be explicitly examined.
Regarding the latter question, the fact that we might expect to find that the largest errors of prediction tend to occur at the high and low extremes of the criterion is a concern, given the selective focus on the lower points of the Strength scale in disability applications. Accordingly, it was hypothesized that potentially unacceptable levels of prediction error would be seen when predicting the Sedentary versus Light distinction that is critical for disability applications.
A third research question concerned the degree to which JCV models derived using aggregated O*NET profiles produce higher levels of prediction than ones derived using predictor profiles measured at the level at which the ratings were actually collected. That is, if significant aggregation bias is present, based on James (1982) we would predict that higher Rs would result from using the OU aggregate profiles as predictors. In view of the levels of within-OU heterogeneity seen in O*NET ratings (e.g., Harvey, 2009; Harvey & Hollander, 2002) , it was hypothesized that JCV model Rs produced in OU-aggregate equations would be appreciably higher than those produced using JCV models derived using rater-level predictor profiles.
A fourth research question concerned the kind of information that is provided by the ratings in the O*NET database. In past studies (e.g., Harvey & Hollander, 2002) it has been speculated that the peculiar nature of the O*NET single-item holistic rating scales (particularly, their high subjectivity and lack of job-related anchors) could produce a situation in which the primary information provided by O*NET ratings is to simply reflect the judgment of raters as to whether each abstract work characteristic is applicable to the job at some nontrivial level, versus whether it is effectively irrelevant and should receive a does-not-apply (DNA) rating.
That is, it can be argued that two basic processes are involved in making ratings using the O*NET's scales. For some traits, even raters with only a rudimentary understanding of the job ought to be able to identify obviouslyirrelevant traits as being DNA. However, for the remainder of the traits, even highly knowledgeable raters are required to engage in varying degrees of educated guesswork to determine the level rating to give, due to the lack of anchoring for over half of the points on each BARS scale, as well as the questionable spacing, ordering, ambiguity, and often esoteric nature of the BARS anchors. For example, raters may say with considerable confidence that a handful of O*NET scales are DNA for a given OU (e.g., a Production Laborer does not use Inductive Reasoning to a nontrivial degree, or an Industrial-Organizational Psychologist does not require nontrivial Explosive Strength), but their ratings of the applicable traits may reflect considerable imprecision (a fact evidenced in the often highly questionable levels of interrater agreement seen; e.g., Harvey & Hollander, 2002) . As can be seen from the O*NET scale shown in Figure 1 , considerable subjectivity is associated with making the Level ratings (e.g., rate the amount of Inductive Reasoning required by the Industrial/Organizational Psychologist occupation).
To examine the hypothesis that the primary useful information conveyed by O*NET holistic ratings is the apply-versus-DNA distinction, the degree to which JCV model Rs were attenuated when the non-DNA ratings provided by actual O*NET raters were replaced by random ratings was examined. Based on past research (e.g., Harvey & Hayes, 1986; Harvey & Hollander, 2002) it was hypothesized that even when only the DNA information is effectively retained (i.e., when all non-DNA ratings are replaced by random ratings), significant levels of predictive power would still remain (especially when profiles are averaged across raters for each OU to leverage the effect of aggregation bias). Method
Instruments and Participants
Archival ratings were obtained for N = 5,862, 6,605, 6,615, and 6,625 rater-title combinations from teams of 5 or more raters who rated 1,147 occupational units, or OUs, in the O*NET Abilities survey, and 1,180 OUs in the Skills, Knowledges, and GWAs surveys, respectively, as part of the initial population of the O*NET database. See Jeanneret and Strong (2003) , LaPolice et al. (2008) , and the O*NET 98 Data Dictionary technical report (USDOL, 1998 ; particularly, Appendix D) for more information on the processes used to collect this database and the way in which the OU taxonomy was identified.
The criterion measure of interest (DOT Strength) was matched to each O*NET rating profile as follows. First, a crosswalk linking the original 6-digit OU codes to the titles from the DOT was obtained (National Crosswalk Service Center, n.d.a), as was a listing of the ratings of each DOT occupation on an array of attribute requirements (National Crosswalk Service Center, n.d.b). Because typically multiple DOT titles share a single O*NET OU, to compute the DOT Strength criterion value to be used in the JCV analyses for each OU, the Strength ratings (on a 1-5 scale with anchors being Sedentary, Light, Medium, Heavy, and Very Heavy) were averaged across all DOT titles in each OU. The attribute ratings of each DOT occupation were then merged with with the O*NET ratings, matching by OU title.
In light of the considerable number of times that O*NET has changed its title taxonomy, not surprisingly some failures to merge were seen. For example, OU 15014 was contained in the crosswalk between DOT and OU, but the O*NET ratings were collected on a subdivided version of this OU (i.e., rating 15014A, 15014B, and 15014C). Although in such cases the DOT ratings for the non-disaggregated title could have been assigned to each disaggregated OU that was rated, the added imprecision that this might cause was not seen as being justified by the relatively minor increase in sample size that would result (62 additional OU titles could have been assigned criterion measures if a less-stringent matching rule were used). Hence, a total sample of 1,036 OUs was identified using profiles rated on all four O*NET surveys, and that could be matched to the DOT Strength criterion. Analyses that involved using predictors from all four O*NET surveys could only be performed at the OU-mean level of analysis, given that different raters were used for different surveys.
For the rater-level analyses, because such analyses could only be conducted on one survey at a time, the Abilities survey was selected as the one to provide the predictors. This was done due to both the fact that far more research has been performed on this instrument (as it is essentially identical to the FJAS survey described by Fleishman & Mumford, 1991) , and the fact that with respect to predicting the overall physical demands of an occupation, it was felt that the traits rated in the Abilities survey were the most relevant of the four major survey instruments (i.e., given that many of the items focus on physical and psychomotor abilities). The final sample of raters in the Abilities survey that rated OUs that could be merged with the Strength criterion was N = 5,358, which translates into an OU-mean N = 1,053 (some OU codes rated in the Abilities sample were not rated in the other surveys).
Analyses
JCV models were derived at both the rater-level and OU-mean level of analysis using procedures similar to those described by LaPolice et al. (2008) . To address the fourth research question concerning DNA ratings, additional models were evaluated in which all ratings that were effectively DNA (i.e., ones given ratings of '0' in individual-rater analyses, and having a mean less than '1' in OU-aggregate profiles) were either left as-is (for raterlevel data), or in the case of OU-aggregate analyses, either left as-is or given values of '0' (because the means could assume intermediate values between 0 and 1).
In all cases, the remaining "applicable" ratings were replaced with random numbers that were sampled as random integers from the population distributions of each O*NET trait (i.e., by generating a uniform random variable in the 0-1 range, and assigning the value corresponding to the first rating point for which the uniform random variable fell below the corresponding cumulative distribution point). Additional details on the random number generation process can be found in Harvey (2009) .
When deriving the JCV models, the continuous Strength criterion (i.e., the OU mean Strength rating averaged across all DOT titles in the OU) was used out of a desire to maximize the potential for the O*NET scales to predict each OU's Strength requirement rating (i.e., to retain maximum variance). However, because in practice (e.g., for disability determination applications) the overall Strength requirements of occupations are viewed in terms of the five ordered categories of the scale, when assessing the magnitude of the JCV errors of prediction both the actual Strength criterion and the predicted Strength value for each OU were converted back to the original 1-5 integer-valued metric of the scale (i.e., by rounding to the nearest integer). Prediction residuals were then computed between these integer-valued Strength scores.
That is, for disability related applications, for individuals who suffer from significant physical impairments and are determined to be able to perform only occupations that require Sedentary work, the primary consideration simply involves determining whether an occupation falls in the lowest Strength category (1, or Sedentary), or whether it has a higher requirement (in which case it would be not be considered to be one that the individual would be qualified to perform). Consequently, when evaluating the consequential validity or accuracy of the JCV predictions of an occupation's DOT Strength rating, the bottom-line question (in the derivation sample) is whether or not the predicted value matches the actual 1-5 criterion category of Strength. In a sense, this can be viewed as a somewhat more lenient criterion of prediction accuracy than would normally be the case. Table 1 summarizes the results of the JCV models predicting Strength using job-side scales from all of the major content areas rated in O*NET (i.e., the Ability, Skills, GWAs, and Knowledge rating surveys). By necessity, these can only involve the OU-aggregated level of analysis. Table 2 presents similar results, computed using only predictors from the Ability domain in order to allow comparisons of rater-level versus OU-aggregate profiles.
Results & Discussion
The results presented in Tables 1 and 2 provide support for the hypotheses that (a) strong predictability of the DOT Strength scale can be achieved using JCV methods based on O*NET data (with multiple Rs in the high . 80's being seen in the best models); (b) JCV models based on aggregated data for each OU yield appreciably higher Rs than rater-level profiles; (c) surprisingly high levels of predictive power can be achieved when O*NET ratings are dichotomized to convey only the DNA-versus-applicable distinction (a finding consistent with earlier speculation that the bulk of the useful information conveyed by O*NET ratings simply involves the judgment as to whether the trait is relevant to the job); and (d) clearly unacceptable levels of prediction errors are present even for JCV models having Rs in the high .80's, especially in the lower range of Strength values that is critical for SSA's disability-adjudication purposes (e.g., using the Ability predictors in Table 2 , even the JCV model with the highest R has an error rate predicting the Sedentary rating in excess of 30%, with an error rate higher than 20% for the best model in Table 1 ).
In sum, the above results speak positively regarding the generalizability of past JCV studies using O*NET data to predict external criteria, but raise a strongly cautionary note regarding the fact that unacceptable levels of prediction accuracy may be seen even in JCV models that exhibit Rs in the mid-to high .80's (levels that in most applied contexts would be viewed as exceptionally high). Although proponents of the expanded use of JCV in applied psychology have tended to emphasize the potential gains that may be achieved using such methods, in fairness it must be noted that they have acknowledged that "several details" (Johnson et al., 2020, p. 305) remain to be resolved.
However, given the clearly unacceptable levels of prediction inaccuracy documented in the JCV results reported here with respect to predicting the critical lower levels of the DOT Strength scale, one must question the degree to which such findings represent mere "details" that need to be resolved before widespread adoption of JCV as a primary means for applied test validation can occur. Given that the best-predicting JCV model Rs obtained in this study are comparable to the highest values reported in any prior JCV studies, if unacceptable levels of error are seen in these models, the degree to which an effective practical solution to this "detail" can be achieved remains an open question. Note. N = 1,053 for OU-mean models; for rater-level models, N = 12,604. Entries in Hits columns represent the percentages of cases in which the actual categorical Strength level for the OU was predicted using the JCV model. In models based on degraded data, each rater-level profile was degraded by adding specific types of random ratings (obtained by sampling from the population distribution of each trait across all rated OUs). Multiple Rs significant at p < .0001 for all models except those with entirely random predictor data (Models 7-8). 
