Abstract: Educational web-based systems exemplify the increasing need for personalisation. Applications that adapt to individual users need a model of the user that contains as accurate data as possible. On the web, learners use multiple educational systems and spend their time over many applications: these are individually limited in their user modelling but can gain from joining forces. This boils down to establishing semantic interoperability of user or learner models. While semantic interoperability is hard, the emerging Semantic Web (SW) might offer just the mechanisms we need. In this paper, we develop the Generic User model Component (GUC): a generic software that utilises SW technology to support the exchange of user model data between applications. For a semantically effective user model exchange, GUC allows the configuration of a distributed management of mappings between user models. Thus, applications can choose different levels of uniting user models to maximise their personalisation.
Introduction
The nature of modern day learning has changed in many aspects. Web-based educational systems offer opportunities that could not be realised previously in the educational and instructional processes. The main aim today is to enable learners to have their own teacher in their own learning context. To realise this, web-based educational systems become personalised, which means that the applications require functionality for automatic adaptation. Having adapted to their learners, the applications can provide the behaviour that is desired in a specific learning context. Thus, an adaptation allows a better and more effective learning experience. One critical requirement for this adaptation is the availability of a good description of the current learning context. This description is captured in the user or learner model, a formal and explicit specification of the user's knowledge and context.
The user model typically records the user properties such as preferences, behaviour, knowledge and other facts that are deemed relevant to the application. To optimise the personalisation, this model should be accurate and complete as possible. However, learners spend their time for many educational applications and even use many devices to do so. Since learners are typically not willing to invest a lot of time to explicitly fill this user model for every single application they use, the result is the data on the user is fragmented for many applications. Furthermore, the user model for a single application is usually limited to the goals and purpose of this application. As applications often register similar data on the user, information on the user is also gathered, which has been already known in another application's user model. Related is the so-called cold-start problem that refers to the difficulty of applications to start up the adaptation for new users: most adaptation does not work properly as long as the user model is (practically) empty. Being able to use the user data from other applications decreases this problem. Consequently, we see a number of reasons, both for the users and the applications they use, for integrating user models. Therefore, we need a way to support applications in sharing their knowledge to the user.
Sharing user knowledge between applications requires semantic interoperability with respect to the user models. This is in general an ambitious challenge and requires a high degree of alignment between the applications on syntax, structure and semantics.
In the past, it is nearly impossible to enforce applications to use a prescribed vocabulary in a heterogeneous environment such as the web. In the educational field we have seen the emergence of many domain-specific standards, for example, PAPI (Collet et al., 2001) and LOM (Hodgins and Duval, 2002) , but still a semantic understanding between applications remains a challenge. However, the recently emerged Semantic Web (SW) offers mechanisms that might help us in this quest. The SW provides a common framework for structuring data in a syntax-independent way. It allows the flexible definition of data structures and offers mechanisms to define relations between these structures. Moreover, using the SW's well-defined semantics within the user models allows to reason on the model instance data. These ingredients fulfil the basic requirements to establish semantic interoperability.
The context of our research and some related work are given in Section 2. We describe how we use rule-based mappings to translate between user models in Section 3. Then, in Section 4, we explain some mapping configuration techniques, which we have used within our component and motivate how we came to that choice. In Section 5, we present the Generic User model Component (GUC) and describe its architecture. Finally, we discuss some peripheral functionality in Section 6.
Background
The GUC component that we described in this paper as the basis for the semantic interoperability for user models is a component in a series of concrete generic components for model-based application development. These components are developed in the spirit to offer designers' components that after little configuration can be linked together into a complete component-based Adaptive Web Information System (AWIS). This component-based architecture is based on the Hera (Vdovjak et al., 2003) and AMACONT (Fiala et al., 2003) technology. Formerly, we created GAC , which is a generic transformation component for different transcoding steps, SAG which is an extension to GAC that allows dynamic self-configuration and HPG (Rutten et al., 2004) which is a component for hypermedia presentation generation. In this series, GUC fits in as a generic component that offers functionality to store data models for applications and to exchange user data between these models. GUC can be used as a part of an AWIS, to support adaptation for personalisation, but can also be used as a stand-alone user model server. Section 5 explains the GUC architecture.
When we look at the earlier work on user model servers and semantic interoperability for user models, we see that this focused mainly on the syntactic problems. The basic problems were already identified in the work of Orwant called 'Doppelgänger' (Orwant, 1995) . This work focused primarily on the gathering and distribution of data and the use of several learning techniques. More recent approaches such as UserML (Heckmann and Krüger, 2003) and GUMO (Heckman et al., 2005) focus on creating a common language and ontology for the communication of the user models. Another example is MUMS (Brooks et al., 2004) in which communication interoperability is established by a generic communication framework and semantic interoperability is stimulated by offering an ontology database for the sake of reuse of (parts of) ontologies.
Translating user models through mappings
In the approach for translating user models, we allow the applications to use their own vocabulary, that is, a proprietary format for their user models. The SW language OWL allows a high expressivity, while also providing a semantic structure to exploit relationships between concepts. The fact that we have chosen to use such a language does not automatically mean a limitation for the models, for example, for legacy applications. Already many SW wrappers are out there (e.g. refer for a collection of wrappers to RDFizers (2005) and for most data models such a wrapper can be produced easily.
An example
Within the approach we can assume that applications have an OWL-schema that describes the structure of their user model. Furthermore, we assume that applications maintain an instance of this model for every user they wish to model. Figure 1 shows an example with two rather simple user models (that are derived from actual user profiles from the two Dutch applications). Both applications maintain basically the same information about the user, namely their name, e-mail address, the region of residence and the password for an application. However, both applications use a different model to store this information both syntactically and semantically.
Figure 1 Two examples of user model schemas
App1 for instance maintains a name by dividing it into 'Title', 'First Name', 'Infix' and 'Last Name', while App2 only maintains one string with the full name: the information is syntactically as well as differently structured. A more complex relationship is the semantic equivalence between the properties 'Postal Code' and 'City', as the values of these properties are different, but there is however a one-to-one relationship between the instances. A specific 'Postal Code' relates directly to a specific 'City' and a specific 'City' relates directly to a 'Postal Code' (range). Note that even if the semantics and the syntax are the same, as is with the Password property, there may still be a pragmatic difference, for example, the password is application-dependent. Now, the question that we try to solve in our component is: suppose we have an instance of App1, such as in Figure 2 how would we translate that into an instance of App2? In the solution, discussed in the next sections, we utilise the fact that user models have a predefined context in terms of their relation with a specific user. For this we need to assume that the component can uniquely identify a user, which is a separate problem that we will not discuss here. We will assume throughout the rest of the paper that the component knows which instances belong to which user. Figure 3 gives a schematic overview of the translation process for user models that in GUC is available as a Translation Service. Based on User Model (UM) schema A and UM schema B we create a mapping. This mapping acts as a recipe with which we are able to later translate into an instance of schema A, say 'a', into an instance of schema B, namely 'a′'. Since schemas A and B may maintain different information about the user, 'a′' may not be a complete instance of schema B in the sense that B can contain more information than A and thus the translation of 'a' might not completely 'fill' schema B. The mappings are generated based on the similarities between two input schemas. This can be done by hand or by an external component. To find matching information we can effectively utilise SW technology. The SW language OWL (McGuinness and van Harmelen, 2004) , together with a rule language like SWRL (Horrocks et al., 2004) , provides just the mechanisms we need to relate these data structures.
Mapping instances based on schemas
We express the mappings in the rule language SWRL, which is based on RuleML (Hirtle et al., 2005) . Now consider the partial (simplified) schemas of Figures 4 and 5 for the applications App1 and App2 from Figure 1 . These schema snippets contain the different structures for the user name. Now based on these schemas we can construct a mapping for translating an instance of App1, in particular the name part, into an equivalent instance of App2. This will result in the (simplified) mapping as expressed in Figure 6 . Using SWRL Built-Ins (Horrocks et al., 2004) many value transformations can be performed, so that most mapping needs can be fulfilled. By extending these Built-ins and by using additional resources (e.g. a standard postal code -city table or Wordnet, etc.), more powerful mappings can be created. Note that the mappings are constructed only once and that is done by a (human) designer. Since this can be a labourious task, we aim to provide the designer with some supporting techniques to semi-automatically generate these mappings. For example, the designer could use graph-matching techniques to match two input schemas and identify the overlapping information between the schemas. There exist numerous heuristic algorithms for data in a language like OWL that can generate such a merged schema. These algorithms exploit a variety of heuristics such as name similarity, thesauri, schema structures, value distribution of instances, past mappings (e.g. by using statistical analysis), constraints, cluster analysis and similarities to standard schemas.
Our component allows to use such matching algorithms, but whether such an algorithm is used and if so which one, is optional and part of the configuration by the designer. Examples of such algorithms are similarity flooding (Melnik et al., 2002 ) and the machine learning-based matching software GLUE (Doan et al., 2004) . For a survey on these techniques see Rahm and Bernstein (2001) . An existing framework that is able to match OWL graphs is COMA++ (Broekstra et al., 2002) . Whatever the algorithm used for schema matching, the result must be verified and possibly be edited by hand before it can be effectively used. This is because the semantic structures may not be interchangeable, for example, pragmatics as we explained earlier. 
Exchanging user models between multiple applications
In Section 3, we have showed how we can translate instances between two user model schemas. In our educational context we do not want to translate learner models from one to other application, but we want to exchange learner models between N applications. We can use several strategies to support this, for example, the strategy depicted in Figure 7 by making mappings to and from every application. The advantage of this approach is that the application is not required to use a specific vocabulary and structure to be interoperable with other applications and specific custom-made translations between applications can be built. The disadvantage is the complexity involved in the obligation to have 2N 2 mapping for N applications. This means that for adding one application to the system 2N mappings need to be created before being able to fully utilise the exchange of data between all the applications. A variant of this would be a P2P approach.
Figure 7 Direct connection approach
Another strategy is depicted in Figure 8 . The principle is to create a Shared User Model (S-UM), which contains the most used concepts within the domain. Typically this S-UM could be based on one of the available standard ontologies for UM like Heckman et al. (2005) . By creating a mapping to and from every application and S-UM, S-UM can be used as a mediator for the exchange of user data between the applications. The advantage of this approach is that new applications can be easily added to the system through only two mappings. The complexity here is 2N mappings for N applications. Disadvantage is that translating in two steps, via S-UM, might result in loss of information. Moreover, one cannot make specific translations between applications that take into account subtle details of the two applications that are not reflected in S-UM.
Figure 8 Shared-UM approach
The approach in our system is to mix the two strategies. We use S-UM for exchanging the most common UM information between the applications, allowing to easily adding new applications to the system with a low design complexity. Next we allow for direct mappings between applications, such that the need for a more custom-made exchange of application-specific information can be fulfilled.
Data integration
Part of what applications aim for when they exchange information with other applications is to gain previously unknown information or to update existing information to the user. This gives rise to data integration problems. As the information from other applications may be inconsistent with each other or with the existing information, data reconciliation is an issue.
We support data reconciliation by again applying the OWL and SWRL techniques. For each application, rules can be defined that specify how to reconcile data in the case of a conflict. These rules are evaluated by the reconciliation engine. For example, a possibility for elements that are annotated with dates is to choose the element with the newest date. The simplified rule example in Figure 9 depicts comparing two elements with a date property and choosing the element with the newest date. Another example is to reconcile based on the trust values for applications in case that trust ratios are stored. In general, the system allows the designer to use every reconciliation rule conceivable in SWRL.
Figure 9
Simplified SWRL-rule for date-reconciliation
GUC
We have combined the techniques and approaches that we described in Sections 3 and 4 in our software component called GUC. GUC contains a user model server, which is able to utilise the discussed techniques to support the exchange of the user data between applications with heterogeneous user models.
User model server
Applications can 'subscribe' to GUC. Subscribed applications can request and upload the user data of particular users. To provide this functionality for an application, GUC requires the schema describing the user model in this application. GUC stores these application schemas in its application schema repository. If this application schema is present in GUC, an application can upload instances of that schema for particular users, such that for each user an instance is stored in GUC. An application may ask GUC for a particular user for the corresponding instance of its application schema.
UM exchange
In GUC, we combine this basic user model server functionality with the translation framework discussed in Section 4. The translation service needs the data integration engine for data integration purposes. To get the mappings we couple the translation service to a mapping creator. In this mapping creator, designers can create the mappings with or without the supporting matching tools. Furthermore, there is a user model editor, so that the user can edit their data. This leads to the basic architecture of our model as depicted in Figure 10 . 
Implementation
The implementation of GUC is currently done within the framework of the AlterEgo-project (Schuurmans and Zijlstra, 2004) as a component for a cross-domain user profiling system. However, GUC is designed to be applicable within every user model or learner model-based environment.
The system is entirely developed in Java. Furthermore, we use Sesame for the OWL-repositories and RuleML for executing the SWRL-rules. We are currently building the translation service, based on hand-made mappings. Simultaneously we are building a UM editor to let users edit their own UM data. For the Mapping Creator, we investigate the possible application of existing software components such as COMA++ (Aumüller et al., 2005) . Furthermore, we consider the implementation of the peripheral functionality, which we discuss in the next section.
Peripherals
In this section, we briefly discuss current views on some parts of the peripheral functionality that is important for a system as GUC. We will discuss our ideas, which we would later on implement within our system.
Reasoning and learning
Using SW languages such as OWL and SWRL, we have a great collection of technologies to our disposal. The most important feature of OWL is its reasoning capabilities. By writing statements in a language as OWL, we can use reasoners (e.g. RACER (Haarslev and Möller, 2003) and FACT++ (FaCT++, 2005) ) to make implicit data explicit. In this way additional, possibly useful, data for a UM becomes available. This reasoning can be done before storing the data in the UM repository ('offline'). Or it can be done upon application request, in which case less data are stored and the inferred data can be more easily dismissed by the application.
As applications can store UM data in GUC, they would benefit from having data mining functionality. An example is finding patterns in user and cross user data. This can be used to learn the user model based on application access data. Thus, UM data can be gathered without constant user dialogue and the user can get recommendations.
Context-based UM
Users typically act in different roles. Their behaviour and preferences will differ depending on the context. A person will, for instance, display different preferences alone or acting within a group. Therefore, we want to give support to maintain a UM given a certain context. This can be done by storing a UM for a user that is only valid given a certain context. If the user uses the application in another context another UM is created. This topic is part of our research in the IST MobiLife-project (MobiLife, 2005).
Privacy and trust
Within a system that stores UM-data and exchanges UM data between applications, trust of the user in the system is crucial, as otherwise the user might not be willing to use the applications in the first place. Therefore, we make GUC as transparent as possible and under control by the user. Via the UM editor we want to give the user access to all data that is stored about the user and enable the user to alter this data.
We also want to give the user control over which applications may get access to which data. Therefore, GUC must be able to apply privacy policies. We assume this can be solved by attaching a privacy enforcer component to the translation service. The privacy and trust topics are prominent topics within the AlterEgo-project (Schuurmans and Zijlstra, 2004 ) in which we are involved.
Conclusion
In this paper, we introduced a new generic component for the storage of UM data and the exchange of this UM data between applications. For this system we utilise SW technologies. The exchange of UM data is done by applying SWRL mappings. In this way, an instance of one application's UM schema (modelled in OWL) can be translated into a (partial) instance of another application's UM schema.
For the translation, mappings are needed which drive the instance translation. Such mappings can be semi-automatically generated using schema-matching techniques and are then fed to the translation service in the component. To control all mappings between N applications, the component supports the configuration of the distributed management of these mappings utilising a shared-UM that contains the most used concepts within the domain combined with hand-made mappings for more specific UM data sharing.
We have illustrated the architecture of the component and discussed some important peripheral functionality such as learning, reasoning, context-awareness, privacy and trust.
