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SHARP REVERSE HO¨LDER INEQUALITY FOR Cp WEIGHTS AND
APPLICATIONS
JAVIER CANTO
Abstract. We prove an appropriate sharp quantitative reverse Ho¨lder inequality
for the Cp class of weights from which we obtain as a limiting case the sharp
reverse Ho¨lder inequality for the A∞ class of weights [13, 14]. We use this result
to provide a quantitative weighted norm inequality between Caldero´n–Zygmund
operators and the Hardy–Littlewood maximal function, precisely
‖T f ‖Lp(w) .T,n,p,q [w]Cq (1 + log+[w]Cq ) ‖M f ‖Lp(w) ,
for w ∈ Cq and q > p > 1, quantifying Sawyer’s theorem [26].
1. Introduction and main results
One of the many forms of the classical Ho¨lder inequality is the following one.
For any non-negative function f and δ > 0, we have
(1.1)
1
|Q|
ˆ
Q
f (x)dx ≤
(
1
|Q|
ˆ
Q
f (x)1+δdx
) 1
1+δ
,
where Q ⊂ Rn is a cube and | · | denotes the Lebesgue measure. Reverse Ho¨lder
inequalities (RHI) are the same as (1.1) but with the inequality in the opposite
direction. More precisely,
(1.2)
(
1
|Q|
ˆ
Q
f (x)rdx
) 1
r
≤ C|Q|
ˆ
Q
f (x)dx,
for some r > 1. There has to be some constant C ≥ 1, since otherwise it would
be an equality. Weights satisfying (1.2) with uniform C for all cubes belong to the
class RHr.
The characterization of weights satisfying a RHI is a classical result: a weight
satisfies a RHI if and only if it is contained in the class A∞. In other words,
A∞ =
⋃
r>1
RHr.
A sharp quantitative RHI for A∞ was given by Hyto¨nen, Pe´rez and Rela [13, 14],
see Section 2 for details. This quantification has two main properties: the constant
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on the right hand side is uniform for all weights and the dependence on the A∞
constant of the exponent is sharp. These sharp RHI inequalities have been used
in different applications: for obtaining quantitative estimates for norms of some
singular integral operators [9, 15, 19], or for obtaining sharp estimates for solutions
of certain PDE [16], among many others.
The main aim of this article is to, mimicking the A∞ RHI of Hyto¨nen–Pe´rez–
Rela, give a sharp RHI in the context the Cp class of weights. This class was
introduced by Muckenhoupt in [22] and it is intrinsically related to the Coifman–
Fefferman inequality (CFI). In our context, CFI is a weighted norm inequality be-
tween a Caldero´n–Zygmund operator and the Hardy–Littlewood maximal function.
More precisely,
(CFI−p)
ˆ
Rn
(T ∗ f (x))pw(x)dx ≤ c
ˆ
Rn
(M f (x))pw(x)dx.
See Section 5 for the precise definitions and for an exposition on the inequality. Re-
cently, inequality (CFI−p) has been shown to hold for a wider variety of operators
[5, 7].
This inequality was first proved by Coifman and Fefferman in [8] for A∞ weights,
but Muckenhoupt showed in [22] that A∞ is not a necessary condition for (CFI−p).
In that article, he gave a necessary condition which he named the Cp condition.
Note how the class depends on the exponent p. Later on, Sawyer [26] proved that
w ∈ Cp+η for some η > 0 is a sufficient condition in the range p ∈ (1,∞). It is still
an open conjecture if Cp is a sufficient condition.
Since the Cp class is strictly bigger than A∞, one cannot expect a true RHI for
these weights. Nevertheless, there is a weaker RHI for these weights. Indeed, for
1 < p < ∞, a weight w belongs to Cp if and only if there exist δ,C > 0 such that(
−
ˆ
Q
w(x)1+δdx
) 1
1+δ
≤ C|Q|
ˆ
Rn
(
MχQ
(
x))pw(x)dx
for every cube Q, where MχQ denotes the Hardy–Littlewood maximal function of
the characteristic function of the cube Q. Since MχQ ≥ χQ a.e., this is weaker than
(1.2). Abusing slightly the language, we shall also call this weaker reverse Ho¨lder
inequality a reverse Ho¨lder inequality.
As stated before, the aim of this article is to give a quantitative RHI for Cp
weights, with a sharp dependence of the exponent on the weight. In order to do
that we define the Cp constant of a weight w as
[w]Cp := sup
Q
1´
Rn(MχQ)
pw
ˆ
Q
M(w χQ).
See Section 2 for the motivation behind this definition.
Theorem 1.1 (Sharp quantitative RHI for Cp weights). Let 1 < p < ∞ and let
w be a weight such that 0 < [w]Cp < ∞. Then w ∈ Cp and w satisfies, for δ =
1
Bn,p max([w]Cp ,1)
, (
−
ˆ
Q
w1+δ
) 1
1+δ
≤ 4|Q|
ˆ
Rn
(MχQ)
pw.
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We emphasize that, even though the result is very similar to the sharp A∞ RHI,
the proof is by completely different methods.
Taking advantage of the connection between the classes A∞ and Cp, we are
able to obtain the sharp RHI for A∞ weights as a consequence of the RHI for Cp
weights. In this way, we know that the dependence of the Cp constant is sharp.
As it is intrinsically related to the Cp class, the last part of this article is de-
voted to the CFI. We give a quantification on the weighted inequalities between
the Hardy–Littlewood maximal operator and Caldero´n–Zygmund operators. See
Section 5 for precise definitions.
Theorem 1.2. Let T be a Caldero´n–Zygmund operator and let q > p > 1. Then, if
w ∈ Cq and f ∈ C∞c (Rn), then the following estimate holds
(1.3) ‖T ∗ f Lp(w)‖ ≤ cn,T,p,q([w]Cq + 1) log(e + [w]Cq) ‖M f ‖Lp(w) .
The proof of this theorem follows the original article of Sawyer [26] with some
variants. In particular, the quantitative RHI for Cp weights above and the use of
the good-λ inequality with exponential decay of Buckley [4] rather than the linear
decay of Coifman-Fefferman [8] will play a main role in the argument.
For A∞ weights, the following quantification of the CFI is known:
(1.4) ‖T ∗ f ‖Lp(w) ≤ cp[w]A∞ ‖M f ‖Lp(w).
We note that the logarithm on (1.3) appears as a consequence of the non-local
nature of the Cp condition, but based on (1.4) and the discussion on Section 4, we
conjecture that the correct dependence should be linear:
Conjecture 1.3. Let T and q, p as in the theorem. Then∥∥T ∗ f∥∥Lp(w) ≤ cn,T,p,q([w]Cq + 1) ‖M f ‖Lp(w) .
2. Preliminaries
We start by fixing the basic notation. By a weight we mean a non-negative
locally integrable function in Rn. Weights will be denoted by the symbol w. For a
measurable set E, χE denotes the characteristic function of E. M will denote the
Hardy–Littlewood maximal operator
M f (x) := sup
Q
χQ(x)
|Q|
ˆ
Q
| f |,
where the supremum is taken over all cubes with sides parallel to the coordinate
axes. For a weight w and a measurable set E, w(E) denotes
´
E w(x)dx. Also we
will be using the notation, −´E w =
1
|E| −´E w when E is of finite measure.
We present the definition of Cp as given in [22] and [26].
Definition 2.1 (Cp weights). Let 1 < p < ∞. We say that a weight w is of class
Cp, and we write w ∈ Cp, if there exist C, ε > 0 such that for every cube Q and
every measurable E ⊂ Q we have
(2.2) w(E) ≤ C
( |E|
|Q|
)ε ˆ
Rn
(MχQ(x))
pw(x)dx.
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It is clear, and this is a key point, that the A∞ class of weights is contained in Cp
for any p ∈ (1,∞).
We call the quantity
´
Rn(MχQ)
pw the Cp-tail of w at Q. A weight has either
finite Cp-tails at every cube or infinite Cp-tails at every cube.
Example 2.3 ([3], Chapter 7). Let w ∈ Ap and g a non-negative bounded convexly
contoured function. Then gw ∈ Cp. The weights in Cp are non-doubling, and they
may even vanish in a set of positive measure.
The weights in this class also satisfy a non-local weak Reverse Ho¨lder Inequal-
ity, as stated in the following proposition. We shall call this property Reverse
Ho¨lder Inequality (RHI) for Cp weights, though it is not actually a proper RHI.
Proposition 2.1 (Reverse Ho¨lder Inequality for Cp weights). A weight w belongs
to the class Cp if and only if there exist C, δ > 0 such that for every cube Q
(2.4)
(
−
ˆ
Q
w1+δ
) 1
1+δ
≤ C|Q|
ˆ
Rn
(MχQ)
pw.
Moreover, we have that δ in (2.4) and ε in (2.2) are equivalent up to a dimensional
constant.
We present the sharp reverse Ho¨lder inequality for A∞ weights. Using the nota-
tion in [14], we define for a positive weight w
[w]A∞ := sup
Q
1
w(Q)
ˆ
Q
M(wχQ),
where the supremum is taken over all cubes with sides parallel to the axes. It is
known that w ∈ A∞ if and only if [w]A∞ < ∞.
Theorem 2.2 (Sharp Reverse Ho¨lder Inequality for A∞ weights, [14]). Let w ∈ A∞
and let Q be a cube. Then
(2.5)
(
−
ˆ
Q
w1+δ
) 1
1+δ
≤ 2−
ˆ
Q
w,
for any δ > 0 such that 0 < δ ≤ 12n+1[w]A∞−1 .
When we compare Proposition 2.1 and Theorem 2.2, we notice that
´
Rn(MχQ)
pw
in (2.4) plays the role of w(Q) in (2.5). Keeping this similarity in mind, we define
the Cp constant.
Definition 2.6 (Cp constant). For an arbitrary non-zero weight w, we define
[w]Cp := sup
Q
1´
Rn(MχQ)
pw
ˆ
Q
M(χQw),
where the supremum is taken over all cubes Q with sides parallel to the axes.
Notice that if w is not identically zero, the quantity on the denominator is always
strictly greater than zero.
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Remark 2.3. A weight w has infinite Cp-tails if and only if [w]Cp = 0. Indeed, if
w has infinite Cp-tails then the denominator equals infinity and we have [w]Cp = 0.
Conversely, if [w]Cp = 0 we have that for every cube Q,
1´
Rn(MχQ)
pw
ˆ
Q
M(χQw) = 0.
This means that either
´
Q(MχQw) = 0 or
´
Rn M(χQ)
pw = ∞ for every cube Q. In
the latter case, w has infinite Cp-tails. If
´
Q(MχQw) = 0 for every cube, then w
must be zero almost everywhere.
By Proposition 2.1 we have that a weight w is in the class Cp if and only if
0 ≤ [w]Cp < ∞.
Example 2.7. For p > 1 and small ε, for wε(x) = |x|n(p−1−ε) we have [wε]Cp . ε.
This can be shown by direct computation.
This is the main difference between the A∞ and Cp constants, since [w]A∞ ≥ 1
for an arbitrary weight w.
Remark 2.4. For any weight w we have the following relation between the different
constants for q ≤ p, [w]Cq ≤ [w]Cp ≤ [w]A∞ .
We now restate the quantitative RHI for Cp weights we mentioned on the intro-
duction.
Theorem 2.5 (Quantitative RHI for Cp weights). Let 1 < p < ∞ and let w be a
weight such that 0 ≤ [w]Cp < ∞. Then w ∈ Cp and w satisfies, for δ = 1B max([w]Cp ,1) ,
with
B =
21+4np+3n(20)n
1 − 2−n(p−1) ,
(2.8)
(
−
ˆ
Q
w1+δ
) 1
1+δ
≤ 4|Q|
ˆ
Rn
(MχQ)
pw.
Remark 2.6. Notice that B depends on the dimension and on p. Moreover, we have
B→ ∞ whenever p tends to either∞ or 1.
Remark 2.7. The quantification in terms of the parameters ε and C in (2.2) is C = 2
and
ε =
1 − 2−n(p−1)
22np+3n(20)n
min(1, [w]−1Cp).
In particular, we have that both ε and δ are smaller than one.
3. Proof of the RHI
We may assume that w has finite Cp-tails, that is, [w]Cp > 0. Indeed, if [w]Cp = 0
then the right side of (2.8) equals infinity and the theorem is trivially true.
The proof follows a remark from [2], section 8.1, keeping track of the depen-
dence on the constant of the weight combined with the proof given in [14] of the
RHI for A∞ weights.
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We now introduce a functional over cubes that serves as a discrete analogue for
the Cp-tail. Define, for a cube Q
(3.1) aCp(Q) :=
∞∑
k=0
2−n(p−1)k−
ˆ
2kQ
w.
We note that α =
∑
k≥0 2−n(p−1)k = (2n(p−1))′ < ∞ only depends on n and p. In the
following lemma we prove that the discrete and continuous Cp-tails are equivalent.
Lemma 3.1. Let β =
∑∞
l=0 2
−npl. Then, for every weight w and every cube Q, we
have
(3.2)
1
β
aCp(Q) ≤
1
|Q|
ˆ
Rn
(MχQ)
pw ≤ 4
np
β
aCp(Q).
As a corollary of this, we have that aCp(Q) < ∞ for every cube Q whenever w
has finite Cp-tails.
Proof. Observe that β =
∑∞
l=0 2
−npl = (2np)′ and hence β < 2. Note that for
x ∈ 2kQ \ 2k−1Q we have 2−kn ≤ MχQ(x) ≤ 2−n(k−2). Then
1
|Q|
ˆ
Rn
(MχQ)
pw = −
ˆ
Q
w +
∞∑
k=1
1
|Q|
ˆ
2kQ\2k−1Q
(MχQ)
pw,
so we actually have
−
ˆ
Q
w +
∞∑
k=1
2−npk
|Q| w(2
kQ \ 2k−1Q) ≤ 1|Q|
ˆ
Rn
(MχQ)
pw
≤ −
ˆ
Q
w +
∞∑
k=1
2−np(k−2)
|Q| w(2
kQ \ 2k−1Q)
≤ 4np
(
−
ˆ
Q
w +
∞∑
k=1
2−npk
|Q| w(2
kQ \ 2k−1Q)
)
Now we rewrite (3.1) in the following way
∞∑
k=0
2−n(p−1)k−
ˆ
2kQ
w = −
ˆ
Q
w +
∞∑
k=1
2−npk
|Q|
ˆ
Q
w +
k∑
j=1
ˆ
2 jQ\2 j−1Q
w

= β−
ˆ
Q
w +
1
|Q|
∞∑
j=1
 ∞∑
k= j
2−npk
 ˆ
2 jQ\2 j−1Q
w
= β
−ˆ
Q
w +
1
|Q|
∞∑
j=1
2−pn j
ˆ
2 jQ\2 j−1Q
w
 .
This finishes the proof of (3.2). 
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Proposition 3.2. Let w be a weight and p > 1. Suppose that there exists a constant
0 < γ < ∞ such that for every cube Q
(3.3) −
ˆ
Q
M(χQw) ≤ γ aCp(Q) < ∞.
Then there exists 0 < δ ≤ 1A max(γ,1) , with
A = 20n
21+3n
1 − 2−n(p−1) ,
such that for every cube Q,
−
ˆ
Q
M(χQw)
1+δ ≤ 21+n(2p+3) γ aCp(Q)1+δ.
Note that the infimum of the constants γ such that (3.3) holds is equivalent to the
Cp constant of w, because of Lemma 3.1. In this case we will have 0 < [w]Cp < ∞.
Proof. Fix a cube Q = Q(x0,R), that is, the cube centered at the point x0 and with
side length 2R (Q(x,R) is just a ball with the l∞ distance in Rn). The proof will be
carried out following some steps.
Step 1. Let r, ρ > 0 and l ∈ Z be numbers that satisfy R ≤ r < ρ ≤ 2R and
2l(ρ − r) = R. This in particular implies l ≥ 0.
We define a new maximal operator
M˜v(x) := sup
k∈Z
−
ˆ
Q(x,2k(ρ−r))
|v|.
We have the following pointwise bounds between the different maximal functions
M˜v ≤ Mv ≤ κM˜v,
where κ does not depend on ρ − r. In particular, we can choose κ = 4n. For t ≥ 0
and a function F we define Ft = min(F, t). Now fix m > 0 with the intention of
letting m→ ∞ in the end. Call Qr = Q(x0, r) and Qρ = Q(x0, ρ).
We then haveˆ
Qr
(M(χQr w))
1+δ
m ≤ κ1+δ
ˆ
Qr
(M˜(χQr w))
δ
m M˜(χQr w)
≤ κ1+δ
ˆ
Qr
(M˜(χQρw))
δ
m M˜(χQρw)
≤ κ1+δδ
ˆ m
0
λδ−1u(Qr ∩ {u > λ})dλ,
where u = M˜(χQρw). To state it in a separate line, we have
(3.4)
ˆ
Qr
(M(χQr w))
1+δ
m ≤ κ1+δδ
ˆ m
0
λδ−1u(Qr ∩ {u > λ})dλ.
Step 2. Now we pick λ0 := 2n(l+1)aCp(2Q) (which is finite by hypothesis). It is
easy to see that for x ∈ Qr and k ≥ 0, by the choice of λ0 we have
(3.5) −
ˆ
Q(x,2k(ρ−r))
χQρw ≤ λ0.
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Indeed, we have that Qρ ⊂ 2Q, so we can make
−
ˆ
Q(x,2k(ρ−r))
χQρw ≤ −
ˆ
Q(x,2k(ρ−r))
χ2Qw
=
|2Q|
|Q(x, 2k(ρ − r))|−
ˆ
2Q
w
≤ 2n(l+1−k)aCp(2Q) ≤ 2n(l+1)aCp(2Q).
This completes the proof of (3.5) when x ∈ Qr and k ≥ 0.
Let λ > λ0 and x ∈ Qr ∩ {u > λ}. As u(x) = M˜(χQρw)(x) > λ > λ0, (3.5) and the
fact Q(x, 2k(ρ − r)) ⊂ Qρ when k < 0 imply
u(x) = sup
k<0
−
ˆ
Q(x,2k(ρ−r))
χQρw = sup
k<0
−
ˆ
Q(x,2k(ρ−r))
w.
For such an x, let kx = max{k : −´Q(x,2k(ρ−r)) w > λ}. Trivially, we have
Qr ∩ {u > λ} ⊂
⋃
x∈Qr∩{u>λ}
Q(x,
1
5
2kx(ρ − r)).
We use the Vitali covering lemma for infinite sets and choose a countable collection
of xi ∈ Qr ∩ {u > λ} so that the family of cubes Qi = Q(xi, 2kxi (ρ − r)) satisfy the
following properties:
• Qr ∩ {u > λ} ⊂ ∪iQi,
• the cubes 15 Qi are pairwise disjoint,
• −´Qi w > λ,
• −´2kQi w ≤ λ, for any k ≥ 1• Qi ⊂ Qρ.
We make the following claim. If we denote Q∗i = 2Qi then for all x ∈ Qi ∩ Qr,
u(x) ≤ 2nM(χQ∗i w)(x).
Indeed, fix x ∈ Qi ∩ Qr and k < 0. If k ≥ kxi then by the stopping time we get
−
ˆ
Q(x,2k(ρ−r))
w ≤ |Q(xi, 2
k+1(ρ − r))|
|Q(x, 2k(ρ − r))| −
ˆ
Q(xi,2k+1(ρ−r))
w
≤ 2nλ ≤ 2n−
ˆ
Qi
w ≤ 2nM(χQ∗i w)(x).
In the other case, namely k < kxi we have Q(x, 2
k(ρ − r)) ⊂ Q∗i ∩ Qρ and hence
−
ˆ
Q(x,2k(ρ−r))
w ≤ M(χQ∗i w)(x),
and thus the claim is proved.
Step 3. We use now this claim together with the stopping time and the hypothesis
(3.3) to see
u(Qr ∩ {u > λ}) ≤
∑
i
u(Qi ∩ Qr) ≤
∑
i
ˆ
Qi∩Qr
u ≤ 2n
∑
i
ˆ
Qi∩Qr
M(χQ∗i w)
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≤ 2n
∑
i
|Q∗i |−
ˆ
Q∗i
M(χQ∗i w) ≤ 2
nγ
∑
i
|Q∗i |aCp(Q∗i )
But, using the properties of Qi we get
aCp(Q
∗
i ) =
∞∑
k=0
2−nk(p−1)−
ˆ
2k+1Qi
w ≤ λα,
so we have
u(Qr ∩ {u > λ}) ≤ 2nγ
∑
i
|Q∗i |αλ ≤ (20)nγα | ∪i Qi|λ,
where in the last inequality we have used that 15 Qi are disjoint. Since each one of
the cubes Qi ⊂ Qρ and λ < −´Qi w we have ∪iQi ⊂ Qρ ∩ {M(χQρw) > λ} so we have
obtained for λ > λ0
u(Qr ∩ {u > λ}) ≤ (20)nαγλ|Qρ ∩ {M(χQρw) > λ}|.
Plugging everything on what we had in (3.4) we haveˆ
Qr
(M(χQr ))
1+δ
m ≤ κ1+δλδ0u(Qr) + κδ+1(20)nγαδ
ˆ m
λ0
λδ|Qρ ∩ {M(χQρw) > λ}|dλ.
Step 4. We define
ϕ(t) =
ˆ
Qt
(M(χQt w))
1+δ
m t > 0.
Observe that ϕ(t) < ∞ for any t > 0. We claim that,
(3.6) ϕ(r) ≤ c1γ|Q|2nlδ
(
aCp(Q)
)1+δ
+ δ κδ+1(20)nγαϕ(ρ).
Indeed, combining what we obtained before in the following way:
ϕ(r) ≤ c1γ|Q|2nlδ
(
aCp(Q)
)1+δ
+ κδ+1(20)nγα
δ
δ + 1
ˆ
Qρ
M(χQρw)
δ+1
m
≤ c1γ|Q|2nlδ
(
aCp(Q)
)1+δ
+ (κδ+1(20)nγα)δϕ(ρ),
where c1 = 2n(p+1)(δ+1), and where we have used
u(Qr) =
ˆ
Qr
M˜(χQρw) ≤ |2Q|−
ˆ
2Q
M(χ2Qw) ≤ 2n|Q|γaCp(2Q) ≤ 2np|Q|γaCp(Q),
since
aCp(2Q) ≤ 2n(p−1)aCp(Q).
This yields the claim.
Step 5. Now we present an iteration scheme starting from claim (3.6). Remem-
ber that l ≥ 0 was an integer such that 2l(ρ − r) = R. Set
t0 = R,
ti+1 = ti + 2−(i+1)R =
i+1∑
j=0
2− jR, i ≥ 0.
Clearly, ti → 2R as i → ∞. This way, 2i+1(ti+1 − ti) = R and we can use them as
ρ = ti+1, ti = r, and l = i + 1 in (3.6).
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In other words, we have the estimate for ϕ(ti) in terms of ϕ(ti+1):
ϕ(ti) ≤ c22nδi + c3ϕ(ti+1),
where c2 = c12nδγ|Q|(aCp(Q))1+δ, c3 = κδ+120nαγδ. So, iterating this last inequal-
ity i0 times we get
ϕ(R) = ϕ(t0) ≤ c2
i0−1∑
j=0
(c32nδ) j + c
i0
3 ϕ(ti0) ≤ c2
i0−1∑
j=0
(c32nδ) j + (c3)i0ϕ(2R)
We have to choose δ > 0 so that we have the relation
(3.7) c32nδ = 20nκδ+1γαδ2nδ < 1/2.
We may suppose δ < 1. Once we have (3.7), we can take the limit i0 → ∞ and the
sum is bounded by 2 and the second term goes to zero since ϕ(2R) < ∞. Hence
ϕ(R) ≤ 2c2 = 21+nδ+n(δ+1)(p+1)γ|Q|(aCp(Q))1+δ
< 21+n(2p+3)γ|Q|(aCp(Q))1+δ,
and then
1
|Q|
ˆ
Q
M(χQw)
1+δ
m ≤ 21+n(2p+3)γ
(
aCp(Q)
)1+δ
.
Now, letting m→ ∞ and using the Fatou lemma we can conclude the proof.
To finish the proof, we make the choice of δ as follows. Coming back to (3.7)
we see that, since we have δ in the exponent and γ can be arbitrarily small, we have
to choose δ = 1A max(1,γ) with
A = 2κ2(20)n2nα = (20)n
21+3n
1 − 2−n(p−1) . 
We are ready to finally prove the theorem.
Proof of Theorem 2.5. Fix a cube Q. Let Md,Q denote the maximal operator with
respect to the dyadic children of Q, that is
Md,Qv(x) = sup
R∈D(Q)
x∈R
1
|R|
ˆ
R
|v|, x ∈ Q.
We argue as in [14], Theorem 2.3. By the Lebesgue differentiation theorem,ˆ
Q
w1+δ ≤
ˆ
Q
(Md,Qw)δw.
Call now Ωλ = {x ∈ Q : Md,Qw(x) > λ}. For λ ≥ wQ we make the Caldero´n–
Zygmund decomposition of w at height λ to obtain Ωλ = ∪ jQ j with Q j pairwise
disjoint and
λ <
1
|Q j|
ˆ
Q j
w ≤ 2nλ.
Multiplying by |Q j| and summing on j this inequality chain becomes
λ|Ωλ| ≤ w(Ωλ) ≤ 2nλ|Ωλ|.
SHARP RHI FOR Cp WEIGHTS AND APPLICATIONS 11
Then we have
−
ˆ
Q
(Md,Qw)δw =
1
|Q|
ˆ ∞
0
δλδ−1w(Ωλ)dλ
≤ wδ+1Q +
1
|Q|
ˆ ∞
wQ
δλδ−1w(Ωλ)dλ
≤ wδ+1Q + δ2n
1
|Q|
ˆ ∞
wQ
λδ|Ωλ|dλ
≤ wδ+1Q + 2n
δ
δ + 1
1
|Q|
ˆ
Q
(Md,Qw)1+δ.
Now we apply Proposition 3.2. We have [w]Cp ≤ βγ ≤ 4np[w]Cp , so we need
δ ≤ β/A(max(1, [w]Cp), with β as in Lemma 3.1. So we get
−
ˆ
Q
(Md,Qw)δw ≤ (1 + 21+n(2p+4) δ
δ + 1
γ)
(
aCp(Q)
)1+δ
≤ (1 + 21+n(2p+4) δ
δ + 1
[w]Cp
4np
β
)
(
β
|Q|
ˆ
(MχQ)
pw
)1+δ
,
where we have used Lemma 3.1. Now, since we have 24np/β multiplying δ, we
have to change the choice of δ slightly and make
δ ≤ 2
−4np
β
β
A max(1, [w]Cp)
=
1
B max(1, [w]Cp)
.
This finishes the proof of the theorem. 
4. Sharpness of the exponent
For a cube Q, it is clear that MχQ equals 1 on the cube and is smaller than 1
outside the cube. Therefore (MχQ)
p converges to χQ a.e. when p→ ∞. Moreover,
for a weight w with finite Cp0-tails, by the dominated convergence theorem we
have
lim
p→∞
ˆ
Rn
(MχQ)
pw = w(Q).
For any weight w ∈ A∞, we have by the definition of the constant [w]A∞ that for
any cube Q ˆ
Q
M(wχQ) ≤ [w]A∞w(Q) ≤ [w]A∞aCp(Q),
where aCp(Q) =
∑
k≥0 2−n(p−1)k−´2kQ w is the discrete Cp-tail introduced in the pre-
vious section.
If we modify slightly the proof of Proposition 3.2 and Theorem 2.5 and add
some extra hypothesis, we can recover the RHI for A∞ weights. We explain how
to do this in this section.
Fix a number s > 1. This will be the dilation parameter, which was s = 2 in
the previous section. We plan on letting t tend to one in the end. We introduce the
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corresponding discrete Cp-tail with respect to t,
aCp,s(Q) =
∑
k≥0
s−n(p−1)k−
ˆ
skQ
w.
Note that for any weight w ∈ Cp0 we have limp→∞ aCp,s(Q) = wQ for any s > 1.
Also, for a fixed s > 1 we introduce the corresponding discrete Cp constant
[w]Cp,s := sup
Q
´
Q M(χQw)
aCp,s(Q)
Remark 4.1. For a weight w ∈ A∞ and any s > 1 we have limp→∞[w]Cp,s ≤ [w]A∞ .
Theorem 4.2. Fix 2 ≥ s > 1 and 1 < p < ∞. For a weight w in Cp and δ =
1
At,p max(1,[w]Cp ,s)
and every cube Q, with
As,p =
5n21+5n
1 − s−n(p−1) ,
we have
(4.1)
(
1
|Q|
ˆ
Q
w1+δ
) 1
1+δ
≤ (2n + 1) aCp,s(sQ).
Before we prove this theorem, we give a proof of Theorem 2.2 as a corollary.
Let w ∈ A∞. By Remark 4.1, we can let p→ ∞ in equation (4.1) and we obtain
(4.2)
(
1
|Q|
ˆ
Q
w1+δ∞
) 1
1+δ∞ ≤ (2n + 1) wsQ,
where
δ∞ = lim
p→∞
1 − s−n(p−1)
cn max(1, [w]Cp,s)
=
1
cn[w]A∞
.
Now we let s→ 1 in (4.2) and obtain(
1
|Q|
ˆ
Q
w1+δ∞
) 1
1+δ∞ ≤ (2n + 1) wQ,
which is in fact the reverse Ho¨lder inequality for A∞ weights.
Remark 4.3. The dimensional constants are bigger from those in Theorem 2.2, but
the dependence on the weight is essentially the same. Because of this, we obtain
that the dependence on w in Theorem 2.5 is sharp.
Proof of Theorem 4.2. We repeat the first three steps of the proof of Proposition
3.2, with the following modifications. This time, r, ρ, l will satisfy sl(ρ − r) = R
and R ≤ r < ρ ≤ R. Also, now we will use the maximal operator M˜v(x) =
supk∈Z −´Q(x,sk(ρ−r)) u, and some other trivial changes. For the fourth step, we leave
aCp,s(sQ) in the equation, so we get
ϕ(r) ≤ sn(δ+1)γ|Q|snδl (aCp,s(sQ))1+δ + (κ1+δ(5s2)nγαs) δ ϕ(ρ),
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where αs =
∑
k≥0 s−nk(p−1) = (1− s−n(p−1))−1. We make a similiar iteration scheme,
namely t0 = R and ti+1 = ti + s−(i+1)R ≤ sR. Now the condition for δ translates to
δ ≤ 1As,p max(1,γ) where
As,p =
5n21+5n
1 − s−n(p − 1) .
The main difference is that now we get
1
|Q|
ˆ
Q
(M(χQw)m)
1+δ ≤ 21+5nγ(aCp,s(sQ))1+δ,
where the right part stays bounded whenever p → ∞. Now we use Fatou lemma
and make m→ ∞ to get
(4.3)
1
|Q|
ˆ
Q
M(χQw)
1+δ ≤ 21+5nγ(aCp,s(sQ))1+δ.
Now we make the argument in the proof of Theorem 2.5 and combine it with
(4.3). We get,
−
ˆ
Q
w1+δ ≤ (wQ)1+δ + 2n δ1 + δ
1
|Q|
ˆ
Q
(Md,Qw)1+δ
≤ (wQ)1+δ + 2n δ1 + δ2
1+5nγ
(
aCp,s(sQ)
)1+δ
≤ (2n + δ21+6nγ)(aCp,s(sQ))1+δ
≤ (2n + 1)(aCp,s(sQ))1+δ,
whenever δ ≤ 121+6nγ , which is true by the choice of δ. This finishes the proof. 
5. Cp weights and the Coifman–Fefferman inequality
Let T ∗ denote a maximally truncated Caldero´n–Zygmund operator and M the
Hardy–Littlewood maximal operator. Then for w ∈ A∞ and any f ∈ L∞c , we have
for any 0 < p < ∞
(5.1) ‖T ∗ f ‖Lp(w) ≤ C ‖M f ‖Lp(w),
where the constant depends only on w, T and p.
The classical proof of inequality (5.1) in [8] uses a good-λ inequality between
the operators T ∗ and M. If the kernel of T is not regular enough, there is in general
no good-λ inequality and even inequality (5.1) can be false, as is shown in [20].
There are ways of proving inequality (5.1) without using the good-λ inequality.
For example, the proof given in [1] uses a pointwise estimate involving the sharp
maximal function. Another proof can be found in [10], where the main tool is an
extrapolation result that allows to obtain estimates like (5.1) for any A∞ weight
from the smaller class A1 (see also [12]).
Inequality (5.1) is very important in the classical theory of Caldero´n–Zygmund
operators, as it is used in the proof of many other weighted norm inequalities. The
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first, and probably most important consequence of (5.1) is the boundedness of T ∗
in Lp(w) for any weight w ∈ Ap, 1 < p < ∞, namelyˆ
Rn
(T ∗ f )pw ≤ c
ˆ
Rn
| f |pw.
This comes as a direct corollary of Muckenhoupt’s theorem [21].
Another consequence of inequality (5.1), though not as direct as the previous
one, is the following inequality, obtained in [24]. For any weight w it holds∥∥T ∗ f∥∥Lp(w) ≤ c ‖ f ‖Lp(M[p]+1w) ,
where [p] denotes the integer part of p and Mk denotes the k−fold composition of
M. This result is sharp since [p] + 1 cannot be replaced by [p] + 1. This is saying
that inequality (5.1) encodes a lot of information. Very recently, this result was
extended in [19] to the non-smooth case kernels, more precisely to the case case
of rough singular operators TΩ with Ω ∈ L∞(Sn−1), by proving inequality (5.1)
for these operators. The proof of this result is quite different from the classical
situation since there is no good-λ estimate involving these operators and it is a
consequence of a sparse domination result for TΩ obtained in [9] combined with
the A∞ extrapolation theorem mentioned above in [10].
Norm inequalities similar to (5.1) are true for other operators, for instance in [23]
(fractional integrals) or [28] (square functions). Also, in the context of multilinear
harmonic analysis one can find other examples, for example, it was shown in [18]
an analogue for multilinear Caldero´n–Zygmund operators T , namely
‖T ( f1, ..., fm)‖Lp(w) ≤ c ‖M( f1, ..., fm)‖Lp(w) ,
for w ∈ A∞ extending (5.1). We refer to [18] for the definition of the operatorM.
The proof for the multilinear setting is in the spirit of the proof of inequality (5.1)
given in [1]. There are also inequalities for (5.1) for more singular operators like
the case of commutators of Caldero´n–Zygmund operators with BMO functions, as
was proved in [25]. In this case, the result is, for w ∈ A∞,
‖[b,T ] f ‖Lp(w) ≤ c
∥∥M2 f∥∥Lp(w) ,
where [b,T ] f = bT f − T (b f ) and M2 = M ◦ M. The result is false for M,
because the commutator is not of weak type (1,1) and it would then contradict the
extrapolation result from [10].
All of the inequalities mentioned above are true for the class A∞ of weights, but
A∞ is not the whole picture for some of them. The correct class of weights is, in
some sense, the Cp class. Muckenhoupt showed in [22] that A∞ is not necessary
for the CFI (5.1), and that the correct necesary condition is Cp. About sufficiency,
Sawyer [26] proved that w ∈ Cp+η for some η > 0 is sufficient for (5.1) in the range
p ∈ (1,∞). It is still an open conjecture if Cp is a sufficient condition.
Although Cp weights were introduced in the context of the CFI, other inequali-
ties have been proved to hold for these weights. For example, the Fefferman–Stein
inequality, between the maximal operators of Hardy–Littlewood and of Fefferman–
Stein, as can be found in [27], [6] for a quantified version, [17] in the weak-type
context. In [7], the authors extended Sawyer’s result to a wider class of operators
than Caldero´n–Zygmund operators, including some pseudo-differential operators
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and oscillatory integrals. Finally, in [5], Sawyer’s result was extended to rough
singular integrals and sparse forms.
The rest of this Section is devoted to the quantification of Sawyer’s result. We
define now the Caldero´n–Zygmund operators in a similar way as in [8]. We will
need a kernel K defined away from the diagonal x = y of (Rn)2 that satisfies the
size condition
|K(x, y)| ≤ A|x − y|n
for some A > 0 and every x , y. Furthermore, we require the following regularity
conditions for some ε > 0
|K(x, y) − K(x′, y)| ≤ A |x − x
′|ε
|x − y|n+ε
whenever 2|x − x′| ≤ |x − y|, and the symmetric condition
|K(x, y) − K(x, y′)| ≤ A |y − y
′|ε
|x − y|n+ε
whenever 2|y − y′| ≤ |x − y|.
A Caldero´n–Zygmund operator associated to a kernel K satisfying the above
conditions is a linear operator T : S (Rn) −→ S ′(Rn) that satisfies
T f (x) =
ˆ
Rn
K(x, y) f (y)dy,
for f ∈ C∞c (Rn) and x < supp( f ). Additionally, we will require that T is bounded
in L2.
Now we define the maximal truncated singular integral operator T ∗ as follows
T ∗ f (x) = sup
ε>0
∣∣∣∣ˆ|x−y|>ε K(x, y) f (y)dy
∣∣∣∣ .
We state the quantification of Theorem B from [26] and Theorem 16 from [7].
Theorem 5.1. Fix q > p > 1. For all Caldero´n–Zygmund operator T , all bounded
f with compact support and all weights w ∈ Cq we have∥∥T ∗ f∥∥Lp(w) ≤ cn,T (q + qp2q − p ) Φ(max([w]Cp , 1)) ‖M f ‖Lp(w) ,
where Φ(t) = t log(e + t).
We begin with a few lemmas, which correspond to Lemmas 2-4 in [26]. We
include most of the details concerning the quantification of the weight for the sake
of completion.
Lemma 5.2. Let w ∈ Cq. Fix R ≥ 2 and δ > 0. Then for every cube Q and any
collection of pairwise disjoint cubes Q j ⊂ Q we have
(5.2)
ˆ
RQ
∑
j
(MχQ j(x))
pw(x)dx ≤ 1
aε
log
cRnq
εδ
w(RQ) + δ
ˆ
Rn
MχQ(x)
qw(x)dx,
16 JAVIER CANTO
where a, c are dimensional constants and ε is the parameter for w in (2.2). Hence,
we have
(5.3)
ˆ ∑
j
(MχQ j(x))
qw(x)dx ≤ cn4nq 1
ε
ˆ
Rn
(MχQ(x))
qw(x)dx.
Proof. For λ > 0, we will call Eλ = {x ∈ RQ :
∑
j MχQ j(x)
q > λ}. Since the cubes
are pairwise disjoint, we have
∑
j χQ j ∈ L∞. Then by the exponential inequality
from [11] we have |Eλ| ≤ cne−aλ|RQ|, where cn and a are positive dimensional
constants. Then, applying the Cq condition (2.2) we get
w(Eλ) ≤ 2
( |Eλ|
|RQ|
)ε ˆ
Rn
(MχRQ(x))
qw(x)dx
≤ cne−εaλRnq
ˆ
Rn
(MχQ(x))
qw(x)dx.
Now we computeˆ
RQ
∑
j
(MχQ j(x))
qw(x)dx =
ˆ ∞
0
w(Et)dt = λw(Eλ) +
ˆ ∞
λ
w(Et)dt
≤ λw(RQ) + cnRqn 1aεe
−aελ
ˆ
Rn
(MχQ(x))
qw(x)dx.
We can choose λ big enough so that
cnRqn
1
aε
e−aελ ≤ δ,
and we get (5.2). In order to get (5.3), choose R = 2, δ = 1ε and use
∑
Mχq
Q j
≤
2nqMχQ almost everywhere outside of 2Q. 
Lemma 5.3 (Whitney covering lemma). Given R ≥ 1, there is C = C(n,R) such
that if Ω is an open subset in Rn, then Ω = ∪ jQ j where the Q j are disjoint cubes
satisfying
5R ≤ dist(Q j,R
n \Ω)
diam Q j
≤ 15R,
∑
j
χRQ j ≤ CχQ.
We now define an auxiliary function considered in [26]. This operator will be
used to intuitively represent the integral of the function h to the power p after we
apply the Cq condition.
Definition 5.4. Let h be a positive lower-semicontinuous function on Rn and k an
integer. LetW(k) be the Whitney decomposition of the level set Ωk = {h(x) > 2k},
that is, Ωk = ∪Q∈W(k)Q. We define the function
(5.5) Mp,qh(x)p =
∑
k∈Z
∑
Q∈W(k)
2kp(MχQ(x))
q.
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We need lower-semicontinuity in this definition to ensure that we can apply
Whitney’s decomposition theorem. In the practice, we will apply this operator to
M f and to T ∗ f , which are always lower-semicontinuous.
Lemma 5.4. For a bounded, compactly supported function f and a weight w ∈ Cq
with q > p, we have
(5.6)
ˆ
Rn
(Mp,qM f (x))pw(x)dx ≤
(
cn2
cn
pq
q−p 1
ε
log
1
ε
)ˆ
Rn
(M f (x))pw(x)dx,
where Mp,q denotes the Marcinkiewicz integral operator as defined in (5.5).
Proof. Let W(k) be the Whitney decomposition of Ωk = {M f > 2k}, for any
integer k. Let N be a positive integer to be chosen later and fix a cube P from the
k − N generation. We have, as in [26],
(5.7) |Ωk ∩ 5P| ≤ C2−N |P|,
where C depends only on the dimension n.
Now define the partial sums
S (k) = 2kp
∑
Q∈W(k)
ˆ
Rn
(MχQ)
qw
and
S (k; N, P) = 2kp
∑
Q∈W(k)
Q∩P,∅
ˆ
Rn
(MχQ)
qw,
where in the last sum P ∈ W(k − N) is fixed. Because of the Whitney decomposi-
tion, Q ∩ R , ∅ implies Q ⊂ 5P for large N, so we have
S (k; N, P) ≤
ˆ
Rn
2kp
∑
Q∈W(k)
Q⊂5P
(MχR)
qw
=
ˆ
10P
+
ˆ
(10P)c
∑
Q∈W(k)
Q⊂5P
(MχR)
qw = I + II for large N.
Now, by (5.2), for any η > 0, which will be chosen chosen later, and for R = 10 we
get
I ≤ 2kp 1
aε
log
cn10nq
ηε
w(10P) + η2kp
ˆ
Rn
(MχP)
qw.
Standard estimates for the maximal function of characteristics of cubes show that
if xP is the center of the cube QP then
II ≤ cqn2kp
ˆ
(10P)c
∑ |Q|q
|x − xP|nq w(x)dx
≤ cqn2kp
ˆ
(10P)c
|Ωk ∩ P|q
|x − P|nq w(x)dx
≤ cqn2kp
ˆ
(10P)c
2−qN |P|q
|x − xP|nq w(x)dx
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≤ cqn2N(p−q)+(k−N)p
ˆ
Rn
(MχP)
qw,
where we have used (5.7) on the third inequality. Thus we have, by the Whitney
decomposition theorem, for N large,
S (k) ≤
∑
P∈W(k−N)
S (k; N, P)
≤ 1
aε
log
cn10nq
ηε
2kp
ˆ
Rn
∑
P∈W(k−N)
(
χ10P
)
w + (η2N p + cqn2
N(p−q))S (k − N)
≤ cn 1aε log
cn10nq
ηε
2kpw(Ωk−N) + (η2N p + cqn2N(p−q))S (k − N)
= cn2N p
1
aε
log
cn10nq
ηε
2p(k−N)w(Ωk−N) + (η2N p + cqn2N(p−q))S (k − N).
Now, since q > p, we can chose N so that cn,q2N(p−q) < 14 , that is, N ≥ cn qq−p ; and
η so that η2N p < 14 .
S (k) ≤ cn2cn
pq
q−p 1
aε
(qcn + log
1
ε
+ cn
pq
q − p )2
p(k−N)w(Ωk−N) +
1
2
S (k − N)
≤ cn2cn
qp
q−p 1
ε
log
1
ε
2p(k−N)w(Ωk−N) +
1
2
S (k − N).
Thus, with S M =
∑
k≤M S (k) we get
S M ≤ 12S M + cn2
cn
qp
q−p 1
ε
log
1
ε
ˆ
Rn
(M f )pw.
Now, exactly as in [26], p. 260, we have that S M < ∞ and since it is clear that
sup
M
S M =
ˆ
Rn
(Mp,q(M f ))pw,
we conclude the proof of the lemma. 
Remark 5.5. The important part of the dependence of the constant on the exponents
p and q is that the lemma will fail to be true for p = q, with this kind of blowup.
Lemma 5.6. Under the same assumptions of Theorem 5.1 we haveˆ
Rn
(Mp,qT ∗ f (x))pw(x)dx ≤
(
cn2p
1
aε
log
cn10nq2p+2
ε
)ˆ
Rn
(T ∗ f (x))pw(x)dx
+
(
cqn2
cn
p2q
q−p 1
ε2
log
1
ε
)ˆ
Rn
(M f (x))pw(x)dx.
Proof. Let W(k) be the Whitney decomposition of the level set Ωk = {x ∈ Rn :
T ∗ f (x) > 2k} for integer k. One can prove as in [8] the following inequality: if
Q ∈ W(k − 1) and 5Q 1 {M f > 2k−N} for some N ≥ 1, then
(5.8) |{x ∈ Q; T ∗ f > 2k}| ≤ CT 2−N |Q|.
Let V(k) be the Whitney decomposition of the set {M f > 2k}. We observe that
for each cube Q ∈ W(k − 1) there are two cases (for a fixed N that we will chose
later).
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Case (a). 5Q ⊂ {M f > 2k−N} in which case 5Q ⊂ cnI for some I ∈ V(k − N).
Case (b). 5Q 1 {M f > 2k−N} in which case (5.8) implies∑
P∈W(k)
P⊂5Q
|P| ≤ cT 2−N |Q|.
Now define the partial sums
S (k) =
∑
Q∈W(k)
2kp
ˆ
Rn
(MχQ)
qw
and
S (k; P) =
∑
Q∈W(k)
Q∩P,∅
2kp
ˆ
Rn
(MχQ)
qw ≤
∑
Q∈W(k)
Q⊂5P
2kp
ˆ
Rn
(MχQ)
qw.
Here, P ∈ W(k − 1) and the last inequality follows from the Whitney decomposi-
tion. Thus,
S (k; P) ≤
∑
Q∈W(k)
Q⊂5P
2kp
ˆ
Rn
(MχQ)
qw =
ˆ
10P
+
ˆ
(10P)c
∑
Q∈W(k)
Q⊂5P
2kp(MχQ)
qw = I + II.
By (5.2) with R = 10 we have
I ≤ cn 1aε log
cn10nq
εη
2kpw(5P) + η2kp
ˆ
Rn
(MχP)
qw,
where η > 0 is a positive number at our disposal. As in the previous lemma one
can show
II ≤ cqn2kp−Nq
ˆ
Rn
(MχP)
qw.
Combining estimates for I and II we obtain, for every case (b) cube P ∈ W(k− 1),
(5.9) S (k; P) ≤ cn 1aε log
cn10nq
εη
2kpw(5P) + (η + cqn2
−Nq)2kp
ˆ
Rn
(MχP)
qw.
Thus
S (k) ≤
∑
P∈W(k−1)
P is (a)
S (k; P) +
∑
P∈W(k−1)
P is (b)
S (k; P) = III + IV.
Now, since each of the Q ∈ W(k) of type (a) intersects at most c of the P ∈
W(k − 1), (yet again due to the Whitney decomposition), we have
III ≤ c
∑
I∈V(k−N)
∑
Q∈W(k)
Q⊂cnI
2kp
ˆ
Rn
(MχQ)
qw ≤ cqn
1
ε
∑
I∈V(k−N)
2kp
ˆ
Rn
(MχI)
qw,
where we have used (5.3) and MχcnI ≤ cnMχI (for two different cn of course). For
the remaining part we have by (5.9)
IV ≤ cn 1aε log
cn10nq
εη
2kp
ˆ
Rn
w(Ωk−1) + (η2p + cqn2p−Nq)2(k−1)p
∑
P∈W(k−1)
ˆ
Rn
(MχP)
qw
≤ cn2p 1aε log
cn10nq
εη
2(k−1)pw(Ωk−1) +
1
2
S (k − 1),
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if we choose η small enough and N big enough. This means η = 2−(p+2) and
N ≥ cn p+qq . Combining now estimates for III and IV we get
S (k) ≤ 1
2
S (k − 1) +
(
cn2p
1
aε
log
cn10nq2p+2
ε
)
2(k−1)pw(Ωk−1)
+
(
cqn2
cn
p
q (p+q)
1
ε
) ∑
I∈V(k−N)
2(k−N)p
ˆ
Rn
(MχI)
qw.
Set S M =
∑
k≤M S (k) and sum the previous inequality over k ≤ M to obtain
S M ≤ 12S M +
(
cn2p
1
aε
log
cn10nq2p+2
ε
)ˆ
Rn
(T ∗ f )pw
+
(
cqn2
cn
p
q (p+q)
1
ε
)ˆ
Rn
(Mp,q(M f ))pw
≤ 1
2
S M +
(
cn2p
1
aε
log
cn10nq2p+2
ε
)ˆ
Rn
(T ∗ f )pw
+
(
cqn2
cn
p
q (p+q)
1
ε
)(
cn2
cn
pq
q−p 1
ε
log
1
ε
)ˆ
Rn
(M f )pw,
by (5.6). It can be shown (cf. [26], p.262) that S M < ∞, so taking it to the left and
then taking the supremum over all M we obtain the desired result. 
Proof of theorem 5.1. Using the exponential decay from [4], we know that if we
write {T ∗ f > 2k} = ∪ jQ j as in the Whitney decomposition theorem, we have
(5.10) |{x ∈ Q j : T ∗ f (x) > 2λ,M f (x) ≤ γλ}| ≤ ce−
c
γ |Q j|,
for any γ > 0. We call E j to the set in the left side of (5.10). Then, if we call r to
the exponent 1 + δ in Theorem 2.5, we get
w(E j) = |E j| 1|E j|
ˆ
E j
w ≤ |E j|
(
1
|E j|
ˆ
E j
wr
) 1
r
≤ |E j| 1r′ |Q j| 1r
(
1
|Q j|
ˆ
Q j
wr
) 1
r
≤ |E j| 1r′ |Q j| 1r 2|Q j|
ˆ
Rn
(MχQ j)
qw ≤ ce− cγr′
ˆ
Rn
(MχQ j)
qw.
We use the standard good-λ techniques as in [26] combined with Lemma 5.6 to
get ˆ
Rn
(T ∗ f )pw ≤
(
2
γ
)p ˆ
Rn
(M f )pw + ce−
c
γr′
ˆ
Rn
(Mp,qT ∗ f )pw
≤
(
2pγ−p + e−
c
γr′
(
cqn2
cn
p2q
q−p 1
ε2
log
1
ε
)) ˆ
Rn
(M f )pw
+ ce−
c
γr′
(
cn2p
1
aε
log
cn10nq2p+2
ε
)ˆ
Rn
(T ∗ f )pw
Choosing γ−1 ∼ cn(q + p2qq−p ) 1ε log 1ε we can make
e−
c
γr′
(
cqn2
cn
p2q
q−p 1
ε2
log
1
ε
)
<
1
2
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and
ce−
c
γr′
(
cn2p
1
aε
log
cn10nq2p+2
ε
)
<
1
2
and taking the term to the left side (which is possible since it is finite, see [26]) we
obtain ˆ
Rn
(T ∗ f )pw ≤ cpn
(
cn(q +
p2q
q − p )
1
ε
log
1
ε
)p ˆ
Rn
(M f )pw. 
Remark 5.7. We conjecture that the first q in the constant should not be there. That
way limq→∞ cq < ∞. We think this should be the case because whenever w ∈ Cq
and q is bigger, we have more information. This way we could recover a weighted
inequality for the A∞ class, though it would be a worse one than the one we mention
in the introduction. For this very reason, we conjecture that the dependence on the
Cq constant is not sharp in this sense.
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