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Part I:
Introduction
5
Chapter I-1. Overview Of The Thesis.
• The Aim Of The Thesis: The Hamiltonian formulation of general relativity was developed
originally as a preliminary step to a quantum theory of gravity. Time is separated from the
remaining spacetime coordinates and is treated as a privileged parameter, in accordance
with the standard algorithm of quantization. The incompatibility between the treatment
of time in the classical and in the quantum theory results in the so-called problem of time
in canonical quantum gravity[1,2]. Several attempts have been made to devise alternative
algorithms of quantization which may accommodate the covariance of the classical theory
from the outset.
One of the most prominent of these attempts is based on the notion of continuous histo-
ries[3,4,5,6] in the context of the consistent histories approach to quantum theory[7,8,9,10].
A history is defined as a sequence of time-ordered propositions about the properties of the
physical system. It is precisely this intrinsic temporality of histories that may provide a
solution to the problem of time in quantum gravity. Such a solution is the ultimate aim
of the histories program. The analogue of continuous histories in a classical theory is the
main theme of this thesis.
By the term classical histories it is implied that the canonical fields, as well as the
symplectic structure of the theory, depend on the full foliation of spacetime into hyper-
surfaces, rather than on the embedding at a single instant of time. For example, the
history Poisson bracket between a scalar field and its conjugate momentum is defined by
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{φ(x, t), π(x′, t′)} := δ(x, x′)δ(t, t′). The aim of the thesis is to illustrate that, even at the
classical level, the advantages of a history theory over the standard canonical approach
are significant, especially when it comes to discussing spacetime issues. This fact strongly
suggests a history canonical approach when considering quantum gravity.
• The Context Of The Thesis: The need for using classical histories came from an attempt
to deal with an apparently unrelated issue; namely, the lack of a genuine Lie algebra in
canonical general relativity. More precisely, the Dirac algebra[11] is the algebra according
to which the Hamiltonian and momentum constraints of canonical relativity close under the
Poisson bracket operations. However, the induced metric on the three-dimensional hyper-
surface appears explicitly in the Poisson bracket between the Hamiltonian constraints de-
fined at two spatially distinct points. This means that the Dirac algebra is not a genuine
Lie algebra; a fact that creates many serious difficulties in canonical quantum gravity,
especially in group-oriented approaches[1,2,12].
The coupling of gravity to dust helped Brown and Kucharˇ[13] toparameterized discover sim-
ple quadratic combinations of the gravitational Hamiltonian and momentum constraints
whose Poisson brackets vanish strongly. If these combinations replace the Hamiltonian
constraint to form an equivalent system of constraints for vacuum general relativity, a
genuine Lie algebra is created. It is natural to ask whether the coupling of gravity to
other sources yields alternative combinations of the gravitational constraints whose Pois-
son brackets also vanish strongly. Kucharˇ and Romano[14] illustrated how this can be done
by coupling gravity to a massless scalar field. Brown and Marolf[15] produced other com-
binations by coupling gravity to fluids, and Markopoulou[16] found an equation satisfied
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by all such combinations by treating the problem algebraically.
The physical relevance of this equation is not clear. However, an insight into its origin
can be gained if it is shown to be related to phenomenologically physical systems like
the ones discussed by Kucharˇ et al. Indeed, it is shown (here, and in ref. 17) that all
such combinations can be derived from a generalized action functional that is coupled to
gravity. The action functional depends on a scalar field and is by two arbitrary functions
of a Lagrange multiplier. After the elimination of the multiplier from the action, the
resulting theory is interpreted as a theory of gravity coupled to scalar fields with nonlinear
self-interactions.
The momentum conjugate to the scalar field can be solved solely in terms of the gravita-
tional Hamiltonian and momentum generators. This leads to scalar densitized combina-
tions of the gravitational generators that are parametrized by an arbitrary function of one
variable. In the case of vacuum gravity, these combinations provide exactly the general
solution of the equation constructed algebraically by Markopoulou.
The coincidence of the purely algebraic result with the result arising from the action prin-
ciple is indeed remarkable. It suggests that the role of couplings in general relativity ought
to be investigated further. However, returning to the case of vacuum gravity, an important
problem arises concerning the usefulness of these self-commuting combinations. Namely,
it is shown (here) that most of the combinations are ill-defined on the constraint surface
of vacuum gravity, while the remaining (well-defined) ones lead to a trivial dynamical
evolution if used to replace the Hamiltonian constraint.
The question arises whether alternative gravitational constraints for vacuum gravity can
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be constructed. These should not only satisfy the new Lie algebra but also generate
the appropriate dynamical evolution. In order to investigate this possibility, a further
insight into the origin of the new Lie algebra is required. Indeed, significant progress is
achieved by comparing the new algebra with the Dirac one (here, and in ref. 18). The
geometric interpretation of the latter is known and a method for finding its physically
relevant representations is also available.
The underlying geometry of the Dirac algebra was first recognized by Teitelboim[19], while
an algorithm for constructing its representations was developed by Hojman, Kucharˇ and
Teitelboim in their derivation of geometrodynamics from first principles[20]. The attempt
to apply their algorithm unambiguously to the case of the new algebra results in a re-
examination of the standard canonical formalism and in the introduction of classical his-
tories. This is precisely how the notion of classical histories arises in the thesis.
If the phase space is defined over the space of classical histories, it is shown (here, and in
ref. 18) that the precise relation between the individual postulates used by Kucharˇ et al
is clarified. The original set of postulates can then be replaced by an evolution postulate
which is related directly to the spacetime picturfavore. To be precise, the original aim
of Kucharˇ et al was to use postulates that depend exclusively on the hyper-surface. The
assumption of a surrounding spacetime appears only implicitly in their arguments, and
this is the reason why the connection of the postulates is not clear.
It is only after choosing to make this assumption explicit that the precise relationship of the
postulates is revealed. If this choice is not taken, nothing can be gained or lost through the
introduction of histories. What is remarkable, however, is that in the standard formalism
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there is no second choice, and the postulates of Kucharˇ et al are then the best one can
hope for. This happens precisely because of the use of equal-time Poisson brackets in the
standard approach. It is only in the history formalism that the assumption of a surrounding
spacetime can be made explicit, thus leading to the understanding of the postulates.
This observation, alone, illustrates the genuine advantages of the canonical history ap-
proach over its standard counterpart and speaks in its when approaching quantum gravity.
In addition, the use of a history phase space results in certain corrections of the results
of Kucharˇ et al. These lead to the discovery of additional representations of the evolution
postulate for general relativity. The meaning of these new representations is only partially
clarified in the thesis.
Finally, by applying the history formalism to the original problem of the new algebra,
its geometric interpretation is found. The representations of the algebra that generate
the correct dynamical evolution are also constructed. This is achieved by decomposing
the Lagrangian with respect to an appropriate choice of foliation. The Hamiltonian and
momentum constraints that arise through this decomposition are then the required repre-
sentations of the algebra. Since the choice of foliation does not affect the physical content of
the theory, it follows that these representations generate the correct dynamical evolution.
This procedure works for an arbitrary algebra and for any field theory that is parametrized.
For general relativity a more elaborate scheme needs to be devised; this project is under
preparation[21].
• The Structure Of The Thesis: A brief review of the standard canonical formulation of
general relativity is presented in the remaining part of the introduction. The problem of
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time as well as the main approaches to quantization are discussed. Particular emphasis
is placed on the internal-time approach and on the related Gaussian-time formulation,
the knowledge of which is needed for the chapters that follow. Part II begins with the
presentation of the genuine Lie algebra discovered by Brown and Kucharˇ in the context
of the Gaussian-time approach. Certain representations of this algebra are combinations
of the super-Hamiltonian and super-momentum constraints of canonical general relativity.
The connection of these combinations with a generalized scalar field action functional that
is coupled to gravity is presented.
In the case of pure gravity, these representations are ill-defined and an alternative inter-
pretation is needed. This need leads to the use of classical histories which are discussed
in two parts. In part III the phase space over the space of histories is defined while an al-
gorithm for interpreting the algebra is explained. It modifies and completes the algorithm
devised by Kucharˇ et al[20] for deriving representations of the canonical generators from
first principles. In the new algorithm, the principles of Kucharˇ et al are replaced by the
evolution postulate.
In part IV, the evolution postulate is used to find the most general canonical represen-
tations of (i) vacuum general relativity and (ii) a scalar field theory on a given metric
background. These two theories act as examples of a constrained and an unconstrained
system, respectively. In the former case, new canonical representations arise. In part V,
the geometric interpretation of the new Lie algebra is presented. The revised algorithm is
used in finding representations of the algebra for a parametrized scalar field theory. The
current results, their extent and their limitations are discussed in part VI. Some future
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directions, both in the classical and in the quantum domain, are pointed out.
Chapter I-2. Hamiltonian General Relativity.
• The theory of general relativity was written in Hamiltonian form initially by Dirac[11],
Arnowitt, Deser and Misner[22]. A feature of the original formulation was the selection
of a specific coordinate system on the spacetime manifold but, later, a global geometric
approach was developed by Kucharˇ[23]. The following summary is based on an article by
Isham[1].
• The Required Assumptions For Spacetime: The starting point is a 3-dimensional man-
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ifold Σ that represents physical space. It is assumed to be compact. Without this as-
sumption the resulting theory has to be augmented by surface terms. The topology of the
spacetime manifold M is assumed to be such that it can be foliated by an one-parameter
family of embeddings,
Xt : Σ→M, (1)
t ∈ R, of Σ in M. This implies that the spacetime manifold is limited topologically to be
diffeomorphic to Σ×R, since the map
X : Σ×R→M, (2)
defined by (x, t) :→ X (x, t) := Xt(x), x ∈ Σ, is a diffeomorphism of Σ× R with M.
For each x ∈ Σ the map
Xx : R→M, (3)
defined by t → X (x, t), is a curve in M and therefore has an one-parameter family of
tangent vectors in M. This is known as the deformation vector field of the foliation and
is defined by
X˙ (x, t) := X˙x(t). (4)
For a particular choice of foliation there is a unique deformation vector field.
In general, if Xt : Σ→M is an embedding, the normal vector field n to the embedding is
defined by the relation
nαX α,i = 0. (5)
The indices α = 0, 1, 2, 3 and i = 1, 2, 3 correspond to the coordinate systems in M and
in Σ respectively. In the Hamiltonian formulation of general relativity the embedding is
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required additionally to be space-like with respect to the Lorentzian metric on M. The
defining relation for the normal vector field must then be supplemented by the normaliza-
tion condition
γαβnαnβ = −1. (6)
The last relation implies that n is a time-like vector field in (M, γ) when the signature of
the Lorentzian metric is (−1, 1, 1, 1).
• The Lapse Function And The Shift Vector: For each value of the time parameter t, the
deformation vector can be decomposed into two components, one of which lies along the
hyper-surface Xt(Σ) and the other of which is parallel to nt,
X˙ α = Nγαβnβ +N iX α,i. (7)
The functions N(x, t) and N i(x, t) are known as the lapse function and the shift vector
respectively. Their geometric interpretation can be deduced from this relation as follows.
The lapse function specifies the proper time separation between the hyper-surfaces Xt(Σ)
and Xt+δt(Σ) measured in the direction normal to the first hyper-surface. The shift vector
determines how, for each x ∈ Σ, the point Xt+δt(x) in M is displaced with respect to the
intersection of the hyper-surface Xt+δt(Σ) with the normal geodesic drawn from the point
Xt(x).
In order to define the canonical theory, the spacetime metric must be “pulled-back” from
M to Σ× R. In local coordinates, the induced spatial metric is written as
gij := γαβX α,iX β,j. (8)
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It is a positive definite tensor of signature (1,1,1) since the embedding is space-like with
respect to the Lorentzian structure. The spatial metric contains six of the ten degrees
of freedom of the original theory. The normal vector field, the lapse function and the
shift vector are the only other quantities that depend on the spacetime metric, so are all
candidates for the remaining degrees of freedom. However, if the theory is decomposed
with respect to the basis (nα,X αi), nα cannot appear in the pulled-back Lagrangian. The
reason is that the right sides of equations (5)-(6) consist of pure numbers. The lapse
function and the shift vector may therefore be identified with the remaining degrees of
freedom and treated as canonical coordinates.
• The Canonical Form Of General Relativity: The canonical theory is obtained by de-
composing the Hilbert-Einstein Lagrangian with respect to the spatial metric, the shift
vector and the lapse function. A Legendre transformation is performed to replace any time
derivative of these variables with their conjugate momenta. The lapse function and the
shift vector become non-dynamical Lagrange multipliers. They enforce on the canonical
variables the super-Hamiltonian and super-momentum constraints[22],
S =
∫
d3xdt[pij ˙gij −NHgr⊥ −N iHgri], (9)
Hgr⊥ = 1
2
g−
1
2
(
gikgjl + gilgjk − gijgkl
)
pijpkl − g 12R ≃ 0, (10)
Hgri = −2Djpji ≃ 0. (11)
The constraints (10)-(11) satisfy the Dirac algebra[11]
{Hgr⊥(x),Hgr⊥(x′)} = gij(x)Hgri(x)δ,j(x, x′)− (x↔ x′), (12)
{Hgr⊥(x),Hgri(x′)} = Hgr⊥,i(x)δ(x, x′) +Hgr⊥(x)δ,i(x, x′), (13)
15
{Hgri(x),Hgrj(x′)} = Hgrj(x)δ,i(x, x′)− (ix↔ jx′). (14)
They are first-class since the right hand side of equations (12)-(14) vanishes on the con-
straint surface (10)-(11). The presence of the spatial metric gij in equation (12) implies
that the Dirac algebra is not a genuine Lie algebra. This becomes a problem in most
attempts for a quantum theory of gravity[1,2,12].
Chapter I-3. The Problem Of Time.
• Time In Quantum Theory And In General Relativity: The formulation of quantum
theory is grounded on the idea of a measurement made at a particular instant of time. The
time parameter is external to the system and belongs to the “classical world” according to
the conventional Copenhagen interpretation. The fact that time is not a physical observable
is expressed mathematically by the lack of a time operator in the quantum theory[1]. This
special property of time applies for non-relativistic quantum theory and for relativistic
16
particle dynamics as well as for quantum field theory.
However, this view of time cannot be maintained when the theory of general relativity is
taken into account. The reason is that the equations of general relativity transform covari-
antly under changes of spacetime coordinates and physical results remain invariant under
such changes. The invariance of the theory under the action of the group of active point
transformations, Diff(M), implies that no intrinsic physical significance can be assigned to
the individual mathematical spacetime points. This amounts to the lack of physical observ-
ables in the vacuum theory[1]. It also suggests that fundamental features of quantum field
theory cannot be maintained, like the notion of a space-like separation, the interpretation
of the so-called micro-causality condition and even the canonical commutation relations
themselves[1].
• The Approaches To Quantum Gravity: Most approaches to dealing with the contradic-
tory roles assigned to time by the quantum and the classical theory identify time in terms
of the internal structure of the system. They can be divided mainly into three categories[1]:
(i) An internal time is identified as a functional of the canonical variables and the con-
straints are solved, before the system is quantized. The resolved constraints are linear in
the momentum conjugate to the internal time, so a linear Schro¨dinger equation is produced
with respect to this choice of time.
(ii) The constraints are imposed at the quantum level as restrictions on the allowed state
vectors, and time is identified only after this step. The resulting functional differential
equation is known as the Wheeler-DeWitt equation. It is quadratic in the functional
derivatives. The notion of time must be recovered from the solutions of this equation, and
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the final probabilistic interpretation of the theory must be made after this identification of
time.
(iii) The timeless nature of general relativity is preserved. It is assumed that a quantum
theory of gravity can be constructed without any mention to the concept of time. The
latter is considered to have a status that is purely phenomenological.
Chapter I-4. The Internal-Time Approach.
• The internal-time approach belongs to the first type of quantization schemes. Time
is assumed to be hidden among the canonical variables and must be identified and sep-
arated before the theory is quantized. The procedure corresponds to the so-called “de-
parametrization” of general relativity. It is motivated by the parallel that can be drawn
between general relativity and parametrized particle dynamics[24].
• Parametrized Particle Dynamics: The canonical action describing the motion of a single
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non-relativistic particle of mass m in the potential field F(xi, t) has the form[24]
S[xi, pi] =
∫
dt
(
pi
dxi
dt
−H(xi, pi, t)
)
. (15)
The precise expression for the Hamiltonian H(xi, pi, t) is
H(xi, pi, t) =
1
2m
pipi + F(xi, t). (16)
If the path of the particle is parametrized by an arbitrary label time τ , and the absolute
Newtonian time t is adjoined to the configuration variables xi,
xα = (t, xi), xi = xi(τ), pi = pi(τ), t = t(τ), (17)
the action (15) becomes
S[xα(τ), pi(τ)] =
∫
dτ
(
pi(τ)
dxi(τ)
dτ
−H [xα(τ), pi(τ)]dt(τ)
dτ
)
. (18)
Expression (18) is numerically equal to the original expression (15) so its variation with
respect to the canonical variables xi and pi gives the correct equations of motion. In
addition, the variation with respect to the Newtonian time t yields
dH(τ)
dτ
=
∂H(t)
∂t
dt(τ)
dτ
, (19)
which is valid by virtue of the original Hamilton equations for xi and pi. The parametrized
action (18) is therefore consistent.
The Hamiltonian process requires the definition of the momentum p0 conjugate to the
Newtonian time t,
p0 := −H [xα, pi]. (20)
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The canonical action then becomes
S[xα(τ), pα(τ)] =
∫
dτ
(
pα(τ)
dxα(τ)
dτ
−NH[xα(τ), pα(τ)]
)
. (21)
Notice that a new quantity pα has been introduced, defined by
pα = (p0, pi), p0 = p0(τ). (22)
The geometric meaning of N is recovered by varying this action with respect to p0,
N = dt(τ)
dτ
. (23)
The variation with respect to the non-dynamical Lagrange multiplier N enforces on the
canonical data the constraint
H[xα(τ), pα(τ)] = p0(τ) +H [xα(τ), pi(τ)] = 0. (24)
Finally, the variation with respect to the remaining variables leads to valid equations by
virtue of the original theory.
• The Internal Time Formalism: The parallel that can be drawn between this procedure
and canonical geometrodynamics is the following. The parametrized Hamiltonian in (21)
is constrained to vanish, the Newtonian time behaves as an one-dimensional embedding,
and the Lagrange multiplier enforcing the constraint is the analogue of the lapse function.
The observation is that the constraint H = 0 arises in the parametrized model because
the Newtonian time t and its conjugate momentum p0 have been adjoined to the true
dynamical variables xi, pi. It could be the case that the action for geometrodynamics is
already in parametrized form and can even be de-parametrized; that is, reduced to its basic
true degrees of freedom.
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The conjecture is that there exists a canonical transformation[25],
(
gij(x), p
ij(x)
)
to
(
XA(x), PA(x), φ
q(x), πq(x)
)
, (25)
that separates the four embedding variables XA(x) that specify the hyper-surface from the
two true gravitational degrees of freedom φq(x) (A = 0, 1, 2, 3, q = 1, 2). The constraint
equations (10)-(11) are then replaced by the equivalent set
HA(x) = PA(x) + hA(x;X, φ, π] = 0. (26)
The modified constraints (26) correspond to equation (24) valid for the parametrized par-
ticle. Drawing the analogy even further, the quantity hA(x;X, φ, π] is interpreted as the
energy density and the energy flux carried by the variables φq(x) and πq(x) through the
hyper-surface XA(x). In the form (26), the constraints are imposed on the physical states
according to the Dirac quantization algorithm. Because of their linearity they lead to a
first-order Schro¨dinger equation. If this separation between embedding variables and true
degrees of freedom can be achieved, a considerable progress towards a quantum theory of
gravity will have been made.
• Problems With The Internal Time Formalism: However, besides the standard technical
issues associated with a Schro¨dinger-type equation[1], the internal time approach faces
problems that render it almost unattainable:
1. Global problem. Calculations performed in simple models have shown that the new
system of constraints (26) cannot be made globally equivalent to the original system (10)-
(11). It is reasonable to surmise that this problem becomes worse in the case of full
geometrodynamics.
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2. Multiple choice problem. If a natural choice of internal time does not exist, the ensuing
quantum theories must either be equivalent or, at least, related in a specific way. Simple
examples show that this is not the case.
3. Spacetime problem. What is implied in the internal-time program is that the time
coordinate should be constructed purely of the canonical data. Such a time must be
independent of the particular foliation relative to which the canonical formalism has been
defined, so it can only be a spacetime scalar. Assuming only locality, it has been shown
that scalar internal-time functionals do not exist[2].
Chapter I-5. The Gaussian Time Formulation.
• The probable failure of the internal-time approach suggests that the analogy drawn
between geometrodynamics and parametrized dynamics is a misleading one. Nevertheless,
this analogy motivated an alternative approach to quantum gravity, where the framework
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for dealing with the conceptual aspects of time arises naturally.
• Coordinate Conditions: Isham and Kucharˇ[26] discussed the issue of representing space-
time diffeomorphisms in canonical general relativity. They needed to construct a ho-
momorphic mapping of spacetime vector fields into the Poisson bracket algebra of the
geometrodynamical phase space. Contrary to the internal time scheme, they did not con-
sider canonical gravity as being already parametrized but, instead, they parametrized it
once more. The geometrodynamical phase space is extended by the space of embeddings
of the spatial manifold Σ in the spacetime M and, therefore, the required homomorphic
mapping is constructed.
When extending the phase space, the need for consistency led them to restrict the spacetime
metrics by Gaussian coordinate conditions with respect to an auxiliary foliation structure.
The constraints (10)-(11) are suspended temporarily and are re-introduced later, after
the embedding canonical variables have been adjoined to the gravitational ones. This is
achieved through varying the auxiliary structure.
The procedure of breaking the invariance of general relativity, and restoring it again by
parametrization, leads to the modification of the constraints by terms which are linear in
the momenta conjugate to the Gaussian coordinates. As in the case of an internal time
approach, the equation obtained by imposing the new constraints as a restriction on the
physical states is a Schro¨dinger equation. The ensuing theory can be viewed as vacuum
quantum gravity but it can also be criticized as lacking physical interpretation[2].
• The Reference fluid: Addressing this issue, Kucharˇ and Torre[27] gave a phenomeno-
logical interpretation for the Gaussian conditions by taking them into account through
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a different technical procedure. The Gaussian coordinates are adjoined to the Hilbert-
Einstein action by Lagrange multipliers and the total action is varied. The additional
variables introduce a source term into Einstein’s field equations and are interpreted as a
reference fluid. The canonical analysis of the fluid results in a set of constraints similar
to that in [26], and a Shcro¨dinger equation is obtained through the Dirac quantization
scheme.
The main advantages of the Gaussian-time approach over the internal-time one are the
following:
(i) The fluid variables are spacetime scalars by construction, so there is no spacetime
problem.
(ii) The introduction of the reference system is associated with a privileged time so there
is no multiple choice problem, either.
Unfortunately, although these gains are considerable, the Gaussian reference fluid suffers
from a basic problem. Its energy-momentum tensor does not satisfy the energy conditions of
general relativity, so the fluid can only be given an interpretation that is phenomenological.
24
Part II:
A New Lie Algebra For Vacuum General Relativity
25
Chapter II-1. The Discovery Of A Genuine Lie Algebra.
• Incoherent dust: In their search for a realistic medium for the reference fluid, Brown
and Kucharˇ[13] avoided any mention to coordinate conditions. Instead, they constructed
a physical Lagrangian that describes a globally hyperbolic spacetime filled with incoherent
dust,
S =
∫
d4X(−1
2
)|γ| 12M
(
γαβUαUβ + 1
)
. (27)
The four-velocity Uα of the dust is defined by its decomposition in the co-basis Z
K
,α,
Uα = −T,α +WiZ i,α. (28)
The scalars ZK = (T, Z i) are assumed to be four independent functions of the spacetime
coordinates. The values of the variables Z i correspond to the co-moving coordinates of the
dust particles, and the value of the variable T corresponds to the proper time measured
along the particle flow lines. The three spatial components Wi of the four-velocity in the
dust frame {Z i} and the multiplier M are all state variables, whose physical interpretation
follows from the ensuing equations of motion[13].
The co-moving coordinates of the dust particles and the proper time along the dust world-
lines are treated as canonical coordinates, so a privileged dynamical reference frame and
time foliation are introduced into spacetime. Disregarding certain problems concerning the
factor ordering[1,2], the Dirac quantization of the coupled system provides an improved
phenomenological approach to the problem of time in quantum gravity. The work of Brown
and Kucharˇ is the starting point of this thesis.
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• Self-Commuting Combinations: While studying the canonical decomposition of the dust
action, the authors of [13] came across a weight-two scalar combination of the gravitational
constraints,
G(x) := Hgr2
⊥
(x)− gijHgri(x)Hgrj(x). (29)
The Poisson brackets of G(x) with itself vanish strongly. If G(x) replaces the usual Hamil-
tonian constraint to form an equivalent set of constraints for vacuum general relativity,
G(x) = 0 = Hgri(x), (30)
a genuine Lie algebra is created.
The new algebra takes the form
{G(x), G(x′)} = 0, (31)
{G(x),Hgri(x′)} = G,i(x)δ(x, x′) + 2G(x)δ,i(x, x′), (32)
{Hgri(x),Hgrj(x′)} = Hgrj(x)δ,i(x, x′)− (ix↔ jx′). (33)
It corresponds to the semi-direct product of the Abelian algebra generated by G(x), equa-
tion (31), with the algebra of spatial diffeomorphisms LDiffΣ generated by Hgri(x), equa-
tion (33). The Poisson bracket (32) reflects the transformation of G(x), under DiffΣ, as a
scalar density of weight two.
A similar result was obtained by Kucharˇ and Romano[14]. They coupled gravity to a mass-
less scalar field and extracted another weight-two scalar combination of the gravitational
constraints,
Λ±(x) := g
1
2 (x)
(
−Hgr⊥(x)±
√
G(x)
)
. (34)
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These results are significant because in the presence of a genuine Lie algebra some of the
problems associated with quantization can be eliminated. This applies particularly to a
group-oriented approach, where the Hilbert space of the quantum theory is constructed by
studying the representations of a group of observables, that often include symmetries of
the classical system[1]. The standard super-Hamiltonian and super-momentum constraints
are such observables, but they do not form a Lie group since their closing relations under
the Poisson bracket operations do not produce a genuine Lie algebra. The presence of a
genuine algebra allows the definition of a group and, hence, the use of powerful techniques
from group representation theory for the construction of the appropriate Hilbert space.
• The Weight-ω Equation: The issue that arises is whether these self-commuting combi-
nations convey any general message about the structure of canonical general relativity[14].
An advance towards understanding their nature was made by Markopoulou[16]. She con-
structed a nonlinear partial differential equation satisfied by scalar combinations of the
gravitational constraints that close according to the Abelian algebra (31)-(33).
The main observation was that any scalar density Wω of arbitrary-weight can be written
in terms of simpler combinations of the constraints and of the spatial metric,
Wω(x) = g ω2 (x)Wω[h(x), f(x)], (35)
assuming that Wω is an ultra-local function of them. The parameter ω denotes the weight
of the corresponding scalar densities. The basic combinations of the constraints are defined
by
h(x) := g−
1
2 (x)Hgr⊥(x), (36)
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f(x) := g−1(x)gij(x)Hgri(x)Hgrj(x) (37)
and transform as scalar densities of weight zero. Notice that both G and Λ± can be written
in the form (35) for weight two.
The requirement that the Poisson brackets of Wω(x) should vanish strongly results in a
differential equation for Wω(x),
ω
2
Wω(x)Wωf (x) = f(x)Wωf
2(x)− 1
4
Wωh
2(x), (38)
where the notation Wωh :=
∂Wω
∂h
and Wωf :=
∂Wω
∂f
has been used.
Its general solution can be found exactly, and is given[16] by
Wω[h, f, B(α[h, f ])] = ±
[(
h− 1
2
B′(α[h, f ])
)
+
√(
h− 1
2
B′(α[h, f ])
)2
− f
]ω
2
× exp
(
B(α[h, f ]) +
ω
2
1
2
B′(α[h, f ])√
(h− 1
2
B′(α[h, f ]))2 − f
)
. (39)
The form of the function α[h, f ] is determined by solving algebraically the equation
α = − ω
4
√
(h− 1
2
B′(α))2 − f
(40)
for a given choice of B(α). Complex solutions for Wω(x) can exist.
• A Possibility: Expressions (39) and (40) are based on algebraic considerations, so their
physical relevance is not clear. An insight into their origin could be gained if they were
shown to be related to systems similar to the ones discussed in [14] and [14]. In particular,
the actions for dust and for a massless scalar field could arise as different versions of a
general action, parametrized by an arbitrary function of one variable. This possibility is
supported by the fact that the general solution (39)-(40) has a similar dependence upon
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such a function. It is also compatible with the general properties of first-order partial
differential equations[28].
An obstacle to this construction is that the fields used in [13] and in [14] are unequal in
number. However, it can be shown that the relevant results G and Λ± depend only on the
form of the action and not on the number of the canonical fields. An action of a single
field could therefore suffice, provided that it is parametrized by an arbitrary function of
one variable and reduces to the form of the actions in [13] and [14] for particular choices of
this function. When coupled to gravity, it could provide the general solution of equation
(38) for weight two.
In addition, if the weight-two procedure proved to be successful it would be extended
trivially to an arbitrary weight. This follows from a remarkable property of equation (38).
If Wω is a solution of weight ω then Wω′ , defined by
Wω′ :=Wω
ω
′
ω , (41)
is a new solution of weight ω′. Notice that both ω and ω′ must be different from zero so
that the algorithm is well-defined and invertible.
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Chapter II-2. Treating The Algebra Algebraically.
Equation (38) is related to a generalized action that has the properties described above.
As it stands, the equation does not make this connection clear, so an ansatz is used to
convert it into an appropriate form. The ansatz is parametrized by the weight ω appearing
in equation (38) and expresses Wω in terms of two functions λ and µ. Like Wω they
are ultra-local functions of the basic combinations h and f and they transform as scalar
densities of weight zero. The ansatz transforms the nonlinear equation (38) into a pair of
coupled quasi-linear partial differential equations for λ and µ, called the “linear” equation.
• Preliminary Remarks About The ω-Equation: If any of the partial derivatives of Wω
is trivial, equation (38) implies that Wω is either a function of f , alone, or a constant.
In both cases, the information concerning the Hamiltonian constraint is lost. These spe-
cial solutions have been excluded from the following discussion, although the reasons for
excluding them will arise later, in chapters II-4 and II-5.
Recall, also, that equation (38) allows the existence of complex solutions which, usually,
cannot be reconciled to the idea of a physical system. This is particularly true here, since
these solutions are required later to be positive definite. However, a complex combination of
the gravitational constraints is not necessarily complex-valued. For example, the weight-
one solution i
√
h2 − f is positive in a region of the phase space where f > h2. This
particular region is not accessible to vacuum general relativity, but may be so to a coupled
system. It is therefore preferable to accept all solutions of equation (38) at this stage and
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make the necessary amendments later, in chapter II-4.
• The ω-Ansatz And The Linear Equation: The one-parameter family of “ansatzes” has
the following form,
Wω[h, f ] = λ
ω
2 [h, f ]
(
h− µ[h, f ] +
√
(h− µ[h, f ])2−f
)ω
2
. (42)
Each ω-ansatz transforms the corresponding ω-equation (38). Both signs for the square
root are permitted. This is not denoted by a ± sign in order to keep the notation simple.
The square root in (42) is denoted by the letter R, and the square-bracket notation is
dropped,
R :=
√(
h− µ
)2
−f. (43)
The partial derivatives of Wω are expressed in terms of λ, µ and R according to
WωH =
ω
2
λ
ω
2 (h− µ+R)ω2
(
1
λ
λh − 1
R
µh +
1
R
)
,
WωF =
ω
2
λ
ω
2 (h− µ+R)ω2
(1
λ
λf − 1
R
µf − 1
2R(h− µ+R)
)
. (44)
When expressions (42)-(44) are used in equation (38), this becomes:
(
1
λ
λf− 1
R
µf
)[
−f
(
1
λ
λf− 1
R
µf
)
+
h− µ
R
]
+
1
4
(
1
λ
λh− 1
R
µh
)[(
1
λ
λh− 1
R
µh
)
+
2
R
]
= 0. (45)
Noticeably, the arbitrary weight ω has been eliminated.
There exist four obvious solutions of equation (45), corresponding to four different pairs of
coupled quasi-linear equations for µ and λ:
1
λ
λf − 1
R
µf = 0 and
1
λ
λh − 1
R
µh = 0, (46)
1
λ
λf − 1
R
µf = 0 and
1
λ
λh − 1
R
µh = − 2
R
, (47)
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1λ
λf − 1
R
µf =
h− µ
R
and
1
λ
λh − 1
R
µh = 0, (48)
1
λ
λf − 1
R
µf =
h− µ
R
and
1
λ
λh − 1
R
µh = − 2
R
. (49)
Given a µ, any of the above pairs of equations can be solved for the corresponding λ,
provided that the system of the two partial equations for λ is not contradictory. Then,
the ω-ansatz (42) can be used to produce solutions Wω of the corresponding weight. An
equivalent procedure can be followed if a λ is given initially.
Furthermore, the above pairs are equivalent, in the sense that for each weight they all lead
to the same family of solutions of the non-linear equation (38). The proof can be found
in Appendix A. The most symmetric of the equivalent pairs, equation (46), is then singled
out. It is called the “linear” equation and is the one related directly to the action principle.
Its solutions must be compared with the general solution of each ω-equation (38). The
surprising result is that, for all weights, equations (38) and (46) are equivalent.
In particular, given a solution Wω of the weight-ω equation, there exist unique functions
λ¯ =
−2Wω 2ωWωf
Wωh
, (50)
µ¯ = h+
Wωf
Wωh
f +
1
4
Wωh
Wωf
, (51)
R¯ =
Wωf
Wωh
f − 1
4
Wωh
Wωf
, (52)
that satisfy the linear equation and lead to Wω through the corresponding ω-ansatz. The
derivation of equations (50)-(52) can be found in Appendix B. The over-bar symbol is a
reminder of the uniqueness of these expressions. To be precise, the expression for λ¯ is
not exactly unique but holds up to an ω
2
power of unity. Notice that equations (50)-(52)
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are well-defined in general, because Wωh and Wωf have been required to be non-trivial
functions of h and f . Of course, the phase space should be restricted to those regions
where also the numerical values of Wωh and Wωf are non-trivial.
Chapter II-3. Actions Leading To The Algebra.
• The relevant action involves a scalar field with a non-derivative coupling to gravity and,
initially, two arbitrary functions of a Lagrange multiplier. It is the simplest action that
possesses the parametrization by an arbitrary function of one variable and includes the
actions in [13] and [14] as sub-cases. The required parametrization arises only after the
elimination of the non-dynamical multiplier. Because there is no detailed reference to an
underlying physical interpretation the following construction should be viewed mainly as
a mathematical one.
• The Scalar Field Action: The action functional Sφ is introduced as
Sφ[φ,M, γαβ] =
∫
d4X|γ| 12
(
1
2
λ(M)γαβφ,αφ,β + µ(M)
)
. (53)
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The dependence of the fields on the spacetime point X is not written explicitly. The
functions λ(M) and µ(M) are continuous functions of the Lagrange multiplier M . They
are fixed (i.e., non-canonical) but otherwise arbitrary. Since the scalar field has to be
present in the action functional, λ(M) is required to be different from zero. No such
restriction is imposed on µ(M). Notice that the notation for the two functions of the
multiplier reflects the notation used in chapter II-2.
Keeping the conventional dimension of inverse length for the scalar field, a consistent
attribution of dimensions to the various terms appearing in (53) is the following:
[φ] = L−1, [M ] = [λ(M)] = L0 = 1, [µ(M)] = L−4. (54)
This means that µ(M(X)) should be considered as a function of the multiplier M(X)
scaled by a constant scalar function C(X),
µ(M(X)) = C(X)ρ(M(X)). (55)
The dimensions of the new functions are [C] = L−4 and [ρ(M)] = L0 = 1. For simplicity,
appropriate units can be assumed so that C(X) = 1, in which case ρ may be identified
with µ.
• The Hamiltonian Analysis Of The Coupled System: The scalar field action (53) is coupled
to the gravitational Einstein-Hilbert action Sgr[γαβ],
Sgr[γαβ] =
∫
d4X|γ| 12R[γαβ]. (56)
The canonical analysis of the total action,
ST := Sgr + Sφ, (57)
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results in the coupled constraints[9]
HT
⊥
:= Hgr⊥ +Hφ⊥ = 0, (58)
HTi := Hgri +Hφi = 0. (59)
Their form is common to any theory with a non-derivative coupling to gravity[5].
The gravitational parts of the constraints, Hgr⊥ and Hgri, are identical to the constraints
of vacuum general relativity written out in equations (10) and (11). The scalar field
contributions Hφ
⊥
and Hφi are given by
Hφi = πφ,i, (60)
Hφ
⊥
= g
1
2
(
−1
2
π2
gλ(M)
− µ(M)− 1
2
λ(M)
π2
gijHφiHφj
)
. (61)
Notice that the kinetic energy of the scalar field has to be positive. Equation (61) then
implies that λ(M) must be negative. On the other hand, µ(M) appears as a cosmological
constant in equation (61) so it may take any real value.
• The Two Equations For M And π: At this stage, the total action ST is varied with
respect to the multiplier. The latter appears only in the super-Hamiltonian for the scalar
field, so the variation results in the following condition
dHφ
⊥
dM
= 0. (62)
Equation (62) can be written equivalently as
1
2
π2
gλ2(M)
λ′(M)− µ′(M)− 1
2
1
π2
λ′(M)gijHφiHφj = 0, (63)
where λ′(M) and µ′(M) denote the total derivatives of λ(M) and µ(M) with respect to
M .
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The constraints (58) and (59) can now be used to re-express equations (61), (63) in terms
of the gravitational contributions to these constraints,
1
2
π2
gλ(M)
+
1
2
λ(M)
π2
gijHgriHgrj = h− µ(M), (64)
1
2
π2
gλ2(M)
λ′(M)− 1
2
1
π2
gijHgriHgrjλ′(M) = µ′(M). (65)
The quantity h is the scalar density of weight zero defined in equation (36). The aim is
to solve equations (64)-(65) for π and M in terms of Hgr⊥ and Hgri. Because the solution
depends on the actual form of the derivatives, some special cases must be considered
separately.
• Solving The Two Equations For M And π. The General Case: This occurs when both
the derivatives of λ and µ are non-trivial,
λ′(M) 6= 0 µ′(M) 6= 0. (66)
If this condition holds, equation (65) can be multiplied by λ(M)/λ′(M), resulting in the
equivalent relation
1
2
π2
gλ(M)
− 1
2
λ(M)
π2
gijHgriHgrj = µ
′(M)λ(M)
λ′(M)
. (67)
Equations (64) and (67) must be solved for π and M in terms of the gravitational con-
tributions to the constraints. This can be done by adding and subtracting (64) and (67),
and then cross-multiplying the resulting equations to eliminate the field momenta. An
algebraic equation arises that determines the multiplier M as a function of Hgr⊥ and Hgri,
alone,
µ′(M)λ(M)
λ′(M)
=
√(
h− µ(M)
)2
− f. (68)
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The quantity f is the one defined in equation (37). Both signs for the square root are
allowed in (68), although this is not denoted explicitly.
The corresponding expression for the field momentum as a function of Hgr⊥ and Hgri,
alone, is given by
1
(g
1
2 )2
π2[Hgr⊥Hgri] = λ(M [Hgr⊥,Hgri])×
×
(
h− µ(M [Hgr⊥,Hgri]) +
√(
h− µ(M [Hgr⊥,Hgri])
)2 − f
)
. (69)
Equations (68) and (69) are the required solutions of the original system of equations (64)
and (65).
The observation is that the solutions M [Hgr⊥,Hgri] and π2[Hgr⊥,Hgri] can be written
solely in terms of the scalar combinations h and f . This follows directly from the actual
form of equations (68) and (69). In addition, λ and µ can be regarded as sole functions of
h and f as well, according to
λ[h, f ] := λ(M [Hgr⊥,Hgri]), and µ[h, f ] := µ(M [Hgr⊥,Hgri]). (70)
As a result, equation (69) can be put into the equivalent form
1
(g
1
2 )2
π2[h, f ] = λ[h, f ]
(
h− µ[h, f ] +R[h, f ]
)
. (71)
Notice that the definition (43) for the function R has been used in (71).
If the above expression is raised to the power of ω
2
it can be recognized as the ω-ansatz
written out in equation (42). It satisfies the differential equation (38) provided that λ[h, f ],
µ[h, f ] and the square root in equation (71) satisfy the common to all weights linear
equation (46). The following argument shows that this is true indeed.
38
Since (68) is an algebraic equation forM , it must hold identically when written in terms of
an actual solution M [h, f ]. Therefore, it becomes a differential equation for λ(M [h, f ]) ≡
λ[h, f ] and µ(M [h, f ]) ≡ µ[h, f ], regardless of the particular form of the functions λ(M)
and µ(M). Furthermore, equation (68) makes certain that its solutionM [h, f ] satisfies the
conditions
Mh 6= 0 and Mf 6= 0. (72)
Equation (68) can be then multiplied by Mh and Mf , resulting in the following pair of
partial differential equations for µ[h, f ] and λ[h, f ],
1
λ
λh − 1√
(h− µ)2 − f
µh = 0 and
1
λ
λf − 1√
(h− µ)2 − f
µf = 0. (73)
This is precisely the linear equation (46). Notice that the gravitational phase space must
be restricted to the regions where the quantity inside the square root as well as the whole
right side of equation (71) are positive.
• Solving The Two Equations For M And π. The Special Cases: Returning to equations
(64) and (65), the special cases are considered. There are three possibilities:
(i) The Kucharˇ-Romano family. This occurs when both the derivatives of λ(M) and µ(M)
are trivial,
λ′(M) = 0 and µ′(M) = 0. (74)
This means that λ(M) and µ(M) are constant functions
µ(M) = C1 λ(M) = C2. (75)
They are required to be real and negative respectively.
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In this case, there is no multiplier present in the total action. Equation (65) is then satisfied
trivially, both sides being equal to zero. Accordingly, the coupled system of equations (64),
(65) for M and π2 reduces to the single equation (64). The latter expresses π2 directly as
a function of h and f , according to
π2
(g1/2)2
= C2
(
(h− C1) +
√
(h− C1)2 − f
)
. (76)
When raised to an ω
2
power, equation (76) is recognized as the ω-ansatz. The required
identification is
λ[h, f ] ≡ C2, (77)
µ[h, f ] ≡ C1. (78)
The linear equation is satisfied trivially for these λ[h, f ] and µ[h, f ], and therefore expres-
sion (76) provides further solutions of the differential equation (38). They are all required
to be positive. Notice that this case reduces to the Kucharˇ-Romano combination under
the identification ω = 2, C1 = 0 and C2 = −1.
(ii) The Pseudo-multiplier. This case occurs when
λ′(M) = 0 and µ′(M) 6= 0. (79)
This implies that λ is a constant function C2, which is required to be negative. Equation
(65) then becomes
µ′(M) = 0. (80)
Notice that equations (79) and (80) are not contradictory. The first implies that µ(M) is
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a non-trivial function of M , while the second is an algebraic equation for determining M
provided that the non-trivial function µ(M) is given.
Any solution of equation (80) can yield only a numerical value for M . Equivalently, M is
not a proper multiplier but merely “fixes itself a value”. However, equation (64) can still
be solved for π2, leading to
π2
(g1/2)2
= −C2
(
(h− C1) +
√
(h− C1)2 − f
)
. (81)
The constant function C1 corresponds to the real numerical value of µ(M) after the elimi-
nation of the pseudo-multiplier. Therefore, case (ii) is essentially identical to case (i).
(iii) The Null-Vector Family. This occurs when
λ′(M) 6= 0 and µ′(M) = 0. (82)
The function µ(M) is equal to a constant function C1, which is required to be real. Equation
(65) then becomes (
π2
gλ(M)
− λ(M)
π2
gijHgriHgrj
)
λ′(M)
λ(M)
= 0. (83)
As a result, M either takes a real numerical value—thus producing exactly the same
combinations as in special cases (i) and (ii)—or satisfies the condition
π2
gλ(M)
− λ(M)
π2
gijHgriHgrj = 0. (84)
When equation (84) is combined with equation (64), it leads to a constraint between the
two variables f and h,
f = (h− C1)2. (85)
41
This is the only case where π2 drops out of its defining equations (64)-(65). However,
equation (85) still leads to a self-commuting combinations of weight zero when solved in
terms of the constant C1. An example is when λ(M) = M and µ(M) = 0. It can be
interpreted as a coordinate condition on γαβ such that the non-dynamical field φ becomes
null,
γαβφ,αφ,β = 0. (86)
A corresponding physical system can be interpreted as null-dust.
Chapter II-4. The Inverse Procedure.
• Actions For Given Solutions: It has been shown that for all choices of λ(M) and µ(M)
the action functional (53) yields solutions of the ω-equation. The converse statement is
also true. Every solution of equation (38) can be derived from an action principle of the
form (53). For the present purposes it suffices that only a limited part of this statement is
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proved.
In particular, it has to be shown that there exist some functions M [h, f ], µ(M) and λ(M)
that satisfy the conditions
µ
(
M [h, f ]
)
= µ¯[h, f ], (87)
λ
(
M [h, f ]
)
= λ¯[h, f ], (88)
√(
h− µ(M [h, f ])
)2 − f = R¯[h, f ], (89)
provided that µ¯, λ¯ and the corresponding Wω are real, negative and positive-valued respec-
tively. The over-bar symbol indicates the uniqueness of these expressions for each given
choice of Wω[h, f ], as explained in chapter II-2.
Notice that if a solution of equations (87)-(89) exists then the problems mentioned in
chapter II-2 concerning trivial and complex combinations no longer apply, since they are
eliminated by the assumption of existence of such a solution. This justifies the choices made
at the beginning of chapter II-2 concerning the subsequent treatment of these combinations.
Returning to equations (87)-(89), it may be observed that the linear equation (46) makes
certain that λ¯[h, f ] and µ¯[h, f ] can either be functions of both h and f or constants. If
this is not the case, the system of the two partial differential equations in (46) is self-
contradictory. Therefore, there are two cases that must be considered separately:
(i) Constant functions: If µ¯ and λ¯ are negative and real constants, C1 and C2 respectively,
then the required solution can be found without needing to specify the form of the function
M [h, f ]. This follows from the results concerning the special cases (i)-(iii) in chapter II-3.
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Specifically, the required functions λ(M) and µ(M) can be identified as
λ(M) = λ¯[h, f ] = C2, and µ(M) = µ¯[h, f ] = C1. (90)
The above relations satisfy equation (89) for an appropriate choice of sign of the square
root and, therefore, the problem of finding an action functional is solved.
(ii) Non–trivial functions: When µ¯[h, f ] and λ¯[h, f ] are, respectively, real and negative
non-trivial functions of h and f the situation is more complicated. The observation is that
the Jacobian of µ¯[h, f ] and λ¯[h, f ] with respect to h and f is identically zero. This follows
directly from the form of the linear equation (46), and implies that µ¯[h, f ] and λ¯[h, f ] are
functionally dependent. As a result, there exist at least local regions of the gravitational
phase space where µ¯[h, f ] can be solved as a unique and real function of λ¯[h, f ],
µ¯[h, f ] = κ(λ¯[h, f ]). (91)
The reason that the above is true is because λ¯ and µ¯ are real-valued. Since µ¯ and λ¯ depend
only upon the specific solution Wω[h, f ], the same is true for the uniquely defined κ.
Equations (87) and (88) then reduce to
µ
(
M [h, f ]
)
= κ(λ¯[h, f ], ) (92)
λ
(
M [h, f ]
)
= λ¯[h, f ], (93)
which admit the obvious solution
µ(M) = κ(λ(M)). (94)
This is the solution to the problem.
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• An Application: As an example, consider the combination G = h2− f . Using equations
(51) and (50), the unique expressions µ¯ and λ¯ can be found as
µ¯ =
1
2
(
h− f
h
)
and λ¯ =
(
h− f
h
)
. (95)
The set of values of h and f for which G, µ¯ and λ¯ are positive, real and negative respectively
is given by the inequalities h2 > f and h < 0. For this range of values, the partial derivatives
of G, µ¯, λ¯ and R¯ are well defined, so the same applies to the whole procedure in chapters
II-2 and II-3.
The unique real function κ is then determined by the relation
κ(λ¯[h, f ]) =
1
2
λ¯[h, f ] (96)
and solves the problem. In particular, any negative-valued, real or complex, function λ(M)
is fine, provided that µ(M) satisfies the following equation,
µ(M) = κ(λ(M)) =
1
2
λ(M). (97)
Notice that this means that G can be derived from a variety of actions of the form (53).
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Chapter II-5. The Algebra In Vacuum Gravity.
• The above procedure is part of a phenomenological approach towards the interpretation
of the Brown-Kucharˇ algebra. The main conclusion is that the association of the combina-
tions G and Λ± with matter is a generic property of the solutions (39)-(40). Considering
the diverse origins of the calculations in chapters II-2 and II-3, the coincidence of the cor-
responding results is remarkable, and suggests that the role of matter in general relativity
deserves to be investigated further.
• The Time Evolution Generated By The Solutions: On the other hand, little progress
has been made towards understanding the relevance of the solutions (39)-(40) in vacuum
gravity. The necessity to stay away from the constraint surface of this theory, and possibly
return to it when all calculations have been finished, is evident throughout the previous
chapters. This is particularly clear for the combinations G and Λ± since the time evolution
they generate is, respectively, zero and ill-defined on the constraint surface of vacuum
general relativity. The question that arises is whether this property applies for the whole
family of solutions (39)-(40).
Consider a solution W that belongs to this family. The time evolution it generates when
acting on an arbitrary local functional F of the gravitational canonical variables is the
following,
{F,W [h, f ]′} = {F, h′}Wh′ + {F, f ′}Wf ′. (98)
The primed quantities are evaluated at the spatial point x′.
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A minimum prerequisite for the use of these W s in the vacuum theory is that they should
create a constraint surface that is locally equivalent to the usual one. In particular, under
the replacement of h by W, the conditions W ≃ 0 and f ≃ 0 must imply the conditions
h ≃ 0 and f ≃ 0, and vice versa. Notice that the constraint f ≃ 0 is equivalent to the
usual constraint Hgri ≃ 0 due to the positivity of the spatial metric. Equation (38) then
implies that Wh must vanish weakly on the constraint surface of the vacuum theory,
Wh ≃ 0, (99)
provided that Wh and Wf are both well-defined. No restriction is imposed on the value of
Wf on the constraint surface.
When condition (99) is substituted in the evolution equation (98), the first term on the
right side does not contribute because it vanishes weakly. However, the same is true for the
second term assuming that Wf is well defined. This follows from the fact that f , defined
by equation (37), is quadratic in the super-momenta Hgri so that
{F, f ′} = {F, 1
g′
gij
′} Hgri′ Hgrj ′ + 2 {F,Hgri′} 1
g′
gij
′ Hgrj ′ ≃ 0 (100)
when the constraint Hgri ≃ 0 is imposed. Therefore, the time evolution associated with
any well-defined solution of equation (38) is trivial.
The inadequacy of the family of solutions (39-40) in vacuum gravity provides a further
justification of the comment made in chapter II-2 concerning the exclusion of the trivial
solutions. These solutions were excluded because they are not related to the action (53)
and, also, because the time evolution they generate in the vacuum theory is trivial.
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• Finding Vacuum Solution Of The Algebra: Although the solutions (39)-(40) are not
regular in the sense of Dirac[11], the possibility that they are used in a quantum theory of
vacuum gravity cannot be excluded. The combination G, for example, leads to a quadratic
“Wheeler-DeWitt” equation when imposed as a restriction on the quantum states of the
system, and no mention of its partial derivatives is required. Despite its quadratic charac-
ter, the new equation could then result in an overall simplification in the quantum theory
on account of its property of generating a genuine Lie algebra.
This possibility should be considered in more detail. Recall that the conditionsWω ≃ 0 and
h ≃ 0 must imply each other when the constraint f = 0 is imposed. However, depending
on the choice of sign for the square root in equation (42), the constraint Wω ≃ 0 may be
satisfied identically when f ≃ 0. If this is the case it cannot enforce the necessary for
equivalence Hamiltonian constraint. Conveniently, the sign-unambiguous expression for R¯
in equations (50)-(52) makes certain that this is not the case. This is because R¯ and h− µ¯
have the same sign when f ≃ 0, which means that Wω in equation (42) does not become
identically trivial.
Regardless of whether the solutions (39)-(40) can be used in a quantum theory of vacuum
gravity, the issue that matters is whether alternative combinations that commute with
themselves and lead to a well-defined dynamical evolution can exist in the vacuum theory.
A further insight into the origin of the new algebra is required, and this can be attained
through finding a geometric interpretation. Significant progress is made by comparing the
new algebra with the Dirac one. The geometric interpretation of the latter is known, and
the method for finding its physically relevant solutions is also available.
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The geometry behind the Dirac algebra was recognized by Teitelboim[19], while the pro-
cedure for passing to its physical representations was developed by Hojman, Kucharˇ and
Teitelboim in the derivation of geometrodynamics from first principles[20]. The attempt
to adapt their method to the requirements of the new algebra results in a re-examination
of the equal-time formalism and implies the need for “classical histories”. The issue of the
interpretation of the new algebra is set aside for the moment, and is discussed again later,
in part V.
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Part III:
Introducing Classical Histories
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Chapter III-1. Motivation.
• Description: The issue that is discussed in the following two parts concerns the transition
from a general canonical Hamiltonian of the form NH + N iHi to a specific canonical
representation. The form of the Hamiltonian is general enough to incorporate a variety
of canonical field theories, including general relativity. The information that distinguishes
one theory from another comes solely through the choice of the canonical variables. The
interpretation of the functions N and N i is left arbitrary.
Some of this has been discussed already by Hojman, Kucharˇ and Teitelboim[20] who recov-
ered geometrodynamics and other canonical representations of covariant theories from an
algorithm involving a few plausible postulates. However, as stated by the authors them-
selves, the reduction of these postulates to the minimum was not attempted and some
redundancy was left in the system. A few redundant requirements were pointed out at the
end of their paper but, still, the exact relationship between the remaining postulates was
not clarified and a further reduction seemed to be possible.
It is shown below that the complete set of postulates in [20] can be derived from the
requirement that the canonical Hamiltonian is of the form NH + N iHi. The only other
input that is needed in order that the most general canonical representation ofH and Hi be
found is the actual choice of the canonical variables. This choice involves some additional
assumptions which are pointed out in a following section.
Besides, just as interesting as this result is the ensuing observation that the history formal-
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ism seems to be superior to its standard (equal-time) counterpart. Whether this can be
established as a general theorem, or not, depends on whether it is possible to find a direct
link between the equal-time and the history approaches. What is established, however,
is the fact that the spacetime meaning and connection of the postulates of Kucharˇ et al
cannot be clarified in the standard formalism. The advantages of the history formalism
over the standard approach are therefore genuine, at least when discussing spacetime issues.
This is enough to suggest a history approach to quantum gravity.
To be more precise, the original aim of Kucharˇ et al was to use postulates that depend
exclusively on the three-dimensional hyper-surface. It is only for this reason that the
relationship between their individual postulates is not clear. If the assumption of a sur-
rounding spacetime (which is already implicit in their arguments) is used explicitly as an
additional postulate then the meaning and connection of all the remaining postulates is
clarified. However, the clarification of the postulates cannot be achieved in a formalism
based on equal-time Poisson brackets.
This is because, in an equal-time formalism, Poisson brackets that involve the time deriva-
tives of the canonical variables cannot be defined; at least, not without the addition of
further structure. Seen from a spacetime perspective, however, these brackets ought to be
treated in an equivalent way, in which case they would give additional information about
the theory’s kinematics. In the equal-time formalism the missing information is recovered
precisely by the additional postulates imposed in [20]; most notably that of the Dirac
algebra. On the other hand, the present approach is based on a Hamiltonian formalism
whose phase space includes the fields at general times; i.e., is defined over the space of
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classical histories. The correspondence with the spacetime picture is therefore exact and
the reduction of the postulates comes as a direct consequence.
The discussion in this section is organized as follows. In the remaining of chapter III-1 the
existing work on the subject is reviewed, and the main issues are emphasized. In chapter
III-2 the Hamiltonian formalism defined over the space of classical histories is introduced.
It incorporates both constrained and unconstrained systems and, at least for the issues of
interest, is a simpler alternative to the Dirac method. In chapter III-3 the history formalism
is employed to transform the postulated form NH + N iHi of the canonical Hamiltonian
to a set of kinematic conditions on the canonical generators. These conditions define
the evolution postulate which, together with the additional assumption of a surrounding
spacetime, is then used in part IV to derive the canonical representations.
• The Dirac Algebra And The Principle Of Path Independence: The super-Hamiltonian
and the super-momentum of vacuum general relativity are not the only canonical generators
that close according to the Dirac algebra. The latter is satisfied by the canonical generators
of a parametrized field theory and, in a modified form, by the generators of any field theory
that is not parametrized.
Its universality implies that the Dirac algebra is connected with a geometric property of
spacetime that is independent of the specific dynamics of the canonical theory. The fact
that the Dirac algebra is a kinematic consistency condition was shown by Teitelboim[19]
who derived it from a geometric argument corresponding to the integrability of Hamilton’s
equations. This consistency argument—termed by Kucharˇ[29] “the principle of path inde-
pendence of the dynamical evolution”—ensures that the change in the canonical variables
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during the evolution from a given initial surface to a given final surface is independent
of the particular sequence of intermediate surfaces used in the actual evaluation of this
change.
Besides the assumption of path independence—which applies regardless of the specific form
of the canonical Hamiltonian—Teitelboim’s proof also involved explicitly the assumption
that the Hamiltonian is decomposed according to the lapse-shift formula written in equation
(9). Using these two postulates, together, he concluded that in order for the theory to be
consistent the phase space should be restricted by the initial value equations (10-11) while
the canonical generators should satisfy the Dirac algebra (12-14).
The very last statement is not completely true because of a mistake in the reasoning in
[19] concerning the fact that the system is constrained. Nevertheless, the correct algebra—
as it arises from the requirement of path independence—is still the Dirac one, but is
supplemented by terms G, Gi and Gij whose first partial derivatives with respect to the
canonical variables vanish on the constraint surface:
{H(x), H(x′)} = gij(x)Hi(x)δ,j(x, x′) +G(x, x′)− (x↔ x′), (101)
{H(x), Hi(x′)} = H(x)δ,i(x, x′) +H,i(x)δ(x, x′) +Gi(x, x′), (102)
{Hi(x), Hj(x′)} = Hj(x)δ,i(x, x′) +Gij(x, x′)− (ix↔ jx′). (103)
The derivation of the above set of relations, which are called the “weak Dirac algebra”,
can be found in part IV.
• The Problem Of Deriving A Physical Theory From Just The Canonical Algebra: The
principle of path independence was an indication that a Hamiltonian theory does not
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have to depend exclusively on the canonical decomposition of a given spacetime action
but may have also an independent status. However, in any attempt to construct specific
canonical theories via the principle of path independence, alone, some information is found
to be missing. The weak Dirac algebra admits numerous representations whose physical
relevance is therefore doubtful.
As an example, consider the case when the canonical variables are the spatial metric and
its conjugate momentum. The usual strong limit of the algebra (101-103) is taken, where
all the terms G, Gi and Gij are identically zero. The generator Hi is chosen as the super-
momentum of the gravitational field,
Hi(x) = Hgri(x), (104)
and the normal generator H is required to transform as a scalar density of weight one.
Under these simplifications, the second and third Dirac relations (13-14) are satisfied,
and the Dirac algebra—which can be seen as a set of coupled differential equations for
the canonical generators—decouples. This leaves a single first-order equation for H(x),
equation (12), which is expected normally to admit an infinite number of distinct solutions.
In particular, it can be assumed that H(x) is of the form[16]
H(x) = g
1
2W [h, f ](x). (105)
The weight-zero scalar densities h and f are the ones defined in [16] as well as in equations
(36)-(37). When the ansatz (105) is used in equation (12), a differential equation for the
function W [h, f ] arises,
1
2
WWf = fWf
2 − 1
4
Wh
2 +
1
4
. (106)
55
In analogy with the ω-equation (38), it admits a family of solutions parametrized by an
arbitrary function of one variable.
The general solution of equation (106) is obtained by solving in terms of W the complete
integral
(
W +
√
W 2 − 4f + 4[h−B(a[h, f ])]2
)
×
×exp
(
W
W +
√
W 2 − 4f + 4[h−B(a[h, f ])]2
)
+ a[h, f ] = 0. (107)
As usual in these cases[28], the form of the function a[h, f ] is determined by solving alge-
braically in terms of a the equation
∂
∂a
{(
W +
√
W 2 − 4f + 4[h− B(a)]2
)
×
×exp
(
W
W +
√
W 2 − 4f + 4[h−B(a)]2
)
+ a
}
= 0 (108)
for a given choice of the function B(a).
The super-Hamiltonian of general relativity, arising when W [h, f ] = h, is the only one
of these solutions that is ultra-local in the field momenta. The ultra-locality is actually
related to the geometric meaning of the canonical variables but this will be discussed in
detail later, in part IV. For the moment notice that if the weak Dirac algebra (101-103) is
used as the starting point of the above calculation—which is the correct thing to be done—
then a set of differential equations arises whose precise form is not known and, therefore,
no further progress can be made.
• Selecting The Physical Representations Of The Dirac Algebra: Deriving geometrody-
namics from plausible first principles[20], Hojman, Kucharˇ and Teitelboim chose to lay the
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stress on the concept of infinite dimensional groups and placed the strong Dirac algebra at
the centre of their approach. They expected that the closing relations (12-14) carry enough
information about the system to select a physical representation uniquely but they could
not extract this information directly from them. The existence of solutions like (105) is
the reason why.
What the authors of [20] did, instead, was to follow an indirect route and select the
physically relevant representations by supplementing the strong Dirac algebra with four
additional conditions. Specifically, they introduced the tangential and normal generators
of hyper-surface deformations, defined respectively by
HDi(x) := X αi(x) δ
δX α (x), (109)
HD(x) := nα(x)
δ
δX α (x), (110)
and acted with these on the spatial metric:
HDk(x
′)gij(x) = gki(x)δ,j(x, x
′) + gkj(x)δ,i(x, x
′) + gij,k(x)δ(x, x
′), (111)
HD(x′)gij(x) = 2nα;β(x)X αi(x)X βj(x)δ(x, x′). (112)
They required that equations (111-112)—which are purely kinematic and hold in an arbi-
trary Riemannian spacetime—should be satisfied by the canonical generators,
{gij(x), Hk(x′)} = gki(x)δ,j(x, x′) + gkj(x)δ,i(x, x′) + gij,k(x)δ(x, x′), (113)
{gij(x), H(x′)} ∝ δ(x, x′), (114)
so that any dynamics in spacetime would arise as a different canonical representation of
the universal kinematics. Notice that only the ultra-locality of the second Poisson bracket
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was used. The justification and geometric interpretation of equations (113) and (114) can
be found in [20].
The strong Dirac algebra with the conditions (113) and (114) results in a unique represen-
tation for the generators H and Hi. It corresponds to the super-Hamiltonian (10) and the
super-momentum (11) of general relativity. The requirement of path independence is then
imposed as an additional postulate to the algebra. It enforces the initial value constraints
(10-11) and, therefore, the complete set of Einstein’s equations is recovered. The most
general scalar field Lagrangian with a non-derivative coupling to the metric can be derived
along similar lines[29].
•The Full List Of The Selection Postulates: The precise assumptions used by the authors
are summarized at the end of their paper. They are written here in an equivalent form
and, in the case of pure gravity, they are the following:
(i) The evolution postulate: The metric and its conjugate momentum are regarded as
the sole canonical variables. There exists a Hamiltonian that generates the dynamical
evolution of the theory. It can be casted in the lapse-shift form, equation (9), where
the super-Hamiltonian and super-momentum generators are constructed entirely from the
canonical variables.
(ii) The representation postulate: The canonical generators must satisfy the closing rela-
tions (12-14) of the strong Dirac algebra.
(iii) Initial data re-shuffling: The Poisson bracket (113) between the super-momentum and
the configuration variable gij must coincide with the kinematic relation (111).
(iv) Ultra-locality: The Poisson bracket (114) between the super-Hamiltonian and the
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configuration variable gij must coincide with the kinematic relation (112).
(v) Reversibility: The time-reversed spacetime must be generated by the same super-
Hamiltonian and super-momentum as the original spacetime.
(vi) Path independence: The dynamical evolution predicted by the theory must be such
that the change in the canonical variables during the evolution from a given initial surface
to a given final one is independent of the actual sequence of intermediate surfaces used in
the evaluation of this change.
Notice that there is an implicit assumption hidden in the evolution postulate. Namely,
in order that the metric and the momentum be a canonical pair, the metric should be a
spatial scalar and the momentum a spatial density of weight one. This is necessary since,
otherwise, the δ-function appearing in the basic Poisson bracket relations does not have
the appropriate spatial weight. Specifically, it should be a scalar in the first argument and
a density in the second. Notice, also, that in all the other postulates an assumption of a
surrounding spacetime is implied. Later, this assumption will be identified explicitly, as an
additional postulate concerning the choice of canonical variables. The postulates (ii)-(vi)
will then be shown to be unnecessary.
•The Need For a Detailed Understanding Of The Selection Postulates: The above assump-
tions comprise a set of plausible first principles on which the canonical formulation of a
theory can be based. However, in a sense these principles are not completely satisfying.
This is because they do not correspond to a minimum set and because the connection be-
tween them is not clear. The authors of [20] mentioned the redundancy of the reversibility
postulate (v) as well as the fact that the third closing relation of the representation postu-
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late (ii) is made redundant by the re-shuffling requirement (iii). They stressed the need for
understanding the precise reason why some equations hold strongly while others hold only
weakly and, in particular, for clarifying the relationship between the strong representation
postulate (ii) and the weak requirement of path independence (vi).
The revised form of Teitelboim’s argument makes such a clarification a more important
issue since, now, the strong representation requirement—which is at the heart of the ap-
proach in [20]—seems to be unjustified. In addition, repeating the geometric argument
used in [19] in the reverse order, it follows that the dynamical evolution of the theory must
also hold weakly. This is in contrast to the strong equations used in postulates (iii) and
(iv). On the other hand, recall that any attempt to replace these equations by weak ones
will result in a situation where the particular form of the differential equations that need
to be solved will not be known and no further progress will be made.
Putting the issue of the weak equalities aside, the understanding of the exact relationship
between the postulates is needed if the method in [20] is to be applied to the case of a generic
canonical algebra. The reason is that—in the existing formulation of the postulates—the
overall consistency is made certain only by the fact that the re-shuffling and ultra-locality
assumptions (iii) and (iv) are respected by the dynamical law of the theory (i). On the
other hand, the remaining postulates do not ensure that assumptions (iii) and (iv) are
the only ones compatible with this law. If different compatible assumptions are used
as supplementary conditions to the algebra then the method in [20] will yield different
canonical representations.
However, the dynamical law of the theory is the only assumption that enters the derivation
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and geometric interpretation of the algebra besides the principle of path independence. It
follows that the existing formulation of the postulates will be ambiguous if it is used as an
algorithm for passing from the interpretation of an algebra to its physical representations.
This is of course particularly relevant to the discussion made in part II concerning the
interpretation of the new Lie algebra.
Finally, there is an asymmetry in the formulation of the postulates within which lies the
main motivation for the discussion in this part. It concerns the identification of the canon-
ical generators with the generators of normal and tangential hyper-surface deformations,
that is required to hold in postulates (iii) and (iv) for the configuration variable only.
However, if such an identification is a fundamental principle in the canonical theory then
it should hold for both the canonical variables, in which case additional information about
the kinematics of the system can be extracted.
In an equal-time formalism, this conjecture can neither be confirmed nor rejected because
the action of the deformation generators on the canonical momenta cannot be defined.
Marolf[30] used the Hamiltonian as an additional structure to extend the Poisson bracket
from a Lie bracket on phase space to a Lie bracket on the space of histories. Here, instead,
the equal-time formalism is put aside, and a phase space is introduced whose Poisson
bracket is defined over the space of histories from the beginning.
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Chapter III-2. The History Phase Space.
In this chapter, the history formulation of canonical dynamics is presented. Since most
of the results are merely translated from the standard approach, the discussion is rather
basic. For example, no detailed analysis is given of the Dirac method for dealing with
constraints, or with the gauge transformations they generate. Only those features of the
history formalism are given that are needed for the discussion that follows. The precise
connection between the present section and the previous chapters will become apparent in
chapter III-3, where the evolution postulate is re-formulated in terms of classical histories.
• The Unconstrained Hamiltonian: Consider the theory described by the canonical action
S[qA, pA] =
∫
d3xdt
(
pA ˙qA −H
)
,
H = NH +N iHi. (115)
The functions N and N i are fixed (i.e., non-canonical) functions of space and time. The
generators H and Hi are functions of the canonical fields q
A, pA and may also depend on
additional fixed fields cK . The index A runs from 1 to half the total number of canonical
variables, while K runs from 1 to the total number of fixed fields.
The phase space can be generalized to include the canonical fields at all times. This can
be done by introducing the space of histories,
(
qA(x, t), pA(x, t)
)
, (116)
62
and defining on it the Poisson bracket
{qA(x, t), pB(x′, t′)} = δABδ(x, x′)δ(t, t′). (117)
The quantum analogue of the canonical fields in (116) is the one-parameter family of
Schro¨edinger operators introduced by Isham et al in their study of continuous time consis-
tent histories[3,4].
The Poisson bracket (117) turns the space of histories into a Poisson manifold. In terms
of this bracket, the variation of the canonical action can be written concisely in the form
{S, qA(x, t)} ≃ 0, (118)
{S, pA(x, t)} ≃ 0 (119)
and defines a constraint surface on the space of histories. The physical fields are defined
to satisfy these relations for each value of x and t. For the particular form (115) of the
canonical action, the weak equations (118-119) become1
˙qA(x, t) ≃
∫
d3x′dt′{qA(x, t),H(x′, t′)} ≡
∫
d3x′
δH
δpA
(x′, t)δ(x, x′) (120)
p˙A(x, t) ≃
∫
d3x′dt′{pA(x, t),H(x′, t′)} ≡
∫
d3x′
δH
δqA
(x′, t)δ(x, x′), (121)
which can be recognized as Hamilton’s equations in the usual equal-time sense. This follows
from the fact that the Hamiltonian in equation (115) is by construction independent of
any time derivatives, so it can be integrated trivially over
∫
dt′δ(t, t′).
1Throughout the thesis, the functional derivative δF
δqA
is defined by δF
δqA
= ∂F
∂qA
+ ∂F
∂qA,i
∂i+
∂F
∂qA,ij
∂ij+...etc.
Sometimes F is called a functional, although it is only a local function of the canonical variables and a
finite number of their derivatives.
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The weak equality sign is a reminder of the fact that Hamilton’s equations, and conse-
quently the theory, are not preserved under a general Poisson bracket. In the equal-time
formalism this presents no problem because the canonical velocities are only defined ex-
ternally but, here, they are included equally in the phase space. For example, the Poisson
bracket between a field velocity and its conjugate momentum can be evaluated to give a
time derivative of the δ-function. This is not the result that arises when the corresponding
Hamilton equation is used to replace the field velocity before the commutation is performed.
Nonetheless, since the theory is about time evolution only, it is sufficient that Hamilton’s
equations are preserved weakly under the Poisson bracket with the Hamiltonian.
In the unconstrained theory (115) this follows automatically from Hamilton’s equations
and the definition of the history Poisson bracket (117) without any reference to the specific
form of the Hamiltonian. However, before this can be checked directly, the definition of the
Hamiltonian has to be extended so that it can incorporate the trivial dynamical evolution
of the fixed functions cK , N and N i. This is also appropriate for the completeness of the
formalism.
• Incorporating The Fixed Functions: The extended unconstrained action is defined by
S[qA, pA, ωK , ω, ωi] =
∫
d3xdt
(
pA ˙qA + ωK ˙cK + ωN˙ + ωiN˙ i −Hext
)
,
Hext = NH +N iHi + ωK ˙cK + ωN˙ + ωiN˙ i. (122)
The momenta ωK , ω and ωi are defined through the Poisson bracket relations
{cK(x, t), ωL(x′, t′)} = δKLδ(x, x′)δ(t, t′),
{N(x, t), ω(x′, t′)} = δ(x, x′)δ(t, t′),
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{N i(x, t), ωj(x′, t′)} = δijδ(x, x′)δ(t, t′). (123)
The various δ-functions transform in different ways depending on the transformation prop-
erties of the corresponding canonical variables. This is not denoted explicitly in order to
keep the notation simple. Furthermore, the above momenta are not assumed to have any
direct physical significance or interpretation. The whole purpose of their introduction is to
allow the time derivative of the fixed functions to be calculated inside the Poisson bracket
formalism.
Restricting the discussion to functionals of the canonical and the fixed variables, it follows
that
{F (x, t),
∫
d3x′dt′Hext(x′, t′)} = δF
δqA
(x, t){qA(x, t),
∫
d3x′dt′Hext(x′, t′)}
+
δF
δpA
(x, t){pA(x, t),
∫
d3x′dt′Hext(x′, t′)}+ δF
δcK
(x, t) ˙cK(x, t)
+
δF
δN
(x, t)N˙(x, t) +
δF
δN i
(x, t)N˙ i(x, t) ≃ F˙ (x, t). (124)
This implies that the extended Hamiltonian is the canonical representation of the total
time derivative operator.
Equivalently it may be observed that when the kinematic half of the extended action,
∫
d3xdt
(
pA ˙qA + ωK ˙cK + ωN˙ + ωiN˙ i
)
, (125)
is acting on the functional F it produces the time derivative of F in the strong sense. On the
other hand, when the total extended action acts on any F it yields weakly zero by definition.
It follows that the remaining half of the action—i.e., the dynamical half corresponding to
the integral of the extended Hamiltonian—produces the total time derivative of F in the
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weak sense.
The above result implies that Hamilton’s equations are preserved automatically under the
dynamical evolution of the theory. Indeed, if F is any functional of the canonical and
the fixed variables that vanishes on the constraint surface, its total time derivative also
vanishes on the same surface. Since this derivative is weakly equal to the commutation of
F with the integral of the extended Hamiltonian, it follows that all weakly vanishing Fs
remain weakly zero under this commutation. Choosing these Fs to be Hamilton’s equations
themselves shows that the constraint surface is preserved. This completes the treatment
of systems that are unconstrained in the usual sense.
• The Constrained Hamiltonian: The extended form of the action, equation (122), arises
naturally when the functions N and N i are either constrained canonical variables or acquire
the meaning of Lagrange multipliers. Both these cases are presented in their most general
form by considering the canonical action
S[qA, pA, N, ω,N
i, ωi, ωK ] =
∫
d3xdt
(
pA ˙qA + ωK ˙cK + ωN˙ + ωiN˙ i −H
)
,
H = NH +N iHi + ωK ˙cK + ωN˙ + ωiN˙ i, (126)
which is now varied additionally with respect to N and N i. The fields cK are still treated
as fixed.
The variation of (126) leads to the same equations as before, namely
{S, qA(x, t)} ≃ 0⇔ ˙qA(x, t) ≃
∫
d3x′
(
N
δH
δpA
+N i
δHi
δpA
)
(x′, t)δ(x, x′), (127)
{S, pA(x, t)} ≃ 0⇔ p˙A(x, t) ≃
∫
d3x′
(
N
δH
δqA
+N i
δHi
δqA
)
(x′, t)δ(x, x′), (128)
{S, cK(x, t)} = 0⇔ ˙cK(x, t) = ˙cK(x, t)⇔ 0 = 0, (129)
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{S,N(x, t)} = 0⇔ N˙(x, t) = N˙(x, t)⇔ 0 = 0, (130)
{S,N i(x, t)} = 0⇔ N˙ i(x, t) = N˙ i(x, t)⇔ 0 = 0, (131)
subject to the additional equations
{S, ω(x, t)} ≃ 0⇔ ω˙(x, t) ≃ ω˙(x, t) +H(x, t)⇔ H(x, t) ≃ 0, (132)
{S, ωi(x, t)} ≃ 0⇔ ω˙i(x, t) ≃ ω˙i(x, t) +Hi(x, t)⇔ Hi(x, t) ≃ 0 (133)
arising from the variation of the action with respect to N and N i.
For a functional F [qA, pA, c
K , N,N i] the proof of the previous section still applies,
{F (x, t),
∫
d3x′dt′H(x′, t′)} ≃ F˙ (x, t), (134)
with the weak equality referring to Hamilton’s equations (127-128). Again, if F is any
functional that vanishes on the surface defined by Hamilton’s equations, its time derivative
also vanishes on this surface. Therefore, by taking Hamilton’s equations to be these Fs,
it can be deduced that equations (127-131) are preserved weakly under the dynamical
evolution of the theory. On the other hand, if F vanishes on the surface defined by the
constraint equations (132-133), its time derivative still vanishes on the this surface but,
now, it does not follow that this is the time derivative generated by the Hamiltonian of
the theory.
It must be ensured also that the time derivatives of the fields evaluated by differentiating
equations (132-133) are compatible with the time derivatives of the same fields evaluated
from Hamilton’s equations. If the constraints (132-133) do not depend on the fixed fields
cK—which is the case for most of the physical theories—this compatibility condition results
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in the requirement that the algebra ofH andHi must close weakly under the history Poisson
bracket. Since H and Hi are by construction independent of any time derivatives the weak
closure of the algebra refers only to the constraint equations (132-133).
Chapter III-3. The Evolution Postulate.
• The Inverse Procedure And The Evolution Postulate: The aim is to invert the above
argument, and recover the general canonical Hamiltonian of a theory from a set of first
principles. The need that these principles be minimal implies that the appropriate start-
ing point of the derivation is the requirement that the canonical action should have the
form (126). This conclusion follows from the observation that equation (126) is the only
prerequisite for the existence of a canonical algebra in the theory.
According to the terminology used in [20], equation (126) corresponds to the “evolution
postulate”. In case that this postulate turns out to be insufficient to determine the theory
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completely, the plan is that any supplementary conditions that may be added must be such
that the connection between them remains clear throughout the derivation.
Initially, the most general canonical representation of the Hamiltonian is seeked that sat-
isfies the unconstrained version of the postulate,
∂
∂t
qA(x, t) ≃
∫
d3x′dt′{qA(x, t), (NH +N iHi)(x′, t′)}, (135)
∂
∂t
pA(x, t) ≃
∫
d3x′dt′{pA(x, t), (NH +N iHi)(x′, t′)}. (136)
If such a Hamiltonian cannot be found, there still is the alternative possibility of varying
the action with respect to the functions N and N i. Equations (135-136) must then be
supplemented by the constraint equations
H(x, t) ≃ 0, (137)
Hi(x, t) ≃ 0, (138)
that have to be preserved under the dynamical evolution of the theory. This consistency
requirement is included in the evolution postulate for constrained systems, and amounts
to the weak closure of the algebra when the constraints are independent of fixed fields.
Notice that the time derivatives of N and N i do not appear in the equations of motion
(135-138) which means that N and N i are allowed to have arbitrary numerical values. This
is also true, by definition, for the non-dynamical N and N i in the case of unconstrained
systems. Therefore, the evolution postulate for both constrained and unconstrained sys-
tems can be re-stated as the requirement that the canonical action should be of the form
(126) with N and N i taking arbitrary numerical values. In practice, the lapse function is
still required to be positive.
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• The Evolution Postulate In An Equivalent Form: At first sight, conditions (135-136) do
not seem to be restrictive enough so that something definite can be drawn from them. It
seems that the canonical representations can be chosen at will, and that any constrained
theory can be created by just requiring the closure of the resulting algebra. This view
changes when the precise geometric meaning of the canonical fields is taken into account.
For example, in a scalar field theory, the field φ(x, t) is not merely a spatial scalar but is
also by definition the pull-back of a spacetime scalar field. Below, the evolution postulate is
transformed to an equivalent condition on the canonical generators that is more appropriate
for the exploitation of this fact.
The functions N and N i are taken as the lapse function and the shift vector. In fact,
this will be the case henceforth unless stated otherwise. If the time derivative operator in
equations (135-136) is decomposed according to the lapse-shift formula,
∂
∂t
= Nnα
∂
∂Xα
+N iX αi ∂
∂Xα
, (139)
and the momentum Pα conjugate to the embedding is introduced,
{X α(x, t),Pβ(x′, t′)} = δαβδ(x, x′)δ(t, t′), (140)
equation (135-136) takes the following form,
{qA(x, t), H(x′, t′)} ≃ {qA[X ](x, t),Pβ(x′, t′)}nβ(x′, t′), (141)
{qA(x, t), Hi(x′, t′)} ≃ {qA[X ](x, t),Pβ(x′, t′)}X βi(x′, t′), (142)
{pA(x, t), H(x′, t′)} ≃ {pA[X ](x, t),Pβ(x′, t′)}nβ(x′, t′), (143)
{pA(x, t), Hi(x′, t′)} ≃ {pA[X ](x, t),Pβ(x′, t′)}X βi(x′, t′). (144)
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Notice that the arbitrariness of N and N i has been used to eliminate the integration.
On the right side of the above equations the explicit dependence of the canonical fields on
the spacetime embedding is taken into account. For the configuration fields this is just the
dependence arising from the definition of the fields as geometric objects in spacetime. For
the conjugate fields the situation is more complicated, and equation (135) is assumed to
have been inverted to express the momenta as functionals of the configuration variables,
the lapse, the shift, and the prescribed fields cK . All the latter have a definite dependence
on the spacetime embedding which is then conveyed to the conjugate canonical fields.
Equation (135) is always invertible for the momenta because, by construction, the system
is constrained only in the quantities N and N i at the most. There is one exception to this
rule when the action is not derivable from a spacetime Lagrangian but, instead, is brought
into the form (126) through the introduction of Lagrange multipliers. This is the relevant
case for parametrized theories.
For the purposes of performing actual calculations, the evolution postulate is to be used
in the following way. Any time derivatives of the canonical variables that arise on the
right side of equations (141-144) are replaced by the original Hamilton’s equations (135-
136). When the theory is unconstrained, this results in a coupled system of four functional
differential equations for H and Hi. If a solution exists, it corresponds to the general
canonical representation compatible with the evolution postulate. On the other hand,
when the theory is constrained the resulting “equations” for H and Hi are not proper
differential equations, since it is sufficient that they hold only on the constraint surface
(137-138).
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If the constraints (137-138) implied that the canonical variables can not be treated as
independent in these “equations” for H and Hi, the evolution postulate for constrained
systems would not make any sense at all. However, by construction of the canonical
formalism, the constraints must be imposed only after the Poisson brackets have been
evaluated. Therefore, even for constrained systems, the differential equations for H and
Hi should be solved as if the canonical variables were independent, and the constraints (137-
138) should be imposed only at the end. In practice, a term is added on each differential
equation, the value of which is required to vanish on the constraint surface. Exactly how
this is done is shown in part IV, in the case of general relativity.
Finally, notice that the replacement of the field velocities in equations (141-144) with the
original and equivalent equations (135-136) does not lead to cyclic identities as it might
have been expected. The reason is that the original equations hold in integrated form,
while equations (141-144) hold at every point in space and time due to the arbitrariness
of N and N i. The information incorporated in these equations is actually so rich that it
determines the canonical representations of the theory.
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Part IV:
Canonical Theories Derived From First Principles
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Chapter IV-1. The Indirect Method Applied To Gravity.
• The New Set Of Postulates: It will be shown that the only assumptions needed for
the derivation of the representations of a canonical theory are (a) the evolution postulate
and (b) the explicit assumption of a surrounding spacetime. That this is indeed so will
be shown in an indirect way, by starting from the above two assumptions and recovering
the complete set of postulates of Kucharˇ et al. For constrained systems, it turns out that
these postulates have to be imposed weakly, which is also implied by the revised version
of Teitelboim’s argument.
The new postulates are the following:
(a) The evolution postulate: The configuration variable (here the metric) and its conju-
gate momentum are regarded as the sole canonical variables. There exists a Hamiltonian
that generates the dynamical evolution of the theory. It can be casted in the lapse-shift
form, equation (9), where the super-Hamiltonian and super-momentum generators are
constructed entirely from the canonical variables.
(b) The postulate of a surrounding spacetime: The canonical configuration variable is the
pull-back of a configuration variable in spacetime through the foliation associated with the
lapse function and shift vector appearing in the Hamiltonian.
For simplicity, both these postulates together will be called the evolution postulate in the
chapters that follow.
• Recovery Of The Re-shuffling And Ultra-locality Postulates: On the right side of equa-
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tions (141-142) the configuration fields are treated as functionals of the embedding relative
to which the decomposition of the spacetime theory has been performed. The re-shuffling
and ultra-locality postulates follow immediately from equations (141-142) once the geo-
metric meaning of the configuration variable is taken into account (i.e., postulate (b) in
the above notation). This is recognized in [20], although the emphasis is given on the
compatibility of the postulates with the dynamical law (135-136) rather than on the fact
that the postulates are determined by this law uniquely. Referring to the corresponding
comment in chapter III-1, it is only because of this fact that the method in [20] can be
used unambiguously as an algorithm for finding the physically relevant representations of
a generic canonical algebra.
The ultra-locality and re-shuffling conditions are written down below for the physical ex-
amples that are usually considered. The relevant calculations can be found in Appendix
C. Notice that a strong equality sign is used, with the understanding that all canonical
velocities have been eliminated through the corresponding Hamilton’s equations. This is
consistent with the general plan, according to which an unconstrained representation of
the evolution postulate is seeked originally. If a theory is proved to be constrained the
following equations will be revised accordingly. The presence of these canonical velocities
in postulates (a) and (b) is of course the reason why none of the following arguments can
be applied in the standard canonical formalism.
(i) Scalar field theory: The configuration variable is the pullback of a spacetime scalar
field,
φ(x, t) = φ[X ](x, t), (145)
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and, as such, is an ultra-local function of the embedding. Equations (141-142) become
{φ(x, t), Hi(x′, t′)} = φ,β(x, t)nβ(x, t)δ(x, x′)δ(t, t′) (146)
{φ(x, t), H(x′, t′)} = φ,i(x, t)δ(x, x′)δ(t, t′), (147)
which can be recognized as the history analogues of the re-shuffling and ultra-locality
conditions in [20]. Indeed, the δ(t, t′) function indicates that the canonical generators are
independent of the field velocities, the ultra-locality of the first equation implies that the
super-Hamiltonian is an ultra-local function of the momenta, while the form of the second
equation ensures that the super-momentum just re-shuffles the data on the hyper-surface.
(ii) General relativity: The configuration variable is the pullback of the spacetime
metric,
gij(x, t) = γαβ[X ](x, t)X αi(x, t)X βj(x, t). (148)
and equations (141-142) result in the following conditions on the canonical generators,
{gij(x, t), Hk(x′, t′)} = gki(x, t)δ,j(x, x′)δ(t, t′) + gkj(x, t)δ,i(x, x′)δ(t, t′)
+ gij,k(x, t)δ(x, x
′)δ(t, t′), (149)
{gij(x, t), H(x′, t′)} = 2nα;β(x, t)X αi(x, t)X βj(x, t)δ(x, x′)δ(t, t′). (150)
For the same reasons as in case (i) above, these can be recognized as the history analogues
of the re-shuffling and ultra-locality postulates (113-114).
(iii) Deformation and parametrized theories: For the theory of hyper-surface deforma-
tions, the configuration variable is the embedding itself. Equations (141-142) become
{X α(x, t), H(x′, t′)} = nα(x, t)δ(x, x′)δ(t, t′), (151)
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{X α(x, t), Hi(x′, t′)} = X αiδ(x, x′)δ(t, t′), (152)
which are the re-shuffling and ultra-locality conditions for the deformation theory. Using
the equations in (i) and in (iii) together, the corresponding conditions for a parametrized
scalar field theory arise.
• The Two Jacobi Identities: This is the revised version of the geometric argument in [19],
so many of the following results can be found in [19] and [20]. They are re-stated here only
for completeness. Besides the revision of the argument for constrained systems, the other
difference between this approach and the approach in [20] is that the present discussion
does not rely on the principle of path independence. The later is also derived from the
evolution postulate.
The discussion starts from the following two Jacobi identities,
{{Hj(x′, t′), F (x′′, t′′)}, Hi(x, t)}+ {{F (x′′, t′′), Hi(x, t)}, Hj(x′, t′)}
+{{Hi(x, t), Hj(x′, t′)}, F (x′′, t′′)} = 0, (153)
{{HDj(x′, t′), F (x′′, t′′)}, HDi(x, t)} + {{F (x′′, t′′), HDi(x, t)}, HDj(x′, t′)}
+{{HDi(x, t), HDj(x′, t′)}, F (x′′, t′′)} = 0, (154)
that hold on the canonical and on the deformation history phase space respectively. The
arbitrary functional F depends on both the canonical variables qA and pA, while the action
of the deformation generators on these variables is defined as in chapter III-3. The notation
for the normal and tangential projections of Pα is chosen to coincide with the equal-time
definitions (109-110).
The only case that is considered is when the canonical Hamiltonian is independent of the
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fixed fields cK , which is the relevant case for general relativity. When prescribed fields
are present in the Hamiltonian the following derivation still applies but depends on the
actual character of these fields, and is avoided for simplicity. An extensive account of such
systems can be found in [23].
Having restricted H , Hi and F to be pure functionals of the canonical variables, the first
terms in the identities (153) and (154) are compared. The evolution postulate implies that
{Hj(x′, t′), F (x′′, t′′)} = {HDj(x′, t′), F (x′′, t′′)}. (155)
The use of the strong sign is due to the replacement of the field velocities, as already ex-
plained. Both brackets depend solely on the canonical variables because of the restrictions
imposed. Therefore, a further application of the evolution postulate yields
{{Hj(x′, t′), F (x′′, t′′)}, Hi(x, t)} = {{HDj(x′, t′), F (x′′, t′′)}, HDi(x, t)}, (156)
which is valid precisely because Hamilton’s equations are preserved under the commutation
with the Hamiltonian.
Repeating this argument when comparing the second terms in the identities (153) and
(154), the following equation arises,
{{F (x′′, t′′), Hi(x, t)}, Hj(x′, t′)} = {{F (x′′, t′′)HDi(x, t)}, HDj(x′, t′)}. (157)
Equations (156)-(157) implies that the remaining terms in the identities (153)-(154) should
be equal,
{{Hi(x, t), Hj(x′, t′)}, F (x′′, t′′)} = {{HDi(x, t), HDj(x′, t′)}, F (x′′, t′′)} = 0. (158)
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The Poisson bracket between the two deformation generators in equation (158) is calculated
to give the history analogue of the Dirac relation (14),
{HDi(x, t), HDj(x′, t′)} = HDj(x, t)δi(x, x′)δ(t, t′)− (ix↔ jx′). (159)
Then the evolution postulate is used once more to give an equation that holds exclusively
on the canonical phase space,
{
[
{Hi(x, t), Hj(x′, t′)} −
(
Hj(x, t)δ,i(x, x
′)δ(t, t′)− (ix↔ jx′)
)]
, F (x′′, t′′)} = 0. (160)
Since it holds for any choice of the functional F, the following relation for the super-
momenta arises,
{Hi(x, t), Hj(x′, t′)} = Hj(x, t)δi(x, x′)δ(t, t′) + Cij[x, t; x′, t′]− (ix↔ jx′). (161)
The term Cij is just a constant function of its arguments.
The same argument can be applied to the mixed Jacobi identities
{{Hj(x′, t′), F (x′′, t′′)}, H(x, t)}+ {{F (x′′, t′′), H(x, t)}, Hj(x′, t′)}
+{{H(x, t), Hj(x′, t′)}, F (x′′, t′′)} = 0, (162)
{{HDj(x′, t′), F (x′′, t′′)}, HD(x, t)} + {{F (x′′, t′′), HD(x, t)}, HDj(x′, t′)}
+{{HD(x, t), HDj(x′, t′)}, F (x′′, t′′)} = 0, (163)
resulting in the relation
{H(x, t), Hi(x′, t′)} = H(x, t)δi(x, x′)δ(t, t′) +H,i(x, t)δ(x, x′)δ(t, t′) +Ci[x, t; x′, t′], (164)
where Ci is constant.
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• Recovery Of The Super-momentum Constraint: The situation changes considerably
when the same argument is applied to the identities involving the super-Hamiltonians,
{{H(x′, t′), F (x′′, t′′)}, H(x, t)}+ {{F (x′′, t′′), H(x, t)}, H(x′, t′)}
+{{H(x, t), H(x′, t′)}, F (x′′, t′′)} = 0, (165)
{{HD(x′, t′), F (x′′, t′′)}, HD(x, t)} + {{F (x′′, t′′), HD(x, t)}, HD(x′, t′)}
+{{HD(x, t), HD(x′, t′)}, F (x′′, t′′)} = 0. (166)
This leads to the relation
{{H(x, t), H(x′, t′)}, F (x′′, t′′)} = {{HD(x, t), HD(x′, t′)}, F (x′′, t′′)}, (167)
whose left and right side is evaluated on the canonical and on the deformation phase space,
respectively.
Considering the Poisson bracket between the deformation generators, the fact arises that
the Dirac algebra is not a genuine Lie algebra but depends explicitly on the spatial metric,
{HD(x, t), HD(x′, t′)} = gij(x, t)HDi(x, t)δ,j(x, x′)δ(t, t′)− (x↔ x′). (168)
Since the theory is by assumption independent of any fixed fields, it follows that the metric
has to be a canonical variable in order to appear in equation (167).
The evolution postulate and the fact that the metric is a canonical variable can be used
to write equation (167) exclusively in terms of variables defined on the canonical phase
space[20],
{
[
{H(x, t), H(x′, t′)} −
(
gij(x, t)Hi(x, t)δ,j(x, x
′)δ(t, t′)− (x↔ x′)
)]
, F (x′′, t′′)}
= −
(
Hi(x, t)δ,j(x, x
′)δ(t, t′){gij(x, t), F (x′′, t′′)} − (x↔ x′)
)
. (169)
80
The term on the right side is the compensation needed in order that the metric be taken
inside the Poisson brackets in the canonical phase space.
Because equation (169) is a linear first order equation that is required to hold for an arbi-
trary choice of functional F , it cannot be satisfied unless the super-momenta are constrained
to vanish,
Hi(x, t) ≃ 0. (170)
The proof is based on the following procedure. Both sides of equation (169) are expanded
in terms of the spatial derivatives of the δ-functions. Then, because of the linearity and
the specific form of the equation, particular choices of functionals F can be found that
violate at least one of the terms in the expansion.
• Recovery Of The Weak Representation Postulate: The constraint (170) leads to
{
[
{H(x, t), H(x′, t′)} −
(
gij(x, t)Hi(x, t)δ,j(x, x
′)δ(t, t′)− (x↔ x′)
)]
, F (x′′, t′′)} ≃ 0,
(171)
which must still hold for every choice of functional F . Teitelboim argued[19] that the weak
equation (171)—which in the equal-time approach is derived from the principle of path
independence—is enough to imply that the expression
{H(x, t), H(x′, t′)} −
(
gij(x, t)Hi(x, t)δ,j(x, x
′)δ(t, t′)− (x↔ x′)
)
(172)
vanishes strongly. Specifically, he argued that (172) must not depend on any canonical
variables because, if it did, particular choices of functionals F could always be found to
violate equation (171), in a process similar to the one described above. The quantity
(172) should therefore be equal to a constant function, which is zero[19] because of the
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requirement that the algebra be closed. The requirement of closure actually implies that
the constant terms Cij and Ci in equations (161) and (164) should also be zero[19] and,
hence, the history analogue of the strong Dirac algebra is derived.
However, this argument is not true in general, because in a constrained system it must be
ensured that all the terms in equation (171) are well-defined on the constraint surface. If
any of the first partial derivatives of (172) does not vanish on the constraint surface, the
argument in [19] can be applied indeed, and leads to the conclusion that the expression
(172) is zero strongly. On the other hand, if both partial derivatives of (172) vanish weakly,
well-defined choices for functionals F that violate equation (171) cannot be found, since
this would require the first partial derivatives of any such F to have an infinite value on
the constraint surface. Consequently, the most general expression for the algebra between
the super-Hamiltonians is the weak Dirac relation mentioned in section 2,
{H(x, t), H(x′, t′)} = gij(x, t)Hi(x, t)δ,j(x, x′)δ(t, t′) +G(x, t; x′, t′)− (x↔ x′), (173)
where both the first derivatives of G vanish on the constraint surface (170). Notice that
any constant terms are absorbed in this definition of G.
The fact that the system is constrained in Hi demands for the re-examination of the as-
sumptions that led to equations (161), (164) and (173). The only requirement for the
validity of the previous procedure is the preservation of any weak equality under the com-
mutation with the canonical generators. However, this is included already in the definition
of the evolution postulate for constrained systems, so any strong equality signs must be
replaced simply with weak ones.
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This replacement results in the complete history analogue of the weak Dirac algebra (101-
103) as well as in the weak re-shuffling and ultra-locality conditions and in the rest of the
weak evolution postulate. Notice that, although the term “weak” refers currently to the
constraint surface (170), the arguments used do not depend on the actual definition of the
constraint surface. Therefore, the present conclusions will remain valid in case that the
super-Hamiltonian is proved to be constrained.
• The Principle Of Path Independence: The path independence of the dynamical evolution
does not have to be assumed separately in the present method. Instead, it is a consequence
of the evolution postulate. This can be shown directly by starting from the evolution
postulate and the derived weak Dirac algebra, and then repeating in the reverse order the
procedure used in [19]. It follows immediately that the change in the canonical variables
during the dynamical evolution of the theory is independent of the path used in its actual
evaluation. An alternative proof uses the fact that the principle of path independence is
a direct consequence of the integrability of Hamilton’s equations. The evolution postulate
is just another name for these equations and, therefore, any solution of the postulate will
lead automatically to a path-independent dynamical evolution.
• Recovery Of The Super-Hamiltonian Constraint: When the representation postulate is
imposed in the weak sense, the super-Hamiltonian constraint does not follow immediately
from the closure of the Dirac algebra, as in [20], but it is also necessary to take into account
the actual form of equations (141-144). These equations are considered below in the case
of general relativity or, more accurately, in the case when the configuration variable is the
pullback of the spacetime metric.
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Referring to the corresponding comment at the end of chapter III-3, the most general form
of the weak evolution postulate is the following:
{gij(x, t), H(x′, t′)} = 2nα;β(x, t)X αi(x, t)X βj(x, t)δ(x, x′)δ(t, t′)
+Vij(x, t; x
′, t′), (174)
{gij(x, t), Hk(x′, t′)} = gki(x, t)δ,j(x, x′)δ(t, t′) + gkj(x, t)δ,i(x, x′)δ(t, t′)
+gij,k(x, t)δ(x, x
′)δ(t, t′) + Vijk(x, t; x
′, t′), (175)
{pij(x, t), H(x′, t′)} = {pij[X (x, t)], HD(x′, t′)}+W ij(x, t; x′, t′), (176)
{pij(x, t), Hk(x′, t′)} = {pij[X (x, t)], HDk(x′, t′)}+W ijk(x, t; x′, t′). (177)
The tensors Vij, Vijk, W
ij and W ijk depend on the canonical fields and are required to
vanish on the constraint surface Hi ≃ 0. Because of the existence of the additional terms,
the general solution of the coupled set (174-177) cannot be found explicitly. Nevertheless,
the form of the evolution postulate allows some definite conclusions to be drawn, a part of
which can be used to prove that the Hamiltonian is constrained.
The important observation[20] is that the conjugate momentum pij must be a tensor den-
sity of weight one in order that the form pijδgij that appears in the canonical action be
coordinate independent. As a result, the Poisson brackets between the tangential defor-
mation generator and pij depend only on the weight of the latter, and equation (177)
becomes
{pij(x, t), Hk(x′, t′)} = δjkpim(x, t)δ,m(x, x′)δ(t, t′) + δikpjm(x, t)δ,m(x, x′)δ(t, t′)
−pij(x, t)δ,k(x, x′)δ(t, t′)− pij ,k(x, t)δ(x, x′)δ(t, t′)
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+W ijk(x, t; x
′, t′). (178)
Consider therefore a solution (H,Hi) of the system (174-177), taking into account equation
(178). By the assumption of existence of such a solution, the left sides of equations (175)
and (178) must satisfy the integrability condition
{{gij(x, t), Hk(x′, t′)}, pmn(x′′, t′′)} = {{pmn(x′′, t′′), Hk(x′, t′)}, gij(x, t)}. (179)
Because the non-vanishing terms in equations (175) and (178) are integrable[20], the weakly
vanishing terms in the same equations should also be integrable,
{Vijk(x, t; x′, t′), pmn(x′′, t′′)} = {Wmnk(x′′, t′′; x′, t′), gij(x, t)}. (180)
This implies that functionals H∗i and Ki can be found, satisfying
{gij(x, t), H∗k(x′, t′)} = gki(x, t)δ,j(x, x′)δ(t, t′) + gkj(x, t)δ,i(x, x′)δ(t, t′)
+gij,k(x, t)δ(x, x
′)δ(t, t′), (181)
{pij(x, t), H∗k(x′, t′)} = δjkpim(x, t)δ,m(x, x′)δ(t, t′) + δikpjm(x, t)δ,m(x, x′)δ(t, t′)
−pij(x, t)δ,k(x, x′)δ(t, t′)− pijk(x, t)δ(x, x′)δ(t, t′), (182)
{gij(x, t), Kk(x′, t′)} = Vijk(x, t; x′, t′), (183)
{pij(x, t), Kk(x′, t′)} =W ijk(x, t; x′, t′). (184)
It follows from equations (181-184) that every solution Hi of the weak evolution postulate
can be written as the sum of two terms,
Hi = H
∗
i +Ki. (185)
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Furthermore, the form of H∗i is uniquely fixed by equations (181) and (182), and corre-
sponds to the super-momentum of general relativity,
H∗i = Hgri, (186)
written out in equation (11).
It can now be shown that the super-Hamiltonian of the theory is constrained. As in [20],
this follows from the preservation of the super-momentum constraint under the dynamical
evolution, resulting in the condition
{H(x, t), Hi(x′, t′)} ≃ 0. (187)
Using equations (185) and (186), this condition can be written as
{H(x, t),
[
Hgri(x′, t′) +Ki(x′, t′)
]
} ≃ 0 (188)
or, equivalently, as
{H(x, t),Hgri(x′, t′)} ≃ 0. (189)
This follows from equations (183-184) and from the fact that W ijk and Vijk vanish on the
constraint surface (170).
The evolution postulate can be used once more to rewrite equation (189) as follows,
{H(x, t),Hgri(x′, t′)} ≃ {H(x, t), HDi(x′, t′)} ≃ 0. (190)
Notice that this is a special application of the evolution postulate where the arbitrary
test functional F has been replaced by the super-Hamiltonian. The latter must transform
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necessarily as a scalar density of weight one[20],
{H(x, t), HDi(x′, t′)} ≃ H(x, t)δ,i(x, x′)δ(t, t′) +H,i(x, t)δ(x, x′)δ(t, t′), (191)
so by combining equations (190) and (191) the constraint H ≃ 0 arises. Recall that the
actual definition of the constraint surface does not affect the validity of any of the above
arguments, and hence the procedure just described remains consistent under the additional
constraint.
• The Representations Of The Weak Principle: Although the understanding of the rela-
tionship between the strong and the weak equations is no longer an issue (in the revised
algorithm no strong equations are used) there is still need to clarify the relation between
the “strong” and “weak” representations of the evolution postulate. In particular, there is
need to understand exclusively in terms of the evolution postulate how the standard rep-
resentation of general relativity arises and, also, to find out if the new representations are
physically equivalent to the standard one. “Physically equivalent” means that they must
generate weakly the same equations of motion and lead to the same constraint surface.
A preliminary examination of this problem has already been carried out when proving that
the super-Hamiltonian of the theory is constrained. Indeed, equation (185) shows that the
standard representation of the super-momentum is recovered from the evolution postulate
as the special case Ki = 0. Also, equations (175) and (178) imply that all solutions Hi
generate weakly the same equations of motion. Finally, it follows from equation (185) and
from the fact that both partial derivatives of Ki vanish on the constraint surface Hi = 0
that the constraints Hi and Hgri imply each other. The representations Hi and Hgri are
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therefore physically equivalent, and the privileged position occupied by Hgri is merely
because the standard description of the system is minimal.
On the other hand, whether the same is true for the representations of H cannot be
said without further examination. The basic complication arises because equation (135)
can only be inverted implicitly in order that the momenta be defined as functionals of the
embedding. In addition, when the field velocities are replaced on the right side of equations
(174) and (176), the resulting expressions are not the same for all representations. This
spoils the method used when deriving the representations for the super-momentum.
The issue concerning the physical equivalence of the “weak” representations is therefore
still unclear. It would be certainly interesting if representations could be found that are
not equivalent to the standard super-Hamiltonian, but this possibility is rather remote
considering the restrictions imposed on the spacetime character of any such representations
by Lovelock’s theorem[31].
The question arises whether an additional postulate is missing, that could uniquely select
the “strong” representation of general relativity. This is not difficult to be found, and
simply corresponds to requiring all the weakly vanishing terms Vij, Vijk, W
ij and W ijk in
equations (174)-(177) to be identically zero. This requirement indeed leads to the standard
canonical representation derived by Kucharˇ et al in [20]. However, it cannot be justified
by any physical principle because, at the very least, it is a general property of constrained
systems to allow many different sets of equivalent constraints. Therefore, the best that can
be achieved is an actual proof that all the “weak” representations are equivalent.
The conclusion that postulates (a) and (b) are the only assumptions needed in the deriva-
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tion of the most general canonical representation is more transparent in the following
chapter. There, the history algorithm is applied directly to a simple unconstrained system,
namely the scalar field theory on a given metric background.
Chapter IV-2. The Direct Method.
Up to now, the intricate nature of general relativity has not allowed any details of the
history formalism to be revealed. For this reason, a sufficiently simpler system is considered
below. It is derived directly from the evolution postulate, thus providing a clear illustration
of the new formalism.
• Preliminaries: A scalar field theory with a non-derivative coupling to the metric is
considered. Because of the restriction on the coupling, the Lagrangian of the theory can
be written in the following form,
L(x, t) = L
[
φ, φ˙, N, g,N iφ,i, g
kjφ,kφ,j
]
(x, t). (192)
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To be precise, the Lagrangian may depend on the additional combinations
gijN,iN,j ,
gijφ,iN,j ,
N iN,i ,
gijN
iN j (193)
which are also compatible with the assumption of the coupling. However, using similar
arguments to the ones that follow, it can be shown that this dependence is trivial. For
simplicity, it is taken to be trivial from the beginning.
The evolution postulate states that the following conditions should be satisfied,
{φ(x, t), H(x′, t′)} ≃ {φ[X ](x, t),Pβ(x′, t′)}nβ(x′, t′), (194)
{φ(x, t), Hi(x′, t′)} ≃ {φ[X ](x, t),Pβ(x′, t′)}X βi(x′, t′), (195)
{π(x, t), H(x′, t′)} ≃ {π[X ](x, t),Pβ(x′, t′)}nβ(x′, t′), (196)
{π(x, t), Hi(x′, t′)} ≃ {π[X ](x, t),Pβ(x′, t′)}X βi(x′, t′), (197)
The weak sign refers to the still unknown Hamilton’s equations. Initially, the most general
canonical representation for H and Hi is seeked that satisfies the unconstrained version of
the evolution postulate.
Recall that, according to the plan described in chapter III-3, any time derivatives of the
canonical variables in equations (194)-(197) should be replaced with the corresponding
expressions arising from Hamilton’s equations,
∂
∂t
φ(x, t) ≃
∫
d3x′dt′{φ(x, t), (NH +N iHi)(x′, t′)}, (198)
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∂∂t
π(x, t) ≃
∫
d3x′dt′{π(x, t), (NH +N iHi)(x′, t′)}. (199)
This replacement results in a system of coupled differential equations for the generators H
and Hi, the general solution of which corresponds to the general canonical representation
compatible with the postulate.
The above procedure is rather formal, so it is replaced below with one that is more suitable
for the present purposes. Specifically, the super-Hamiltonian is not considered to be the
“unknown” of the problem but, instead, the Legendre relation between the field velocity
and the momentum takes its place. Because the information incorporated in the latter is
not equally rich, the need that the Lagrangian be treated as a “new” unknown will arise
at some stage.
• The Unknown Legendre: According to these modifications, the momentum is expressed
as a functional of the embedding according to
π[X ](x, t) := Π
[
φ, φ˙, N, g,N iφ,i, g
kjφ,kφ,j
]
(x, t). (200)
The function Π is the required Legendre relation. Its form is the most general possible,
assuming that the Lagrangian of the theory is given by equation (192). Notice that the
variables treated as arguments of Π are independent of each other, since the system is
unconstrained by assumption.
To proceed further, the following history Poisson brackets are needed:
{φ,Pβ ′} = φ,βδδ, (201)
{φ˙,Pβ ′} = φ,βδδ˙ + φ,βαX˙ αδδ, (202)
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{N,Pβ ′} = −nβδδ˙ + nβNmδ,mδ − 1
2
Nγµν,βn
µnνδδ, (203)
{g,Pβ ′} = 2gXβmδ,mδ + gγµν,βX µmX νmδδ, (204)
{N iφ,i,Pβ ′} = Xβiφ,iδδ˙ +Nnβgimφ,iδ,mδ −NmXβiφ,iδ,mδ +
+Nγµν,βn
µX νiφ,iδδ + φ,βN iδ,iδ + φ,βαN iX α,iδδ, (205)
{gijφ,iφ,j,Pβ ′} = −Xβigjmφ,iφ,jδ,mδ −Xβjgimφ,iφ,jδ,mδ +
+φ,βg
ijφ,jδ,iδ + φ,βαg
ijφ,jX α,iδδ − γµν,βX µiX νjφ,iφ,jδδ. (206)
In the above equations, δ(x, x′)δ(t, t′), ∂
∂xi
δ(x, x′)δ(t, t′) and δ(x, x′) ∂
∂t
δ(t, t′) are denoted,
respectively, by δδ, δ,i δ and δ δ˙. If an expression is evaluated at (x
′, t′) it is primed.
Starting from equations (196)-(197), the terms that are proportional to the time derivative
of the delta function are considered,
{
π[X ](x, t),Pβ ′(x′, t′)
}
≃
[
∂Π
∂φ˙
φ,β − ∂Π
∂N
nβ +
∂Π
∂[Nmφ,m]
φ,kXβk
]
δδ˙ + rest of terms.
(207)
Since the left side of the above equation is independent of any time derivatives by con-
struction, the terms multiplying the derivative of the delta function must vanish weakly.
However, the system has been assumed to be unconstrained, so the only way that these
terms can vanish is that they vanish strongly.
Taking the normal and tangential projections of equation (207), two differential equations
are obtained,
∂Π
∂φ˙
N−1[φ˙−Nmφ,m] + ∂Π
∂N
= 0
∂Π
∂[Nmφ,m]
+
∂Π
∂φ˙
= 0. (208)
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The most general Legendre relation Π that solves the above equations has the form
π[X ](x, t) = Π
[
N−1[φ˙−N iφ,i], φ, gkjφ,kφ,j, g
]
(x, t). (209)
Next, equations (195) and (197) are compared. Because the field momentum must trans-
form as a scalar density of weight one (appendix F), these equations fix the form of the
super-momentum uniquely. It is given by
Hi(x, t) = πφ,i(x, t). (210)
To be precise, a function ci(x, t) of space and time should also be added on the right side
of the above equation, but it is set to zero because the Lagrangian is of the form (192).
Recall that the requirement concerning the weight of π has been the only assumption used
in the derivation of equation (210). By imposing this requirement on the function Π as well,
and by making use of the Poisson bracket relations (201)-(206), the following differential
equation arises,
Π = [g
1
2 ]
∂Π
∂[g
1
2 ]
. (211)
It admits the solution
π[X ](x, t) = [g 12 ]Π
[
N−1[φ˙−N iφ,i], gkjφ,kφ,j, φ
]
[X (x, t)], (212)
where Π transforms as a scalar density of weight zero. It can be shown that Π drops out
of the remaining evolution postulate, which means that all the information incorporated
in Π has been used. The final representation for the latter is given by equation (212).
• The Unknown Lagrangian: Returning to equations (196)-(197), the remaining terms are
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considered. The relevant Poisson brackets are
{[
N−1[φ˙−N iφ,i]
]
,Pβ
}
nβ = gkmφ,mδ,kδ + ultralocal terms,
{
g
1
2 ,Pβ ′
}
nβ = 0 + ultralocal terms,
{
[gmjφ,mφ,j],Pβ ′
}
nβ = 2
[
N−1[φ˙−N iφ,i]
]
gkmφ,mδ,kδ + ultralocal terms,
{
φ,Pβ ′
}
nβ = 0 + ultralocal terms, (213)
and lead to the following equation,
{
π,H ′
}
= g
1
2
[
∂Π
∂
[
N−1[φ˙−N iφ,i]
] + 2N−1[φ˙−N iφ,i] ∂Π
∂[gkjφ,kφ,j]
]
gkmφ,mδ,kδ. (214)
The Lagrangian (192) is now treated as the new unknown of the problem. The super-
Hamiltonian on the left side of equation (214) is expressed as a function of π and L
according to the usual Legendre definition
H :=
1
N
[(
πφ˙−L
)
−N iHi
]
(215)
and, similarly, the function Π appearing on the right side of (214) is replaced by the
definition
Π :=
∂
∂φ˙
L. (216)
Putting the definitions (215)-(216) in equation (214), the quantities Hi, φ˙, N and N
i drop
out identically and a differential equation arises,
LRR + 2RLRS + 2LS = 0. (217)
As before, the subscripts indicate partial differentiation.
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The function L is defined by
L := Ng 12L, (218)
while the quantities R and S are defined by
R := N−1[φ˙−N iφ,i] (219)
and
S := gkjφ,kφ,j. (220)
The general solution of (217) fixes the final form of L,
L = Ng 12L[(R2 − S), φ], (221)
which can be recognized as the most general Lagrangian for a field theory with a non-
derivative coupling to the metric[19]. In order that the derivation be complete, the ultra-
local terms in equations (196)-(197) must be compared. These terms are cancelled identi-
cally and, therefore, overall consistency is reached.
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PART V:
The Geometric Interpretation Of The New Algebra.
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Chapter V-1. The Generators Of Deformations.
• Preliminaries: The method developed in [20] is used below as a means of finding the
physical solutions of the genuine Lie algebra. As explained in chapters III-1 and IV-1, this
is possible precisely because the ultra-locality and re-shuffling assumptions follow uniquely
from the evolution postulate. The argument that leads to the required representations is
based on the following observation.
If the canonical generatorsK, Ki are pure functionals of the canonical variables, they satisfy
exactly the same algebra that is satisfied by the corresponding generators of hyper-surface
deformations. It is only when prescribed fields are present in the theory that the canonical
algebra may differ, according to the discussion in chapter IV-1. A representation for the
deformation generators KD, KDi arises when the deformation vector field is decomposed
in an appropriate basis (µα, µαi),
K := µα[X ]Pα, (222)
Ki := µ
α
i[X ]Pα, (223)
so that the genuine Lie algebra is satisfied,
{K(x, t), K(x′, t′)} = 0, (224)
{K(x, t), Ki(x′, t′)} = K,i(x, t)δ(x, x′)δ(t, t′) +K(x, t)δ,i(x, x′)δ(t, t′), (225)
{Ki(x, t), Kj(x′, t′)} = Kj(x, t)δ,i(x, x′)δ(t, t′)− (ix↔ jx′). (226)
If the basis (µα, µαi) is used in the decomposition of the spacetime Lagrangian the canonical
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generators are guaranteed to satisfy equations (224)-(226), provided that no “remnants”
of µα or µαi have been left in the theory in the form of prescribed functions. This is always
the case for an unconstrained system, since any such remnants can be eliminated through
parametrization. On the other hand, for a system that is constrained, the situation is more
complicated and additional assumptions have to be made. These are discussed in part VI.
• The Representation For The Deformation Generators: The most general representation
for KD and KDi is required, treating the embedding X α and its conjugate momentum Pα
as the sole variables. Here, there are no ultra-locality or re-shuffling requirements because
the generators KD and KDi are unknown themselves. However, there is still sufficient
information to select the representation uniquely. The requirement that plays the role of
the additional selection criteria is evidently the linearity in the momentum conjugate to
the embedding.
The problem should not be made unnecessarily complicated, so the basis µαi is identified
with the usual coordinate basis X αi. Accordingly, the identification of KDi with the gener-
ator of hyper-surface deformations HDi is implied. In this case, equation (226) is satisfied
identically while the second relation (225) depends only on the transformation properties
of KD and, for the moment, can be ignored.
Using equations (222) and (223), the Poisson bracket in equation (224) is expanded ac-
cording to
Pα(x, t){µα(x, t), Pβ(x′, t′)}µβ(x′, t′)− (x↔ x′)(t↔ t′) = 0 (227)
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or, equivalently, according to
Pα(x, t)µ
β(x′, t′)
δµα
δX β (x, t)δ(x, x
′)δ(t, t′)− (x↔ x′)(t↔ t′) = 0. (228)
The way in which the functional derivative of µα is expressed reflects the assumption that
µα is a local functional of the embedding; that is, a function of X and of a finite number
of its spatial and time derivatives. Under this assumption, the functional derivative can
be expanded according to
δµα
δX β :=
∂µα
∂X β +
∂µα
∂X βi
∂i +
∂µα
∂X˙ β ∂˙ +
∂µα
∂X˙ βi
∂˙i + . . . , (229)
where the series has finite terms.
Next, the various terms in (228) are evaluated at (x, t) by using the series of identities
A(x′, t′)δδ = Aδδ,
A(x′, t′)δδ˙ = Aδδ˙ + A˙δδ,
A(x′, t′)δδ¨ = Aδδ¨ + 2A˙δδ˙ + A¨δδ,
e.t.c.,
A(x′, t′)δ,iδ = Aδ,iδ + A,iδδ,
A(x′, t′)δ,ijδ = Aδ,ijδ + A,iδ,jδ + A,jδ,iδ + A,ijδδ,
e.t.c.,
A(x′, t′)δ,iδ˙ = A(x
′, t)δ,iδ˙ + A˙(x
′, t)δ,iδ,
A(x′, t′)δ,iδ˙ = A(x, t
′)δ,iδ˙ + A,i(x, t
′)δδ˙,
A(x′, t′)δ,iδ˙ = Aδ,iδ˙ + A˙δ,iδ + A,iδδ˙ + A˙,iδδ,
e.t.c., (230)
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and are then collected according to the corresponding derivatives of the δ-functions. The
notation for the δ-functions is the same as the one used before.
Because of equation (229), each particular term has to vanish. This implies that the partial
derivatives of µα with respect to any spatial or time derivatives of the embedding must be
zero. Specifically, an iteration arises for the partial derivatives of µα, which then reduces
to zero because the partial derivatives with respect to the highest-order spatial and time
derivatives of the embedding have to be trivial. Crucial to the proof is the assumption that
µα is a local functional of the embedding, so that highest-order spatial and time derivatives
exist indeed.
Furthermore, because of the symmetry under the interchange of KD(x, t) with KD(x′, t′),
the ultra-local terms in equation (229) vanish identically. As a result, no condition is
imposed on the partial derivative of µα with respect to the embedding. The general solution
for KD then takes the form
KD(x, t) = µα(X )(x, t)Pα(x, t), (231)
where µα(X ) is an ultra-local function of the embedding. This combination transforms
as a scalar density of weight-one in equation (225) and provides the final solution to the
representation problem.
The fact that µα is an ultra-local function of the embedding implies that µα(X ) corresponds
to the pull-back of a spacetime vector field. This is the required geometric interpretation
of the new Lie algebra.
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Chapter V-2. The Canonical Generators.
• The Decomposition Of The Spacetime Theory: Having fixed the interpretation of the
corresponding deformation generators, the evolution postulate can be used in exactly the
same way as in parts III and IV. It determines the corresponding ultra-locality and re-
shuffling conditions, the form of the canonical algebra and, finally, the actual form of
the canonical representations. Equivalently, the spacetime action of the theory can be
decomposed in terms of the new basis (µα,X αi). This is a much simpler procedure, so it
is the one that is followed below.
Suppose that the vector field µα is decomposed in the usual (nα,X αi) basis according to
µα := Anα +BiX αi. (232)
The functions A and Bi are identified as the normal and tangential projections of the
vector field,
A = −nαµα, (233)
Bi = Xαiµα. (234)
They transform as a spatial scalar and as a spatial vector respectively. Also suppose that
the deformation vector of the foliation can be expanded in terms of the basis (µα,X αi)
according to
X˙ α =Mµα +M iX αi. (235)
The functions M and M i can be viewed as the “new lapse” and the “new shift”.
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The unconstrained canonical action (115) is then written in terms of A, Bi, M and M i as
follows,
S[qA, pA] =
∫
d3xdt
(
pA ˙qA −H
)
,
H = MK +M iKi,
K = AH +BiHi
Ki = Hi. (236)
The generators H and Hi are the usual generators arising from the decomposition of the
action with respect to the lapse function and shift vector. The functions A and Bi are
precisely the “remnants” of the vector field µα. This means that the generators K and Hi
may not close according to the genuine algebra (224)-(224), and indeed they do not. As a
result, the theory has to be parametrized.
• An Application: As an example, the action for a massless scalar field is considered. It is
decomposed in terms of the new basis. The corresponding canonical generators are given
by
Kφ =
π2
2g
1
2
+
g
1
2
2
gijφ,iφ,j, (237)
Hφi = πφ,i. (238)
When the theory is parametrized, the non-physical degrees of freedom (X α, Pα) imply the
constraints
KT := Kφ + µαPα ≃ 0, (239)
HT i := Hφi + X αiPα ≃ 0. (240)
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Notice that the constraints have been projected along the appropriate basis (µα,X αi).
Using the definitions (233)-(234), and the history Poisson brackets appearing in Appendix
C, the required result arises:
{KT (x, t), KT (x′, t′)} = 0. (241)
In addition, K transforms as a scalar density of weight one in equation (225), so the
complete genuine Lie algebra is generated.
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Part VI:
Discussion And Acknowledgments
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Chapter VI-1. The Results, Their Relation, Their Ex-
tent And Limitations.
• The Genuine Algebra: A genuine Lie algebra was discovered by Brown and Kucharˇ in
the context of gravity coupled to matter fields. A differential equation was constructed by
Markopoulou that is satisfied by any scalar combinations of the gravitational constraints
that close according to this algebra. Despite that, little was known about the significance
of this equation either in gravity coupled to matter or in vacuum gravity. An insight into
the origin of the algebra in the coupled theory was gained by constructing an action whose
variation leads precisely to the general solution of Markopoulou’s equation.
However, this was not achieved via a canonical reduction, the physical meaning of which is
transparent. Instead, the required algebraic manipulations were performed “outside” the
canonical method, thus failing to connect the new algebra with the physical relevance of
the theory. In particular, it remains unclear whether the new algebra can be maintained
after the elimination of the scalar field momentum from the coupled action. Such an
elimination is usually followed by a parametrization of the theory in terms of a privileged
“time” associated with the (non-canonical) scalar field. If it can be shown that the new
algebra is still present in the reduced action, a clear interpretation of the algebra in terms
of “matter-time” will be achieved. This possibility was not explored here, and remains as
a project for the future.
Priority was given instead to understanding the importance of the new algebra in vacuum
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relativity. It was shown that all the gravitational combinations derived from the action
functional generate a time evolution that is either zero or ill-defined on the constraint
surface of the vacuum theory. As a result, alternative combinations were seeked which
not only satisfy the new algebra but also generate the appropriate dynamical evolution of
Einstein’s theory.
• The Use Of Classical Histories In The Thesis: For this purpose, an algorithm was
generalized, originally used by Kucharˇ et al in the derivation of geometrodynamics from
first principles. The need to adapt this algorithm to the requirements of the new algebra
eventually led to the concept of classical histories. By using a Hamiltonian formalism
defined over the space of histories, it was shown that the canonical representations of any
theory can be derived from a minimal set of postulates. These depend only on the foliation
through which the original spacetime theory is decomposed; therefore, they have a clear
geometric interpretation.
This clarification—which is essential for the application of the algorithm to the new
algebra—can only be achieved in the history formalism. This is simply because the new
set of postulates contain derivatives of the canonical variables, and these cannot be defined
in the standard approach. The implications for the quantization of general relativity are
straightforward, and provide additional support for the consistent histories approach to
quantum gravity[7,8,9,10].
A mistake in the original algorithm was also corrected. For unconstrained systems, both
the old and new algorithms give identical results. For systems subject to constraints, the
revised algorithm implies that certain strong equations (in the sense of Dirac) have to be
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replaced by weak ones. As a result, new (weak) canonical representations of the evolution
postulate arise.
The issue of the interpretation of the new algebra was finally discussed. The interpretation
amounts to the decomposition of the deformation vector in terms of a particular foliation
(other than the standard lapse-shift) so that the projections of the embedding momenta
on the spacetime basis associated with the foliation close according to the given algebra.
For the particular case of the new algebra the appropriate decomposition was shown to
involve the projection on a spacetime vector field which is not normalized.
Having fixed the issue of the interpretation of the new algebra the generators of any canon-
ical field theory are then made compatible with it. This is achieved by decomposing the
spacetime Lagrangian with respect to the new spacetime basis and then parametrizing the
result. The parametrization is essential in order that the canonical generators be pure func-
tionals of the canonical variables. If this is not the case—i.e., if remnants of the spacetime
basis are left in the theory—the procedure may not be effective.
• Self-Commuting Combinations In The Vacuum Theory: Unfortunately, general rela-
tivity is a constrained system, so the remnants arising from the vector field cannot be
parametrized without changing the physical content of the theory. In the usual A.D.M.
decomposition the corresponding remnants drop out of the canonical action because of the
normalization conditions imposed on the normal vector field. Such a normalization cannot
be used in the case of a spacetime vector field, which must be by definition independent of
the embedding.
However, having located the root of the problem, it may be possible that this final dif-
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ficulty can be overcome, possibly through the use of a covariant normalization condition
on the new spacetime basis. If such a normalization can be attained the resulting grav-
itational constraints would be of particular importance, considering that the geometric
interpretation of the new algebra is unique.
• Histories And Explicit Spacetime Invariance: An objection raised against canonical
quantization of field theories in general, and Einstein’s theory of spacetime in particular, is
that the canonical formulation depends on a foliation and necessarily destroys the spacetime
picture since it fails to keep track of the spacetime invariances of the action. In canonical
quantum field theory, divergences are typically encountered when posing questions about
probabilities at a single instant of time (a spacelike hypersurface). Such problems prompted
previous attempts to establish the canonical structure in spacetime setting; either by using
the Peirels bracket[32], or by imposing symplectic structure and inner product on the space
of solutions[30], or by working in the multi-symplectic formalism[33].
The history symplectic structure is rather complicated for spacetime fields. Even for a
scalar field on a given background the momentum conjugate to the spacetime field should
be a spacetime scalar density, while the standard momentum depends on an auxiliary
structure. The history symplectic structure that was used in the thesis depends on such
a foliation, since the canonical fields are functions of the hypersurface coordinates (xi, t)
rather than of the original spacetime coordinates Xα. In order that the two pairs of coor-
dinates be related, a foliation Xα = X α(xi, t) of spacetime into hypersurfaces is required.
The possibility of constructing a spacetime history canonical formalism is currently inves-
tigated in collaboration with K. Kucharˇ[21]
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• The Consistent Histories Approach: It is remarkable that most of the results described
here could not have been achieved in the equal-time formulation without adding further
structure. Whether the superiority of the history formalism can be established as a math-
ematical theorem depends on whether it is possible to construct a direct link between the
equal-time and the history approaches. The clarification of this matter will certainly affect
the way in which the consistent histories program is viewed. At the very least, there is the
option of reformulating the complete canonical framework in terms of classical histories
and searching for the classical analogues of the structures used in the constistent histories
aprroach. At the very least, a classical insight into the idea of coarse-graining and into the
related issue of probability is expected to be gained.
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Appendix A.
The equivalence between cases (46) and (47) is demonstrated; the same argument applies
when comparing any two cases from the set (46)–(49). The sets of functions satisfying
equations (46) and (47) are denoted respectively by (µ1, λ1, R1) and (µ2, λ2, R2). For the
two cases to be equivalent the following three conditions must be satisfied:
1. µ1, λ1, R1 should satisfy (46)—the functions µ1, λ1 regarded as known—
2. µ2, λ2, R2 should satisfy (47) and
3. W [h, f ] = λ1
ω
2 (h− µ1 +R1)ω2 = λ2 ω2 (h− µ2 +R2)ω2 .
To avoid comparing directly the differential equations arising from conditions 1 and 2 the
following trick is performed. Equations (46) and (47) are inserted into equations (44) that
determine the partial derivatives of W [h, f ]. By condition 3, these equations must be the
same for both cases. As a result, the differential equations (46) and (47) are trasformed
into the pair of algebraic equations
Wh =
λ1
ω
2 (h− µ1 +R1)ω2
R1
= −(λ2)
ω
2 (h− µ2 +R2)ω2
R2
(242)
Wf =
λ1
ω
2 (h− µ1 +R1)ω−22
R1
=
λ2
ω
2 (h− µ2 +R2)ω−22
R2
. (243)
By comparing condition 3 with equations (242) and (243) the following consistent solution
arises (notice that the system is over–determined):
µ2 = 2h− µ1 λ2 ω2 = (−λ1)ω2 R2 = −R1. (244)
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This proves equivalence.
For completeness, the corresponding results arising from comparing cases (46) with (48)
and (46) with (49) are written down:
µ3 = 2h− µ1, (λ3)ω2 = (−λ1)
ω
2 (h− µ1 +R1)
(h− µ1 − R1) , R3 = R1, (245)
µ4 = µ1, (λ4)
ω
2 =
(−λ1)ω2 (h− µ1 +R1)
(h− µ1 − R1) , R4 = −R1, (246)
where (µ3, λ3) and (µ4, λ4) satisfy respectively equations (48) and (49).
Appendix B.
It is shown that the linear and the weight-ω equations are equivalent. The ansatz relation
(42) can be considered as an one-parameter family of maps, aω, from the set of functions
(µ, λ, R) satisfying equation (46) to the set of solutions Wω of the corresponding weight-ω
differential equation, on the assumption that Wω, WωH and WωF are not identically zero
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(see the remark at the beginning of this chapter). The reason that R is included in the set
of functions (µ, λ, R) is that although R is a function of µ, defined by equation (43), it is
not fully specified by µ due to the sign ambiguity.
One would like to know whether the map aω is one-to-one and, most importantly, whether
it is onto. To check the latter, one supposes that W is any solution of the ω–equation
(38), where—for simplicity—the subscript ω of W is omitted. A set of functions (µ, λ,
R) obeying the linear equation (46) is therefore required, with the property of producing
through the aω map the given solution W . This is similar to the procedure followed in
Appendix A in order to show that equations (46)–(49) are equivalent; the difference is that
the requirement that at least one of the cases (46)–(49) leads to W is lifted—W is now
only confined to obey equation (38) for some weight ω.
The three conditions that must be satisfied are:
1. The original differential equation
ω
2
WWf = fW
2
f −
1
4
W 2h , W 6= 0 Wf 6= 0 Wh 6= 0. (247)
2. The linear equation
1
λ
λf − 1
R
µf = 0 and
1
λ
λh − 1
R
µh = 0; R =
√
(h− µ)2 − f. (248)
3. The ansatz relation
W = λ
ω
2
(
h− µ+
√
(h− µ)2 − f
)ω
2
. (249)
The third condition can be written as
W
2
ω = λ
(
h− µ+
√
(h− µ)2 − f
)
, (250)
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where this relation is valid up to a 2
ω
power of unity. Equation (250) can now be solved
for µ, resulting in
µ = h− 1
2
(W 2ω
λ
+
λ
W
2
ω
f
)
. (251)
Differentiating µ with respect to both h and f gives
µh = 1− 1
ω
(
v
2−ω
ω
λ
− λ
v
2+ω
ω
f
)
Wh +
1
2
(
W
2
ω
λ2
− 1
v
2
ω
f
)
λh and
µf = −1
2
λ
W
2
ω
− 1
ω
(
W
2−ω
ω
λ
− λ
W
2+ω
ω
f
)
Wf +
1
2
(
W
2
ω
λ2
− 1
v
2
ω
f
)
λf . (252)
Conditions 2 and 3—being now in the same form—are compared: In particular, substitut-
ing equation (251) into the expression for R—used in condition 2—one finds that
R =
1
2
(
W
2
ω
λ
− λ
v
2
ω
f
)
, (253)
and hence condition 2 becomes
µh =
1
2
(
W
2
ω
λ2
− 1
v
2
ω
f
)
λh and µf =
1
2
(
W
2
ω
λ2
− 1
v
2
ω
f
)
λf . (254)
When equations (254)—derived from the second condition—are compared with equations
(252)—derived from the third condition—they lead to the following pair of equations for
λ:
ω −
(
v
2−ω
ω
λ
− λ
v
2+ω
ω
f
)
Wh = 0 and
λ
W
2
ω
+
2
ω
(
W
2−ω
ω
λ
− λ
W
2+ω
ω
f
)
Wf = 0. (255)
The above set of equations admits a common solution for λ, we call it λ¯, given by
λ¯ = −2W
2
ωWf
Wh
. (256)
114
Equations (255) and (50) are all well defined since—by assumption—W , Wh, and Wf are
not identically zero, but for the two equations in (255) to be consistent, they must lead
either to an identity or at least to a valid equation when λ¯ is substituted into them. Indeed,
by doing so, they both reduce to
ω
2
WWf = fW
2
f −
1
4
W 2h , (257)
which is of course true by virtue of condition 1. This proves that the aω map (42) (from
the set of functions (µ, λ, R) to the set of solutions of the corresponding ω–equation (38))
is onto.
The expression for λ¯ is now substituted back into equation (251) to give the relevant
expression for µ,
µ¯ = h +
Wf
Wh
f +
1
4
Wh
Wf
, (258)
and the one for R,
R¯ =
Wf
Wh
f − 1
4
Wh
Wf
. (259)
Note that the expression for R¯ is now sign-unambiguous.
To check if the map aω is one–to–one, two sets of functions (µ1, λ1, R1) and (µ2, λ2, R2) are
considered. They are required to satisfy the linear pair of equations (46) and provide—
through the aω map—the same solution W of the original ω–equation. The problem is
already solved in Appendix A and leads to the following three conditions,
λ
ω
2
1 (h− µ1 +R1)
ω
2 = λ
ω
2
2 (h− µ2 +R2)
ω
2 ,
λ
ω
2
1
R1
(h− µ1 +R1)ω2 = λ
ω
2
2
R2
(h− µ2 +R2)ω2 ,
115
λ
ω
2
1
R1
(h− µ1 +R1)ω−22 = λ
ω
2
2
R2
(h− µ2 +R2)ω−22 , (260)
which admit the almost trivial solution
µ1 = µ2 λ
ω
2
1 = λ
ω
2
2 R1 = R2. (261)
The word “almost” is used because of the ambiguity in the expression for the λ’s. However,
if the equivalence class of λ is defined as the set of functions that differ from λ by an ω
2
power of unity (it can be easily shown that this defines an equivalence relation) then each
anzatz–map (42) becomes one–to–one. Hence µ¯, R¯ and the equivalence class of (λ¯)—given
respectively by equations (258), (101) and (256)—are unique. This completes the proof.
Appendix C.
In the following we denote δ(x, x′)δ(t, t′) by δδ, ∂
∂xi
δ(x, x′)δ(t, t′) by δ,i δ and
∂
∂t
δ(x, x′)δ(t, t′)
by δ δ˙. If some expressions are calculated at (x′, t′) they will be simply primed.
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{X α,Pβ} = δαβδδ
{γαǫ,Pβ} = γαǫ,βδδ
{γαǫ,Pβ} = γαǫ,βδδ
{δαǫ,Pβ} = 0
{X αi,Pβ} = δαβδ,iδ
{Xαi,Pβ} = γαβδ,iδ + γαµ,βX µiδδ
{X˙ α,Pβ} = δαβδδ˙
{nα,Pβ} = −nβX αmδ,mδ − 1
2
γµν,βn
µnνnαδδ − γµν,βnµγανδδ
{nα,Pβ} = −nβXαmδ,mδ − 1
2
γµν,βn
µnνnαδδ
{gij,Pβ} = Xβiδ,jδ + Xβjδ,iδ + γµν,βX µiX νjδδ
{gij,Pβ} = −Xβigjmδ,mδ −Xβjgimδ,mδ − γµν,βX µiX νjδδ
{δij ,Pβ} = 0
{X αi,Pβ} = −nαnβgimδ,mδ −X αmXβiδ,mδ − γµν,βX αmX νmX µiδδ
{Xαi,Pβ} = −nαnβgimδ,mδ − XαmXβiδ,mδ − γµν,βnαnνX µiδδ
{g,Pβ} = 2gXβmδ,mδ + gγµν,βX µmX νmδδ
{N,Pβ} = −nβδδ˙ + nβNmδ,mδ − 1
2
Nγµν,βn
µnνδδ
{N i,Pβ} = Xβiδδ˙ +Nnβgimδ,mδ −NmXβiδ,mδ +Nγµν,βnµX νiδδ
(262)
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