A convenient method to generate normal random variable using a generalized exponential distribution is proposed. The new method is compared with the other existing methods and it is observed that the proposed method is quite competitive with most of the existing methods in terms of the K S − distances and the corresponding p-values.
Introduction
Generating normal random numbers is an old and very important problem in the statistical literature. Several algorithms are available in the literature to generate normal random numbers like Box-Muller methods, MarsagliaBray method, Acceptance-Rejection method, Ahrens-Dieter method, etc.
The book of Johnson, Kotz and Balakrishnan (1995) provided an extensive list of references of the different algorithms available today. Among the several methods the most popular ones are Gupta and Kundu (1999; 2001a; 2001b; 2003a) . The readers may be referred to some of the related literature on 
Methodology
The density function of a log-normal random variable with scale parameter θ and shape parameter σ is denoted as Similarly, if X is a generalized exponential random variable with the scale parameter λ and shape parameter α , then
It was observed by Kundu, Gupta and Manglick (2005) that a generalized exponential distribution can be approximated very well by a log-normal distribution for certain ranges of the shape parameters. The first two moments of the two distribution functions are equated to compute σ and θ from a given α and λ .
Without loss of generality, (4) and (5) 
Therefore, solving (6) and (7) , one obtains
Using (8) and (9) , standard normal random variable can be easily generated as follows:
Algorithm
Step 1: Generate U an uniform (0,1) random variable.
Step 2: For a fixed
generalized exponential random variable with shape parameter 0 α and scale parameter1.
Step 3 An alternative approximation is also possible. Instead of equating the moments of the two distributions, one can equate the corresponding L -moments also. The Lmoments of any distribution are analogous to the conventional moments, but they are based on the quantiles and they can be estimated by the linear combination of order statistics, i.e. by Lstatistics (see Hosking, 1990 , for details). It is observed by Gupta and Kundu (2003b) 
Solving (13) and (14) µ σ µ σ also can be used.
Numerical Comparisons and Discussions
In this section, an attempt is made to determine the value of 0 α , so that the distance between the generalized exponential distribution and the corresponding log-normal distribution is minimum. All the computations are performed using Pentium IV processor and the random number generation routines by Press et al. (1993) . The distance function between the two distribution functions is considered as the (8) and (9) ((15) and (16) 
The results are reported in Table 2 . It is clear from From Table 2 , it is clear that L -moments approximations work better than the moments approximations.
Conclusions
A simple and convenient method of generating normal random variables is provided. Even simple scientific calculator can be used to generate normal random number from the uniform generator very quickly. It can be implemented very easily by using a one line program. It is also observed that the standard normal distribution function can be approximated at least up to three decimal places using the simple approximations. 
