Turbulent mixing in the upper layers of the northern Bay of Bengal is affected by a shallow layer overlying the saline waters of the Bay, which results from the huge influx of freshwater from major rivers draining the Indian subcontinent and from rainfall over the Bay during the summer monsoon. The resulting halocline inhibits winddriven mixing in the upper layers. The brackish layer also alters the optical properties of the water column. Air-sea interaction in the Bay is expected to play a significant role in the intraseasonal variability of summer monsoons over the Indian subcontinent, and as such the sea surface temperature (SST) changes during the summer monsoon are of considerable scientific and societal importance. In this study, data from the heavily instrumented Woods Hole Oceanographic Institution (WHOI) mooring, deployed at 18 o N, 89.5 o E in the northern Bay from December 2014 to January 2016, are used to drive a one-dimensional mixing model, based on second moment closure model of turbulence, to explore the intra-annual variability in the upper layers. The model results highlight the importance of the optical properties of the upper layers (and hence the penetration of solar insolation in the water column), as well as the temperature and salinity in the upper layers prescribed at the start of the model simulation, in determining the SST in the Bay during the summer monsoon. The heavy rainfall during the summer monsoon also plays an important role. The interseasonal and intraseasonal variability in the upper layers of the Bay are contrasted with those in the Arabian Sea, by the use of the same model but driven by data from an earlier deployment of a WHOI mooring in the Arabian Sea at 15.5 o N, 61.5 o
Introduction
The Indian Ocean is rather unique among world's oceans in that it is blocked by the Asian land mass at its northern boundary and its dynamics are dominated by the seasonally reversing monsoonal wind system. It is the southwest summer monsoon and the accompanying rainfall on the subcontinent that is of crucial societal importance. In addition, the two seas of the North Indian Ocean, the Arabian Sea (ArS henceforth) and the Bay of Bengal (BoB henceforth) present a strong contrast (e.g. Kantha et al., 2008) . The ArS is characterized by a high sea surface salinity (SSS) due to excess evaporation over precipitation. On the other hand, the BoB is notable for its low SSS. It is rather a unique body of water in the global oceans, strongly influenced by the huge freshwater influx from the major rivers draining the Indian subcontinent, as well as heavy rainfall during the Asiatic summer monsoon (roughly June to August). The result is a shallow mixed layer (ML) about 10-20 m deep in many regions of the Bay, especially the northern region, which affects air-sea interactions and plays an important role in the Monsoon Intra-Seasonal Oscillations (MISO) and hence the active/break periods of the monsoon (Goswami et al., 2016) . Accurate simulation of turbulent mixing in the upper layers of the Bay of Bengal, especially the northern Bay, is therefore important to improve monsoon forecasts. For a recent study of mixing in the BoB, see Valsala et al. (2018) .
The monsoonal variability also gives rise to seasonally reversing currents in the BoB, which is also rather unique. Freshwater export from the BoB (e.g. Hormann et al., 2019) and saline water import from the ArS through currents around Sri Lanka play a major role in maintaining the salt balance in the two seas. Coupled with dynamical processes in the equatorial wave guide driven by monsoonal winds, all this makes the North Indian Ocean and especially the BoB a fascinating part of the global oceans to observe, study and model. Examples of recent studies in the BoB can be found in this special issue (e.g. Buckley et al., 2019; Dandapat et al., 2019; Hormann et al., 2019; Sandeep and Pant, 2019; Shroyer et al., 2019) .
https://doi.org/10. 1016/j.dsr2.2019.104643 Received 13 February 2019; Received in revised form 30 April 2019; Accepted 26 August 2019 Sea surface temperature (SST) determines the transfer of heat and moisture from the ocean to the atmosphere above. SST is in turn determined by turbulent mixing in the upper layers of the ocean, driven by momentum and buoyancy fluxes at the air-sea interface. It is therefore important to reproduce turbulence processes in the upper layers as accurately as possible in order to determine the exchange of heat and moisture between the ocean and the atmosphere across the air-sea interface. Over (under) estimation of the depth of the oceanic mixed layer can lead to under (over) estimation of the SST, which in turn affects the air-sea fluxes and leads to errors in predicting the state of the atmosphere (e.g. Goswami et al., 2016) . As such, models of turbulent mixing play a crucial role in establishing the skill of both atmosphere and coupled ocean-atmosphere models used for predicting the intraseasonal variability of monsoons over the Indian subcontinent.
Accuracy of SST depends on the accuracy of air-sea fluxes and the fidelity of the mixing model. While the so-called bulk models (Price et al., 1986; Large et al., 1994) have been used to predict the ML depth and SST in the ocean and coupled-ocean models, because of simplicity and low computational burden, they do not simulate turbulence parameters. Second moment closure models, which solve governing equations for second moment quantities such as the turbulent Reynolds stress and heat flux, are computationally more expensive, but nevertheless useful since they provide information on turbulence properties, such as the turbulence kinetic energy (TKE) and its dissipation rate. With the increasing deployment of microstructure sensors in ocean, they also provide a means of evaluating the model skill in reproducing not only the ML depth and SST, but also turbulence parameters in the water column (e.g. Mellor and Yamada, 1982; Clayson, 1994, 2004; Kantha et al., 2010) .
Ocean mixing models based on Mellor-Yamada type second moment closure of turbulence (Mellor and Yamada, 1982 ; see also Galperin et al., 1988) can be used to simulate mixing in the BoB. In this study, we use the Kantha-Clayson upper ocean mixed layer model Clayson, 1994, 2004) to simulate mixing in the Northern Bay of Bengal. Data collected at the WHOI buoy deployed in the BoB are used for initialization, forcing as well as model validation. The model results on the heavy influence of fresh water on mixing in the northern Bay are reported and contrasted with model results for the Arabian Sea (see Appendix B), using data from another WHOI buoy deployed there.
In Section 2, we provide a brief description of the data and the mixing model used in this study. Section 3 presents model results and Section 4, the sensitivity of model results to the Jerlov water type (which determines the optical properties of the water column), initialization and precipitation. Section 5 presents discussions of the model results and concluding remarks. Appendix A elaborates on water types, and Appendix B contrasts the inter-seasonal and intra-seasonal variability in the upper layers of the Arabian Sea with those in the Bay.
Methods

Woods Hole Oceanographic Institution (WHOI) mooring
As part of the US Air-Sea Interactions Regional Initiative (ASIRI, see Tandon et al., 2016) Weller et al., 2016) . Fig. 2 shows the northern part of the Bay of Bengal (also from Weller et al., 2016) , with the triangle indicating the location of the WHOI mooring. The location of the OMNI (Ocean Moored Network of buoys for the northern Indian Ocean) mooring developed by National Institute of Ocean Technology (NIOT) is also shown (circle) along with that of the Research moored Array for African-Asian-Australian Monsoon Analysis and prediction (RAMA) buoy (star) farther south. For more details of OMNI and RAMA buoys, see Venkatesan et al. (2013) and McPhaden et al. (2009) , respectively.
Wind speed and direction, incoming shortwave (SW) and longwave (LW) insolation, air temperature and relative humidity at a height of Weller et al., 2016) that was deployed at 18 o N, 89.5 o E from December 8, 2014 to January 29, 2016 near the OMNI NIOT BD09 mooring. about 3 m above the sea surface, temperature and salinity at the depth of 1 m, and precipitation were measured directly by sensors deployed on the buoy. While surface meteorology was sampled at 1 min intervals, hourly data were used for model forcing, since the focus was not on diurnal variability per se. Fig. 3 shows these measurements, made during the 13-month deployment period. The air-sea interaction during this period, as inferred from the buoy data, has been described by Weller et al. (2016) and in greater detail recently by Weller et al. (2019) . But briefly, monsoonal variability typical for the region, with winds toward the southwest during the winter but switching over toward northeast during the summer monsoon, can be clearly seen in the wind records ( Fig. 3a and b ). Interestingly enough, while the upper ocean cooled significantly due to heat loss during the winter monsoon (roughly December to February), cooling also occurred during the summer monsoon, punctuated by strong storm events with dark skies, which acted together to decrease the solar insolation reaching the ocean surface and increase wind-driven mixing in the upper layers (see Weller et al., 2016 Weller et al., , 2019 for more details). During the spring inter-monsoon season, when the switchover from winter monsoon to summer monsoon occurs, weak winds and clear skies enabled strong solar insolation to warm up the upper layers of the Bay and increase the heat content in the upper layers significantly. The fall inter-monsoon period, when switchover from summer monsoon to winter monsoon occurs, in spite of some rainy, windy and cloudy events, clear skies and strong insolation allowed the upper layers to warm up through October.
The buoy data showed that the sea surface salinity (SSS) hovered around 32-33 psμ during the winter monsoon and spring inter-monsoon period, but changed significantly during the summer monsoon and fall inter-monsoon periods. Several events, including three during the August-September when fresher water advected past the mooring, caused the SSS to drop by as much as 8-10 psu, before returning rapidly back to values (31-34 psu) typical of the northern Bay (Fig. 3g ). Obviously, the advection-related events cannot be simulated by the 1-D regional mixing model used in this study. However, 3-D models incorporating such second moment closure-based mixing schemes, such as the North Indian circulation model implemented by Kantha et al. (2008; see also Lopez, 1998; Lopez and Kantha, 2000a, 2000b) can. Such 3-D models cannot only simulate the state of the upper ocean more accurately, but also describe fully the oceanic variability in the region inherent to monsoonal forcing (Brown et al., 2008; .
In addition to the properties shown in Fig. 3 , temperature, salinity and currents were also measured by instruments deployed on the WHOI buoy at various depths below the sea surface. These data are used for model initialization and comparison with model results. For analysis of the data from the BoB deployment, see Weller et al. (2019) and Weller et al. (2016) . Weller et al. (2012) and Weller (2015) describe the buoy sensors and calculation of the air-sea fluxes in detail, while Bigorre et al. (2013) discuss the accuracies of the buoy meteorology and fluxes. The TOGA/ Weller et al., 2016) . BD08 was the mooring deployed prior to BD09 but at the same location. COARE bulk algorithm (version 3.0, Fairall et al., 2003; see Fairall et al., 1996 for the original version) was used to infer the wind stress, and the sensible and latent heat fluxes at the air-sea interface. Fig. 4 shows the eastward and northward components of the wind stress, net incoming SW solar insolation (q sol ) and the net outgoing heat flux (q sur ), and measured precipitation and evaporation computed from the latent heat flux at the air-sea interface. The net outgoing flux q sur is defined for modeling purposes as the sum of the net longwave, sensible and latent heat fluxes. Note that q sur is always positive, indicating heat loss from the ocean. These parameters are required for model forcing. Fig. 4 also shows the measured SST and SSS needed for assessing the model skill.
The Arabian Sea (ArS) is a stark contrast to the BoB, in that it is an evaporative sea (evaporation exceeds precipitation) and the SSS there is consistently higher than normal oceanic values, at times reaching values as high as 36.5 psu. Application of the KC 1-D mixing model to the Arabian Sea would be a further test of the influence of various parameters on its skill. As part of the Arabian Sea Experiment program, an earlier version of the WHOI mooring was deployed in the ArS at 15.5 o N, 61.5 o E for a year from 16 October 1994 to 19 October 1995. Details can be found in Fischer (1997) and Weller et al. (1999) . The surface forcing data were reprocessed to be consistent with the more recent BoB mooring data analysis, and were used to drive the 1-D mixing model of the Arabian Sea (Appendix B).
We report here only on simulations using the WHOI mooring data. OMNI moorings have also been deployed at 17.85 o N, 89.67 o E since 2014 (BD08/09) as well as other locations in the BoB and ArS. Model simulations using these OMNI data will be the subject of future studies.
One-dimensional model of turbulent mixing
A one-dimensional turbulent mixing model based on second-moment closure of turbulence is well suited to exploring the nuances of mixing in the upper layers of the Bay of Bengal, with particular focus on the influence of riverine waters on the stability in the upper layers as well as Jerlov water type (which determines the optical properties of the water column, see Appendix A) and water mass structure, and precipitation. However, absence of lateral advection and upwelling/ downwelling processes must be kept in mind, when comparing model results to observations.
There has been extensive work on second moment closure of turbulence over the past several decades, and Mellor-Yamada type closure models are now routinely used in 3-D models of both the atmosphere and the global ocean, for both research and operational forecasts (e.g. Mellor and Yamada, 1982; Galperin et al., 1988; Clayson, 1994, 2004; Kantha and Mellor, 1989; Kantha, 2003; Kantha and Carniel, 2009; Zhou et al., 2018; Kantha et al., 2019 and references therein) . Of these, Clayson (1994, 2004 ) second moment closure model is often used in ocean models. A typical example is the recent study of mixing in the upper layers of the Arabian Sea (Zhou et al., 2018) . The model has been extended to double-diffusive mixing . Onedimensional and two-dimensional versions have also been applied to the atmospheric boundary layer, and the physics of turbulent mixing in the ABL has also been extensively studied using second moment closure (e.g. Kantha, 2003; Kantha and Carniel, 2009) . The model has also been applied recently to study Mid-level Cloud-base Turbulence (MCT) generated in the dry air mass below the cloud base in the moist troposphere, when precipitating ice/snow particles inside the cloud fall below the cloud base and sublimate . In addition to the papers cited above, there are literally hundreds of papers dealing with application of second moment closure-based turbulence models to mixing in the oceans and the atmosphere, examples of the most recent being Zhou et al. (2018) and Kantha et al. (2019) .
Second moment closure models solve governing equations for second moments such as the turbulent Reynolds stress and heat flux, and variance of temperature and salinity, in order to deduce the turbulent mixing properties in the water/atmosphere column. They do this by postulating suitable models for the third moments and pressure covariance terms in the second moment equations and effecting closure at the second moment level. The resulting model involves universal constants that are invariant and are expected to hold for all types of flows. The constants have been fine-tuned over the years to yield good agreement with observations. More recent versions incorporate the allimportant so-called Stokes production of TKE in the ML by surface Fig. 4 . Model forcing and comparison parameters. From the top: (a) wind stress in Pa (red -eastward, blue -northward); (b) net shortwave solar insolation (blue) and net outward heat flux (red) computed using TOGA/COARE algorithm and measured incoming long wave insolation, both in W m −2 ; (c) precipitation (blue) and computed evaporation multiplied by a factor of 50 (red), both in mm hr −1 ; (d) sea surface temperature (blue) in o C and sea surface salinity (red) in psu. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) gravity waves . More details can be found in Kantha (2003 Kantha ( , 2011 , Clayson (1994, 2004) , and Kantha and Carniel (2009 , 2011 . Kantha and Clayson (2004, KC henceforth) model is used in this study. The details of the model, such as the governing equations and solution techniques can be found in that paper (see also Kantha (2011) for a concise review of second moment closure). It is important to point out that the model includes Stokes production of turbulence kinetic energy (TKE), which is the energy extracted from wave motions by the action of turbulent Reynolds stresses working on the vertical shear of the Stokes drift induced by surface waves (see Kantha et al. (2010) for the importance of Stokes production in mixing of the upper layers of the ocean).
Model results
Since diurnal scales are not the focus of this study, the model was set up at a uniform vertical resolution of 1 m, with a column depth of 200 m to address the mixed layer evolution, confined usually to less than 100 m depth, as the WHOI mooring measurements show. The model time step was 15 min. The model was run for a total of 415 days from December 8, 2014 to January 28, 2016. It was initialized with temperature and salinity in the water column prescribed from a CTD cast near the mooring, as in Weller et al. (2016) , for comparison with their results using Price-Weller-Pinkel (PWP) bulk mixed layer model (Price et al., 1986) . The water type was prescribed using Lotliker et al. (2016) measurements in the northern Bay (see Appendix A), with the winter water type prescribed up to June 2015, and summer type after June 2015. Fig. 4 shows the model forcing. Fig. 5 shows the modeled evolution of upper layer properties. The wind stress and the heat fluxes driving the model are repeated in Fig. 5a and b for convenience. Fig. 5f and g compare the modeled SST and SSS with observed values, whereas Fig. 5c , d and 5e show the mixed layer depths (MLDs). Fig. 5c compares the modeled MLD (red line) to the observed MLD (black line), based on temperature criterion for MLD of a difference of 0.1°C from SST, whereas Fig. 5d compares the 1-day running mean average values of the two thermocline depths. Fig. 5e compares the modeled thermocline depth (red) to the halocline depth (blue) determined by using 1 psu difference from SSS. While the precise values of the MLD are rather sensitive to the criterion used (Kara et al. (2000) ; for example, 1°C criterion would yield significantly different values), the MLD comparison indicates fair agreement between the modeled and observed values of ML depths. The halocline is generally shallower than the thermocline. Remarkably, the strong monsoonal wind forcing during the months of June, July and August (see Fig. 4a ) fails to significantly deepen the mixed layer ( Fig. 5c , d and 5e) (unlike in ArS, Appendix B), because of the presence of relatively freshwater runoff and heavy rainfall, which increases the water column stability in the upper layers and inhibits penetration of turbulence into the interior of the water column. Note that we have used the term MLD instead of the term isothermal layer depth (ISL) for defining the depth of the near-surface layer with uniform temperature.
The modeled SST is smoother than the observed SST (e.g. April to May 2015), which displays some variability, presumably due to brief advection events. The same holds for modeled SSS, except that there are dramatic reductions in SSS during the summer and post-summer seasons (e.g. in the months of August and September 2015) that the model fails to reproduce. The magnitude of the observed precipitation prior to these episodes (see Fig. 3 ) cannot explain the large SSS decrease. While the SSS does decrease a bit after heavy precipitation episodes (this is clearer in Fig. 8 , e.g. during August 2015), the amount of rainfall is simply incapable of producing the observed decrease. As such, these decreases are, most likely, events during which fresher water has been advected past the mooring. Rivers draining the Indian subcontinent are in a flood stage during August and the resulting fresher water layer on top of the normal saline waters in the Bay is the source of such episodic advection events. A 1-D model cannot address this issue. The observed SST does not show any signature of such events, suggesting that the temperature of the advected less-saline water masses is not significantly different than the temperature of the replaced water.
The modeled SST is consistent with observed values, although there are some noticeable disagreements. The model SST is about 2°C lower than the observed value at the beginning of the simulation but the modeled and observed SSTs are similar by the end of January 2015, as in Weller et al. (2016) . The results of their bulk model simulation, with same forcing and initialization, and for the same period were presented by Weller et al. (2016) . The bulk model results, the SST, SSS and MLD (their Fig. 7 ) are remarkably similar to the results presented here. However, the bulk model, by its very nature, cannot provide information on turbulence parameters in the water column, whereas second moment turbulence closure-based models do.
A very noticeable problem in the model simulation is the significant divergence of the modeled SST from the observed values starting around late October 2015, with the model overestimating SST by as much as 2°C by the end of the simulation. Overall, the modeled SST is in better agreement with observed values during spring, summer and fall, than in winter. The likely reasons for this will be addressed below.
The modeled SSS tracks the observed values fairly well, except that it lacks the variability observed, presumably due to brief advection episodes. The discrepancy between the two is especially prominent during summer and fall, when relatively fresh water masses from the flooding rivers emptying into the Bay are transported past the mooring. For example, three prominent events occur in rapid succession between the beginning of August and mid-September, depressing the SSS by as much as 5 psu each time, before SSS goes back to its original value (S o ) of about 32 psu. The average mixed layer depth D during these events is about 30 m. If it is the precipitation that causes drop in SSS, then the total precipitation prior to such an event P (in meters) should be
. Using values of 30 m for D, 32 psu for S 0 and 5 psu for , we see that the total precipitation prior to each of these events should be about 5.6 m. Given the fact that the total precipitation in the BoB during the entire year is about 2.18 m, this is unlikely. Besides, there is no reason for the SSS to go back to its original value of 32 psu after each L. Kantha, et al. Deep-Sea Research Part II 168 (2019) 104643 of these three events. As such, the events are due to transient advection of low salinity waters past the mooring and not precipitation, even though precipitation prior to the first event does contribute a small amount to the sharp drop in SSS.
Remarkably, these advection events do not show up as prominently in the SST, suggesting some degree of horizontal homogeneity in the temperature of the upper layers in the northern Bay.
Note that the salinity scale in Fig. 5 was chosen to display the drop in SSS due to advection events and is therefore not best suited to highlighting the effects of precipitation on SSS. At the beginning of the model simulation, SSS is~31.6 psu and increases to~33.3 psu at the beginning of June. This is to be expected due to excess evaporation over precipitation during this time period. However, from the beginning of June to the beginning of October (4 months including summer monsoons), when most of the rainfall occurs, the model SSS decreases steadily to 31.9 psu, indicating a drop of 1.4 psu. Assuming once again an average ML depth D of 30 m, this means that the total precipitation during these months must have been~1.3 m. This is quite consistent since the total precipitation during the entire year is 2.18 m (and total evaporation is 1.70 m). Over the long term, the excess precipitation in the BoB over the year (along with fresh water inflows from rivers draining the subcontinent), is counter balanced by transport of salty water from the Arabian Sea into the Bay by ocean currents around Sri Lanka.
A difference between the model results and those of the Weller et al. (2016) bulk model is that their SSS continues to increase even in summer-fall seasons, whereas the current simulations show a small decreasing trend during that same period. For more details of the environmental conditions during the simulation period, including the inter-seasonal changes in air-sea fluxes, the reader is referred to Weller et al. (2019) (see also Weller et al., 2016) . Fig. 6 shows the modeled water column properties. Fig. 6a shows the temperature. The buildup of a shallow mixed layer around mid-March 2015 can be seen. The mixed layer (ML) temperature increases during spring-summer-fall seasons, before declining toward the end of the simulation (just before February 2016). Fig. 6b shows salinity. The upper layers become more saline in response to evaporation acting on the shallow, warming mixed layer until around the middle of June 2015. Then the model captures the upper ocean response to summer monsoon rain events. Warming and salinification of the mixed layer ends about June 15 as monsoon rains begin, and salinity decreases significantly starting around August 2015 in response to heavy rain. Sixty-five percent of the 2.2 m of rain observed at the WHOI mooring occurred during the summer monsoon ), and the model shows the upper ocean response to this rainfall. Reduced rainfall and evaporation during the fall intermonsoon and beginning of the winter monsoon are reflected by a slow increase in mixed layer salinity. Fig. 6c shows the TKE. Diurnal variability is clearly seen. TKE values in the ML can reach high values of as much as 10 −4 m 2 s −2 during strong wind forcing. Fig. 6d shows , the dissipation rate of TKE, which essentially mimics the TKE evolution. Fig. 6e shows T , the dissipation rate of temperature variance, which also shows strong diurnal variability, as expected.
T values are lower in the bulk of the ML compared to the values near the surface and they often increase at the base of the ML (e.g. June and July 2015). This is consistent with the well-mixed nature of a turbulent layer, where tends to be higher but temperature fluctuations are damped by turbulence within the ML.
Unfortunately, no microstructure measurements were made at the mooring from the ships participating in ASIRI and OMM. Future campaigns should address this issue. Six pods (Shroyer et al., 2016) were deployed at the mooring and four deployed at depths 22, 46, 55 and 65 m returned data for the period of deployment, but analysis of these data is still in progress and so the model skill in reproducing turbulence properties cannot be assessed. Comparisons with pod data, with the model configured with higher vertical resolution near the surface to address diurnal scales will be undertaken in a future study.
Finally, Fig. 7 compares the modeled temperature and salinity in the upper layers with observed values. Note the change in scale of the salinity plots from that in Fig. 6 . These comparisons demonstrate the limitations of a 1-D ML model. The model cannot simulate changes in the water column due to advection events and upwelling/downwelling processes. Therefore, while there is qualitative agreement between modeled and observed water column properties, the model fails to reproduce variability at all temporal scales. In particular, it fails to reproduce low temperature water masses present below a depth of about 40 m starting in mid-August 2015. Neither does it reproduce the episodic low salinity events post mid-August 2015 that stem from advection of low salinity riverine water. Nevertheless, it is interesting to see that the model confines summer warming to a range of depths similar to what was observed, and the modeled SST is not too far from observed values. Furthermore, the summer rains contribute to a freshening of the upper 40 m and further increase the buoyancy of the surface layer.
It is important to note that a 1-D model is very useful for sorting out the complex mixing processes in the ocean column in a simplified setting. It enables the model to be fine-tuned to properly represent L. Kantha, et al. Deep-Sea Research Part II 168 (2019) 104643 relevant local physical processes. While a 1-D mixing model cannot by itself account for advection and related processes, it can be incorporated into a 3-D ocean general circulation model, and the resulting velocity field then used to take into account these processes. As such, second-moment based mixed layer submodels such as the one used in this study are an integral part of 3-D ocean models used for research and operational uses.
Sensitivity studies
The accuracy of any mixing model simulation depends on.
1. The fidelity of surface forcing data: solar insolation, net longwave (LW) flux, and momentum, sensible and latent heat fluxes at the airsea interface. Weller et al. (2016) found that the surface fluxes from reanalysis products differed from the WHOI surface mooring fluxes greatly; their 14-month mean net heat fluxes had different signs and were up to 29 W m −2 off from the buoy mean. The bulk formula surface fluxes from the WHOI buoy are based on redundant instrumentation that allow field errors to be quantified and have been compared to direct covariance fluxes in past deployments (Bigorre et al., 2013) . That study concluded that including the difference between bulk formulae and direct covariance fluxes, the bulk formulae buoy fluxes had an accuracy of less than or equal to 20%, with the errors greatest at wind speeds above 10 m s −1 . Therefore, we believe the model forcing data used here to be accurate enough for simulations undertaken in this study. 2. Model physics: While large eddy simulations are preferable, they are also impractical for routine simulations and second moment closure models have been used instead. The KC model incorporates Stokes production of TKE, an important component of the so-called Langmuir turbulence (e.g. Kantha et al., 2010) but it does not yet include the influence of Craik-Leibovich vortex forces (e.g. McWilliams et al., 1997; Harcourt, 2015) per se. However, while these forces introduce additional terms into the equations for the three components of TKE, thus likely changing the distribution of TKE among the different components, the TKE equation, remains unaltered. Additional terms do appear in the equations for stability functions and may have to be considered. But this is beyond the scope of the present study. Besides, as described below, there are other major uncertainties influencing the model skill. 3. Model initialization data, namely the T-S profiles used to initialize the water column structure in the model. The best source would be a CTD cast taken near the mooring at the time of model initialization, because of the high vertical resolution possible. However, this is not always possible and most often mooring data is used, if T and S were measured in the water column by sensors deployed on the mooring. However, the vertical resolution of such measurements may not be able to define the ML well. This should be kept in mind. Fortunately, the heavily instrumented BoB WHOI mooring deployed 22 temperature and 15 salinity sensors in the upper 100 m and could therefore be used for model initialization. 4. Optical properties of the upper layers: This is influenced by the nature of water masses present, i.e., the Jerlov water type (Jerlov, 1976 ; see Appendix A). Typically, oceanic waters are close to Type I, but in the Bay, fresher water masses derived from riverine inflows modify optical properties during summer and fall. The influence of water type is explored below. 5. Finally, the absence of advection is the Achilles' Heel of 1-D models, which should be kept in mind when assessing the model skill.
To better understand the influence of the above parameters on model skill, we explored the sensitivity of model results to water type and model initialization. Fig. 8 shows the model sensitivity to the water type. The red line shows the base case simulation with Lotliker et al. (2016) water types described above. The blue line shows simulations with Type I water throughout the year. The only difference is a slight overestimate of SST past September. However, both overestimate SST beyond October (Fig. 8a) . The only way to bring down SST closer to the observed values was to assume clear water type beyond August, even though this yields the maximum penetration of solar radiation possible. The magenta line shows model simulation with Lotliker et al. (2016) water types but with clear water beyond August. The cyan line shows model simulation with Type I water, but clear water replacing it beyond August. Note that the magenta line overwrites the red line until August and the cyan line overwrites the blue line. Assumption of clear water beyond August is extreme but is done to show the maximum effect possible. Note that there is no significant effect of water type on SSS (Fig. 8b) .
A recent study by Weller et al. (2019) also confirms the importance of water type to the evolution of SST in the upper layers of the BoB.
The model was run next with initialization from T-S profiles measured by sensors on the mooring, instead of T-S profiles from the CTD cast. Fig. 9 shows the CTD (red lines) and mooring (blue lines) temperature ( Fig. 9a ) and salinity (Fig. 9b) profiles. Note the large differences in ML temperature and salinity between the CTD cast and mooring measurements. In particular, the SST from the mooring data is 2.5°C higher and the SSS lower by 1.25 psu. Fig. 10 shows the modeled SST ( Fig. 10a) and SSS (Fig. 10b ) compared with observed values at the mooring. The red line is the base case with Lotliker et al. (2016) winter and summer water types and the blue line shows model simulation with Type IA water optical properties (both with CTD data as initialization) as in Fig. 8 . The model results when initialized using T-S data from the mooring at the beginning of simulation rather than those from a CTD, are shown by magenta and cyan lines. The magenta line is the base case, but with clear water type during summer and fall (beyond August), and the cyan line is the model run with Type IA water but with Type IA water replaced during summer and fall (beyond August) by clear water type. The model with initialization from mooring data provides better agreement with SST and SSS at the beginning of the simulation but overestimates SST and SSS by a significant amount Lotliker et al. (2016) winter and summer water types. The blue line shows model simulation with Type IA water optical properties. The magenta line is the base case, but with clear water type during summer and fall, and the cyan line is the model run with Type IA water but replaced during summer and fall by clear water type. Note that the red line has been overwritten by the magenta line during winter and spring, and the blue line has been overwritten by cyan line during winter and spring. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) L. Kantha, et al. Deep-Sea Research Part II 168 (2019) 104643 throughout the simulation period. The initial difference in SST and SSS between the two initializations is simply maintained throughout the year. It is as though the mixed layer retains "memory" of its initial state. In any case, these sensitivity runs demonstrate the importance of water mass structure used for initialization of the model.
To explore model sensitivity to water mass conditions at the beginning of summer, when SST begins to deviate from observed values (see Fig. 7 ), the model was reinitialized with the mooring T-S data at the beginning of summer (Fig. 11) . The red lines correspond to wintertime conditions used for the base case run, and the blue lines correspond to summer-time conditions used for the sensitivity runs. Note the significant decrease in SSS and the shallower halocline during summer. Fig. 12 shows model results for Type IA (blue), Lotliker et al. (2016) summer water type (red) and clear water (cyan). As before, the first two are close to each other, and the last one depresses the SST closer to observations. There is no influence of water type on SSS (Fig. 12b) .
Finally, the total precipitation measured at the WHOI mooring during the year was 2.2 m, most of it occurring during the summer monsoon. The influence of the rainfall on water mass characteristics was explored by zeroing out precipitation in the base case run with Lotliker et al. (2016) water types. Fig. 13 shows the resulting SST and SSS (blue lines), compared to the base case (red lines). During winter and spring, there is very little difference between the two cases, because rainfall is negligible. The difference manifests starting in June 2015. The SSS continues to increase when precipitation is zeroed out, ending up with values 1.15 psu higher at the end of the simulation. However, SST is only depressed by about 0.15°C at most. Fig. 14 shows the MLDs, with red lines denoting the base case with precipitation and the blue lines, without precipitation. The MLD would be much deeper (as much as 10-20 m) post-June if there were no precipitation. Interestingly, the MLD, as determined by the depth of the turbulent layer (turbucline, Fig. 14d ), shows diurnal fluctuations that are pretty much absent in the thermocline (Fig. 14a ) during fall inter-monsoon period. Turbucline depth, the depth at which TKE goes to zero, is a better indication of ML depth than measures based on temperature, salinity and density, simply because it is more directly related to mixing in the upper layers.
Discussion and conclusions
Using year-long observational data from WHOI moorings in the Bay of Bengal and the Arabian Sea (Appendix B), simulations of mixing in the upper layers have been carried out using KC 1-D mixing model based on second moment closure of turbulence. Unlike the Arabian Sea, Fig. 9 . Profiles used for model initialization, (a) temperature and (b) salinity. Blue lines are from the CTD cast and red lines are from mooring data, used for sensitivity runs. Note the significant differences in SST and SSS. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) Fig. 10 . Sensitivity to initialization T-S profiles shown in Fig. 9 : Modeled SST (a) and SSS (b) compared with observed values (black lines) at the mooring. The red line is the base case with Lotliker et al. (2016) winter and summer water types. The blue line shows model simulation with Type IA water optical properties as in Fig. 8 . The model was then initialized using T-S data from the mooring at the beginning of simulation rather than those from a CTD. The magenta line is the base case, but with clear water type during summer and fall, and the cyan line is the model run with Type IA water but replaced during summer and fall by clear water type, both with new initialization. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) the water type in the northern Bay is significantly different during summer due to the large freshwater influx from rivers draining the subcontinent. Accounting for this difference is important to simulating the SST more accurately during the summer monsoon season. Needless to say, given the importance of the water type to the SST, mapping the spatio-temporal variability of optical properties of the water column should be a continued priority for observational campaigns in the Bay. It would also be useful to measure optical properties of water, or at least the penetration depth of visible part of the spectrum, at the WHOI mooring that may be deployed during the upcoming MISO-BoB campaign.
Second moment closure models provide turbulence properties in the water column, such as the TKE and its dissipation rate, and the dissipation rate of temperature variance. Of these, the dissipation rate of TKE and temperature variance T can be readily measured by microstructure profilers (e.g. Carniel et al., 2012) . pods to measure the latter were deployed at the mooring during the ASIRI program (Shroyer et al., 2016) , but those data are still being processed. As such, the modeled T cannot be compared directly to those measurements at present. No microstructure time series data ( ) at or near the mooring were available either. Any microstructure measurements made at or near the WHOI mooring during the upcoming MISO-BoB campaign, to provide a time series, even for a brief period, would be quite useful to the modeling effort. Of course, pods should continue to be deployed on the mooring to provide a continuous time series. One advantage of such measurements is that the TKE dissipation rate may be deduced from these measurements (e.g. Kantha and Luce, 2018) .
The KC model has recently been extended to include the Craik-Leibovich vortex force terms (McWilliams et al., 1997) in the Reynolds stress equations (e.g. Harcourt, 2015) and improvements in the critical Richardson number for extinction of turbulence in stably stratified flows (Kantha and Carniel, 2009 ). This will be the subject of a future paper.
It is quite interesting to see that in both ArS and BoB, the model Fig. 11 . Profiles used for model reinitialization derived from mooring data: temperature (a) and salinity (b). The red lines correspond to winter-time conditions at the beginning used for the base case run, and the blue lines correspond to summer-time conditions used for the sensitivity runs. Note the significant decrease in SSS and shallower halocline during summer. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) Red lines are the base case with Lotliker water types with observed precipitation, whereas the blue lines are with precipitation put to zero. Note continued increase of SSS throughout the year without precipitation, which amounts to a total of 2.2 m at the WHOI mooring. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) simulates SST rather well during the winter and spring periods, but begins to overestimate SST when summer monsoon begins. Nevertheless, with the optical properties of the upper layers properly accounted for, as long as lateral advection does not change the T-S structure of the upper layers of the water column significantly, a 1-D mixing model driven by accurate fluxes at the air-sea interface can simulate the SST reasonably well. The influence of heavy rainfall during the summer monsoon is critical to determining the state of the upper layers in the BoB. Of course, to account properly for lateral advection, a 3-D model, which simulates currents in the upper layers accurately and incorporates a skillful mixing model is indispensable, even though the complexity and the level of effort needed increase by orders of magnitude. 
Appendix B
As a further test of the model skill and its sensitivity to water type and model initialization, the KC model was applied to the ArS using data from the WHOI mooring deployed at 15.5 o N, 61.5 o E (Fig. B1 ) from 16 October 1994 to 19 October 1995 (Weller et al., 1999) . The model implementation was kept the same with a total column depth of 200 m and vertical resolution of 1 m and time step of 15 min. The model was initialized using the buoy subsurface measurements of temperature and salinity at the beginning of the 365-day simulation. The water type prescribed for the model simulation was Type IA typical of this region and the open ocean. Fig. B2 shows the model results. Winds remained weak until the start of the summer monsoon and the wind stress increased significantly starting in June 1995 (Fig. B2a ). Solar insolation remained strong throughout the year except for a few days in July 1995 (Fig. B2b) . Unfortunately, no precipitation data were available and so precipitation rate was put to zero in the model simulations. This affects model results during late summer and fall. The model results are shown in red and the observed values in black. Figure B2f shows the observed and modeled SST. There is reasonable agreement between the two until around mid-July 1995, when the modeled SST begins to diverge significantly, with the model overestimating SST by as much as 4°C toward the end of the simulation, even though the simulated thermocline depths are in reasonable agreement with observed depths (Fig. B2c and B2d) . Figure B2c shows ML depths based on temperature difference of 0.1°C from the surface value. Figure B2d shows daily averaged values that smooth out diurnal variability. Significant disparities can be seen in the thermocline depths in the December-January 1994 time frame, when the observed thermocline reaches depths of as much as 100 m, while the modeled one remains at around 50 m. This is most likely due to a lateral advection event. Overall, the observed and modeled thermocline depths are consistent with each other. Fig. B2e shows that the modeled thermocline and halocline depths track each other quite well. The modeled SSS (Fig. B2g) is also in decent agreement with observed values (note the scale), until the start of the summer monsoon in June 1995, very much similar to the behavior of the modeled SST. But the modeled SSS begins to deviate from the observed value beyond June, with an overestimate SSS of as much as 1 psu toward the end of the simulation. This is undoubtedly due to precipitaion being put to zero in the model simulation, because of lack of precipitation data.
Modeled simulation of SST in the ArS is consistent with those presented by Zhou et al. (2018) , who used both bulk PWP (Price et al., 1986 ) and 1-D KC models to explore the diurnal variability in the ArS. The results from their application of the KC model (the top panel of their Figure A1 ) agrees with the SST results presented above. However, they did not explore the reasons for the increasing deviation of modeled SST beyond July 1995, since their focus was diurnal variability of SST during storms. See also Prasad (2004) for model simulations but with Level 2 Mellor-Yamada type second moment closure model. Figure B3 shows (from the top down) turbulence properties in the upper layers: TKE, TKE dissipation rate and the dissipation rate of temperature variance T as a function of depth over the simulation period. Diurnal variability of turbulence in the upper layers is conspicuous. Strong turbulence in the deep mixed layer driven by strong winds is evident during summer monsoon. The distribution of and T with depth show a significant contrast.
T is often small inside the ML (e.g. during winter-spring). In a well-mixed turbulent layer, strong mixing tends to make the temperature uniform and hence damp temperature fluctuations within the body of the turbulent layer. However, temperature does change at the edges of the turbulent layer and therefore T tends to be higher at the edges of a well-mixed layer than in the interior. On the other hand, tends to be higher in the interior than toward the edges of a well-mixed turbulent layer. Similar contrasting behavior has also been observed in turbulent layers in the atmosphere (e.g. Luce et al., 2019) . Unfortunately, turbulence properties were not measured at the WHOI mooring and therefore the model skill in simulating turbulence properties in the water column cannot be assessed. Figure B4 compares the modeled temperature and salinity in the upper layers to the observed values. Limitations of 1-D modeling over seasonal time scales are clearly evident in this figure. Lateral advection of different water masses and upwelling/downwelling processes are not accounted for in the 1-D model and this is evident (e.g. temperature in the water column after July 1995 - Fig. B4a and B4b ). Now we can see the reason for the departure of modeled SST from observed values, since the temperature decreases significantly throughout the upper 80 m after mid-July due to lateral advection. Re-initialization of the model is therefore necessary to obtain a better agreement. The model was therefore run with T-S structure in the water column reinitialized using mooring observations in August 1995. Figure B5 contrasts the T-S structure used for reinitialization with that at the beginning of the model simulation. Note the significant drop in SST. Clearly, precipitation during the summer monsoon cannot be ignored, even in the ArS. Therefore, for lack of a better alternative, a uniform but arbitrary precipitation of 0.6 mm hr −1 (estimated by trial and error to provide the observed change in SSS over the period) was prescribed during the months of June, July and August, although in reality, rainfall has intra-seasonal variability and is likely to be concentrated in discrete events punctuated by periods of no rain fall. This amounts to a total of 1.3 m of precipitation during the period. This should be contrasted with the value of total evaporation during the entire year of 1.72 m, deduced from the latent heat flux estimates from mooring observations.
The model results with re-initialization and precipitation (blue) are compared with those without reinitialization and precipitation (red) and observed values (black) in Figure B6 . With precipitation included, SSS agrees better with observed values, and reinitialization brings SST closer to observed values. The modeled T-S structure in the upper layers is also closer to the observed structure ( Figure B7 ). B6 . Modeled SST (a) and SSS (b); (red -no precipitation or reinitialization, blue -with precipitation and reinitialization) compared with observed values (black). Fig. B4 but with model reinitialization at the beginning of August 1995 and prescribed precipitation of 0.6 mm hr −1 during the months of June, July and August.
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Fig. B7. As in
The above model simulation is meant simply to highlight the importance of precipitation and lateral advection during the summer monsoon. Clearly, more accurate simulation of water column properties requires a 3-D model.
