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С ДРОБНЫМИ БРОУНОВСКИМИ ДВИЖЕНИЯМИ
(Представлено академиком Н. А. Изобовым)
Аннотация. Рассматриваются n-мерные стохастические дифференциальные уравнения с дробными броунов-
скими движениями, имеющими различные индексы Харста, большие 1/3, и сносом. Получены асимптотические раз-
ложения математических ожиданий вида ( ) ( )xt tP g x Eg X=  для достаточно малых t, где через 
x
tX  обозначается реше-
ние указанного уравнения с начальным значением x, а : ng →   – достаточно гладкая функция.
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ASYMPTOTIC EXPANSIONS OF SOLUTIONS OF STOCHASTIC DIFFERENTIAL EQUATIONS DRIVEN  
BY MULTIVARIATE FRACTIONAL BROWNIAN MOTIONS
(Communicated by Academician Nikolai A. Izobov)
Abstract. In this article, n-dimensional stochastic differential equations driven by multivariate fractional Brownian mo-
tions with the Hurst indices greater than 1/3 and a drift term are considered. We have obtained an expansion of expectations 
( ) ( )xt tP g x Eg X=  for small t, where 
x
tX  denotes the solution of the mentioned equation with an initial value x, and 
: ng →   is a sufficiently smooth function.
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Рассмотрим стохастическое дифференциальное уравнение 
 = ( ) , [0, ],t t tdX f X dB t T∈  (1)
в котором f = ( f0, …, fd), : ,
n n
if →   i = 0, …, d, – достаточно гладкие функции с ограниченны-
ми производными; (0) ( )= ( , , ) ,d Tt t tB B B  
(0) = ,tB t  
( ) ,itB  i = 0, …, d, – независимые одномерные 
дробные броуновские движения с индексами Харста Hi ∈ (1/3, 1), H0 = 1, заданные на вероят-
ностном пространстве ( , , ).PΩ   Через xtX  будем обозначать решение уравнения (1) с началь-
ным условием 0 = .
nX x∈
Цель настоящей работы состоит в получении асимптотических разложений для математиче-
ских ожиданий вида ( ) ( )xt tP g x Eg X=  для достаточно малых t. Асимптотические формулы для 
операторов Pt, связанных с уравнением (1), были получены в работах [1] и [2] в случае, когда 
H1 = … = Hd > 1/3. Результаты, полученные в настоящей работе, позволяют охватить случай раз-
личных индексов Харста Hi > 1/3 и уравнений (1) со сносом.
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Для любых банаховых пространств U1, U2, U будем обозначать через 1 2( , )
k
bC U U  простран-
ство функций ϕ : U1 → U2, имеющих непрерывные и ограниченные производные до порядка k 
включительно, а через Cα([0, T], U) – пространство функций, непрерывных по Гельдеру с по-
казателем α ∈ (0, 1]. Для обозначения норм в указанных пространствах будем использовать 
символы kCb
⋅   и α⋅   соответственно, кроме того, через ∞⋅   будем обозначать максимум-
норму. Выделим также класс 22 2([0, ] , )C T U
α  функций двух переменных R(s, t) = Rs,t , прини- 
мающих значения в U2, для которых существует константа C такая, что | Rs,t | ≤ C |t – s|
α для 











α ∈ ≠ α−
   Отметим, что для функции Z класса C α([0, T], U1) можно опреде-
лить приращения Zs,t = Zt – Zs, (s, t) ∈ [0, T]
2, принадлежащие пространству 2 1([0, ], ).C T U
α  
Поэтому мы будем также использовать обозначение Zs,t для соответствующих приращений 
функции одной переменной Zt.
Под решением уравнения (1) мы будем понимать случайный процесс Xt, заданный на вероят-
ностном пространстве ( , , )PΩ   и удовлетворяющий почти наверное интегральному уравнению 
 0= ( ) , [0, ],
t
t r rs
X X f X dB t T+ ∈∫
в котором интеграл в правой части понимается как потраекторный (определение потраекторного 
интеграла и ряда связанных с ним определений приведено в [2–4]). Решение Xt с начальным 
условием 0 = nX x∈  будем называть единственным (почти наверное), если для любого друго- 
го решения Yt уравнения (1) с начальным условием 0 =
nY x∈  выполняется равенство 
( = [0, ]) = 1.t tP X Y t T∀ ∈
Путем тривиального обобщения теоремы 8.4 [3] может быть получено условие существова-
ния и единственности решения Xt уравнения (1) с начальным условием 0 = :
nX x∈  достаточно, 
чтобы функция f принадлежала пространству 3 ( 1)( , ).n n dbC
× +   Более того, если имеют место 
включения 3 ( 1)( , ),n n dbf C
× +∈    3( , ),nbCϕ∈    то, как показано в [5], почти наверное справед-
лив следующий аналог формулы Ито:
 ( ) = ( ) ( ) ( ) , , [0, ].tt s r r rsX X D X f X dB s t Tϕ ϕ + ϕ ∈∫  (2)
Далее будем придерживаться следующих обозначений: 
 
1 1
( ) ( )( )( ) 2 11
[0, ] 0 0 0 1 1
1
( ) ( )( )( ) 1
,
1
[0, ] {( , , ) [0,1] : 0 }, ,
,
( , , ) {0, , } ,
( ) , ,
( ) ( ), 0.
k k
k k




I iii k k




t t t t t t k
dB dB dB dB
I i i d
D f D D D
x




∆ = … ∈ ≤ <…< ≤ ∈
= … …
= … ∈ …
∂
= ⋅ = …
∂
= ≥
∫ ∫ ∫ ∫
∑

В дальнейшем для краткости мы будем опускать индекс x у решения xtX .
Т е о р е м а. Пусть функции f, g принадлежат пространствам 2 ( 1)( , ),N n n dbC
+ × +   
3( , )N nbC







 справедливо следующее равенство 
 ( )| | ( ) ( ) ( 1)[0,1]
=1 {0,..., }
( ) = ( ) ( )( )E ( ), [0, ],
k
N H I I N HI k kk kt f
k I dk
P g x g x t D g x dB O t t T+∆
∈
+ + ∈∑ ∑ ∫  (3)
в котором 1 2| | =I i i ik kH H H H+ + +  – сумма индексов Харста дробных броуновских движе-
ний ( ) ( ) ( )1 2, , , .i i ikB B B
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Д о к а з а т е л ь с т в о. Применяя N + 1 раз формулу Ито (2), получим
 
1
( ) ( )
[0, ]
=1 {0,..., }
( ) ( ) ( )( )1 2 1 11
10 0 0 1 1
{0,..., }1
( ) = ( ) ( )( )




I Ik kkt f t
k I dk
t t t I i iiN N N N
tf t t tN N
I dN
g X g x D g x dB










∑ ∫ ∫ ∫ 
 (4)
Введем обозначение ( )11 ( ) = ( )( )
I N
I fN x D g x
+
+ϕ  и преобразуем последнее слагаемое в (4). 









u cc B  также является дробным броуновским движением с индексом Харста i jH  для лю-
бого c > 0, = 1, 1,j N +  ij ≠ 0. Следовательно, при фиксированном t ∈ [0, T] имеем
 
   
( ) ( )( )1 2 11
1 10 0 0 1 1
1 ( ) ( ) ( )1 21 1
1 10 0 01 1
( | ) ( | ) ( ) ( | )1 11 1 2




= ( ) =
= ( ) =
=
t t t i iiN N N
I tN t t tN N
t ti i iNN N
I t tNt t t t t tN N
i t i t t i tN Nt tN
t t t t t t t tIN N N
H Hi iN
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( )( ) ( ) ( )1 21 1
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( ) ,
tt ti i iNN N t tI Nt t tN N




 означает совпадение распределений, а 
( )t
X τ  – решение уравнения 
   
( ) ( ) ( )
= ( ) , [0, ]
t t t
d X f X d B Tτ τ τ τ∈




X x  (здесь    
( ) (0| ) (1| ) ( | )
= ( , , , )
t t t d t TB B B Bτ τ τ τ ). Аналогично получаем ра-
венство 
 | |( ) ( )
[0, ] [0,1]
= ,
HI IIk kkk kt dB t dB∆ ∆∫ ∫

 (6)
а посему из (4)–(6) после взятия математического ожидания получим
 ( )| | ( ) ( ) 1[0,1]
=1 {0,..., }
( ) = ( ) ( )( )E ( ),
k
N H I II k kk kt Nf
k I dk
P g x g x t D g x dB t+∆
∈




( )| | 1 ( ) ( ) ( )( )1 2 1 1111 10 0 0 1 1
{0,..., }1
( ) =  E ( )( ) .
N
tH t t I i iiI N N N NN t tN f t t tN N
I dN





∑ ∫ ∫ ∫ 






( )1 ( ) ( ) ( )( )1 2 1 11
10 0 0 1 1
{0,..., }1
| ( ) | ( 1)




tt t I i iiN N N Nt tf t t tN N
I dN
t d t








× ∫ ∫ ∫ 

Таким образом, для завершения доказательства формулы (3) осталось установить справедли-
вость неравенства 
 
( )1 ( ) ( ) ( )( )1 2 1 11
10 0 0 1 1
( )( ) <
tt t I i iiN N N Nt tf t t tN N
E D g X dB dB dB+ + +
+
∞∫ ∫ ∫   (7)
для любых индексов 11 1 1= ( , , ) {0, , } .
N
N NI i i d
+
+ + ∈ 
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Рассмотрим кратные интегралы чуть более общего вида, нежели (7): 
 
( ) ( ) ( )( ) ( )1 1 2 11
0 0 0 2 1
= ( ) , [0,1], (0,1].
ct t t i ik ik k kcr rt t tk k
X dB dB dB t c− − −
− −
ϕ ∈ ∈∫ ∫ ∫ 
Для единообразия положим 
( )(0) = ( ).
c
cttI Xϕ
Л е м м а. Пусть ϕ имеет непрерывные и ограниченные производные до 2-го порядка включи-
тельно. Тогда справедливы неравенства ( ) ( )( 1) 2, ,| | | |
k ik H
s ks t s tB M t s
−− ≤ −   для любого = 0,i d  
и ( ),| | | | ,
k H
ks t M t s≤ −  где , kkM M  – случайные величины (не зависящие от s, t). 
Д о к а з а т е л ь с т в о. Проведем его индукцией по k.
Рассмотрим = 1.k  Докажем равенство   
( ) ( ) ( )
1( ( )) = ( )( ) .
c c cH i
c c cX c D X X⋅ ⋅ ⋅′ ′ϕ ϕ  Действительно, 
имеем следующее соотношение: 
 

    
    

   
( ) ( ) ( ) ( ) ( ) ( | )1( )| ( ) ( )1 1 11 1 ,, , ,
( )( ) ( ) ( ) ( ) ( ) | 1, ,
( ) ( ) ( )2
, ,
:= ( ) ( ) ( )( ) = [ = ] =
= ( ) ( ) ( ) ( ) =
1= ( )
2
c c c c c i cH HX i i ic i i
ct cs cs cs ctcss t s t s t
cc c c c c X i
ct cs cs cs ct cs cs ct
c c c
cs cs ct cs ct c
R X X c D X X B c B B
X X D X X D X R
D X X X X
ϕ ⋅ ′ϕ − ϕ − ϕ
ϕ −ϕ − ϕ + ϕ
ϕ + θ ⊗ 

( )( ) ( ) | 1, ,( )
cc c X i
s ct cs cs ctD X R+ ϕ
для некоторого (0,1)θ∈  ввиду разложения в ряд Тейлора. Здесь 

  
( ) ( ) ( ) ( | )1| 1 , ,, = ( )
c c c i cX i





X  из теоремы 8.4 [3] следует, что 
 
( )| ( )1
2 2 < .
c i c
X X
H HR R≤ ∞     Легко устано-
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 
     
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c ccX ic X
Hs t
HH
R D X D R
ϕ ⋅
∞ ∞≤ ϕ + ϕ < ∞     
Далее, поскольку     
( ) ( ) ( ) ( ) ( )
1 1( ) ( )( ) ( ) ( ),
c c c c cH Hi i







( ) ( ) ( )
1
,
( ) ( ) ( )
1 , ,
( )21
( ( ) ) | ( )( ) ( )( ) |
( )( )
( ) | | .
c c cH i
c ct css t
c c cH i
cs cs ct cs ct
cH H Hi
H
X c D f X D f X
c D D f X X X
c D f D Df X t s
⋅
+
∞ ∞ ∞ ∞
′ϕ = ϕ − ϕ =
= ϕ + θ =
= ϕ + ϕ −         
Отсюда следуют оценки  
( ) ( )2( ) ( ) .
c c
c H HX D f D Df X⋅ ∞ ∞ ∞ ∞′ϕ ≤ ϕ + ϕ < ∞           






( ) ( ) ( )( ) ( ) 211 11 2,
( ) ( )( )|( ) ( ) 3 211 12 2 1,
( )2
1 2
( ) ( ) | |
( ) | | | | ,
( ( ) )
c c Ht ii i Hi
c r c sr Hs ts
c cX ici i H H
cH H H Hs t
c
H H
X dB X B c D f t s
C B R X t s M t s
M C D f D Df X D f
⋅ ⋅ ∞ ∞
ϕ ⋅
⋅
∞ ∞ ∞ ∞ ∞ ∞
ϕ −ϕ ≤ ϕ − +
 
′+ + ϕ − ≤ −  
 
= ϕ + ϕ + ϕ
∫      
       














C D X D R B∞ ∞
+
 
+ ϕ + ϕ  
 
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Итак, получили необходимое неравенство ( )(1) (0) 21 1, ,| | | | ,
i H
ss t s tB M t s− ≤ −   как и утвержда-
лось. Из доказанного следует справедливость соотношения 
 

( )(1) (0) 21 1, ,
11
| | | || | | |
( ) | | : | | .
i H
ss t s t
H H
H
B M t s
B M t s M t s∞
≤ + − ≤
≤ ϕ + − = −   
 
Легко видеть, что случайные величины 11,M M  не зависят от s, t и i1.
Рассмотрим теперь k = 2. Используя неравенство теоремы 4.10 [3], оценку для (1)  и рекур-
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2 1 .H HCM B+  
Оценка же на (0) H   была получена с помощью формулы конечных приращений
       
( ) ( ) ( ) ( ) ( ) ( ) ( )(0)
, ( ) ( ) ( ( ))( ).
c c c c c c c
ct cs cs ct cs ct css t X X D X X X X X= ϕ −ϕ = ϕ + θ − −
Как и в случае k = 1, отсюда получаем соотношения (2) 1 2,| | ( ) | |
H
Hs t M B M t s≤ + − = 
 2 | | ,HM t s= −  поскольку ввиду (1)(1) 0,= ,s s   s
H < 1: 
 ( )(2) (2) (1) (2)(1) (1)2 ,, , , ,0,| | | | | | | | | | | | .
i H
s s t H Hs t s t s t s tsB B B t s− ≥ − ≥ − −        
Легко видеть, что случайные величины  22 ,M M  не зависят от s, t и i2. 
Предположим, что утверждение выполнено для всех натуральных чисел, меньших k, и дока-
жем его для k + 1. По предположению индукции из теоремы 4.10 [3] будут следовать неравенства 
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В то же время справедливы соотношения 
 

( ) ( ) ( ) ( )( 1) ( 1) ( 1)( ) ( 1) ( )1 1 1 1
, , , , , ,0,
( )( 1) ( ) 21 1 2, ,
| | | | | | | |
| | | | .
i i i ik k kk k kk k k k
s s ss t s t s t s t s t s ts
ik k Hk ks Hs t s t
B B
B M t s
+ + −−+ + + +
+ + −
− − ≥ − − ≥
≥ − − − 
 

     
 
Таким образом, устанавливаем оценку 
 ( )( 1) ( ) 21 1, ,| | | | ,
ik k Hk
s ks t s tB M t s
+ +
+− ≤ − 
где  11 2( 1) .kk H H kM C M C B M−+ = + +     Осталось заметить, что из справедливых нера-
венств 
 ( ) ( )( 1) ( 1) ( ) ( 1)( ) 1 11 , , , , ,0,| | | | | | | | | | | | | |
i ik k k kH k Hk k kk s Hs t s t s t s t s tsM t s B B M B t s
+ + ++ +
+ − ≥ − ≥ − ≥ − −     
окончательно следует оценка 
  ( 1) 11,| | ( ) | | : | | .
k H H
k kk Hs t M M B t s M t s
+
++≤ + − = − 
Легко видеть, что случайные величины  11, kkM M ++  не зависят от s, t и ik+1. Лемма доказана.
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Вернемся к оценке интегралов .k  Из леммы, в частности, следуют соотношения 
 
( ) ( )( ) ( )( ) ( 1) ( 1) ( )
, , 2, ,( ) , , , ,
k kk ik k k k
ks t s s t H k Hs t s tR B R M M
− −′ = = − ≤ ≤        
а также ( ) ,k kM∞≤   поскольку ( ) ( )[0,1] [0,1] 0,| | | | .max max
k k
tt t t∈ ∈= 




2 2( , , , ),
cc X
k k H H H HM M B X R=            

( )( )
2 2( , , , )
cc X
k k H H H HM M B X R=          
являются многочленами с постоянными положительными коэффициентами, причем нор- 










HR   входят в одночлены в степенях не вы- 





2 2( , , , )
cc X





( ) ( )( ) ( )1 2 1 2 22 2 2
, 0, ,
0,1,2, 0,1
( ) ( ).max
c cc ci i j j j jX i i X
H HH H HH H H
i i k
j j
E B X R E B X R ′′
′=
′= =
=                
Взяв супремум и математическое ожидание от обеих частей неравенства ( ),| | | | ,
k H




( )( )( ) 2 1 2 1 2
, 2 2
0 1
| | 2 ( ).sup
cci i j jk X
ks t k H HH H
s t
E EM k E B X R
≤ < ≤
≤ ≤ γ        






( )( )1 2 1 2
2 2




cci i j jX
H HH H
cci i j jX
H HH H
E B X R
E B E E X E R
≤
≤
       
       







( ) ( ) ( )( )1 1 2 11
0 0 2 1
0 1
( )( )4 4 4 42 1/41 2 1 2
2 2
( )sup
2 ( ) .
ct t t i iik k kcr r t ts k k
s t
cci i j jX
k H HH H
E X dB dB dB








       
 (8)
Согласно [6], любой момент порядка p ≥ 1 случайной величины HB   конечен; в частности, ко-
нечен момент 4 1 .iHE B   То же верно и для случайной величины 2H   (см. [3, теорема 10.5]), 
т. е., в частности, 4 22 .
i
HE < ∞ 
Из доказательства предложения 8.3 [3] следует, что существуют универсальные положитель-
ные постоянные 1,c  2 ,c  такие, что выполняются неравенства
 
    
( ) ( ) ( ) ( ) 1/(2 )1/2 1/
1 2 2 ,
c c c c HH
H H H H HX c B B
 ≤ + + + 
 
            (9)
 

   
1 1 1( ) 1( ) ( )( ) ( )2 2 22 2 2 2 .
c c cc cX H HH H H H HR c B B
+ + 
 ≤ + + +
 
 
            (10)
Таким образом, оценки (9) и (10) означают, что моменты 
( ) 4 1 ,
c j
HE X   





HE R   конеч-
ны. Тогда, очевидно, и правая часть (8) конечна. Теорема доказана. 
З а м е ч а н и е. Рассмотрим случай, когда все показатели Харста Hi, i = 1, …, d, равны 1/2. 
В этом случае уравнение (1) можно рассматривать как уравнение Стратоновича. Учитывая связь 
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уравнений Ито и Стратоновича [7, предложение 2.4], данное уравнение можно свести к уравне-
нию Ито 
 0= ( ) ( ) ,t t t tdX f X dt f X dW+  (11)
где f  – матрица, составленная из вектор-столбцов f1, …, fd; Wt – d-мерное броуновское дви-
жение,


















Так как решение уравнения (11) обладает марковским свойством [8, теорема 7.1.2], то, полагая 
















Таким образом, для функции ( , ) = ( )tu x t P g x  получаем обратное уравнение Колмогорова 





Отметим, что даже для простейшего одномерного уравнения =t tdX dBα  при α ∈ (1/3, 1/2) ∪ (1/2, 1) 
решение =t tX Bα  не является семимартингалом, и следовательно, не обладает марковским свой-
ством, которое является ключевым при выводе уравнений Колмогорова [8, теорема 8.1.1].
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