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Abstract—For efficient Big Data processing, efficient re-
source utilization becomes a major concern as large-scale
computing infrastructures such as supercomputers or clouds
keep growing in size. Naturally, energy and cost savings can
be obtained by reducing idle resources. Malleability, which is
the possibility for resource managers to dynamically increase
or reduce the resources of jobs, appears as a promising means
to progress towards this goal.
However, state-of-the-art parallel and distributed file systems
have not been designed with malleability in mind. This is
mainly due to the supposedly high cost of storage decommis-
sion, which is considered to involve expensive data transfers.
Nevertheless, as network and storage technologies evolve, old
assumptions on potential bottlenecks can be revisited.
In this study, we evaluate the viability of malleability as a
design principle for a distributed file system. We specifically
model the duration of the decommission operation, for which
we obtain a theoretical lower bound. Then we consider HDFS
as a use case and we show that our model can explain
the measured decommission times. The existing decommission
mechanism of HDFS is good when the network is the bottle-
neck, but could be accelerated by up to a factor 3 when the
storage is the limiting factor. With the highlights provided by
our model, we suggest improvements to speed up decommission
in HDFS and we discuss open perspectives for the design of
efficient malleable distributed file systems.
Keywords-Elastic Storage, Distributed File System, Malleable
File System, Model, Decommission
I. INTRODUCTION
For efficient Big Data processing, reducing idle resources
is a major goal for the operation of large-scale infrastructures
such as clouds and supercomputers. It directly leads to a
reduction of the energy consumption and in a lower cost for
the platform user; it optimizes productivity and results in a
higher cost effectiveness for the platform operation.
Job malleability (i.e., the possibility for jobs to have their
amount of resources changed by the resource manager), is a
means to decrease the number of idle resources: any resource
(idle ones, in particular), can be taken from a job by the
resource manager and given to another one when needed.
Resource managers for malleable jobs [1], [2] and mal-
leable frameworks [3], [4], [5] have been proposed in earlier
work, however there is a missing piece: a distributed file
system optimized for malleability - i.e., a file system that
can efficiently be resized dynamically according to the data
processing needs. Importantly, we focus on the case when
the file system is deployed on the compute nodes in order to
have as many as possible local accesses to data. This is in
line with the current design of state-of-the-art file systems
for Big Data processing, such as HDFS, as well as with
the trends we witness both in cloud environments and in
emerging high-end supercomputer designs.
Actually, most distributed file systems are malleable to
some extent as the operations of commission (adding nodes)
and decommission (removing nodes) often exist for mainte-
nance purposes. However, they are rarely used in practice for
optimizing resource usage, as they are known to have high
resource requirements. Yet, this tends to change: networks
get faster and so does storage, thanks to SSDs, NVRAM, or
to the ever more popular in-memory file systems [6].
Fast decommission favors a quick response to new re-
quests for resources or to sudden variations in workload. In
light of this, we focus on the cost of the decommission oper-
ation. We devise a theoretical yet realistic, implementation-
independent lower bound for this operation. Indeed, it is
important to understand the bottlenecks of the decommission
mechanism, its costs, and how fast is can be executed. Based
on this, enabling efficient dynamic storage resizing can be
implemented, thereby allowing malleability to become an
efficient means to optimize resource usage on large-scale
infrastructures used for Big Data processing.
The contribution of this paper (Section IV) consists in
proposing a general model for the time needed to decommis-
sion storage nodes for distributed file systems based on data
replication. It gives a realistic lower bound for the duration
of the operation, thus providing a baseline for evaluating the
optimality of alternative implementations of this operation.
As a case study, we apply it to HDFS (Section V), a
representative state-of-the-art distributed file system with a
decommission mechanism already implemented. We show
that the decommission mechanism of HDFS is efficient when
data are stored in memory, but could be improved by up to a
factor 3 when data are on secondary storage. We also show
how the model can be used to predict decommission times
when it is instantiated based on real measurements. With the
insights provided by the model, we suggest modifications
that would further improve decommission times in HDFS.
The generality and usefulness of the proposed model are
discussed in details in Section VI.
II. CONTEXT AND MOTIVATION
A. Relevance of malleability
Malleable jobs are jobs that can increase or decrease the
amount of computing resources in reaction to an external
order, without needing to be restarted. Malleability is an
effective means to reduce the number of idle resources on a
platform. It helps users save money on cloud resource rental
or make a better usage of the core hours allocated to them
on supercomputers. On the other side, the platform operator
has more resources available to rent, while cutting down the
energy wasted by idle resources.
Some frameworks [3], [4], [5] provide support for mal-
leability, however, few applications are malleable in practice.
Many workflow execution engines such as [7] make work-
flows malleable: each job can be executed on any resource,
and once the jobs running on a node are finished, the
node can be given back to the resource manager. However,
efficient support for malleable storage is missing.
Note that the malleability, coming from the scheduling
field, differs from horizontal scalability. Malleability focuses
on dynamically resizing operations, while scalability refers
to the behavior of a system at large scales.
B. Relevance of distributed file system malleability
Having an efficient malleable distributed file system, a
file system for which storage can be efficiently added and
removed dynamically, could benefit both systems in the
Cloud as well as HPC systems.
In the cloud, one of the key selling points of the cloud
is its elasticity: one can get almost as many resources as
wanted. However, this is actually still rigid in practice:
most applications must be stopped and restarted to use
newly allocated resources. This lack of dynamism is mainly
explained by the inefficiency of the existing mechanisms for
resource commission and especially decommission.
A malleable distributed file system able to add and release
nodes dynamically and efficiently, without having to be
restarted, would enable truly dynamic elasticity on the
cloud through on-the-fly resource reallocation as needed.
The efficiency gain would be even larger when compute and
storage resources are colocated on the same nodes; efficient
dynamic commission and decommission would then operate
for computation and storage at the same time.
On HPC systems, similar benefits can be expected. Past
efforts to bring malleability to HPC jobs [4], [8] could
be completed by providing a malleable file system able to
efficiently leverage the presence of the drives on the compute
nodes (e.g., Theta [9], at Argonne National Laboratory
features such a configuration).
C. Baseline scenario
There are resource managers that have been designed
to work with malleable jobs: they add or decommission
Figure 1. KOALA-F managing the resources of Hadoop in order for it to
always be right-provisioned: KOALA-F adds and removes nodes according
to the workload (from [1]).
compute nodes in ranges varying from seconds to hours to
match the volatility of the workload.
In this paper, we consider the case presented for KOALA-
F [1], where there are 20 nodes available and the size of each
job is evaluated every 5 minutes and, in practice, up to 2
nodes are added or decommissioned. Figure 1 is an example
of such a scenario. However, KOALA-F does not resize the
file system as this is considered too expensive. This gives us
a comparison point in order to evaluate if the performance
of a malleable file system are useful in practice.
D. Focus on decommission
The malleability of a file system is composed by two oper-
ations: commission (i.e. adding resources) and decommission
(i.e., resource removal).
When a storage node is added to the cluster, data need to
be transferred to it before it can start serving requests. When
a node is removed, the data hosted by this node must be sent
to other nodes that will not leave the cluster, to satisfy data
availability constraints. Once this data transfer is done, the
node can safely be removed. In both cases there are data
transfers and data must not be lost.
Both commission and decommission operations are im-
portant. In this paper, we focus on the decommission.
III. RELATED WORK
Malleability has been explored in past work under various
angles. Some work focused on implementing malleable
applications [3], [4], [5], some on resource managers able to
exploit optimization opportunities available with malleable
jobs [1], [2]; many efforts were dedicated to scheduling
malleable jobs [10], [11]. However, rare are the papers
focused on the malleability of file systems.
Among them, the SCADS Director [12] is a resource
manager that aims to ensure some service level objective by
managing data: it chooses when and where to move data,
when and if some nodes can be added or removed, and
the number of replicas needed for each file, thanks to the
interface proposed by the SCADS file system. The authors
of this work propose an algorithm for node decommission
but do not study its efficiency. Their algorithm includes a
decision mechanism on which nodes to remove. In contrast,
we build on assumption that the file system must follow
commands from an independent resource manager and we
propose a model for the decommission time the can be
integrated in external scheduling strategies.
Lim, Babu, and Chase [13] propose a resource manager
based on HDFS. It chooses when to add or remove nodes
and the parameters of the rebalancing operations. However,
it simply uses HDFS without considering the time of the
decommission operation. Both [12], [13] focus on ways to
leverage malleability rather that on improving it. They are
complementary to our work.
Another class of file system implement malleability to
some extent: Rabbit [14], Sierra [15], or SpringFS [16]
shutdown nodes to save energy. Because of the fault tol-
erance mechanism, these nodes must be ready to rejoin the
cluster quickly and the data cannot be erased from them.
This restricts the reallocation of these machines to other
jobs. In our work we consider a more general case of node
decommission, where the decommissioned nodes can be
shutdown, but also allocated to new jobs without restrictions.
This gives more freedom to the resource manager to reach
its objective, should it concern energy saving, improving
resource utilization, or maximizing gains.
IV. A MODEL FOR DECOMMISSION
A. Scope of our model: which type of file system?
The decommission mechanism is very similar to the one
often used for fault tolerance: when a node crashes, its data
need to be recreated on the remaining nodes of the cluster.
Similarly, when a node is decommissioned, its data need to
be moved onto the remaining nodes of the cluster.
With this in mind, we reduce the scope of our target
model to file systems using data replication as their fault
tolerance mechanism. This crash recovery mechanism is
highly parallel and is fast: most of the nodes share some
replicas of the data with the crashed nodes and thus can
send it to restore the replication level to its original level.
Moreover, this technique does not need much CPU power.
We do not consider full node replication, used in systems
where sets of nodes host exactly the same data, as the
recovery mechanism is fundamentally different from the one
used with data replication. We also exclude from our scope
systems using on erasure coding for fault tolerance, such as
Pelican [17]. The mechanism however requires some CPU
power to regenerate missing data. Finally, another major
fault tolerance mechanism for storage systems is lineage,
used in Tachyon [18] for Spark [19]. We do not consider
lineage in this paper as the base principles differ greatly from
the ones needed for efficient decommission. With lineage,
the path used to generate the data is saved safely and, in case
of crash, the missing data is regenerated. Consequently, a file
system using lineage must be tightly coupled to a framework
and a lot of CPU power is needed to recover data.









Figure 2. Example of uniform data distribution with 4 nodes and a
replication factor of 2, every two nodes share 1/3 of their data (A to F).
B. Problem definition
In this section, we model a realistic lower bound for
the decommission time on a given platform. Such a bound
provides a potential target for optimal implementations. In
particular, we are interested in the time to decommission:
the time between the reception of the order given by
the resource manager to free a set of nodes (called in-
decommission nodes), and the time when they are effectively
removed from the cluster. During that time, all nodes are
present and can send and receive data but only the non-
decommissioned nodes will remain in the cluster after this
operation. Moreover, we assume that no data may be lost
during the decommission.
Even if this work is done in the context of collocation of
tasks and data, we will assume for now there is no workload
on the nodes involved in the decommission operation. Will
discuss this hypothesis in Section VI.
Last, there is a choice to make about fault tolerance during
decommission. One option is to guarantee that the system
is able to support the same number of faults during the
decommission, by recreating the same number of available
data replicas before releasing the in-decommission nodes.
We choose this approach. Alternatively, faster decommission
could be achieved by releasing the nodes earlier and letting
the fault-tolerance mechanism recreate the missing replicas.
This would temporarily weaken fault tolerance and increase
the risk for data loss. Such strategy could be the focus of
future work as discussion in Section VI-F.
C. Hypotheses on the system
We made several assumptions to create a model that is
not too complex, yet practical:
1) Homogeneity and capacity of the cluster: We consider
a cluster consisting of identical nodes: same storage capacity
S, network bandwidth Snet , and storage characteristics (write
speed Swrite and read speed Sread).
Moreover, the decommission cannot be started if the data
do not fit in the shrunk cluster: a cluster of 10 nodes with a
capacity of 100 GB each hosting 50 GB (replicas included),
can not be shrunk to 4 nodes because each node would have
to host 125 GB each which is above their capacity.
To formalize this, we assume a cluster composed of
N nodes, each of which has a capacity C and hosts an amount
of data D, among which x are to be decommissioned. The
decommission is possible only if the capacity of the shrunk
cluster (N − x) ·C is larger than the hosted data (N ·D).
2) Uniform data distribution: We consider a perfect load
balancing of the data, each node stores exactly D data.
Moreover, with a cluster of N nodes and a replication factor
of r, any two nodes share exactly r−1N−1 of their data. Figure
2 is an example of such data distribution.
Both hypotheses above reflect the goal of the load bal-
ancing policies implemented in existing file systems, such
as HDFS [20] or RAMCloud[6].
3) Hypotheses on the network : We consider that the
network is full-duplex: data can be sent and received at
the maximum speed at the same time. We assume that the
network is ideal. Each device is always used at its maximum
bandwidth and there are no interferences.
As no network is ideal, the bisection bandwidth is a better
metric to use for the network, and the interferences can
be taken into account by using a bandwidth measured in
the presence of interferences (or provided by some model
that is interference-aware). Doing so would provide a better
estimation of the time needed for the decommission, but the
model provided would not be a lower-bound anymore.
4) Hypotheses on the storage devices: First, we assume
the writing speed is not faster than the reading speed.
Second, the hardware must share its I/O time between reads
and writes and thus can not sustain reads and writes at
maximum speed. Both hold for state-of-the-art hardware.
5) Conservative replication factor: We assume that the
replication factor r is greater or equal to 2. We ensure
that the replication factor is the same before and after the
decommission and is never below its original level.
6) Avoiding unneeded reads during decommission: By
using buffering in RAM, data can be read from the persistent
storage and sent to multiple destination, with only one read
operation on the storage. This reduces the load on the storage
device and save time as reading from memory is faster. It is
already used by HDFS to optimize data writing.
The assumption that only one read is needed holds for
most persistent storage systems. However it does not hold
for in-memory storage as the buffering would be as fast as
the storage itself. In that case, there are as many reads as
there are write operations.
D. Modeling the decommission time
To establish a model of the decommission time, it is
important to notice that data writing is the bottleneck of
this operation, for three reasons.
First, each of the non-decommissioned nodes and each
of the in-decommission nodes share r−1N−1 of their data
(Hyp. IV-C2), thus any non-decommissioned node can read
and send data as the same rate as in-decommission nodes.
Second, only the non-decommissioned nodes can receive and
write some data on their storage: as in-decommission nodes
will leave the cluster, it is pointless to have them store more
data. Last, storage devices have a lower writing speed than
their reading speed (Hyp. IV-C4).
With this, the general model for the decommission time
is quite simple: it equals the amount of data to write
(Data to write) divided by the writing speed of the whole
cluster Swrite cluster (eq. 1), to which we add an initializa-






E. Data to write
As the replication factor must be left unchanged af-
ter the decommission (Hyp. IV-C5), all data present on
the in-decommission nodes must be written on non-
decommissioned nodes.
Thus the data to write is exactly:
Data to write = x ·D. (2)
F. Writing speeds
Determining the writing speed of the cluster is more
complex. There are two main cases, depending on the
relative speed of the network with respect to that of the
storage. In one case, a slow network is the bottleneck and
the nodes do not receive enough data to saturate the storage’s
bandwidth. In the second case, storage is slow and becomes
a bottleneck (i.e., storage can not write at the speed at which
the data is received from the network).
1) First case: the network is the bottleneck: We assume
the network is full duplex, and without interferences (Hyp.
IV-C3). In this case, the non-decommissioned nodes can
receive data at the network speed Snet , even if they send data
at the same time. Each one of the N−x non-decommissioned
node can receive and write data at the network speed Snet .
Thus the writing speed is Swrite cluster = Snet(N − x) and the





2) Second case: the storage is the bottleneck: If the
storage is the bottleneck (Sread ≤ Snet ), the situation is
slightly different: most storage devices (Disk, RAM, or
NVRAM) can not read and write at the same time (Hyp.
IV-C4).However, what is read can be written more than
once (Hyp. IV-C6), thus we denote as R(N,x) the ratio data
written divided by data read.
R(N,x) =
{










P(X = k) =
0 if k > r,(rk)(N−rx−k)
(Nx)
for k ≤ r.
(5)
The ratio R(N,x) (eq. 4) is expressed with the probability
P(X = k) of a chunk of data to have k replicas on the









































Figure 3. Time needed to transfer 1 GB from each of the in-decommission
nodes on two different settings: either the network is the bottleneck and
have a bandwidth of 10 Gb/s (1.25 GB/s), either the storage is the bottleneck
and has read and write speeds of 1.25 GB/s. The cluster is composed of
20 nodes, and t0 = 0.
in-decommission nodes (eq. 5), which is a classical urn
problem. In that case, the data is read once, but is written k
times to ensure the replication factor.
There are two cases for the writing speed of the cluster
due to the fact that in-decommission nodes can only read
(they will leave the cluster at the end of the decommission):
either the in-decommission nodes can read enough data
to saturate the writing on the non-decommissioned nodes,
either they can not.
In the first case, the writing speed of the cluster is
Swrite cluster = Snet(N − x). (6)
In the second case, the non-decommissioned nodes are
not saturated by the amount of data received from the in-
decommission nodes, and thus can also read and write more
data to accelerate the decommission. In this case, the writing
speed of the cluster is
Swrite cluster =
N ·R(N,x) ·Sread ·Swrite
Swrite +R(N,x) ·Sread
. (7)
The in-decommission nodes are able to saturate the non-
decommissioned nodes when more than T (N,x) nodes are






With equations 1, 2, 6, and 7, the time to decommission in




Swrite(N−x) + t0 if x ≥ T (N,x),
x·D·(Swrite+R(N,x)Sread)
N·R(N,x)·Sread ·Swrite
+ t0 in other cases.
(9)
G. Observations
In the case of an implementation with a negligible t0, three
interesting observations can be made with the model.
1) Impact of the data hosted per node: The decommis-
sion time is proportional to the amount of data hosted per
node. With this, the decommission scales linearly with the
amount of data hosted for a given platform.
Figure 3 summarizes the minimal decommission times
that can be reached for both kinds of bottlenecks, on an
artificial platform that exposes the differences in behavior
between both bottleneck. The decommission times expected
for existing hardware can be found in section VI-C.
2) Impact of the proportion of decommissioned nodes: In
case of a network bottleneck, the decommission time only
depends on the proportion of nodes in-decommission. In this
situation, decommissioning 20 nodes in a cluster of 100 or
4 in a cluster of 20 would take the same time if each node
hosts the same amount of data.
For instance, we note that in the case of a network
bottleneck with a speed of 10 Gb/s, with 20% of the nodes
decommissioned at once, it only takes 0.2 s to transfer 1 GB
from each in-decommission node. This means that if each
node hosts 100 GB of data, the decommission could take as
little as 20 s if the implementation is properly optimized.
3) Decommission one by one or in batch: Last, in the
case where the network is the bottleneck, there is no
difference if the decommission is done in one batch or in
successive steps. Indeed, equation 10 giving the time needed





+ k · t0 (10)
The reason behind this unexpected result is that even if
more data is transferred (data is moved to a node that is
decommissioned later) the transfer speed is also higher. The
bottleneck in this case comes from the amount of nodes
that can write, which is higher in the first step than in the
last steps. Note that this results can not be found in the
case where the bottleneck is at storage level: the storage
compensate for the nodes that can not write and have a
constant speed.
V. THE CASE OF HDFS
In this section, we use the previous model to study the
decommission mechanism of HDFS in two cases: HDFS
with its storage in RAM (bottleneck at the network level);
HDFS with storage on drives (bottleneck at storage level).
In both cases, we compare experimental measurements
to the model and propose improvements for the transfer
scheduler of HDFS that would decrease decommission time.
A. Experimental setup
1) Testbed: The experiments presented in this section
have been performed on the Grid’5000 [21] experimental
testbed. The paravance cluster from Rennes was used. Each
node has 16 cores, 128 GB of RAM, a 10 Gbps network
interface, and two hard drives. The file system’s cache has




Table 4. Parameters used for the experiments.
been reduced to 64 MB in order to limit its effects as much
as possible. Unless stated otherwise, 20 nodes from this
cluster were used for each experiment.
2) HDFS: We deployed HDFS and Hadoop 2.7.3. One
node was acting as both DataNode (slave of HDFS) and
NameNode (master of HDFS) while the other were only
used as DataNodes. One drive is reserved for HDFS to store
its data. Most of the configuration is left to its default values,
including the replication factor left unchanged to 3.
However, some parameters were adjusted for the ex-
periments: HDFS checks the decommission status every
second (instead of 30 s by default) with the parameter
dfs.namenode.decommission.interval. This gives us the de-
commission times with a precision of 1 s. Besides, as HDFS
schedules data transfers every 3 s, we used the parameters
presented in Table 4 to schedule enough transfers to max-
imise the bandwidth utilization while avoiding unbalanced
work distribution. This has been confirmed experimentally.
The data on the nodes was generated using the Ran-
domWriter job of Hadoop which yields a typical data
distribution for HDFS.
3) HDFS in memory: To experiment RAM-based storage
with HDFS, we used the same setup as in paper introducing
Tachyon[18]: a tmpfs partition of 96 GB is mounted and
HDFS uses it to store data. A tmpfs partition is a space in
RAM that is used exactly (and natively by Linux systems)
as a file system. It is seen as a drive by HDFS, but the
speeds are a lot higher (6 GB/s reading and 3 GB/s writing)
moving the bottleneck from the drives to the network.
4) Experiment protocol: To measure the decommission
time of HDFS, a random subset of nodes is selected among
the DataNodes except the one hosting the NameNode, and
the command to decommission those nodes is given to the
NameNode. The recorded time is the time elapsed between
the moment the NameNode receives the command and the
moment when the NameNode indicates that the data has
been transferred and the decommission process is finished.
For all experiments, measurements were repeated 10
times. Boxplots represent, from top to bottom, the maximum
observed value, the third quartile, the median, the first
quartile, and the minimum.
B. HDFS: when the bottleneck is at the network level
To create a setup with a bottleneck at the network level,
we configure HDFS with RAM-based storage (we could
measure writing at 3 GB/s in memory, including an overhead
induced by the file system, while transfers on the network
are done at 1.1 GB/s (i.e. 8.8 Gb/s)).
1) How close is HDFS to the model?: Figure 5 displays
the decommission times observed for multiple amounts of
data hosted per node and various numbers of nodes to de-
commission. In addition, the figure also shows the theoretical
minimum decommission time for this platform computed
with the model presented in section IV. The number of nodes
that can be decommissioned is limited by the capacity of
the cluster after decommission, thus the maximum number
of nodes that can be decommissioned is different depending
on the amount of data stored per node.
We observe that the decommission times are short, es-
pecially for small numbers of decommissioned nodes. In
particular, no decommission lasts more than 55s. If we
consider the scenario of KOALA-F detailed in Section II-C,
the decommission of 1 or 2 nodes would take less than
13 s every 5 min, which is a cost of at most 5% of the
time to save 5 to 10% of the energy and/or renting cost of
the hardware. Moreover, we also observe that the measured
values are close to the theoretical minimum provided by the
model: the decommission mechanism of HDFS is close to
the lower bound in this case, but can be improved.
2) Fitting the model to HDFS: In Figure 6, we use linear
regression to determine the values of Snet and t0 that would
fit the model and explain the decommission time of HDFS.
The values obtained are t0 = 4.4 s and Snet = 0.98 GB/s with
a coefficient of determination of 0.983, which means that the
variance in the measures is explained at 98.3% by the model
with these parameters. These values indicate mainly that the
decommission process uses 90% of the network bandwidth
to receive data on the non-decommissioned nodes that is the
main bottleneck, and that there is a flat cost of 4.6 s.
The network bandwidth determined by the regression
matches the observations as we can see on Figure 7 when
the transfer durations are long enough to have a steady
transfer speed. The value of t0 includes many delays due to
the implementation of HDFS such as the scheduling of the
transfers done only every 3 s (on average 1.5 s delay), or the
verification of the status of the decommission every second
(on average 0.5 s delay). It also includes the imbalance in
the scheduling that appears at the end of the transfers: due
to the scheduler, some nodes have the maximum amount of
transfers to do while other have none.
Note that the model explains the decommission times of
HDFS well even if some of the hypotheses needed by the
model are not fulfilled by HDFS: the data are not evenly
distributed (see Figure 8), and the transfer speeds are not
constant (see Figure 7, especially the reception speed that
should not change). That explains why the value of t0 is
higher than expected: it compensates for the lower transfer
speeds for small amounts of data transferred.
3) The practical cost of HDFS: Figure 7 shows the
network bandwidth during the decommission. As expected,
the in-decommission nodes do not receive any data as they





















































Figure 5. Decommission time measured on the
platform presented in sec. V-B. The minimum





















































Model fitted to HDFS
Figure 6. Model fitted to HDFS on the platform
presented in sec. V-B. The model fits the data with
a coefficient of determination r2 of 0.98.









































































Figure 7. Average bandwidth measured for
in-decommission and non-decommissioned nodes
for both reception and emission on the platform
presented in sec. V-B. Each node hosts 40 GB of


























































































































Figure 8. Amount of data before and after
the decommission on the nodes of the cluster
on the platform presented in sec. V-B. Data was
generated for 40 GB per node, and 8 nodes were
decommissioned.




























Figure 9. Average CPU usage measured for in-
decommission and non-decommissioned nodes on
the platform presented in sec. V-B. Each node


































































Figure 10. Value of t0 and proportion of network
utilization obtained by regression for multiple
setups with a network bottleneck.
send data at a lower bandwidth as the bottleneck is the
reception of the in-decommission nodes. Figures 9, shows
that the CPU usage is low during the decommission: it is
used only for the metadata operations. As shown in Figure
8, the storage on non-decommissioned nodes does increase.
4) How to improve decommission time in HDFS: Al-
though the performance is already good, it can still be
improved. Parameter tuning by reducing the heartbeat rate,
increasing the transfer scheduling rate, checking more often
the status of the decommission could decrease the value of
t0. However, the scheduler should be redesigned to improve
the bandwidth utilization that becomes very important for
large amounts of data transferred. Indeed, the current transfer
scheduler of HDFS tries to balance the transfers on the
sender side, ignoring the receivers, but, as the model shows,
the bottleneck is the receiving side. Thus, load balancing
should be done considering primarily the receivers. All the
above can serve for the design of future optimized transfer
schedulers in HDFS (this is beyond the scope of this paper).
5) Different fits for different platforms: Lastly, in Figure
10, we present the parameters obtained by regression for
different setups (10, 20, 40, and 60 nodes on the paravance
cluster) and another platform (10 nodes on the parapluie
cluster - Storage in RAM but only 1 Gbps network). We
observe that the network utilization stays roughly at 90 %
of the maximum bandwidth thanks to a good configuration
of HDFS. On the other hand, t0 changes, not due to the
larger amount of work to schedule transfers, but mainly due
to the impact of scheduling mistakes made by the scheduler
of data transfers of HDFS.
C. HDFS: when the bottleneck is at storage level
To create a setup where the bottleneck is at storage level,
we configure HDFS to store data on drive (read spead:
180 MB/s, write speed: 160 MB/s), a lot slower than the
network (1.1 GB/s).
1) How close is HDFS to the model?: Figure 11 shows
the decommission times observed and the minimal theoreti-
cal time to do so. As we can observe, even if the measures
follow the same trends as the model, HDFS is about 3 times
slower than what could be achieved on the platform.
In Figure 11 we present the measurements with the same
configuration (number of nodes and data hosts per node)
as the ones presented in Section V-B for better compar-
ison, even if the technical constraint would allow larger
experiments. In particular, when comparing to Figure 5, we
observe that the decommission times are up to 20 times
slower when using the drive. However, the drive should only
13 times slower than the network in the worst case (reading


































































Figure 11. Decommission time measured on
the platform presented in sec. V-C. The minimum
theoretical time obtained with the model is added.

































































Model fitted to HDFS
Figure 12. Model fitted to HDFS on the platform
presented in sec. V-C. The model is enough to
explain the performance of HDFS and has a



























































Figure 13. Average network usage measured for
in-decommission and non-decommissioned nodes
on the platform presented in sec. V-C. Each node





























































Figure 14. Average disk usage measured for
in-decommission and non-decommissioned nodes
on the platform presented in sec. V-C. Each node












































Figure 15. Theoretical disk utilization for
in-decommission and non-decommissioned nodes













































Figure 16. Average CPU usage measured for
in-decommission and non-decommissioned nodes
on the platform presented in sec. V-C. Each node
hosts 40 GB of data.
and writing at the same time). This is a confirmation that
the decommission in this configuration is a lot less efficient
than the one presented in section V-B.
2) Fitting the model to HDFS: As the pattern of the
measures follows the model, we use regression to fit the
model for the results. The decommission of HDFS matches
the realistic lower bounds obtained on a platform with
reading speed of 50.7 MB/s, writing speed of 55.1 MB/s,
with an initialization time t0 of -3.55 s, with a coefficient of
determination of 0.983 as shown in Figure 12. The negative
initialization time is due to the fact that the transfer scheduler
of HDFS balances reads instead of writes: this does not
match the scheduling strategy expected by the model.
3) How to improve decommission in HDFS: HDFS
schedules data transfers by balancing the reads and send
operations, but the bottleneck are the receive and write
operations. It can be observed on Figure 14: all nodes read
data at approximately the same speed. This results in high
competition for the drive accesses on non-decommissioned
nodes that must read and write data, while the disk of in-
decommission nodes are underloaded as they do not write.
A scheduling strategy leveraging the model is quite sim-
ple: the scheduler should balance the writing operations, pri-
oritize them, then maximize reading from in-decommission
nodes. This would lead to read and write patterns like those
presented in Figure 15. If non-decommissioned nodes can
write all that is read by in-decommission nodes, then they
also read to accelerate the decommission. If they can not,
the in-decommission nodes have their reading speed reduced
while non-decommissioned nodes simply stop reading.
4) Cost of the decommission: Figure 13 shows the net-
work usage during the decommission. We note that the
amount of data sent on the network is higher than the amount
of data read from the drive: HDFS pipelines the writing
of replicas and avoids useless read operations. The average
CPU utilization is very low (See Fig. 16): the CPU is only
used for metadata operations, that are rare due to the reading
and writing speeds of the storage.
VI. DISCUSSION
A. How dependent is this model on HDFS?
The model is generic and does not rely on HDFS. Thus,
the hints given to improve the transfer scheduler of HDFS
can also be used to improve the decommission time in any
distributed file system using data replication.
B. Usefulness of the model
The model helps particularly in understanding the bottle-
necks of the decommission operation and thus gives hints
to optimize it in distributed file systems such as HDFS.
But a more interesting utilization we foresee would consist
in using the estimated time for the decommission provided
by the model to efficiently schedule dynamically resources
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Figure 17. Minimal decommission time (per GB) for different existing
technologies on a 20 nodes cluster.
for malleable applications. With this model of the decommis-
sion time, resource schedulers can more easily anticipate the
decommission of nodes, or even estimate if it is interesting
to add nodes that will soon be taken back.
Last, the model provides a realistic lower bound of the
decommission time, thus it can be used as a baseline to
evaluate the implementation of decommission mechanisms
in distributed file systems in general.
C. Predicting decommission times for various technologies
As the model is generic, it is possible to use it to predict
the decommission times that could be reached when other
storage technologies, existing or emerging, are used. As
an example, Figure 17 illustrates expected decommission
times for various settings: storage bottlneck with RAM (from
the Cray XC series [22]), drive (see Section V-A), and
one of the fastest SSDs [23] and network bottleneck with
different bandwidths. From this figure it is obvious that
the decommission times decrease with newer technologies,
strengthening the idea that malleable file systems can cur-
rently be useful as the cost of the malleability is decreasing.
D. The case for improving file system malleability
A malleable distributed file system that stores its data on
HDDs can be considered too slow to be useful, especially
with the network bandwidth available that negates the need
for local storage. However, if we consider faster storage (that
would make the network the bottleneck) such as some of the
fast SSDs, or even the RAM, the local storage improves
the performance of IO-intensive applications. On top of
that, having malleability allows applications to easily dig
into unused yet available resources, or to avoid having idle
resources. Thus a malleable distributed file system on fast
storage in such a setting would make an application able to
exploit all available resources to their maximum.
The Cybershake workflow [24] is a good example that
would greatly benefit from a malleable execution engine and
file system. This workflow is basically malleable as each of
its 815,000 short jobs can be launched on any resources.
Moreover, it only writes 920 GB of data, but reads 217 TB
of it [25]. This amount of data could quite easily be stored
on a few nodes with large amounts of RAM, and the read
operations would be greatly accelerated using local storage.
To conclude, malleability is getting increasingly interest-
ing as a means to better use resources on shared platforms.
Thus, even if the malleability of distributed file systems is
currently limited, we confirm in this paper that its cost is
low (except for HDDs), and provide a model that can be
integrated in scheduling strategies for malleable jobs.
E. Would the model work if a workload is present?
The model presented in section IV assumes that all
resources are available for the decommission but this is
sometimes not the case. Some implementations might limit
the bandwidth used for the decommission, or give a lower
priority to the decommission operation to favor the execution
of applications. In both cases, this choice is made when
implementing the distributed file system. Thus, it is possible
to add trade-offs such as limiting the bandwidth available for
the decommission, and thus to reduce the Snet accordingly.
F. Relaxing hypotheses
Our proposed model is based on many hypotheses, many
of which are common among file systems, but one in particu-
lar could be relaxed. If the user prioritizes the decommission
time over fault tolerance, it is no longer necessary to always
maintain the replication factor (hypothesis IV-C5).
The replication factor of the files present on the in-
decommission nodes can be lowered to free the nodes faster,
and then brought back to its initial level once the nodes have
left. This is faster as only the data that is exclusively on in-
decommission nodes is moved to avoid losses. However, the
decommission needs to be followed by a stabilization phase
in which the shrunk cluster recreates the missing replicas for
fault tolerance and following decommissions. We will study
this in future work.
G. The uniformity hypothesis
The model is based on the assumption that the data
is uniformly distributed among the nodes. This is almost
impossible to do in practice. Systems like HDFS place data
using randomness in order to have a distribution of the data
close to uniformity. We have seen in section V that HDFS
has performances close to the model (Fig. 5), even if the
data distribution (Fig. 8) is not uniform among the nodes.
If one does not want to use this hypothesis, the amount
of data D can be set to the minimum amount of data hosted
by a single node, which guarantees that the model provides
a lower bound.
H. How to determine where is the bottleneck?
The network is the bottleneck if it limits at any point
the reading or writing of data from storage: Snet < Sread .
Conversely, the bottleneck is located at storage level if the
read/write speeds can not keep up with the speed at which
data are sent and received through the network: Sread ·SwriteSread+Swrite <
Snet . By combining the two possibilities, it appears that there
is also a possibility of having bottlenecks both at the storage
and the network level, at the same time. We leave this less
intuitive situation outside the scope of this study.
VII. CONCLUSION
Efficient decommission of nodes is essential in order
to enable the design of malleable distributed file systems.
To the best of our knowledge, this is the first study that
aims to model this operation present in distributed file
systems, regardless of its implementation. Using this generic
model, we evaluate the decommission of HDFS, highlight
potential improvements thanks to the better understanding of
the operation, and show that the only resources needed to
decommission nodes are the network and drive bandwidth.
We also exploit the model to predict the decommission
times on emerging technologies. Finally, we discuss how
this model can serve as a base for a malleable distributed
file system.
The modeling of the commission operation is similar to
the one presented but raises other challenges, it will be
subject to a future work.
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