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Abstract
This paper develops a unifying framework for signal reconstruction from interferometric measurements that is
broadly applicable to various applications of interferometry. In this framework, the problem of signal reconstruction
in interferometry amounts to one of basis analysis. Its applicability is shown to extend beyond conventional temporal
interferometry – which leverages the relative delay between the two arms of an interferometer – to arbitrary degrees
of freedom of the input signal. This allows for reconstruction of signals supported in other domains (e.g., spatial)
with no modification to the underlying structure except for replacing the standard temporal delay with a generalized
delay, that is, a practically realizable unitary transformation for which the basis elements are eigenfunctions. Under
the proposed model, the interferometric measurements are shown to be linear in the basis coefficients, thereby
enabling efficient and fast recovery of the desired information. While the corresponding linear transformation has
only a limited number of degrees of freedom set by the structure of the interferometer giving rise to a highly
constrained sensing structure, we show that the problem of signal recovery from such measurements can still
be carried out compressively. This signifies significant reduction in sample complexity without introducing any
additional randomization as is typically done in prior work leveraging compressive sensing techniques. We provide
performance guarantees under constrained sensing by proving that the transformation satisfies sufficient conditions
for successful reconstruction of sparse signals using concentration arguments. We showcase the effectiveness of the
proposed approach using simulation results, as well as actual experimental results in the context of optical modal
analysis of spatial beams.
I. INTRODUCTION
Interferometry is a measurement strategy that is widely used across all the physical sciences, with applications
ranging from astronomy and radio interferometry [1], [2], to remote sensing and Interferometric Synthetic Aperture
Radar (InSAR) [3], [4], [5], optics and photonics [6], [7], [8], [9], signal processing and communications [10],
[11], [12], optical encryption [13], [14], and bio-imaging [15], [16]. Underlying the utility of interferometry in all
these fields is the fundamental principle of superposition of linear waves, which applies to optical, radio-frequency,
and acoustic waves, among other physical realizations. By judiciously superposing two versions of a wave, their
interference may reveal sought-after information, typical about a sample or a medium that one of the waves scattered
from. The interferometer in which the superposition takes place may be an instrument implemented using electrical
and optical components (e.g., a Michelson interferometer in Optical Coherence Tomography (OCT) [15]), or simply
a physical medium (e.g., the atmosphere in the case of localization in wireless sensor networks [11], [17]).
Common to all such problems are interferometric measurements, so-called interferograms, obtained by acquiring
the energy of the superposition of the two waves or signals while some parameter is swept [18], [6]. The interfero-
gram typically assumes values related to the auto-correlation and cross-correlation of the signals in the interferometer,
which depend on the characteristics of its arms (e.g., their physical lengths in temporal interferometry). For example,
in time domain OCT one can acquire several interferometric measurements by sweeping the time delay in one of
the interferometer arms [19].
This paper provides a fresh perspective on the problem of signal reconstruction from interferometric measure-
ments. In particular, we propose a unifying framework in which the problem of signal recovery from interferograms
amounts to basis analysis in some appropriate Hilbert space. For example, in temporal interferometry this space is
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2the span of the set of complex harmonics. We show here how this concept generalizes to other bases enabling inter-
ferometry in a variety of bases related to any degree (or degrees) of freedom of the wave. In our model, we show that
the interferometric measurements are linear in the information of interest (embedded in the expansion coefficients in
the basis), thereby enabling more efficient and faster algorithms for recovery of the desired information. Although
the measurement model has only few degrees of freedom set by the structure of the interferometer, we show
both analytically and experimentally that the problem of basis analysis is amenable to compressive reconstruction
whereby significant reductions in sample and computational complexity can be achieved given prevalent sparse
representations in that basis. We show that the linear transformation of the measurement model satisfies sufficient
conditions for successful reconstruction even under the sensing constraints set by the limited degrees of freedom
of the interferometer.
We emphasize the generality of our approach by first giving an overview of sample applications of interferometry
that can be studied in light of the proposed framework as we further elaborate in Section II-C and Section III. OCT is
a non-invasive and contact-free optical imaging method which provides high-resolution depth and transversal images
from different layers of a sample object [20], [15], and is a heavily used bio-imaging technique in ophthalmology
to capture high resolution cross-sectional images of the retina [21]. In OCT, a low-coherence source emits a light
beam that scatters off a sample object such as living tissue as shown in Fig. 1(a). The scattered light is then
combined with a delayed version of the input beam to reveal the depth information of the object [19]. In this
example, the path which has the sample object corresponds to one arm of the interferometer whose reflectivity
indices at the different layers are of interest. In the proposed framework, we show that the reflectivity indices
appear in expansion coefficients related to the interferometric measurements. A second example is that of optical
modal analysis [8], [22], [23], in which measurements collected using an optical interferometer – such as the
Mach-Zehnder interferometer of Fig. 1(b) – are used to reveal the modal content of an optical beam. This example
is studied in detail in Section V. Another example pertains to localization in wireless sensor networks. As shown
in Fig. 1(c), to determine position, a node receives two signals with two different frequencies from two adjacent
anchor nodes. By synchronizing the receiver and transmitters, the delay of each path defines the distance between
the nodes. Hence, the position information is embedded in the energy of samples of the combined signal [11].
A. Related work
1) Signal recovery from intensity measurements: OCT [15], angle-of-arrival estimation [10], and localization in
wireless sensor networks [11] are examples of applications of interferometry in which the information of interest
relates to the structure of the interferometer – for example the path delay or equivalently the length of each arm.
Another class of problems in interferometry are those in which the interferometric measurements are used to reveal
the properties of the input signal, such as in the above-mentioned optical modal analysis example to reveal the
modal content of light beams [8], [22]. In high-rate optical communications, the data modulates different temporal
or spatial modes of a light beam [24], then modal analysis can be used to decode the data at the receiver’s side.
Phase retrieval refers to another important class of problems with broad interest in which one seeks to recover
a complex signal given only amplitude or intensity measurements [25], [26], [27], [28]. This is to be contrasted to
the interferometric setup we consider herein where signal recovery is intended from correlation-type measurements.
In [29], the authors devise an approach termed PhaseLift to recover the signal of interest by searching for a rank-
one solution of a formulated matrix recovery problem. Leveraging the quadratic measurement model, the idea is to
reformulate the problem of signal recovery from quadratic constraints in terms of rank minimization via semidefinite
programming. The interferometry problem considered in this paper is not amenable to similar formulations given
the constrained sensing structure imposed by the architecture of the interferometer and the underlying measurement
model.
2) Compressive techniques: In dealing with the practical limitations of sensing systems, prior work on compres-
sive signal recovery has relied on introducing additional (non-native) hardware components to emulate randomiza-
tion. For example, for optical field estimation and imaging, the field is projected onto a sequence of random masks
inserted along the field path in [30], [31]. Similarly, the single pixel camera [32], [33], [34] uses a time-varying
random mask to acquire random projections of a scene instead of directly collecting the pixels/voxels using a large
size detector. Random masks in the form of a Digital Micromirror Device (DMD) (an array of millions of individually
addressable and tiltable mirror-pixels) are also utilized in optical encryption for secure communication in optical
3Fig. 1. (a) Schematic of the OCT implementation using a Michelson interferometer. The reference beam is combined with the beam reflected
from different layers of a sample object. The intensity measurements collected by the detector are used to retrieve reflectivity indices of
different layers of the sample. (b) Two-dimensional modal analysis using the generalized interferometry approach in Section III based on
Hermite-Gaussian modes. The intensity profile of a scene is passed through two cascaded fractional Fourier transforms with parameters α1
and α2∈ [0, 2pi]. The output is superposed with the input beam to produce an interferogram from which the modal content of the beam is
revealed using an appropriate reconstruction algorithm. (c) Topology of a wireless sensor network used for node localization. Two anchor
nodes transmit two sinusoids with different frequencies. The distances between receiver nodes and the anchor nodes are determined intensity
measurements of the superposed signals.
networks to compress the encrypted data prior to transmission [13], [14]. In sharp contrast, this paper proposes a
compressive method for signal reconstruction from interferometric measurements acquired without modifying the
underlying sensing architecture.
Our work also departs from related literature on compressive signal recovery in interferometry such as [16],
[35] in which compression is restricted to the recovery step post data collection. By contrast, our approach uses
compressive data acquisition/sensing so that we collect less interferometric measurements in the first place for
subsequent reconstruction. This enables savings in both the data acquisition and signal recovery steps.
B. Contributions
In the following, we summarize the main contributions of this paper.
• A unifying framework for temporal interferometry (basis analysis): We propose a unifying framework in which
every problem of temporal interferometry is mapped to one of basis analysis – the information of interest is
embedded in the basis coefficients. The interferogram admits an explicit linear representation of known structure
in the desired information about the input signal or some sample object1. This problem-independent generalized
linear model enables faster algorithms for signal reconstruction from interferograms.
• Generalization beyond the temporal degree of freedom: The basis analysis framework is shown to generalize to
other degrees of freedom beyond the temporal, such as the spatial parameters. The key idea underlying our ability
to make such generalization is replacing the standard time delay commonly used in temporal interferometry with
suitable unitary transformations (for which the elements of the basis are eigenfunctions) to allow for analysis in
arbitrary bases for the other degrees of freedom, hence the designation ‘generalized delays’. This game-changing
result allows us to perform (generalized) interferometry in arbitrary degrees of freedom with no modification to the
interferometer structure, opening up new venues for signal recovery from interferograms.
1Common interferometry models express the measurements at the level of correlation terms which are not explicit in the information of
interest.
4• Compressive interferometry: The linear model for basis analysis enables compressive techniques for data ac-
quisition and signal recovery when the signals admit sparse representations in some appropriate basis. In sharp
contrast to prior work, we do not modify the underlying interferometer structure. Therefore, compressive signal
reconstruction is carried out under sensing constraints set by the limited degrees of freedom of the interferometer.
Despite the constrained sensing structure, we show using concentration arguments that the linear transformation
satisfies sufficient conditions for successful sparse recovery, such as the Restricted Isometry Property (RIP) [36], and
the isotropy and incoherence properties for random ensembles [37]. As such, we are able to provide performance
guarantees for signal recovery under sensing constraints using native interferometric setups. Furthermore, we
demonstrate the proposed compressive generalized interferometry approach in the context of optical modal analysis
in a Hermite-Gaussian Basis by realizing an actual generalized delay in the spatial degree of freedom – in this
case, a fractional Fourier transform – both in numerical simulations and laboratory experiments.
Paper organization: The rest of the paper is organized as follows. In Section II, we propose the basis analysis
framework for two-path temporal interferometry, and show how various examples from different applications are
mapped to the corresponding generalized linear measurement model. In Section III, we introduce the concept
of generalized interferometry where we generalize this framework to arbitrary degrees of freedom of the input
signal. In Section IV, we develop a compressive approach for reconstruction of sparse signals from interferometric
measurements under sensing constraints and establish performance guarantees using mathematical analysis. In
Section V, we provide simulation and experimental results in the context of optical modal analysis demonstrating
the proposed compressive approach in generalized interferometry.
Notation: The superscripts T and H denote the transpose and the conjugate transpose operators, respectively. The
bracket notation [an] with index variable n denotes a column vector indexed by n. Similarly, the notation [anm]
denotes a matrix with rows and columns indexed by n and m, respectively. An orthonormal basis with elements
φn indexed by n for a given degree of freedom x is denoted {φn(x)}.
II. A UNIFYING FRAMEWORK FOR INTERFEROMETRY
A. Interferogram model
A generic interferometric configuration is depicted schematically in Fig. 2. An input signal or optical field ψ(t),
where t corresponds to time, is divided into two paths (or interferometer arms), whereupon two new versions
ψ1(t; τ) and ψ2(t) are created and combined to produce a superposed signal,
ψs(t; τ) = ψ1(t; τ) + ψ2(t). (1)
The first arm (referred to as the ‘reference’ arm) has an impulse response h1(t; τ)=δ(t− τ) where τ is a temporal
delay, and the second arm (the ‘sample’ arm) has an impulse response h2(t). An ‘interferogram’ is traced by
scanning over the values of τ and recording the energy of the superposed signal I(τ) = 〈|ψs(t; τ)|2〉, where 〈·〉
corresponds to an integration over time. The interferogram is thus given by
I(τ)=I1 + I2+2|I12(τ)| cos(θ12(τ)). (2)
The first two terms on the right hand side of (2) represent the auto-correlation of the signals produced in each arm
of the interferometer (the total energy of the signal in each arm),
I1,〈ψ1(t; τ)ψ∗1(t; τ)〉, I2,〈ψ2(t)ψ∗2(t)〉, (3)
whereas the third term captures their cross-correlation,
I12(τ) , 〈ψ1(t; τ)ψ∗2(t)〉, (4)
and θ12(τ) is the phase of I12(τ). Interferometric measurements are collected by sampling the delay τ , and the
sought-after information about the input signal or the interferometer arms is typically embedded in the cross-
correlation term.
Although (2) provides a general model for interferometry that is commonly used, it unfortunately does not show
explicitly how the correlation term relates to the information of interest. In the next subsection, we modify this
traditional model of temporal interferometry (Fig. 2) such that it is mapped to a problem of basis analysis. It will
be shown that the interferogram is linearly related to the information of interest, whether this information pertains
to the input signal or to the ‘sample’.
5B. Basis analysis – linear measurement model
We expand the input signal ψ(t) in terms of harmonics or complex exponentials {ejωt}, where ω is the angular
frequency (i.e., the Fourier basis), such that ψ(t) = 12π
∫ +∞
−∞ Ψ(ω)e
jωtdω, where Ψ(ω) is the Fourier transform
(FT). Hereon, we focus our attention on discrete bases by the mere fact that the data collected and the information
retrieved is always represented discretely. In this case, the input signal is represented as ψ(t)=
∑∞
n=1 cne
jωnt using
the orthogonal discrete harmonics {ejωnt} for some complex coefficients cn, n = 1, 2, . . .. Because of the discrete
basis, the signal is periodic in time, so that all integrals over time extend over this period. The delay introduces a
phase factor e−jωnτ to the coefficient cn that is linear in τ and the modal ‘index’ ωn,
ψ1(t; τ) = ψ(t− τ) =
∞∑
n=1
cne
jωnte−jωnτ . (5)
This fact will be utilized subsequently when introducing the notion of a ‘generalized delay’ for non-temporal degrees
of freedom.
Modeling the sample arm of the interferometer as a linear time-invariant system h2(t), its output will be
ψ2(t)=
∞∑
n=1
dne
jωnt, (6)
where dn= cnH2(ωn), n=1, 2, . . ., and H2 is the Fourier transform of h2. From (2) and the orthogonality of the
complex harmonics, the interferogram becomes
I(τ)=
∞∑
n=1
|cn|2+
∞∑
n=1
|dn|2+2
∞∑
n=1
|cn||dn| cos(ωnτ+θn), (7)
where θn is the phase of cnd
∗
n. As the first two terms do not depend on τ , we define the interferometric measurements
as,
y(τ) ,
1
2
{
I(τ)−
∞∑
n=1
(|cn|2 + |dn|2)
}
=
∞∑
n=1
|cn||dn| cos(ωnτ + θn). (8)
To collect M interferometric measurements, we sample M values τm, m=1, . . . ,M , of the delay τ .
In the framework of temporal interferometry described here and in all subsequent modalities, only a finite number
of coefficients cn and dn are of interest or even accessible by the acquisition systems. We thus introduce at this
point a finite dimensionality N for the harmonic basis, {ejωnt}Nn=1. Considering (8), we therefore obtain a linear
model for the interferometric measurements in the time domain
y = Ax, (9)
where the M×1 measurement vector y contains the interferometric measurements y(τm), the 2N×1 information
vector x=[xT1 x
T
2 ]
T consists of the two vectors x1=[|cn||dn| cos(θn)] and x2=[|cn||dn| sin(θn)], and the M×2N
matrix A=[A1 A2] is a block matrix with A1=[cos(ωnτm)], and A2=[− sin(ωnτm)], with m=1, 2, . . . ,M and
n=1, 2, . . . , N .
The goal here is to recover some properties of the input signal (the coefficients cn) or of the sample (the
coefficients dn) from the interferogram. The interferogram model (9) offers an immediate advantage. We have
ψ(t) ψs(t;τ) I(τ)
h1(t;τ)
+
ψ1(t;τ)
ψ2(t)
h2(t)
Fig. 2. Schematic for a general two-path interferometer. The output signal of the reference arm is defined by the temporal delay τ .
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τ
+ + +
δ(t-τ)
δ(t)
I(τ)
δ(t-τR)
h2(t)
t0+τR
τR
I(τR)
δ(t-d1/c)
δ(t-d2/c)
ω1
t0
t0+d1/c
t0+d2/c
I(T1)
I(T2)
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Fig. 3. (a) Block diagram of the interferometry-based modal analysis. (b) Block diagram of OCT where the reference arm is modeled by a
delay block, and the sample arm is modeled by an LTI system.(c) Block diagram of an interferometric based localization technique.
reduced every problem of temporal interferometry with the configuration in Fig. 2 to one of basis analysis. This is
a unifying problem-independent framework in which the interferometric measurements admit a linear representation
in terms of a matrix A of known structure, which enables more efficient approaches to information recovery. Next,
we demonstrate two important applications mapped to this generalized linear model. In the first example we seek
to reconstruct the input signal while in the second we seek to identify h2(t).
C. Examples
• Interferometry-based optical spectroscopy: This example concerns analyzing a pulsed optical field into its
constituent temporal modes via the interferometric configuration in Fig. 3(a). Hence, the goal is to reconstruct the
modal coefficients cn, n = 1, . . . , N of an optical field represented in a finite basis ψ(t)=
∑N
n=1 cne
jωnt. The field
ψ(t) enters a two-path optical interferometer such as a Mach-Zehnder interferometer (MZI), and a delay τ is swept.
The input field passes through the sample arm without undergoing any change, i.e., this is a special case of the
general model in II-B where h2(t)= δ(t), thus ψ2(t)=ψ(t). Normalizing the energy to unity
∑N
n=1 |cn|2=1, the
interferometric measurements are
y(τm) =
N∑
n=1
|cn|2 cos(ωnτm), m = 1, 2, ...,M. (10)
Hence, given these M measurements, the M×1 measurement vector y with entries y(τm), fits the linear model in
(9) for a modal coefficient vector x=[|c1|2|c2|2 . . . |cN |2]T and an M×N matrix A=[cos(ωnτm)]. Revealing the
spectrum of the optical field thus amounts to solving a system of linear equations.
• Time-Domain OCT (TD-OCT): OCT makes use of a low-coherence (large-bandwidth) optical source in a
two-path interferometer such as a Michelson interferometer [6], as illustrated in Fig. 1(a). If the spectrum of this
source is s(ω), we discretize it and obtain the coefficients cn= s(ωn). A layered sample is placed in the sample
arm, a delay is swept in the reference arm, and the time-averaged energy of the superposed signal is recorded
for each delay to reconstruct the layered sample. Hence, this is an example of interferometry where we seek to
recover information about the sample impulse response h2(t). We model the (typically reflective) layered sample
by a linear time invariant impulse response h2(t) =
∑L
ℓ=1 rℓδ(t − Tℓ), which is parametrized by the round-trip
time Tℓ for the field to travel from the ℓ
th sample layer to the sample surface, and rℓ is the field reflectivity of
the ℓth layer. Because the reflection from typical biological samples is very weak, terms that are higher than first
order in rℓ are usually ignored. Accordingly, the output from the sample arm is characterized by the coefficients
dn= cn
∑L
ℓ=1 rℓe
−jωnTℓ , n = 1, 2, . . . , N . Assuming that the source is well-characterized (i.e., the coefficients cn
are known), then our linear model retrieves the coefficients dn. From these, both the reflectivity of the layers and
their depths with respect to the sample surface can be reconstructed.
Remark 1. A related example is that of localization in wireless sensor networks shown in Fig. 1(c). Consider two
anchor nodes each transmitting a sinusoid with distinct frequencies ω1 and ω2. The transmitted signals ψk(t) =
ake
jωkt, k = 1, 2, superpose at the receiver to produce the signal ψs(t) = ψ1(t − d1/c) + ψ2(t − d2/c), where
7d1 and d2 are the distances between the receiver and the anchor nodes, and c is the speed of light in vacuum.
In contrast to standard interferometry, in this case we have no control over the relative delay of the two paths.
Instead, the received signal is sampled at different time instants to recover the distances. Although this problem
cannot be viewed as one of basis analysis, by sampling M points we again obtain linear measurements y=A′x,
where x =
[|a1||a2| cos(ω2d2−ω1d1c ) |a1||a2| sin(ω2d2−ω1d1c )]T and the matrix A′ has dimensions M×2, with the
entries in each row being cos((ω1 − ω2)Tm) and − sin((ω1 − ω2)Tm). This can be easily generalized to multiple
receiving nodes.
Remark 2. The applicability of this two-path interferometry framework is by no means restricted to deterministic
(periodic) signals, but applies naturally to stochastic signals as well, by virtue of the linearity inherent in the
superposition of fields at the output. The only modification required would be in (4), where the time-average is
replaced by an expectation over random field realizations. In the case of ergodic stochastic signals, this expectation
can be carried out by averaging over a period of time larger than the ‘coherence time’ that is proportional to the
inverse of the bandwidth of the power spectral density, as known from the Wiener-Khinchtine theorem [38].
III. GENERALIZED INTERFEROMETRY: HILBERT SPACE ANALYZERS
In the previous section, we proposed a unifying model for temporal two-path interferometry. In this modality,
we have shown that the desired information (the input signal or the sample) appears in the harmonic expansion
coefficients of a linear measurement model. It turns out that the framework developed can be generalized to
arbitrary degrees of freedom of the input signal beyond the temporal, such as the spatial parameters. Underlying
this generalization is the notion of ‘generalized delay’, which replaces the standard temporal delay τ in Section II
to allow for analysis in arbitrary bases for the other degrees of freedom. This is our second main contribution,
which is the primary focus of this section on generalized interferometry.
In temporal interferometry, we have represented the input signal as a finite discrete superposition of time-
frequency complex exponentials. The delayed output signal of the reference arm in (5) is obtained by passing the
input signal through a temporal delay modeled as an LTI system with an impulse response h1(t; τ) = δ(t − τ).
Equivalently, applying a delay amounts to applying a linear phase factor e−jωnτ , n = 1, 2, ..., N to the basis
harmonics ejωnt, n = 1, 2, ..., N . In other words, the harmonics ejωnt are the eigenfunctions of the delay system
h1(t; τ) with eigenvalues λn = e
−jωnτ .
In moving to other degrees of freedom but maintaining the overall interferometric structure, we must replace
the temporal delay with an appropriate ‘generalized delay’. The signal in this case is an element in a Hilbert
space spanned by an orthonormal basis {φn(x)} with respect to an arbitrary variable x ∈ R (e.g. space, angle,
etc). As before, we represent the input signal or light field ψ(x) as a superposition of the basis elements, ψ(x)=∑N
n=1 cnφn(x), where the cn’s are the basis coefficients. In this setting, we take the generalized delay α (potentially
multi-dimensional) – represented by an impulse response h1(x;α) – to be the unitary linear system whose impact on
the signal is analogous to that of the temporal delay in (5). In other words, the eigenfunctions of the transformation
h1(x;α) must be the Hilbert-space basis {φn(x)} with eigenvalues of the form e−jnα. We refer to α hereon as the
generalized delay parameter. With these features taken into consideration, the delay operator in the Hilbert-space
basis takes on a diagonal representation,
h1(x, x
′;α) =
N∑
n=1
e−jnαφn(x)φ∗n(x
′). (11)
The structure of this operator has several salutary properties that justify calling it a generalized delay. It is additive
in the delay parameter
∫
dx′h1(x, x′;α)h1(x′, x′′;β) = h1(x, x′′;α+β); its inverse is the same operator but with a
delay parameter −α; and h1(x, x′; 0) is the identity. It has been shown that this structure corresponds in general to
fractional transforms. For example, when the basis {φn(x)} is that of Hermite-Gaussian function, h1 corresponds
to the fractional Fourier transform (frFT) [39], [40]; when the basis is that of Laguerre-Gaussian functions, h1
corresponds to a fractional Hankel transform, etc [41], [22].
As such, the response of this ‘delay’ to the input φn(x) is
∫ +∞
−∞ φn(x
′)h1(x, x′;α)dx′ will be e−jnαφn(x). Thus,
a signal ψ(x) after being ‘delayed’ takes the form
ψ1(x;α)=
∫ +∞
−∞
ψ(x)h1(x, x
′;α)dx′=
N∑
n=1
cne
−jnαφn(x). (12)
8This idea underlies our approach to conduct interferometry in arbitrary bases related to other degrees of freedom.
As pointed out earlier, in this paper we focus on signals in finite-dimensional Hilbert spaces since in practice only
few basis elements contribute to the actual signal or can be accessed. In the two examples described in the previous
Section, spectroscopy and OCT, only a few harmonics or reflection layers contribute to the signal analyzed. For
spatial signals, the highest-order basis coefficient is limited by the size of the optical aperture.
The sample arm is modeled as an LTI system h2(x) that maps the input signal to an output
ψ2(x) =
N∑
n=1
dnφn(x), (13)
where dn, n = 1, 2, ..., N are new basis coefficients. In temporal interferometry, the signal energies are acquired
by time-averaging for each setting of the temporal delay τ . Here, in generalized interferometry, the signal energy is
obtained by averaging over the degree of freedom x for each setting of the delay α. Accordingly, the interferogram
generated is
I(α) = I1 + I2 + 2
N∑
n=1
|cn||dn| cos
(
nα+ θn
)
, (14)
which is analogous to (7), and I1 and I2 represent the energy in each arm.
A numberM of interferometric measurements are collected by sampling the delay parameter αm, m = 1, 2, ...,M .
Therefore, similar to (8), we obtain a linear model for the interferometric measurements where,
y(αm) ,
1
2 (I(αm)− I1 − I2) =
N∑
n=1
|cn||dn| cos
(
nαm + θn
)
, m = 1, 2, ...,M. (15)
Thus (15) can also be cast in vector form as
y = Ax, (16)
where the definitions and dimensions of the information coefficient vector x, the measurement vector y, and the
matrix A are identical to those in (9) after replacing the temporal delay samples τm with the sampled generalized
delay parameter αm. Similar to temporal interferometry, the measurement model in (15) enables us to retrieve
information about the input signal or the sample embedded in the coefficients cn and dn.
Remarkably, the result in (16) shows that the proposed framework is in fact basis-neutral. This is clear from
the fact that x, y, and A have no traces of the basis functions {φn(x)}, which is a consequence of the diagonal
representation of the generalized delay in this basis. Therefore, any analysis based on (16) is independent of the
underlying basis and applies equally to all.
To this point, we used temporal interferometry to analyze a signal or an optical field into its time-frequency
harmonics. Instead, signals or optical fields can also be analyzed in different bases with spatial degrees of freedom,
in Cartesian or polar coordinate systems, for example. Rapid and accurate modal analysis in different bases is of
critical importance for terabit communications in free space [24] and multimode fibers [42] that make use of spatial
multiplexing to increase the information-carrying capacity.
As a case study, we show how to leverage a Hilbert space analyzer to decompose an optical field in the
Hilbert space spanned by the Hermite-Gaussian (HG) modes, which are of paramount importance in optics because
they are natural modes of laser resonators [43]. Consider an optical field ψ(x) =
∑N
n=1 cnφn(x) consisting of a
superposition of HG modes. To analyze the field into its constituent modes, the reference arm should include a
unitary transformation for which the HG modes are eigenfunctions. As mentioned above, this transformation is a
frFT of order α since the HG modes are eigenfunctions of the frFT with eigenvalues e−jnα [44]. The kernel of an
frFT system of order α is,
h1(x, x
′;α)∝exp
{
jπ
2
(x2 cotα+x′2 cotα−2xx′ cscα)
}
, (17)
whose optical implementation makes use of two cylindrical lenses [22], [45]; here x and x′ are appropriately
normalized spatial coordinates. The output from the frFT is superposed with the output of the sample arm ψ2(t)=
ψ(x) to acquire the interferometric measurements as in (14). Considering (15), the interferogram can be cast as
y=Ax, where xT = [|c1|2|c2|2...|cN |2], and A=[cos(nαm)], n = 1, 2, ..., N , and m = 1, 2, ...,M .
9Remark 3. Our approach extends naturally to signals or fields described by multiple degrees of freedom, in which
case interferometry can be performed in higher dimensions by introducing several generalized delays, one for each
degree of freedom – an example is shown in Fig. 1(b). In such cases, multi-dimensional interferograms are produced
by sampling the corresponding delay parameters. For brevity and to simplify the exposition, we have only presented
the 1D case, however, we provide a 2D example in Section V-C.
IV. COMPRESSIVE RECONSTRUCTION UNDER SENSING CONSTRAINTS
We established that the interferograms relate to the Hilbert space coefficients via a linear operator defined by
the parameters of the interferometer. It follows that basis analysis from interferometric measurements is amenable
to compressive data acquisition in the sense that recovery and reconstruction can be potentially carried out using
a reduced number of measurements provided x admits some additional structure. As mentioned earlier, this linear
model holds for a wide range of problems regardless of the nature of the underlying signal domain. For example,
in analyzing an optical beam into spatial modes, many of the basis coefficients corresponding to modal occupation
are zero or near-zero since only a few are activated at any time in high-speed optical communications using spatial
multiplexing. Clearly, x admits a sparse structure.
This Section is focused on compressive basis analysis from interferometric measurements under a sparsity
assumption on x with the goal of reducing both the sampling complexity and acquisition time. This is particularly
useful for scenarios where measurements are costly, as well as in delay-sensitive applications. We seek reconstruction
of x fromM ≪ N interferometric measurements corresponding toM settings of the interferometric delay parameter
α.
We point out two fundamental differences between our approach and prior work employing compressive tech-
niques. First, the vast majority of prior work on compressive sensing presumes one has full control over the design
of the sensing matrix – for example, in optics, by introducing designed random masks along the path of an optical
field in an imaging system [32], [31], [30]. In sharp contrast, the matrix A in our interferometric formulation
is imposed through the structure of the interferometer itself. Therefore, compression has to be carried out under
sensing constraints set by the limited degrees of freedom of the sensing system. It is not clear at the outset
whether performance guarantees on reconstruction can be established given the special structure of the constrained
matrix A. Second, previous work on using compressive sensing in optical interferometry has mostly focused on
reducing the number of measurements used for recovery/reconstruction, but not on compressive data acquisition.
For example, in the context of OCT, the approach in [16], [35] selects a random subset of many interferometric
measurements collected using a CCD array detector. This amounts to using fewer measurements in the recovery of
depth information and discarding measurements already collected by the physical sensing system. By contrast, our
approach directly uses the degrees of freedom inherent to the sensing system (by assigning some random values
to the generalized phase α) to reduce the data acquired in the first place for subsequent recovery.
A. Preliminaries
Consider the standard ℓ1-minimization convex program, so-called Basis Pursuit (BP) [46], for reconstructing x
from M measurements of the form (9),
minimize ‖x‖1
subject to y = Ax.
(18)
It is widely recognized that (18) can successfully recover a sparse vector x ∈ R2N from M ≪ 2N measurements
provided the sensing matrix A satisfies some conditions [36]. For example, it has been established that an s-sparse
vector (with at most s non-zero elements) can be reconstructed using (18) if A satisfies the Restricted Isometry
Property (RIP), which requires that
(1− δ)‖xˆ‖22≤‖Axˆ‖22≤(1 + δ)‖xˆ‖22 (19)
for any xˆ ∈ Σ2s, where Σ2s := {x ∈ R2N : ‖x‖0 ≤ 2s} is the set of all 2s-sparse vectors in R2N for a parameter
0 < δ<
√
2− 1 known as the restricted isometry constant.
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B. Constrained sensing
Sub-Gaussian random sensing matrices satisfy the RIP with high probability for M ≈ O(s logN), which
motivated their use in several CS applications. However, in practice one may not have full control over the design
of the sensing matrix A as it is normally determined by the structure of the data acquisition system (DAQ). As
such, much of the prior work in measurement and instrumentation relied on introducing additional random masks
during the measurement process to emulate random sensing matrices (e.g., optical imaging [32] and field estimation
[30]). This requires modifying the actual DAQs thereby incurs additional cost and complexity.
In sharp contrast, we show here that CS can be exploited in ‘native’ interferometry, that is, without modifying the
underlying interferometer structure nor introducing additional components. Recalling that the rows of the sensing
matrix A found in (16) have the α-dependent structure
am = [am1 am2], m = 1, 2, ...,M, (20)
where,
aTm1 = [cos(nαm)], a
T
m2 = [− sin(nαm)], (21)
we see that A has only few degrees of freedom corresponding to the settings of the generalized delay parameter
α. The rest of this section focuses on signal reconstruction based on compressive interferometric measurements of
the form (16) and establishing performance guarantees thereof.
C. Guarantees with randomized delays
Collecting informative interferometric measurements (16), and in turn achieving better performance in recon-
struction, is premised on selecting appropriate values for the generalized delay parameter α. We consider sensing
matrices generated by drawing generalized delays from random distributions.
Throughout this section, we consider normalized interferometric measurements y = Aˆx, where Aˆ =
√
2/MA
and A the original matrix defined in (16). Our next theorem establishes that the matrix Aˆ is RIP provided the
generalized delay parameters are selected from an appropriate distribution.
Theorem 1. If the generalized delay parameters αm, m = 1, 2, . . . ,M , of the matrix A in (16) are chosen
independently and uniformly at random from distribution U [0, 2π], then there exist positive constants c1, c2 such
that Aˆ :=
√
2/MA satisfies the RIP in (19) with respect to all s-sparse vectors with any s≤ c1M/ log(2N/s),
and an RIP constant 0 < δ < 1 with probability greater than 1 − 2e−c2M , where c2 ≤ c0(δ/2) − c1[1 + (1 +
log(12/δ))/ log(2N/s)].
Proof. Following the procedure in [47], it suffices to show that Aˆ satisfies the concentration inequality
P{|‖Aˆx‖2 − ‖x‖2|≥ǫ‖x‖2}≤2e−Mc0(ǫ), 0 < ǫ < 1 (22)
for all x ∈ Σs under the condition in the statement of Theorem 1. Since the M realizations αm,m = 1, . . . ,M , are
selected independently from a random uniform distribution U [0, 2π], ‖Aˆx‖2 can be written as a sum of M i.i.d.
random variables,
‖Aˆx‖2 =
M∑
m=1
|〈aˆm,x〉|2, ∀x∈Σs, (23)
where 〈., .〉 denotes the inner product of its two vectors argument. Assuming a fixed but arbitrary vector x0 ∈ Σs,
each random variable Zm, |< aˆm,x0> |2 can be bounded as,
Zm, |< aˆm,x0> |2≤‖aˆm‖2 · ‖x0‖2≤ 2s
M
‖x0‖2, m = 1, 2, . . . ,M, (24)
using the Cauchy-Schwarz inequality [48]. Hence, the random variable ‖Aˆx0‖2 is a summation of M bounded
random variables Zm∈ [0, 2sM ‖x0‖2]. Accordingly, using Hoeffding’s inequality [49] we have
P{|‖Aˆx0‖2 − E‖Aˆx0‖2|≥ǫ‖x0‖2} ≤2e
− 2ǫ2‖x0‖4
4s2
M
‖x0‖
4 = 2e−M
ǫ2
2s2 , 0 < ǫ < 1. (25)
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Given the distribution of α, E‖Aˆx‖2 = ‖x‖2 for all x∈Σs. Thus, we can rewrite (25) as,
P{|‖Aˆx‖2 − ‖x‖2|≥ǫ‖x‖2}≤2e−Mc0(ǫ), 0 < ǫ < 1, ∀ x∈Σs, (26)
where c0(ǫ) = ǫ
2/2s2. Hence, it follows from [47, Theorem 5.2] that the matrix Aˆ is RIP with respect to all
x∈Σs with RIP constant 0< δ <1, with probability greater than 1 − 2e−c2M , where c2≤ c0(δ/2) − c1[1 + (1 +
log(12/δ))/ log(2N/s)].
Based on Theorem 1, the sensing matrix Aˆ satisfies the RIP with higher probability as the number of measure-
ments M increases. The next corollary identifies an asymptotic regime where the sensing matrix satisfies the RIP
with probability 1.
Corollary 1. The sensing matrix Aˆ defined in Theorem 1 satisfies the RIP with a constant 0 < δ < 1 for all
s-sparse vectors with probability 1, if N→∞ and M→∞.
Proof. The proof follows directly from the fact that c2 is always a positive constant, so
lim
M→∞
−c2M = −∞ (27)
given the asymptotic order of M in the statement of the corollary. Therefore, the probability 1−2e−c2M→1.
The results of Theorem 1 and Corollary 1 are general in that they apply to every problem in interferometry with
the measurement model in (16). We have already established the generality of the framework that gave rise to (16),
which was also shown to be basis-neutral. As a direct application of this result, the following corollary establishes
that the matrix arising in optical modal analysis at the end of Section III is also RIP.
Corollary 2. Given 0 < δ < 1 and s ≤ c1M/ log(N/s), the sensing matrix Aˆ = [
√
2/M cos(nαm)] arising in
the (generalized) optical modal analysis example (which consists of only the cosine terms), is RIP with respect to
all s-sparse vectors in RN with probability greater than 1 − 2e−c2M , where where c2 ≤ c0(δ/2) − c1[1 + (1 +
log(12/δ))/ log(N/s)].
The proof follows directly from Theorem 1 and by replacing 2N with N in the probability bound.
Theorem 1 established a lower bound on the probability that Aˆ is RIP, which goes asymptotically to 1 per
Corollary 1. In non-asymptotic regimes and when the number of measurements is not sufficiently large, this bound
can be fairly far from 1. It turns out that the constrained matrix A also satisfies some weaker sufficient conditions for
recoverability when the generalized delay parameters are drawn uniformly at random. In particular, we establish that
the ensemble of sensing matrices corresponding to α’s drawn from a uniform distribution U [0, 2π] is isotropic and
incoherent [50], therefore an arbitrary fixed sparse vector x can be reconstructed from compressive measurements
with high probability [50]. First, we review the definitions of the isotropy and incoherence properties, then state
our result.
Definition 1. (Isotropy [50]) If the vector g denotes a row of a random matrix G drawn from a probability
distribution F , then F is said to satisfy the isotropy property if
E[gHg] = I, (28)
where E[.] denotes the expectation and I the identity matrix.
Definition 2. (Incoherence [50]) The distribution F of g = [gn] ∈ CN , is said to be incoherent with incoherence
parameter µ(F ) if
max
n=1,2,...,N
|gn|2 ≤ µ, (29)
where µ is the smallest number for which (29) is satisfied.
The smaller the incoherence parameter µ, the less the number of measurements M required for (18) to yield
successful reconstruction [50, Theorem 1.1]. It was also shown in that denoising algorithms such as LASSO [51]
and the Dantzig [52] selector yield stable recovery from noisy measurements under the isotropy and incoherence
properties of the sensing matrix (Theorems 1.2 and 1.3 in [50]).
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Henceforth, we refer to the matrix A as isotropic and incoherent if the distribution F of its rows (specified by
the generalized delay parameter) obeys the isotropy and incoherence properties in (28) and (29). We can readily
state the following lemma which establishes sufficient conditions for successful reconstruction from interferometric
measurements based on the generalized interferometry framework.
Lemma 1. Suppose M interferometric measurements are acquired by selecting the generalized delay parameters
αm,m = 1, 2, . . . ,M , of A in (16) from a uniform distribution U [0, 2π]. If M ≥ 2L0(1 + β)s log(2N) for a
positive constant L0 and any β > 0, the ℓ1-norm minimization in (18) yields the s-sparse vector x ∈ RN from the
normalized measurements y = Aˆx with probability at least 1− 52N − e−β .
Proof. Based on [50, Theorem 1.1], we only need to show that
√
M Aˆ is incoherent and isotropic under the
conditions in the statement of Lemma 1.
It is easy to see that for the matrix Aˆ, maxn=1,2,...,2N |aˆm,n|2 ≤ 2/M , as the cosine and sine terms are bounded
below and above by −1 and 1, respectively. So, the matrix √M Aˆ is incoherent with parameter µ = 2. Also, if
αm ∼ U [0, 2π], then E[aˆHmaˆm] = (1/M) I, therefore
√
M Aˆ is isotropic. Accordingly, Lemma 1 follows from [50,
Theorem 1.1].
We also consider the noisy case,
y = Aˆx+ z, (30)
where z ∼ N (0, σ2I). A sufficient condition on the number of measurements for successful reconstruction in
presence of noise is stated next.
Lemma 2. Consider the same setting in the statement of Lemma 1. For any β > 0, if the number of noisy
measurementsM ≥ L0.(1+β).2.s log(2N), then the LASSO algorithm [51] with parameter λLASSO = 10
√
log(2N)
yields a vector x¯ satisfying
‖x¯− x‖2 ≤ min
1≤s¯≤s
ζ(s¯), (31)
where,
ζ(s¯),L(1 + γ)
(‖x− xs¯‖1√
s¯
+ σ
√
s¯ log(2N)
)
(32)
with probability at least 1− 6/(2N) − 6e−β , where L is a positive constant and γ =
√
(1+β)2s¯ log(2N) logM log2 s¯
M .
Proof. Similar to the proof of Lemma 1, Lemma 2 follows from the incoherence and isotropy of
√
M Aˆ and the
results of Theorem 1.2 and 1.3 in [50].
Instead of LASSO, we can use the Dantzig selector [52] to recover the spare vector in noise. In this case, under
the same conditions of Lemma 2, the performance bound provided for the reconstruction error in (32) is still valid
by replacing γ with γ2 [37].
V. SIMULATION AND EXPERIMENTAL RESULTS
In this section, we study three different examples to evaluate the performance of the proposed approach to signal
reconstruction from interferometric measurements under sensing constraints. In the first example, we consider optical
modal analysis for Hermite Gaussian beams. This is an example of the generalized interferometry framework
introduced in Section III in the spatial degree of freedom, and of compressive reconstruction under sensing
constraints. In the second example, we reconstruct a layered sample placed in one arm of the interferometer
using TD-OCT. This complements the former modal analysis example in which the information of interest pertains
to the input signal, yet both examples are studied within the same unifying basis analysis framework. Lastly, we
present an example of multi-dimensional interferometry using two-dimensional HG signals with two spatial degrees
of freedom as per Remark 3.
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A. Optical modal analysis
As discussed earlier, the HG modes are the eigenfunctions of an frFT of order α with eigenvalues e−jnα, n =
1, 2, ..., N . To analyze an optical beam in a Hilbert space spanned by the HG modes, we collect M interferometric
measurements by selecting M different frFT orders αm, m = 1, 2, ...,M , then apply a CS reconstruction method
to reveal the modal content of the beam (the basis coefficients). In this case, y = Ax, where the M×N matrix
A = [cos(nαm)] and x
T = [|c1|2|c2|2...|cN |2] is s-sparse. The frFT orders αm, m = 1, 2, ...,M , specifying the
rows of A are i.i.d. and drawn from a uniform distribution U [0, 2π], thus A is isotropic and incoherent. The
possible number of modes is set to N = 64, and the number of active modes is s = 4. In presence of noise,
y = Ax + z, where the noise z ∼ N (0, σ2I) is white and Gaussian, and SNR , 10 log(xHE[AHA]xσ2 ), where E[.]
denotes the expectation over the distribution of αm parametrizing A. To evaluate the quality of reconstruction, the
scaled recovery error is defined as e , ‖x−x¯‖
2
2
‖x‖22 . We use the BP and the Dantzig selector algorithms to reconstruct
the modal coefficients in noise-free and noisy environments, respectively.
1) Results with ideal frFTs: We first assume an ideal implementation for the frFT of different orders. Accordingly,
for order αm, the output beam is ψ1(x;αm) =
∑N
n=1 cnφn(x)e
−jnαm as in (12), where αm, m = 1, 2, ...,M are
selected independently and identically from the uniform distribution U [0, 2π].
Based on the generalized framework introduced in Section III which works for arbitrary basis, an FT of the
interferometric measurements can be used to recover the modal energies of the input beam. Since the largest mode
order is N , sampling uniformly at the Nyquist rate amounts to collecting 2N = 128 measurements by selecting
the orders of the frFT uniformly and deterministically between 0 and 2π. In this case,
x¯ = |Fy|, (33)
where F is a 2N×2N DFT matrix. While in the FT approach M = 2N = 128 interferometric measurements
are needed for successful recovery, Fig. 4 shows that the modal content can be retrieved with significantly less
measurements if we use the CS approach. Despite the constrained structure of A, from only M = 25 measurements
the CS approach yields reconstruction performance comparable to that of FT whilst achieving substantial savings
in data acquisition time.
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Fig. 4. (a) Comparing the CS approach performance with M = 25 measurements collected using an ideal frFT to that of the FT approach
with 2N = 128 measurements in noise-free environment. (b) SNR= 15dB, and ideal frFT. (c) Evaluating the performance of the CS
approach in terms of the reconstruction error as function of the number of interferometric measurements for different SNRs. The frFT filters
are assumed to be ideal, and N = 64, s = 4. (d) Evaluating the performance of the CS approach in terms of reconstruction error versus
the number of interferometric measurements for different SNRs. The frFT filters are simulated using ideal SLMs acting as quadratic phase
operators, and N = 64, s = 4.
We investigate the recovery/reconstruction performance by calculating the reconstruction error for a different
number of measurements in both noise-free and noisy settings. Fig. 4(c) shows the decay of the reconstruction
error with M using the compressive approach. The curves are obtained by averaging the error over 100 runs. The
sparse vector is held fixed across the different runs, but the rows of the sensing matrix are randomly generated
from the uniform distribution giving a different interferogram for every run.
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Fig. 5. Schematic of an frFT filter implemented using SLMs that act as quadratic phase operators.
2) Results with the actual implementation of the frFT: Figure 5 shows an interferometer with a practical optical
setup implementing an frFT filter. The setup consists of three Spatial Light Modulators (SLMs), which suitably
modulate the phase of the optical field along the transverse direction. The SLMs act as quadratic phase operators
– and this is how they are modeled in our simulations – depending on αm, as e
−jπpℓ(αm)x
2
2λ , where ℓ = 1, 2, 3,
is the index of the SLM, and the phase function pℓ(αm) is defined by the generalized delay parameter and the
characteristics of the input beam. In appendix, we show how this system actually implements an frFT using properly
chosen pℓ(αm), ℓ = 1, 2, 3.
Figure 4(d) displays the simulated reconstruction error versus the number of measurements M for the CS
approach using the frFT system shown in the schematic of Fig. 5. The performance is fairly close to the ideal case
demonstrating that the three-SLM setup accurately models an frFT.
3) Experimental results: Here, we report on results from an actual laboratory experiment implementing the frFT
filter of Fig. 5. Producing exact HG modes is practically infeasible. Instead, we obtain approximate modes by
flipping a Gaussian beam at the crossing points (see the approximate modes of the incident beam in the insets of
Fig. 6). Obviously, such beams are not perfectly orthogonal, hence will have non-vanishing mutual projections. As
such, even if a single mode is active, there will be non-zero coefficients for the adjacent modes.
In Fig. 6, we compare the performance of the CS approach to that of FT for an optical beam consisting of HG1
and another of HG2, where HG1 and HG2 are the first and second Hermite-Gaussian modes, respectively. The FT
approach uses 128 interferometric measurements collected uniformly by choosing the generalized delays between
0 to 2π. In the CS approach, only M = 25 random measurements are used.
We also investigate the reconstruction error based on the experimental results. As shown in Fig. 6, efficient
reconstruction requires about M = 25 measurements. This corresponds to 25 settings of the frFT order for the CS
approach versus 128 for FT.
B. Information recovery in TD-OCT
Here, we present an example of TD-OCT in which we seek to recover the reflectivity and depth information of
L different layers of a sample object within our unifying basis analysis framework. The depth information of a
given layer with respect to the sample surface is characterized in terms of the round-trip time of the optical field
from the layer to the surface of the sample. As described in Section II-C, the desired information here is in the
basis coefficients dn, n = 1, 2, ..., N , which can be retrieved by solving the system of linear equations in (9).
In this experiment, we first consider a sample object with L = 10 layers. By solving (9), we reconstruct the
20×1 vector x depicted in Fig. 7(a), which is shown to match the ground truth. Subsequently, the reflectivity of
the layers and their depths are correctly reconstructed from the retrieved coefficients dn as displayed in Fig. 7(b).
We consider a second example of OCT where the sample object has L = 100 layers among which only s = 5
unknown layers have non-zero reflectivity. The sparsity of the vector of reflectivity indices enables recovery from
few measurements. The reflectivity coefficients are successfully retrieved using Basis Pursuit and the Dantzig
selector from M = 60 interferometric measurements as shown in Fig. 8(a) and (b) for noise-free and noisy settings
(SNR = 20 dB).
C. Multi-dimensional interferometry
In our last example, we reconstruct a two-dimensional signal described by two spatial degrees of freedom from
interferometric measurements collected by sampling two generalized delay parameters. The signal E(x, y) with
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Fig. 6. Comparing the reconstruction performance of the CS approach to that of the FT from experimental measurements. (a) Using
approximate HG1 mode. (b) Using approximate HG2 mode. (c) Evaluating the performance of the CS approach in the experiment using
approximate HG1, HG2, and HG3 in terms of reconstruction error versus the number of interferometric measurements for different values
of SNR. The frFT is implemented using real optical devices with various physical constraints.
degrees of freedom x and y lies in a Hilbert space spanned by a 2D HG basis. The signal can be expressed as
E(x, y) =
∑
nm cnmφn(x)ηm(y), where {φn(x)} and {ηm(y)} are the two sets of HG basis elements and cnm the
expansion coefficients. We implement two generalized delays, namely two cascaded frFT systems of orders α1 and
α2. For N = 100 basis elements, We examine the performance of our approach in reconstructing signals formed
by the superposition of a small number s of basis elements. Rows (a) and (b) of Fig. 9 display the 2D signals
and the reconstructed coefficient(s) for s = 1 and s = 4, respectively. Our approach is shown to yield accurate
reconstruction of the expansion coefficients from a small number of interferometric measurements M = 50, a
saving of 75% in sample complexity compared to directly taking a FT of the resulting interferogram. Most notably,
this example underscores the ability of the proposed approach to handle spatially-multiplexed signals commonly
used, for example, in high-speed communications.
VI. CONCLUSION
We proposed a unifying framework for signal reconstruction from interferometric measurements. In the proposed
framework, the interferometry problem amounts to Hilbert space analysis in which the information of interest resides
in the expansion coefficients in a linear measurement model. This framework was generalized to arbitrary degrees
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of freedom enabling signal recovery in various domains beyond the time domain. Underpinning this generalization
is the notion of generalized delays, namely unitary transformations for which the basis elements are eigenfunctions.
The proposed framework enabled compressive acquisition and reconstruction, most notably with no modification
to the underlying interferometer structure. We established performance guarantees for successful signal recovery
from reduced interferometric measurements even with the constrained sensing structure set by the interferometer
obviating the need for non-native components. This was validated using both synthetic and experimental data in the
context of optical modal analysis, as well as examples of TD-OCT and multi-dimensional interferometry. Studying
the effect of other physical sensing constraints arising from hardware limitations on signal reconstruction (e.g.,
limited optical aperture, clipping effects, pixelation of SLMs, etc), developing recovery algorithms under such
constraints, and establishing performance guarantees thereof are subject of our ongoing investigations and will be
published in subsequent work.
APPENDIX
Implementation of the frFT: We show that the system in the reference arm of the interferometer depicted in Fig.
5 provides an implementation of the fractional Fourier transform (frFT). For this purpose, we model the free space
propagation between the SLMs for distance 2f , where f is the focal length, with a Fresnel (diffraction) integral
with kernel,
kFresnel(x, x
′) =
ej4πf/λ√
jλ2f
e
jπ
λ2f
(x′−x)2 , (34)
where λ is the wave length. Higher order HG modes are obtained by multiplying the Gaussian beam φ0(x) =
exp(−πx
2
2σ2 ) with scaled Hermite polynomials, Hn(
√
2πx
σ ), where x is the spatial variable in the transverse plane,
H0(x) = 1, H1(x) = 2x, H2(x) = 4x
2 − 2, and H3(x) = 8x3 − 12x, etc. [44]. The first and third SLMs are
modeled with multiplicative kernel e−j
πp1x
2
2λ , and the second SLM with kernel e−j
πp2x
2
2λ , where p1(α) =
−1
f (csc(α)+
cot(α) − 1), p2(α) = −1f (sin(α) − 2), and α is the generalized delay parameter. It follows that the kernel of the
overall system is
keq(x, u) =
ejζ√
2λf
1√
j sin(α)
· e jπ2λf (x2 cot(α)+u2 cot(α)−2xu csc(α)), (35)
where ζ = 8πfλ . Comparing the kernel in (35) to the frFT kernel,
kfrFT(x, u) =
√
1− j cot(α)√
2λf
e
jπ
2λf
(x2 cot(α)+u2 cot(α)−2xu csc(α)), (36)
we see that the system in the reference arm of Fig. 5 followed by an α-dependent phase compensator block with
phase −ζ + α2 provides an optical implementation of an frFT of order α.
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Fig. 7. Reconstructing the depth information of a sample object in TD-OCT using the basis analysis framework. (a) Entries of the reconstructed
vector x in (9). (b) Reconstructed reflectivity and depth information for the layers of the sample object. The depth information is characterized
in terms of the round-trip time from the layer to the sample surface.
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Fig. 9. Reconstruction of 2D HG signals (described by two spatial degrees of freedom) from compressive interferometric measurements.
The measurements are collected by sweeping the orders α1 and α2 of two cascaded frFTs for which the 2D HG signals are eigenfunctions.
(a) (left) Original signal HG57 = φ5(x)η7(y) i.e, (m,n) = (5, 7), (middle) reconstructed signal and (right) reconstructed coefficient c57. (b)
(left) Original 2D signal formed by the superposition of the, s = 4, 2D HG basis elements (1, 2), (2, 1), (6, 1), (9, 4), (middle) reconstructed
signal, and (right) reconstructed coefficients.
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