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Abstract. In this paper, we study the convex quadratic optimization
problem with indicator variables. For the bivariate case, we describe the
convex hull of the epigraph in the original space of variables, and also
give a conic quadratic extended formulation. Then, using the convex
hull description for the bivariate case as a building block, we derive an
extended SDP relaxation for the general case. This new formulation
is stronger than other SDP relaxations proposed in the literature for
the problem, including Shor’s SDP relaxation, the optimal perspective
relaxation as well as the optimal rank-one relaxation. Computational
experiments indicate that the proposed formulations are quite effective
in reducing the integrality gap of the optimization problems.
Keywords. Mixed-integer quadratic optimization, semidefinite pro-
gramming, perspective formulation, indicator variables, convexification.
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1. Introduction
We consider the convex quadratic optimization with indicators:
(QI) min
{
a′x+ b′y + y′Qy : (x, y) ∈ In
}
, (1)
where the indicator set is defined as
In =
{
(x, y) ∈ {0, 1}n × Rn+ : yi(1− xi) = 0, ∀i ∈ [n]
}
,
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where a and b are n-dimensional vectors, Q ∈ Rn×n is a positive semidefinite
(PSD) matrix and [n] := {1, 2, . . . , n}. For each i ∈ [n], the complementary
constraint yi(1 − xi) = 0, along with the indicator variable xi ∈ {0, 1}, is
used to state that yi = 0 whenever xi = 0. Numerous applications, including
portfolio optimization [12], optimal control [27], image segmentation [35],
signal denoising [8] are either formulated as (QI) or can be relaxed to (QI).
Building strong convex relaxations of (QI) is instrumental in solving it
effectively. A number of approaches for developing linear and nonlinear valid
inequalities for (QI) are considered in literature. Dong and Linderoth [23]
describe lifted linear inequalities from its continuous quadratic optimization
counterpart with bounded variables. Bienstock and Michalka [13] derive
valid linear inequalities for optimization of a convex objective function over
a non-convex set based on gradients of the objective function. Valid linear
inequalities for (QI) can also be obtained using the epigraph of bilinear
terms in the objective [e.g. 14, 21, 32, 40]. In addition, several specialized
results concerning optimization problems with indicator variables exist in
the literature [6, 9, 11, 16, 20, 29, 30, 39, 41].
A powerful approach for nonconvex quadratic optimization problems is
semidefinite programming (SDP) reformulation, first proposed by Shor [42].
Specifically, a convex relaxation is constructed by introducing a rank-one
matrix Z representing zz′, where z is the decision vector, and then forming
the semidefinite relaxation Z  zz′. Such SDP relaxations have been widely
utilized in numerous applications, including max-cut problems [28], hidden
partition problems of finding clusters in large network datasets [36], matrix
completion problems [2, 19], power systems [24], robust optimization prob-
lems [10]. Sufficient conditions for exactness of SDP relaxations are also
studied in the literature [e.g. 18, 34, 38, 43, 44].
There is a substantial body of research on the perspective formulation of
convex univariate functions with indicators [1, 22, 23, 25, 31, 33, 45]. When
Q is diagonal, y′Qy is separable and the perspective formulation provides the
convex hull of the epigraph of y′Qy with indicator variables by strengthen-
ing each term Qiiy
2
i with its perspective counterpart Qiiy
2
i /xi, individually.
For the general case, however, convex relaxations based on the perspective
reformulation may not be strong. The computational experiments in [26]
demonstrate that as Q deviates from a diagonal matrix, the performance of
the perspective formulation deteriorates.
Beyond the perspective reformulation, which is based on the convex hull
of the epigraph of a univariate convex quadratic function with one indica-
tor variable, the convexification for the bivariate case has received attention
recently. Convex hulls of univariate and bivariate cases can be used as
building blocks to strengthen (QI) by decomposing y′Qy into a sequence
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of low-dimensional terms. Jeon et al. [37] give conic quadratic valid in-
equalities for the bivariate case. Frangioni et al. [26] combine perspective
reformulation and disjunctive programming and apply them to the bivariate
case. Atamtu¨rk and Go´mez [4] study the convex hull of the mixed-integer
epigraph of (y1 − y2)2 with indicators. Atamtu¨rk et al. [7] give the convex
hull of the more general set
Z− :=
{
(x, y, t) ∈ I2 × R+ : t ≥ d1y21 − 2y1y2 + d2y22
}
,
with coefficients d ∈ D := {d ∈ R2 : d1 ≥ 0, d2 ≥ 0, d1d2 ≥ 1}. The condi-
tions on the coefficients d1, d2 imply convexity of the quadratic. Atamtu¨rk
and Go´mez [5] study the case where the continuous variables are free and the
rank of the coefficient matrix is one in the context of sparse linear regression.
Burer and Anstreicher [17] give an extended SDP formulation for the con-
vex hull of the 2× 2 bounded set {(y, yy′, xx′) : 0 ≤ y ≤ x ∈ {0, 1}2}. Their
formulation does not assume convexity of the quadratic function and con-
tain PSD matrix variables X and Y as proxies for xx′ and yy′ as additional
variables. Anstreicher and Burer [3] study computable representations of
convex hulls of low dimensional quadratic forms without indicator variables.
Contributions. There are three main contributions in this paper.
1. We show the equivalence between the optimal perspective reformulation
and Shor’s SDP formulation for (QI). These two formulations have been
studied extensively in literature. While it is known that Shor’s SDP for-
mulation is at least as strong as the perspective formulation [22], the other
direction has not been explored. We show in this paper that these two
formulations are in fact equivalent.
2. Bivariate case: We describe the convex hull of the epigraph of a convex
bivariate quadratic with a positive cross product and indicators. Consider
Z+ :=
{
(x, y, t) ∈ I2 × R+ : t ≥ d1y21 + 2y1y2 + d2y22
}
,
where d ∈ D. Observe that any bivariate convex quadratic with positive
off-diagonals can be written as d1y
2
1 + 2y1y2 +d2y
2
2 by scaling appropriately.
Therefore, Z+ is the complementary set to Z− and, together, Z+ and Z−
model epigraphs of all bivariate convex quadratics with indicators.
In this paper, we propose conic quadratic extended formulations to de-
scribe cl conv(Z−) and cl conv(Z+).We also give the explicit description of
cl conv(Z+) in the original space of the variables. The corresponding convex
envelope of the bivariate function is a four-piece function. While the ideal
formulations of Z− can be conveniently described with two simpler valid
“extremal” inequalities [7], a similar result does not hold for Z+ (see Ex-
ample 1 in §3). The derivation of ideal formulations for the more involved
4 SHAONING HAN, ANDRE´S GO´MEZ AND ALPER ATAMTU¨RK
set Z+ differs significantly from the methods in [7]. The complementary
results of this paper and [7] for Z− complete the convex hull descriptions of
bivariate convex functions with indicators.
3. General case: We develop an optimal SDP relaxation based on 2 × 2
convexifications for (QI). In order to construct a strong convex formulation
for (QI), we extract a sequence of 2 × 2 PSD matrices from Q such that
the residual term is a PSD matrix as well, and convexify each bivariate
quadratic term utilizing the descriptions of cl conv(Z+) and cl conv(Z−).
This approach works very well when Q is 2 × 2 PSD decomposable, i.e.,
when Q is scaled-diagonally dominant [15]. Otherwise, a natural question
is how to optimally decompose y′Qy into bivariable convex quadratics and
a residual convex quadratic term so as to achieve the best strengthening.
We address this question by deriving an optimal convex formulation using
SDP duality. The new SDP formulation dominates any formulation obtained
through a 2 × 2-decomposition scheme. This formulation is also stronger
than other SDP formulations in the literature (see Figure 1), including the
optimal perspective formulation [22], Shor’s SDP formulation [42], and the
optimal rank-one convexification [5]. In addition, the proposed formulation
is solved many orders of magnitude faster than the 2 × 2-decomposition
approaches based on disjunctive programming [26].
Natural QP
relaxation
Optimal
perspective
OptPersp
Shor SDP
Optimal
rank-one
OptRankOne
Optimal pairs
OptPairs
Figure 1. Relationship between the convex relaxations for (QI) dis-
cussed in this paper. Rectangular frames and circle frames indicate
formulations in the literature and the new formulation in this paper,
respectively. The arrow direction A→B indicates that formulation B
is stronger than formulation A. Solid and dashed lines indicate existing
relations in the literature and relations shown in this paper, respectively.
Outline. The rest of the paper is organized as follows. In §2 we review
the optimal perspective formulation and Shor’s SDP formulation for (QI)
and show that these two formulations are equivalent. In §3 we provide a
conic quadratic formulation of cl conv(Z+) and cl conv(Z−) in an extended
space and derive the explicit form of cl conv(Z+) in the original space. In
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§4, employing the results in §3, we give a strong convex relaxation for (QI)
using SDP techniques. In §5, we compare the strength of the proposed SDP
relaxation with others in literature. In §6, we present computational results
demonstrating the effectiveness of the proposed convex relaxations. Finally,
in §7, we conclude with a few final remarks.
Notation. Throughout, we adopt the following convention for division by
0: given a ≥ 0, a2/0 =∞ if a 6= 0 and a2/0 = 0 if a = 0. For a set X ⊆ Rn,
cl conv(X ) denotes the closure of the convex hull of X . For a vector v,
diag(v) denotes the diagonal matrix V with Vii = vi for each i. Finally, Sn+
refers to the cone of n× n real PSD matrices.
2. Optimal perspective formulation vs. Shor’s SDP
In this section we analyze two well-known convex formulations: the op-
timal perspective formulation and Shor’s SDP. We first introduce the two
formulations and then show that when applied to (QI), they are equivalent.
First, we consider set
X0 =
{
(x, y, t) ∈ {0, 1} × R2+ : t ≥ y2, (1− x)y = 0
}
.
The convex hull of X0 can be described with the perspective reformulation
cl conv(X0) =
{
(x, y, t) ∈ [0, 1]× R2+ : t ≥ y2/x
}
.
Splitting Q into some diagonal PSD matrix D and a PSD residual, i.e., Q−
D  0, one can apply the perspective reformulation to each diagonal term,
by replacing Diiy
2
i with Diiy
2
i /xi, to get a valid convex relaxation of (QI)–
after relaxing integrality constraints in x and dropping the complementary
constraints yi(1− xi) = 0. Dong et al. [22] describe an optimal perspective
relaxation for (QI). They show that every such perspective relaxation is
dominated by the optimal perspective relaxation:
min a′x+ b′y + 〈Q,Y 〉 (2a)
(OptPersp) s.t. Y − yy′  0 (2b)
y2i ≤ Yiixi ∀i ∈ [n] (2c)
0 ≤ x ≤ 1, y ≥ 0. (2d)
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Next, we consider Shor’s SDP relaxation for problem (QI):
min a′x+ b′y +
n∑
i=1
n∑
j=1
QijZij (3a)
s.t. yi − Zi,i+n = 0 ∀i ∈ [n] (3b)
(Shor) xi − Zi+n,i+n = 0 ∀i ∈ [n] (3c)
Z −
(
y
x
)(
y′ x′
)  0 (3d)
0 ≤ x ≤ 1, y ≥ 0, (3e)
where Z ∈ R2n×2n such that Zii is a proxy for y2i , Zi+n,i+n is a proxy for x2i ,
Zi,i+n is a proxy for xiyi, i ∈ [n], and Zij is a proxy for yiyj for 1 ≤ i, j ≤ n.
It is known that Shor is at least as strong as OptPersp [23], as constraints
(2c) are implied from the positive definiteness of some 2×2 principal minors
of (3d). We show below that the two formulations are, in fact, equivalent.
As OptPersp is a much smaller formulation than Shor, it is preferred.
Theorem 1. Shor is equivalent to OptPersp.
Proof. First we verify Shor is at least as strong as OptPersp by checking
that constraints (2b)–(2c) are implied from (3d). Let Yij = Zij for any
1 ≤ i, j ≤ n. By Schur Complement Lemma,
Z −
(
y
x
)(
y′ x′
)  0 ⇐⇒
 1 y′ x′y
x
Z
  0.
Since Y is a principle submatrix of Z, we have(
1 y′
y Y
)
 0⇔ Y − yy′  0.
Moreover, constraint (3d) also implies that for any i = 1, 2, . . . , n,(
Zii Zi,i+n
Zi,i+n Zi+n,i+n
)
 0. (4)
After substituting Yii = Zii, xi = Zi+n,i+n, and yi = Zi,i+n, we find that
(4) is equivalent to Yiixi ≥ y2i in OptPersp, concluding the argument.
We next prove that OptPersp is at least as strong as Shor, by showing
that for any given feasible solution (x, y, Y ) of OptPersp it is possible to
construct a feasible solution of Shor with same objective value. We rewrite
Z in the form Z =
(
Y U
U ′ V
)
. For a fixed feasible solution (x, y, Y ) of
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OptPersp consider the optimization problem
λ∗ := min
λ,U,V
λ (5a)
s.t.
1 y′ x′y Y U
x U ′ V
+ λI  0 (5b)
Uii = yi, ∀i ∈ [n] (5c)
Vii = xi, ∀i ∈ [n], (5d)
where I is the identity matrix. Observe that if λ∗ ≤ 0, then an optimal
solution of (5) satisfies (3d) and thus induces a feasible solution of Shor. We
show next that this is, indeed, the case.
One can verify that the strong duality holds for (5) since λ can be an
arbitrary positive number to make the matrix inequality hold strictly. Let
Y˜ =
(
1 y′
y Y
)
and consider the SDP dual of (5):
λ∗ = max
R,s,t,z
− 〈Y˜ , R〉 −
∑
i
(2xizi + tixi + 2siyi) (6a)
s.t.
 R z′diag(s)
z diag(s) diag(t)
  0 (6b)
Tr(R) +
∑
i
ti = 1, (6c)
where R, z, diag(s), diag(t) are the dual variable associated with Y˜ +λI, x, U,
and V + λI, respectively. Note that we abuse the symbol I to represent the
identity matrices of different dimensions. Because the off-diagonal elements
of U and V do not appear in the primal objective function and constraints
other than (5b), the corresponding dual variables are zero.
Note that to show λ∗ ≤ 0, it is sufficient to consider a relaxation of (6a).
Therefore, dropping (6c), it is sufficient to show that
〈Y˜ , R〉+
∑
i
(2xizi + tixi + 2siyi) ≥ 0 (7)
for all t ≥ 0, s, z, and R satisfying (6b).
Observe that if ti = 0, then si = zi = 0 in any solution satisfying (6b).
In this case, all such terms indexed by i vanish in (7). Therefore, it suffices
to prove (7) holds for all t > 0.
For t > 0, by Schur Complement Lemma, (6b) is equivalent to
R 
(
z′
diag(s)
)
diag−1(t)
(
z diag(s)
)
. (8)
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Moreover, since Y˜  0, we find that
〈Y˜ , R〉 ≥ 〈Y˜ ,
(
z′
diag(s)
)
diag−1(t)
(
z diag(s)
)〉
whenever R satisfies (8). Substituting the term 〈Y˜ , R〉 in (7) by its lower
bound, it suffices to show that
〈Y˜ ,
(
z′
diag(s)
)
diag−1(t)
(
z diag(s)
)〉+∑
i
(2xizi + tixi + 2siyi) ≥ 0, (9)
holds for all t > 0, s, z and R satisfying (8). A direct computation shows
that
(
z′
diag(s)
)
diag−1(t)
(
z diag(s)
)
=

∑
i z
2
i /ti z1s1/t1 · · · znsn/tn
z1s1/t1 s
2
1/t1
...
. . .
znsn/tn s
2
n/tn

with all off-diagonal elements equal to 0, except for the first row/column.
Thus, (9) reduces to the separable expression
∑
i
(
z2i
ti
+
2zisiyi
ti
+
s2i
ti
Yii + 2xizi + xiti + 2yisi
)
≥ 0.
For each term, we have
z2i
ti
+
2zisiyi
ti
+
s2i
ti
Yii + 2xizi + xiti + 2yisi
= (z2i + 2zisiyi + s
2
iYii)/ti + xiti + 2xizi + 2yisi
≥ 2
√
xi(z2i + 2zisiyi + s
2
iYii) + 2xizi + 2yisi
≥ 0,
where the first inequality follows from the mean-value inequality a + b ≥
2
√
ab for a, b ≥ 0. The last inequality holds trivially if 2xizi + 2yisi ≥ 0;
otherwise, we have√
xi(z2i + 2zisiyi + s
2
iYii) ≥ −(xizi + yisi)
⇐⇒ xi(z2i + 2zisiyi + s2iYii) ≥ (xizi + yisi)2
⇐⇒ xiz2i (1− xi) + s2i (xiYii − y2i ) ≥ 0. (as 0 ≤ xi ≤ 1 and xiYii ≥ y2i )
In conclusion, λ∗ ≤ 0 and this completes the proof. 
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3. Convex hull description of Z+
In this section, we give ideal convex formulations for
Z+ =
{
(x, y, t) ∈ I1 × R+ : t ≥ d1y21 + 2y1y2 + d2y22
}
.
When d1 = d2 = 1, Z+ reduces to the simpler rank-one set
X+ =
{
(x, y, t) ∈ I1 × R+ : t ≥ (y1 + y2)2
}
.
Set X+ is of special interest as it arises naturally in (QI) when Q is a diagonal
dominant matrix, see computations in §6.1 for details. As we shall see, the
convex hulls of Z+ and X+ are significantly more complicated than their
complementary sets Z− and X− studied earlier. In §3.1, we develop an
SOCP-representable extended formulation of cl conv(Z+). Then, in §3.2,
we derive the explicit form of cl conv(Z+) in the original space of variables.
3.1. Conic quadratic-representable extended formulation. We start
by writing Z+ as the disjunction of four convex sets defined by all values of
the indicator variables; that is,
Z+ = Z1+ ∪ Z2+ ∪ Z3+ ∪ Z4+,
where Z i+, i = 1, 2, 3, 4 are convex sets defined as:
Z1+ = {(1, 0, u, 0, t1) : t1 ≥ d1u2, u ≥ 0},
Z2+ = {(0, 1, 0, v, t2) : t2 ≥ d2v2, v ≥ 0},
Z3+ = {(1, 1, w1, w2, t3) : t3 ≥ d1w21 + 2w1w2 + d2w22, w1 ≥ 0, w2 ≥ 0},
Z4+ = {(0, 0, 0, 0, t4) : t4 ≥ 0}.
By the definition, a point (x1, x2, y1, y2, t) ∈ conv(Z+) if and only if it can be
written as a convex combination of four points belonging in Z i+, i = 1, 2, 3, 4.
Using λ = (λ1, λ2, λ3, λ4) as the corresponding weights, (x1, x2, y1, y2, t) ∈
conv(Z+) if and only if the following inequality system has a feasible solution
λ1 + λ2 + λ3 + λ4 = 1 (10a)
x1 = λ1 + λ3, x2 = λ2 + λ3 (10b)
y1 = λ1u+ λ3w1, y2 = λ2v + λ3w2 (10c)
t = λ1t1 + λ2t2 + λ3t3 + λ4t4 (10d)
t1 ≥ d1u2, t2 ≥ d2v2, t3 ≥ d1w21 + 2w1w2 + d2w22, t4 ≥ 0 (10e)
u, v, w1, w2, λ1, λ2, λ3, λ4 ≥ 0. (10f)
We will now simplify (10). First, by FourierMotzkin elimination, one can
substitute t1, t2, t3, t4 with their lower bounds in (10e) and reduce (10d) to
t ≥ λ1d1u2 + λ2d2v2 + λ3(d1w21 + 2w1w2 + d2w22). Similarly, since λ4 ≥ 0,
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one can eliminate λ4 and reduce (10a) to
∑3
i=1 λi ≤ 1. Next, using (10c),
one can substitute u = (y1 − λ3w1)/λ1 and v = (y2 − λ3w2)/λ2. Finally,
using (10b), one can substitute λ1 = x1 − λ3 and λ2 = x2 − λ3 to arrive at
max{0, x1 + x2 − 1} ≤ λ3 ≤ min{x1, x2} (11a)
λ3wi ≤ yi, i = 1, 2 (11b)
wi ≥ 0, i = 1, 2 (11c)
t ≥ d1(y1−λ3w1)
2
x1−λ3 +
d2(y2−λ3w2)2
x2−λ3 +λ3(d1w
2
1 + 2w1w2 + d2w
2
2), (11d)
where (11a) results from the nonnegativity of λ1, λ2, λ3, λ4, (11b) from the
nonnegativity of u and v. Finally, observe that (11b) is redundant for (11):
indeed, if there is a solution (λ,w, t) satisfying (11a), (11c) and (11d) but
violating (11b), one can decrease w1 and w2 such that (11b) is satisfied
without violating (11d).
Redefining variables in (11), we arrive at the following conic quadratic-
representable extended formulation for cl conv(Z+) and its rank-one special
case cl conv(X+).
Proposition 1. The set cl conv(Z+) can be represented as
cl conv(Z+) =
{
(x, y, t) ∈ [0, 1]2 × R3+ : ∃λ ∈ R+, z ∈ R2+ s.t.
x1 + x2 − 1 ≤ λ ≤ min{x1, x2},
t ≥ d1(y1−z1)2x1−λ +
d2(y2−z2)2
x2−λ +
d1z21+2z1z2+d2z
2
2
λ
}
·
Corollary 1. The set cl conv(X+) can be represented as
cl conv(X+) =
{
(x, y, t) ∈ [0, 1]2 × R3+ : ∃λ ∈ R+, z ∈ R2+ s.t.
x1 + x2 − 1 ≤ λ ≤ min{x1, x2},
t ≥ (y1 − z1)
2
x1 − λ +
(y2 − z2)2
x2 − λ +
(z1 + z2)
2
λ
}
·
Remark 1. One can apply similar arguments to the complementary set Z−
to derive an SOCP representable formulation of its convex hull as
cl conv(Z−) =
{
(x, y, t) ∈ [0, 1]2 × R3+ : ∃λ ∈ R+, z ∈ R2 s.t.
x1 + x2 − 1 ≤ λ ≤ min{x1, x2},
z1 ≤ y1, z2 ≤ y2,
t ≥ d1(y1−z1)2x1−λ +
d2(y2−z2)2
x2−λ +
d1z21−2z1z2+d2z22
λ
}
·
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This extended formulation is smaller than the one given Atamtu¨rk et al. [7]
for cl conv(Z−).
3.2. Description in the original space of variables x, y, t. The purpose
of this section is to express cl conv(Z+) and cl conv(X+) in the original space.
Let Λ := {λ ∈ R : max{0, x1 + x2 − 1} ≤ λ ≤ min{x1, x2}}, i.e., the set
of feasible λ implied by constraint (11a). Define
G(λ,w) :=
d1(y1 − λw1)2
x1 − λ +
d2(y2 − λw2)2
x2 − λ + λ(d1w
2
1 + 2w1w2 + d2w
2
2)
and g : Λ→ R as
g(λ) := min
w∈R2+
G(λ,w).
Note that as G is SOCP-representable, it is convex. We first prove an
auxiliary lemma that will be used in the derivation.
Lemma 1. Function g is non-decreasing over Λ.
Proof. Note that for any fixed w and λ < min{x1, x2}, we have
∂G(λ,w)
∂λ
=
d1[2(λw1 − y1)w1(x1 − λ) + (y1 − λw1)2]
(x1 − λ)2
+
d2[2(λw2 − y2)w2(x2 − λ) + (y2 − λw2)2]
(x2 − λ)2
+ (d1w
2
1 + 2w1w2 + d2w
2
2)
=
d1[w
2
1(x1 − λ)2 + 2(λw1 − y1)w1(x1 − λ) + (y1 − λw1)2]
(x1 − λ)2
+
d2[w
2
2(x2 − λ2)2 + 2(λw2 − y2)w2(x2 − λ) + (y2 − λw2)2]
(x2 − λ)2
+ 2w1w2
=
d1(w1x1 − y1)2
(x1 − λ)2 +
d2(w2x2 − y2)2
(x2 − λ)2 + 2w1w2
≥ 0.
Therefore, for fixed w, G(·, w) is nondecreasing. Now for λ˜ ≤ λˆ, let w˜ and
wˆ be optimal solutions defining g(λ˜) and g(λˆ). Then,
g(λ˜) = G(λ˜, w˜) ≤ G(λ˜, wˆ) ≤ G(λˆ, wˆ) = g(λˆ),
proving the claim. 
We now state and prove the main result in this subsection.
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Proposition 2. Define
f(x, y, λ; d) :=
(d1d2 − 1)(d1x2y21 + d2x1y22) + 2λd1d2y1y2 + λ(d1y21 + d2y22)
(d1d2 − 1)x1x2 − λ2 + λ(x1 + x2) ,
and
f∗+(x, y; d) :=

d1y21
x1
+
d2y22
x2
if x1 + x2 ≤ 1
d2y22
x2
+
d1y21
1−x2 if 0 ≤ x1 + x2 − 1 ≤ (x1y2 − d1x2y1)/y2
d1y21
x1
+
d2y22
1−x1 if 0 ≤ x1 + x2 − 1 ≤ (x2y1 − d2x1y2)/y1
f(x, y, x1 + x2 − 1) o.w.
Then, the set cl conv(Z+) can be expressed as
cl conv(Z+) = {(x, y, t) ∈ [0, 1]2 × R3+ : t ≥ f∗+(x1, x2, y1, y2; d1, d2)}.
Proof. First, observe that we may assume x1, x2 > 0, as otherwise x1 +x2 ≤
1 and f∗+ reduces to the perspective function for the univeriate case. To
find the representation in the original space of variables, we first project out
variables z in Proposition 1. Specifically, notice that g(λ) can be rewritten
in the following form by letting zi = λwi, i = 1, 2:
g(λ) = min
d1(y1 − z1)2
x1 − λ +
d2(y2 − z2)2
x2 − λ +
d1z
2
1 + 2z1z2 + d2z
2
2
λ
(12)
s.t. zi ≥ 0, i = 1, 2. (si)
By Proposition 1, a point (x, y, t) ∈ [0, 1]2 × R3+ belongs to cl conv(Z+) if
and only if t ≥ minλ∈Λ g(λ). For given λ ∈ Λ, optimization problem (12)
is convex with affine constraints, thus Slater condition holds. Hence, the
following KKT conditions are necessary and sufficient for the minimizer:
2d1
x1 − λ(z1 − y1) +
2(d1z1 + z2)
λ
− s1 = 0 (13a)
2d2
x2 − λ(z2 − y2) +
2(d2z2 + z1)
λ
− s2 = 0 (13b)
z1s1 = 0 (13c)
z2s2 = 0 (13d)
si, zi ≥ 0, i = 1, 2. (13e)
Let us analyze the KKT system considering the positiveness of s1 and s2.
• Case s1 > 0. By (13c), z1 = 0 and by (13a), z2 > 0, which implies
s2 = 0 from (13d). Hence, (13a) and (13b) reduce to
2z2
λ
=
2d1
x1 − λy1 + s1
2d2
x2 − λ(z2 − y2) +
2d2z2
λ
= 0.
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Solving these two linear equations, we get z2 =
y2
x2
λ and s1 = 2(
y2
x2
−
d1y1
x1−λ). This also indicates s1 ≥ 0 iff λ ≤ (x1y2 − d1x2y1)/y2. By
replacing the variables with their optimal values in the objective
function (12), we find that
g(λ) =
d1y
2
1
x1 − λ +
d2
x2 − λ
(
y2 − y2
x2
λ
)2
+
d2
λ
(
y2
x2
λ
)2
(14a)
=
d1y
2
1
x1 − λ +
d2y
2
2
x2
(14b)
when λ ∈ [0, (x1y2 − d1x2y1)/y2] ∩ Λ.
• Case s2 > 0. Similarly, we find that
g(λ) =
d1y
2
1
x1
+
d2y
2
2
x2 − λ (15)
when λ ∈ [0, (x2y1 − d2x1y2)/y1] ∩ Λ.
• Case s1 = s2 = 0. In this case, (13a) and (13b) reduce to(
d1x1 x1 − λ
x2 − λ d2x2
)(
z1
z2
)
= λ
(
d1y1
d2y2
)
.
If λ > 0, the determinant of the matrix is (d1d2 − 1)x1x2 + λ(x1 +
x2 − λ) > 0 and the system has a unique solution. It follows that(
z1
z2
)
= λ
(
d1x1 x1 − λ
x2 − λ d2x2
)−1(
d1y1
d2y2
)
,
i.e.,
z1 =
λ(d1d2x2y1 + (λ− x1)d2y2)
(d1d2 − 1)x1x2 − λ2 + λ(x1 + x2) ,
z2 =
λ(d1d2x1y2 + (λ− x2)d1y1)
(d1d2 − 1)x1x2 − λ2 + λ(x1 + x2) .
Therefore, the bounds z1, z2 ≥ 0 imply lower bounds
λ ≥ (x1y2 − d1x2y1)/y2, λ ≥ (x2y1 − d2x1y2)/y1
on λ. Moreover, from (13a) and (13b), we have
d1(y1 − z1)
x1 − λ =
d1z1 + z2
λ
and
d2(y2 − z2)
x2 − λ =
d2z2 + z1
λ
·
By substituting the two equalities in (12), we find that
g(λ) =
(
d1y1z1 + y1z2 + d2y2z2 + y2z1
)
/λ
=
(d1d2 − 1)(d1x2y21 + d2x1y22) + 2λd1d2y1y2 + λ(d1y21 + d2y22)
(d1d2 − 1)x1x2 − λ2 + λ(x1 + x2) .
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By the convention of division by 0, the above discussion for this case
is also applicable when λ = 0. Therefore,
g(λ) = f(x, y, λ; d) (16)
when λ ∈ [max{(x1y2 − d1x2y1)/y2, (x2y1 − d2x1y2)/y1,+∞} ∩ Λ].
To see that the three pieces of g(λ) considered above are, indeed, mutually
exclusive, observe that when λ ≤ (x1y2 − d1x2y1)/y2, this is, y2(x1−λ)x2y1 ≥ d1,
we have d2y2y1
x1−λ
x2
≥ d1d2 ≥ 1. Since x1−λx2 x2−λx1 ≤ x1x2 x2x1 = 1, it holds
d2y2
y1
x1−λ
x2
≥ x1−λx2 x2−λx1 , that is, λ ≥ (x2y1 − d2x1y2)/y1.
Finally, notice when λ = 0, (14), (15), and (16) reduce to
g(0) =
d1y
2
1
x1
+
d2y
2
2
x2
·
By Lemma 1, minλ∈Λ g(λ) = g(max{0, x1 + x2 − 1}). Combining this fact
with the above discussion, Proposition 2 holds. 
Remark 2. For further intuition, we now comment on the validity of each
piece of t ≥ f∗+(x, y; d) over [0, 1]2 × R3+ for Z+. Because the first piece
can be obtained by dropping the nonnegative cross product term y1y2 and
then strengthening t ≥ y21 + y22 using perspective reformulation, it is valid
everywhere. When x1 + x2 < 1 and y1, y2 > 0, t ≥ y2i /xi + y2j /(1 − xi) >
f∗+(x, y; 1, 1) for i 6= j. Therefore, the second and the third pieces are not
valid on the domain [0, 1]2 × R3+.
If d1d2 > 1, the last piece t ≥ f(x, y, x1 + x2 − 1; d) is not valid for
cl conv(Z+) everywhere, as seen by exhibiting a point (x, y, t) ∈ cl conv(Z+)
violating t ≥ f(x, y, x1 + x2 − 1; d). To do so, let
(x1, x2, y1, y2, t) = (0.5,
1
d1d2 + 1
+ ,
1√
d1
, 2
√
d1, f
∗
+(x, y)),
where  > 0 is small enough so that x1 + x2 < 1, i.e., x2 < 0.5. With this
choice, f∗+(x, y) = d1y21/x1 +d2y22/x2. Let λ˜ = x1 +x2−1, then λ˜(x1 +x2)−
λ˜2 = λ˜. Hence, for point (x, y, t), we have
f(x, y, λ˜; d) =
(d1d2 − 1)(d1x2y21 + d2x1y22) + 2λ˜d1d2y1y2 + λ˜(d1y21 + d2y22)
(d1d2 − 1)x1x2 + λ˜
=
(d1d2 − 1)x1x2(d1y21/x1 + d2y22/x2) + λ˜(d1y21 + 2d1d2y1y2 + d2y22)
(d1d2 − 1)x1x2 + λ˜
=(1− α)f∗+(x, y) + α(d1y21 + 2d1d2y1y2 + d2y22),
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where α = λ˜/((d1d2 − 1)x1x2 + λ˜). Since λ˜ < 0, α < 0 if and only if
(d1d2 − 1)x1x2 + x1 + x2 − 1 > 0
⇐⇒ d1d2 > (1− x1)(1− x2)
x1x2
=
1
x2
− 1 (by x1 = 0.5)
⇐⇒ x2 > 1
d1d2 + 1
,
which is true by the choice of x2. Moreover,
f∗+(x, y) = d1y
2
1/x1 + d2y
2
2/x2 = 2 + 8d1d2
>d1y
2
1 + 2d1d2y1y2 + d2y
2
2 = 1 + 8d1d2.
This indicates f(x, y, λ˜; d) > (1−α)f∗+(x, y)+αf∗+(x, y) = f∗+(x, y) = t, that
is, t ≥ f(x, y, x1 + x2 − 1; d) is violated.
Observe that if d1d2 = 1, then f(x, y, x1 +x2−1; d) reduces to the original
quadratic d1y
2
1 +2y1y2 +d2y2. Otherwise, although t ≥ f(x, y, x1 +x2−1; d)
appears complicated, the next proposition implies that it is convex over its
restricted domain and can, in fact, be stated as an SDP constraint.
Proposition 3. If d1d2 > 1 and x1+x2−1 > 0, then t ≥ f(x, y, x1+x2−1; d)
can be rewritten as the SDP constraintt/(d1d2 − 1) y1 y2y1 d2x1 + x2/d1 − 1/d1 −x1 − x2 + 1
y2 −x1 − x2 + 1 x1/d2 + d1x2 − 1/d2
  0.
Proof. Notice that for λ = x1 + x2 − 1 > 0, f(x, y, λ; d) can be rewritten in
the form
f(x, y, λ; d) =
1
D
yˆ′A∗yˆ,
where D = (d1d2 − 1)x1x2 + x1 + x2 − 1 > 0, yˆ′ = (
√
d1y1,
√
d2y2) and
A∗ =
(
(d1d2 − 1)x2 + λ
√
d1d2λ√
d1d2λ (d1d2 − 1)x1 + λ
)
.
Observe det(A∗) = (d1d2 − 1)D. Hence,
f(x, y, λ; d) =
(d1d2 − 1)
det(A∗)
yˆTA∗yˆ = (d1d2 − 1)yˆTA−1yˆ,
where A is the adjugate of A∗, i.e.,
A =
(
(d1d2 − 1)x1 + λ −
√
d1d2λ
−√d1d2λ (d1d2 − 1)x2 + λ
)
·
Note that A  0. By Schur Complement Lemma, t/(d1d2 − 1) ≥ yˆ′A−1yˆ if
and only if (
t/(d1d2 − 1) yˆT
yˆ A
)
 0,
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i.e., t/(d1d2 − 1) √d1y1 √d2y2√d1y1 (d1d2 − 1)x1 + λ −√d1d2λ√
d2y2 −
√
d1d2λ (d1d2 − 1)x2 + λ
  0,
which is further equivalent tot/(d1d2 − 1) y1 y2y1 (d1d2 − 1)x1/d1 + λ/d1 −λ
y2 −λ (d1d2 − 1)x2/d2 + λ/d2
  0.
The conclusion follows by taking λ = x1 + x2 − 1. 
From Proposition 2, we get the convex hull of rank-one case X+ by setting
d1 = d2 = 1.
Corollary 2.
cl conv(X+) =
{
(x, y, t) ∈ [0, 1]2 × R3+ : t ≥ f1+(x, y)
}
,
where
f1+(x, y) =

y21
x1
+
y22
x2
if x1 + x2 ≤ 1
y22
x2
+
y21
1−x2 if 0 ≤ x1 + x2 − 1 ≤ (x1y2 − x2y1)/y2
y21
x1
+
y22
1−x1 if 0 ≤ x1 + x2 − 1 ≤ (x2y1 − x1y2)/y1
(y1 + y2)
2 o.w.
One way to employ f1+ to define valid inequalities for Z+ is to consider
the two decompositions of the bivariate quadratic function given by
d1y
2
1 + 2y1y2 + d2y
2
2 = d1(y1 +
y2
d1
)2 + (d2 − 1
d1
)y22
= d2(
y1
d2
+ y2)
2 + (d1 − 1
d2
)y22.
Applying perspective reformulation and Corollary 2 to the separable and
pairwise quadratic terms, respectively, one can obtain two simple valid in-
equalities for Z+:
t ≥ d1f1+(x1, x2, y1, y2
d1
) + (d2 − 1
d1
)
y22
x2
(17a)
t ≥ d2f1+(x1, x2, y1
d2
, y2) + (d1 − 1
d2
)
y21
x1
. (17b)
Atamtu¨rk et al. [7] show that, for the complementary set Z−, counterparts of
(17) along with the bound constraints are sufficient to describe cl conv(Z−).
However, the following example shows that this is not true for cl conv(Z+),
highlighting the more complicated structure of cl conv(Z+) compared to its
complementary set cl conv(Z−).
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Example 1. Consider Z+ with d1 = d2 = d = 2, and let x1 = x2 = x = 2/3,
y1 = y2 = y > 0 and t = f
∗
+(x, y). Then (x, y, t) ∈ cl conv(Z+). On the one
hand, x1 + x2 > 1 implies
t = f∗+(x, y) = f(2/3, 2/3, y, y, 1/3) =
133
11
y2.
On the other hand, f1+(x, x, y, y/d) = (y + y/d)
2 = 9/2y2 indicates that
(17) reduces to
t ≥ 27
4
y2.
Since 13311 y
2 > 274 y
2, (17) holds strictly at this point. 
For completeness, we finish this section, recalling the convex hull of Z−
in the original space of variables as given in [7]:
cl conv(Z−) =
{
(x, y, t) ∈ [0, 1]2 × R3+ : t ≥ f∗−(x1, x2, y1, y2; d1, d2)
}
where
f∗−(x, y; d) =

d1y21−2y1y2+y22/d1
x1
+
y22
x2
(
d2 − 1d1
)
if x1 ≥ x2 and d1y1 ≥ y2
d1y21−2y1y2+d2y22
x2
if x1 ≥ x2 and d1y1 ≤ y2
d1y21−2y1y2+d2y22
x1
if x1 ≤ x2 and y1 ≥ d2y2
y21/d2−2y1y2+d2y22
x2
+
y21
x1
(
d1 − 1d2
)
if x1 ≤ x2 and y1 ≤ d2y2.
4. An SDP relaxation for (QI)
In this section, we will give an extended SDP relaxation for (QI) utiliz-
ing the convex hull results obtained in the previous section. Introducing a
symmetric matrix variable Y , let us write (QI) as
min
{
a′x+ b′y + 〈Q,Y 〉 : Y  yy′, (x, y) ∈ In
}
. (18)
Suppose for a class of PSD matrices Π ⊆ Sn+ we have an underestimator
fP (x, y) for y
′Py for any P ∈ Π. Then, since 〈P, Y 〉 ≥ y′Py, we obtain a
valid inequality
fP (x, y)− 〈P, Y 〉 ≤ 0, P ∈ Π (19)
for (18). For example, if Π is the set of diagonal PSD matrices and fP (x, y) =∑
i Piiy
2
i /xi, for P ∈ Π, then inequality (19) is the perspective inequality.
Furthermore, since (19) holds for any P ∈ Π, one can take the supremum
over all P ∈ Π to get an optimal valid inequality of the type (19)
sup
P∈Π
fP (x, y)− 〈P, Y 〉 ≤ 0. (20)
Back to the example of perspective reformulation, inequality (20) becomes
sup
P0 diagonal
{∑
i
Pii
(
y2i /xi − Yii
)}
≤ 0,
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which can be further reduced to the closed form y2i ≤ Yiixi, ∀i ∈ [n]. Thus,
the optimal perspective formulation OptPersp can be regarded as a special
case obtained via this scheme.
Letting Π be the class of 2 × 2 PSD matrices and fP (·) as the function
describing the convex hull of the mixed-integer epigraph of y′Py, one can
derive new valid inequalities for (QI). Specifically, using the extended formu-
lations for f∗+(x, y; d) and f∗−(x, y; d) describing cl conv(Z+) and cl conv(Z−),
we have
f∗+(x, y; d) = min
z,λ
d1(y1 − z1)2
x1 − λ +
d2(y2 − z2)2
x2 − λ +
d1z
2
1 + 2z1z2 + d2z
2
2
λ
(21a)
s.t. z1 ≥ 0, z2 ≥ 0 (21b)
max{0, x1 + x2 − 1} ≤ λ ≤ min{x1, x2}, (21c)
and
f∗−(x, y; d) = min
z,λ
d1(y1 − z1)2
x1 − λ +
d2(y2 − z2)2
x2 − λ +
d1z
2
1 − 2z1z2 + d2z22
λ
(22a)
s.t. z1 ≤ y1, z2 ≤ y2 (22b)
max{0, x1 + x2 − 1} ≤ λ ≤ min{x1, x2}. (22c)
Since any 2×2 symmetric PSD matrix P can be rewritten in the form of P =
p
(
d1 1
1 d2
)
or P = p
(
d1 −1
−1 d2
)
, we can take fP (x, y) = pf
∗
+(x, y; d) or fP (x, y) =
pf∗−(x, y; d), correspondingly. Since we have the explicit form of f∗+(·) and
f∗−(·), for any fixed d, (19) gives a nonlinear valid inequality which can be
added to (18). Alternatively, (21) and (22) can be used to reformulate these
inequalities as conic quadratic inequalities in an extended space. Moreover,
maximizing the inequalities gives the optimal valid inequalities among the
class of of 2 × 2 PSD matrices stated below. Recall that D := {d ∈ R2 :
d1 ≥ 0, d2 ≥ 0, d1d2 ≥ 1}.
Proposition 4. For any pair of indices i < j, the following inequalities are
valid for (QI):
max
d∈D
{
f∗+(xi, xj , yi, yj ; d1, d2)− d1Yii− d2Yjj− 2Yij
} ≤ 0, (23a)
max
d∈D
{
f∗−(xi, xj , yi, yj ; d1, d2)− d1Yii− d2Yjj+ 2Yij
} ≤ 0. (23b)
Optimal inequalities (23) may be employed effectively if they can be ex-
pressed explicitly. We will now show how to write inequalities (23) explicitly
using an auxiliary 3× 3 matrix variable W .
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Lemma 2. A point (x1, x2, y1, y2, Y11, Y12, Y22) satisfies inequality (23a) if
and only if there exists W+ ∈ S3+ such that the inequality system
W+12 ≤ Y12 (24a)
(Y11 −W+11)(x1 −W+33) ≥ (y1 −W+31)2,W+11 ≤ Y11,W+33 ≤ x1 (24b)
(Y22 −W+22)(x2 −W+33) ≥ (y2 −W+32)2,W+22 ≤ Y22,W+33 ≤ x2 (24c)
W+31 ≥ 0,W+32 ≥ 0 (24d)
W+33 ≥ x1 + x2 − 1 (24e)
is feasible.
Lemma 3. A point (x1, x2, y1, y2, Y11, Y12, Y22) satisfies inequality (23b) if
and only if there exists W− ∈ S3+ such that the inequality system
Y12 ≤W−12 (25a)
(Y11 −W−11)(x1 −W−33) ≥ (y1 −W−31)2,W−11 ≤ Y11,W−33 ≤ x1 (25b)
(Y22 −W−22)(x2 −W−33) ≥ (y2 −W−32)2,W−22 ≤ Y22,W−33 ≤ x2 (25c)
W−31 ≤ y1,W−32 ≤ y2 (25d)
W−33 ≥ x1 + x2 − 1 (25e)
is feasible.
Proof of Lemma 2. Writing f∗+ as a conic quadratic minimization problem
as in (21), we first express inequality (23a) as
0 ≥ max
d∈D
min
t,λ,z
d1t1 + d2t2 + t3 − d1Y11 − d2Y22 − 2Y12
s.t. t1(x1 − λ) ≥ (y1 − z1)2, t1 ≥ 0, x1 − λ ≥ 0
t2(x2 − λ) ≥ (y2 − z2)2, t2 ≥ 0, x2 − λ ≥ 0
λt3 ≥ ‖B+z‖22, λ ≥ 0, t3 ≥ 0
λ ≥ x1 + x2 − 1
z1, z2 ≥ 0,
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where B2+ =
(
d1 1
1 d2
)
. Taking the dual of the inner minimization, the in-
equality can be written as
0 ≥ max
d∈D
max
α,τ,η,γ,s,r
−
∑
i=1,2
(xisi + 2yiηi) + (x1 + x2 − 1)α− d1Y11 − d2Y22 − 2Y12
s.t. disi ≥ η2i , i = 1, 2
s3 ≥ ‖γ‖22
r1, r2, α ≥ 0
α+ s3 = s1 + s2(
r1 − 2η1
r2 − 2η2
)
= 2B+
(
γ1
γ2,
)
,
where the last equation implies γ = B−1+ (r/2 − η). Substituting out γ and
s3, and letting ui = ηi − ri/2, i = 1, 2, the maximization problem is further
reduced to
0 ≥ max
d∈D
max
α,η,s,r,u
−
∑
i=1,2
(xisi + 2yiηi) + (x1 + x2 − 1)α− d1Y11 − d2Y22 − 2Y12
s.t. disi ≥ η2i , i = 1, 2
ηi ≥ ui, i = 1, 2
α ≥ 0
s1 + s2 − α ≥ u′
[
d1 1
1 d2
]−1
u.
Applying Schur Complement Lemma to the last inequality, we reach
2Y12 ≥ max
η,s,u,r,d
−
∑
i=1,2
(xisi + 2yiηi) + (x1 + x2 − 1)α− d1Y11 − d2Y22
s.t. disi ≥ η2i , i = 1, 2
ηi ≥ ui, i = 1, 2
α ≥ 0s1 + s2 − α u1 u2u1 d1 1
u2 1 d2
  0.
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Note the SDP constraint implies d ∈ D. Finally, taking the SDP dual of the
maximization problem we arrive at
2Y12 ≥ min
p,q,w,v,W+
2W+12
s.t. piqi ≥ w2i , pi, qi ≥ 0, i = 1, 2
vi ≥ 0, i = 1, 2
qi +W
+
33 = xi, i = 1, 2
pi +W
+
ii = Yii, i = 1, 2
2wi + vi = 2yi, i = 1, 2
2W+3i = vi, i = 1, 2
β −W+33 = 1− x1 − x2
β ≥ 0, W+  0.
Substituting out p, q, w, v, β, we arrive at (24). 
The proof of Lemma 3 is similar and is omitted for brevity. Since both
(23a) and (23b) are valid, using (24) and (25) together, one can obtain an
SDP relaxation of (QI). While inequalities in (24) and (25) are quite similar,
in general, W+ and W− do not have to coincide. However, we show below
that choosing W+ = W−, the resulting SDP formulation is still valid and it
is at least as strong as the strengthening obtained by valid inequalities (23).
Let W be the set of points (x1, x2, y1, y2, Y11, Y12, Y22) such that there
exists a 3× 3 matrix W satisfying
W12 = Y12 (29a)
(Y11 −W11)(x1 −W33) ≥ (y1 −W31)2,W11 ≤ Y11,W33 ≤ x1 (29b)
(Y22 −W22)(x2 −W33) ≥ (y2 −W32)2,W22 ≤ Y22,W33 ≤ x2 (29c)
0 ≤W31 ≤ y1, 0 ≤W32 ≤ y2 (29d)
W33 ≥ x1 + x2 − 1 (29e)
W  0 (29f)
Then, usingW for every pair of indices, we can define the strengthened SDP
formulation
min a′x+ b′y + 〈Q,Y 〉 (30a)
(OptPairs) s.t. Y − yy′  0 (30b)
(xi, xj , yi, yj , Yii, Yij , Yjj) ∈ W ∀i < j (30c)
0 ≤ x ≤ 1, y ≥ 0. (30d)
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Proposition 5. OptPairs is a valid convex relaxation of (QI) and every
feasible solution to it satisfies all valid inequalities (23).
Proof. To see that OptPairs is a valid relaxation, consider a feasible solution
(x, y) of (QI) and let Y = yy′. For i < j, if xi = xj = 1, constraint (30c)
is satisfied with W =
(
Yii Yij yi
Yij Yjj yj
yi yj 1
)
. Otherwise, without loss of generality,
one may assume xi = 0. It follows that Yii = y
2
i = Yij = yiyj = 0. Then,
constraint (30c) is satisfied with W = 0. Moreover, if W satisfies (30c), then
W satisfies (24) and (25) simultaneously. 
5. Comparison of convex relaxations
In this section, we compare the strength of OptPairs with other convex
relaxations of (QI). The perspective relaxation and the optimal perspective
relaxation OptPersp for (QI) are well-known. A summary of the comparisons
of strength is represented in Figure 1 in Section 1.
Proposition 6. OptPairs is at least as strong as OptPersp and Shor.
Proof. By Theorem 1, it is sufficient to show the statement for OptPersp.
Note that (30c) includes constraints(
Yii yi
yi xi
)

(
W11 W31
W31 W33
)
 0,
corresponding to (29b)-(29c). Thus, the perspective constraints Yiixi ≥ y2i
are implied. 
In the context of linear regression, Atamtu¨rk and Go´mez [5] study the
convex hull of the epigraph of rank-one quadratic with indicators
Xf =
{
(x, y, t) ∈ {0, 1}n × Rn+1 : t ≥
( n∑
i=1
yi
)2
, yi(1− xi) = 0, i ∈ [n]
}
,
where the continuous variables are unrestricted in sign. Their extended SDP
formulation based on cl conv(Xf ), leads to the following relaxation for (QI)
min a′x+ b′y + 〈Q,Y 〉 (31a)
s.t. Y − yy′  0 (31b)
y2i ≤ Yiixi ∀i (31c)
(OptRankOne)
xi + xj yi yjyi Yii Yij
yj Yij Yjj
  0, ∀i < j (31d)
y ≥ 0, 0 ≤ x ≤ 1. (31e)
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With the additional constraints (31d), it is immediate that OptRankOne
is stronger than OptPersp. The following proposition compares OptRankOne
and OptPairs.
Proposition 7. OptPairs is at least as strong as OptRankOne.
Proof. It suffices to show that for each pair i < j, constraint (30c) of OptPairs
implies (31d) of OptRankOne. Rewriting (29b)–(29c), we get
W11 ≤ Y11 − (y1 −W31)
2
x1 −W33 , W22 ≤ Y22 −
(y2 −W32)2
x2 −W33 ·
Combining the above and (29a) to substitute out W11,W22 and W12 in
W  0, we arrive atY11 −
(y1−W31)2
x1−W33 Y12 W31
Y12 Y22 − (y2−W32)
2
x2−W33 W32
W31 W32 W33
  0, W33 ≤ x1, W33 ≤ x2,
which is equivalent to the following matrix inequality by Shur Complement
Lemma 
Y11 Y12 W31 y1 −W31 0
Y12 Y22 W32 0 y2 −W32
W31 W32 W33 0 0
y1 −W31 0 0 x1 −W33 0
0 y2 −W32 0 0 x2 −W33
  0.
By adding the third row/column to the forth row/column and then adding
the forth row/column to the fifth row/column, the large matrix inequality
can be rewritten as
Y11 Y12 W31 y1 y1
Y12 Y22 W32 W32 y2
W31 W32 W33 W33 W33
y1 W32 W33 x1 x1
y1 y2 W33 x1 x1 + x2 −W33
  0.
Because W33 ≥ 0, it follows thatY11 Y12 y1Y12 Y22 y2
y1 y2 x1 + x2
 
Y11 Y12 y1Y12 Y22 y2
y1 y2 x1 + x2 −W33
  0.
Therefore, constraints (31d) are implied by (30c), proving the claim. 
The example below illustrates that OptPairs is indeed strictly stronger
than OptPersp = Shor, and OptRankOne.
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Example 2. For n = 2, OptPairs is the ideal (convex) formulation of (QI).
For the instance of (QI) with
a =
(
1
5
)
, b =
(−8
−5
)
, Q =
(
5 2
2 1
)
each of the other convex relaxations has a fractional optimal solution as
demonstrated in Table 1.
Table 1. Comparison of convex relaxations of (QI).
obj val x1 x2 y1 y2
OptPersp -2.866 0.049 0.268 0.208 1.369
Shor -2.866 0.049 0.268 0.208 1.369
OptRankOne -2.222 0.551 0.449 0.0 2.007
OptPairs -2.200 1.0 0.0 0.800 0.0
Notably, the fractional x values for OptPersp, Shor, and OptRankOne are
far from their optimal integer values. A common approach to quickly obtain
feasible solutions to NP-hard problems is to round a solution obtained from
a suitable convex relaxation. This example inidcates that feasible solutions
obtained in this way from formulation OptPairs may be of higher quality
than those obtained from weaker relaxations – our computations in §6.2
further corroborates this intuition. 
An alternative way of constructing strong relaxations for (QI) is to de-
compose the quadratic function y′Qy into a sum of univariate and bivari-
ate convex quadratic functions and utilize the convex hull results of 2 × 2
quadratics
αijqij(yi, yj) = βijx
2
i ± 2yiyj + γijy2j ,
where αij > 0, in Section 3 for each term, see [26] for such an approach.
Specifically, let
y′Qy = y′Dy +
∑
(i,j)∈P
αijqij(yi, yj) +
∑
(i,j)∈N
αijqij(yi, yj) + y
′Ry
where D is a diagonal PSD matrix, P/N is the set of quadratics qij(·) with
positive/negative off-diagonals and R is PSD remainder matrix. Applying
the convex hull description for each univariate and bivariate term we obtain
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the convex relaxation
min a′x+ b′y +
n∑
i=1
Diiy
2
i /xi +
∑
(i,j)∈P
αijf
∗
+(xi, xj , yi, yj ;βij , γij)
(Decomp) +
∑
(i,j)∈N
αijf
∗
−(xi, xj , yi, yj ;βij , γij) + y
′Ry
s.t. 0 ≤ x ≤ 1, y ≥ 0
for (QI).
The next proposition shows that OptPairs dominates Decomp for any such
decomposition of the quadratic y′Qy.
Proposition 8. OptPairs is at least as strong as Decomp.
Proof. Let (x, y, Y ) be an optimal solution to OptPairs. Then (x, y) is a
feasible solution to Decomp. Using the same decomposition, the objective
function of OptPairs can be rewritten as
a′x+ b′y + 〈D,Y 〉+
∑
(i,j)∈P∪N
αij〈Q(ij), Y (ij)〉+ 〈R, Y 〉, (32)
where Q(ij) =
(
βij ±1
±1 γij
)
and Y (ij) =
(
Yii Yij
Yij Yjj
)
. By Proposition 6,
Yiixi ≥ y2i holds for all i. Hence,
〈D,Y 〉 ≥
n∑
i=1
Diiy
2
i /xi. (33)
By Proposition 5 and utilizing (23a) and (23b), we have
〈Q(ij), Y (ij)〉 ≥ f∗+(xi, xj , yi, yj ;βij , γij) ∀(i, j) ∈ P (34a)
〈Q(ij), Y (ij)〉 ≥ f∗−(xi, xj , yi, yj ;βij , γij) ∀(i, j) ∈ N . (34b)
Moreover, since Y  yy′, we have
〈R, Y 〉 ≥ 〈R, yy′〉 = y′Ry. (35)
Combining (33), (34), and (35), the result follows. 
6. Computations
In this section, we report on computational experiments performed to
test the effectiveness the formulations derived in the paper. Section 6.1 is
devoted to synthetic portfolio optimization instances, where matrix Q is
diagonal dominant and the conic quadratic-representable extended formu-
lations developed in Section 3 can be readily used in a branch-and-bound
algorithm without the need for an SDP constraint. In Section 6.2, we use
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real instances derived from stock market returns and test the SDP relaxation
OptPairs derived in Section 4.
6.1. Synthetic instances – the diagonal dominant case. We consider a
standard cardinality-constrained mean-variance portfolio optimization prob-
lem of the form
min
x,y
{
y′Qy :
b′y ≥ r, 1′x ≤ k
0 ≤ y ≤ x, x ∈ {0, 1}n
}
(36)
where Q is the covariance matrix of returns, b ∈ Rn is the vector of the
expected returns, r is the target return and k is the maximum number of
securities in the portfolio. All experiments are conducted using Mosek 9.1
solver on a laptop with a 2.30GHz Intel R© CoreTM i9-9880H CPU and 64 GB
main memory. The time limit is set to one hour and all other settings are
default by Mosek.
6.1.1. Instance generation. We adopt the method used in [4] to generate the
instances. The instances are designed to control the integrality gap of the
instances and the effectiveness of the perspective formulation. Let ρ ≥ 0 be a
parameter controlling the ratio of the magnitude positive off-diagonal entries
of Q to the magnitude of the negative off-diagonal entries of Q. Lower values
of ρ lead to higher integrality gaps. Let δ ≥ 0 be the parameter controlling
the diagonal dominance of Q. The perspective formulation is more effective
in closing the integrality gap for higher values of δ. The following steps are
followed to generate the instances:
• Construct an auxiliary matrix Q¯ by drawing a factor covariance ma-
trix G20×20 uniformly from [−1, 1], and generating an exposure ma-
trix Hn×20 such that Hij = 0 with probability 0.75, and Hij drawn
uniformly from [0, 1], otherwise. Let Q¯ = HGG′H ′.
• Construct off-diagonal entries of Q: For i 6= j, set Qij = Q¯ij , if
Q¯ij < 0 and set Qij = ρQ¯ij otherwise. Positive off-diagonal elements
of Q¯ are scaled by a factor of ρ.
• Construct diagonal entries of Q: Pick µi uniformly from [0, δσ¯],
where σ¯ = 1n
∑
i 6=j |Qij |. Let Qii =
∑
i 6=j |Qij | + µi. Note that if
δ = µi = 0, then matrix Q is already diagonal dominant.
• Construct b, r, k: bi is drawn uniformly from [0.5Qii, 1.5Qii], r =
0.25
∑n
i=1 bi, and k = bn/5c.
Matrices Q generated in this way have only 20.1% of the off-diagonal entries
negative on average.
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6.1.2. Formulations. With above setting, the portfolio optimization prob-
lem can be rewritten as
min
∑
i∈[n]
µizi +
∑
Qij<0
|Qij |tij +
∑
Qij>0
|Qij |tij
s.t. (xi, yi, zi) ∈ X0, ∀i ∈ N,
(xi, xj , yi, yj , tij) ∈ Z−, ∀i 6= j : Qij < 0,
(xi, xj , yi, yj , tij) ∈ Z+, ∀i 6= j : Qij > 0,
b′y ≥ r, 1′x ≤ k,
(37)
where Z+ and Z− are defined as before with d1 = d2 = 1. Four strong for-
mulations are tested by replacing the mixed-integer sets with their convex
hulls: ConicQuadPersp by replacing X0 with cl conv(X0) using the perspec-
tive reformulation (2) ConicQuadN by replacing X0 and Z− with cl conv(X0)
and cl conv(Z−) using the corresponding extended formulation, (3) Con-
icQuadP by replacing X0 and Z+ with cl conv(X0) and cl conv(Z+) respec-
tively, and (4) ConicQuadP+N by replacing X0, Z−, and Z+ with cl conv(X0),
cl conv(Z−) and cl conv(Z+), correspondingly.
6.1.3. Results. Table 2 shows the results for matrices with varying diagonal
dominance δ for ρ = 0.3. Each row in the table represents the average
for five instances generated with the same parameters. Table 2 displays the
dimension of the problem n, the initial gap (igap), the root gap improvement
(rimp), the number of branch and bound nodes (nodes), the elapsed time
in secons (time), and the end gap provided by the solver at termination
(egap). In addition, in brackets, we report the number of instances solved
to optimality within the time limit. The initial gap is computed as igap =
objbest−objcont
|objbest| × 100, where objbest is the objective value of the best feasible
solution found and objcont is the objective value of the natural continuous
relaxation of (36), i.e. obtained by dropping the integral constraints; rimp
is computed as rimp =
objrelax−objcont
objbest−objcont × 100, where objrelax is the objective
value of the continuous relaxation of the corresponding formulation.
In Table 2, as expected, ConicQuadPersp has the worst performance in
terms of both root gap and end gap as well as the solution time. It can
only solve instances with dimension n = 40 and some instances with di-
mension n = 60 to optimality. The rimp of ConicQuadPersp is less than
10% when the diagonal dominance is small. This reflects the fact that
ConicQuadPersp provides strengthening only for diagonal terms. Conic-
QuadN performs better than ConicQuadPersp with rimp about 10%–25%,
and it can solve all low-dimensional instances and most instances of dimen-
sion n = 60. However, ConicQuadN is still unable to solve high-dimensional
instances effectively. ConicQuadP performs much better than ConicQuadN
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for the instances considered: The rimp results in significantly stronger root
improvements (between 70–80% on average). Moreover, ConicQuadP can
solve almost all instances to near-optimality for n = 80. For the instances
that ConicQuadP is unable to solve to optimality, the average end gap is
less than 5%. By strengthening both the negative and positive off-diagonal
terms, ConicQuadP+N provides the best performance with rimp above 90%.
ConicQuadP+N can solve all instances and most of them are solved within
10 minutes. Finally, observe that as the diagonal dominance increases,
the performance of all formulations improves. Specifically, larger diago-
nal dominance results in more instances solved to optimality, smaller egap
and shorter solving time for all formulations. For these instances, on aver-
age, the gap improvement is raised from 50.69% to 92.90% by incorporating
strengthening from off-diagonal coefficients.
Table 3 displays the computational results for different values of ρ with
fixed δ = 0.1. The relative comparison of formulations is similar as discussed
before, with ConicQuadP+N resulting in the best performance. As ρ in-
creases, the performance of ConicQuadN deteriorates in terms of Rimp while
the performance of ConicQuadP improves, as expected. The performance
of ConicQuadP+N also improves for high values of ρ, and always results in
significant improvement compared to other formulations for all instances.
For these instances, on average, the gap improvement is raised from 9.77%
to 85.38% by incorporating strengthening from off-diagonal coefficients.
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Table 2. Experiments with varying diagonal dominance, ρ = 0.3.
n δ igap ConicQuadPersp ConicQuadN ConicQuadP ConicQuadP+N
Rimp Nodes Time Egap Rimp Nodes Time Egap Rimp Nodes Time Egap Rimp Nodes Time Egap
40 0.1 53.37 9.74 9,537 46 0.00[5] 23.44 3,439 44 0.00[5] 66.07 526 18 0.00[5] 86.93 65 13 0.00[5]
0.5 51.10 33.17 3,896 26 0.00[5] 47.86 1,335 18 0.00[5] 79.48 198 9 0.00[5] 95.01 24 9 0.00[5]
1.0 52.73 60.86 1,463 9 0.00[5] 74.62 375 7 0.00[5] 86.83 146 7 0.00[5] 97.46 23 8 0.00[5]
Avg 52.40 34.59 4,965 27 0.00[15] 48.64 1,717 23 0.00[15] 77.46 290 11 0.00[15] 93.13 37 10 0.00[15]
60 0.1 46.90 9.05 316,000 3,363 5.53[1] 19.07 135,052 3,261 3.83[2] 76.78 4,898 498 0.00[5] 89.72 445 140 0.00[5]
0.5 50.97 38.46 134,542 1,888 2.65[3] 49.94 55,434 1,321 0.98[4] 82.72 1,652 267 0.00[5] 95.13 203 75 0.00[5]
1.0 47.22 60.04 21,440 317 0.00[5] 66.52 8,579 209 0.00[5] 94.69 86 35 0.00[5] 98.69 17 22 0.00[5]
Avg 48.36 35.85 157,328 1,856 2.73[9] 45.18 66,355 1,597 1.60[11] 84.73 2,212 267 0.00[15] 94.51 222 79 0.00[15]
80 0.1 49.91 4.76 155,000 3,600 20.25[0] 21.96 69,609 3,600 14.38[0] 65.11 8,017 2,742 4.69[2] 83.33 2,142 1,416 0.00[5]
0.5 50.53 37.33 136,638 3,600 12.06[0] 49.16 63,897 3,600 7.49[0] 81.57 6,525 2,473 1.70[2] 94.21 341 261 0.00[5]
1.0 53.78 56.96 152,704 3,600 7.41[0] 69.41 45,388 3,068 2.95[2] 84.42 5,870 2,116 1.27[3] 95.67 365 275 0.00[5]
Avg 51.41 33.02 148,114 3,600 13.24[0] 46.84 59,632 3,423 8.27[2] 77.03 6,804 2,443 2.55[7] 91.07 950 651 0.00[15]
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Table 3. Experiments with varying positive off-diagonal entries, δ = 0.1.
n ρ igap ConicQuadPersp ConicQuadN ConicQuadP ConicQuadP+N
Rimp Nodes Time Egap Rimp Nodes Time Egap Rimp Nodes Time Egap Rimp Nodes Time Egap
40 0.1 60.67 9.88 6,928 36 0.00[5] 23.11 1,869 22 0.00[5] 50.68 1,134 34 0.00[5] 72.23 158 19 0.00[5]
0.5 47.67 8.7 8,572 46 0.00[5] 21.67 3,181 41 0.00[5] 75.82 272 12 0.00[5] 91.78 53 11 0.00[5]
1.0 43.23 10.05 8529 44 0.00[5] 18.08 4,903 60 0.00[5] 82.33 149 8 0.00[5] 92.56 51 11 0.00[5]
Avg 50.52 9.54 8,010 42 0.00[15] 20.95 3,317 41 0.00[15] 69.61 519 18 0.00[15] 85.53 87 14 0.00[15]
60 0.1 60.26 10.7 256,480 2,585 4.03[2] 27.85 34,563 847 0.00[5] 53.37 16,190 1,983 3.10[3] 78.5 1,016 264 0.00[5]
0.5 45.98 9.38 319,534 3,230 5.57[1] 19.21 103,869 3,043 4.24[2] 78.22 2,715 315 0.00[5] 91.09 259 107 0.00[5]
1.0 40.87 10.09 197,140 3,258 4.52[2] 15.93 98,289 2,982 4.34[2] 85.23 564 100 0.00[5] 91.66 135 72 0.00[5]
Avg 49.03 10.06 257,718 3,024 4.71[5] 21 78,907 2,291 2.86[9] 72.27 6,490 799 1.03[13] 87.08 470 148 0.00[15]
80 0.1 64.85 9.88 142,299 3,600 24.78[0] 26.42 60,081 3,600 14.81[0] 46.63 11,367 3,172 17.40[1] 69.6 4,948 2,920 6.22[1]
0.5 47.97 9.27 148,252 3,600 18.46[0] 20.75 48,887 3,600 15.70[0] 73.3 7,245 3,019 2.72[2] 89.11 1,131 827 0.00[5]
1.0 41.69 10 149,563 3,600 14.79[0] 16.61 52,485 3,600 14.34[0] 84.7 3,769 1,444 0.88[4] 91.93 1,068 716 0.00[5]
Avg 51.51 9.72 146,705 3,600 19.34[0] 21.26 53,818 3,600 14.95[0] 68.21 7,460 2,545 7.00[7] 83.54 2,382 1,487 2.07[11]
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6.2. Real instances – the general case. Now using real stock market
data, we consider portfolio index tracking problem of the form
min (y − yB)′Q(y − yB)
(IT) s.t. 1′y = 1, 1′x ≤ k
0 ≤ y ≤ x, x ∈ {0, 1}n,
where yB ∈ Rn is a benchmark index portfolio, Q is the covariance matrix of
security returns and k is the maximum number of securities in the portfolio.
6.2.1. Instance generation. We use the daily stock return data provided by
Boris Marjanovic in Kaggle1 to compute the covariance matrix Q. Specif-
ically, given a desired start date (either 1/1/2010 or 1/1/2015 in our com-
putations), we compute the sample covariance matrix based on the stocks
with available data in at least 99% of the days since the start (returns for
missing data are set to 0). The resulting covariance matrices are available
at https://sites.google.com/usc.edu/gomez/data. We then generate
instances as follows:
• we randomly sample an n×n covariance matrix Q corresponding to
n stocks, and
• we draw each element of yB from uniform [0,1], and then scale yB
so that 1′yB = 1.
6.2.2. Formulations. The natural convex relaxation of IT always yields a
trivial lower bound of 0, as it is possible to set z = y = yB. Thus, we do
not report results concerning the natural relaxation. Instead, we consider
the optimal perspective relaxation OptPersp of [22]:
min
x,y,Y
ζ ′Qζ − 2ζ ′Qy + 〈Q,Y 〉 (39)
s.t. Y − yy′  0 (40)
(OptPersp) y2i ≤ Yiixi ∀i ∈ [n] (41)
0 ≤ x ≤ 1, y ≥ 0 (42)
1′y = 1, 1′x ≤ k (43)
1https://www.kaggle.com/borismarjanovic/price-volume-data-for-all-us-stocks-etfs
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and the proposed OptPairs exploiting off-diagonal elements of Q:
min
x,y,Y,W
ζ ′Qζ − 2ζ ′Qy + 〈Q,Y 〉
s.t. Y − yy′  0
W ij  0 ∀i < j
(Yii −W ij11)(xi −W ij33) ≥ (yi −W ij31)2, W ij11 ≤ Yii ∀i < j
(OptPairs) (Yjj −W ij22)(xj −W ij33) ≥ (yj −W ij32)2, W ij22 ≤ Yjj ∀i < j
W ij33 ≤ xi + xj − 1, W ij33 ≤ xi, W ij33 ≤ xj ∀i < j
0 ≤W ij31 ≤ yi, 0 ≤W ij32 ≤ yj , W ij12 = Yij ∀i < j
0 ≤ x ≤ 1, y ≥ 0
1′y = 1, 1′x ≤ k,
In addition, for each relaxation, we consider a simple rounding heuristic
to obtain feasible solutions to (IT): given an optimal solution (x¯, y¯) to the
continuous relaxation, we fix xi = 1 for the k-largest values of x¯ and the
remaining xi = 0, and resolve the continuous relaxation to compute y.
6.2.3. Results. Tables 4 and 5 present the results using historical data since
2010 and 2015, respectively. They show, for different values of n and k, and
for each conic relaxation, the time required to solve the instances in seconds,
the lower bound (LB) corresponding to the optimal objective value of the
continuous relaxation, the upper bound (UB) corresponding to the objective
value of the heuristic, and the gap between these two values computed as
Gap = UB−LB
UB
. The lower and upper bounds are scaled so that the best upper
bound found for a given instance is 100. Bound and gap values represent an
average of five instances generated with the same parameters, while times
are averages of 15 instances across all cardinalities. In addition, Figure 2
reports the distribution of gaps across all instances.
Table 4. Results with stock return data since 2010.
n Method Time(s)
k = .10n k = .15n k = .20n
LB UB Gap LB UB Gap LB UB Gap
50
OptPersp 1.1 93.6 105.3 10.9% 91.9 104.5 12.0% 89.9 103.5 13.2%
OptPairs 3.3 98.6 100.0 1.4% 97.4 100.0 2.6% 95.1 102.2 6.8%
100
OptPersp 30.8 90.7 106.9 14.6% 90.8 108.1 15.4% 90.5 105.9 14.5%
OptPairs 65.7 98.5 100.1 1.6% 99.2 100.0 0.8% 99.0 100.0 1.0%
150
OptPersp 230.5 80.7 116.8 30.3% 81.6 116.0 28.8% 78.8 119.3 32.5%
OptPairs 465.4 92.6 100.3 7.7% 93.5 100.0 6.5% 90.1 100.0 9.9%
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Table 5. Results with stock return data since 2015.
n Method Time(s)
k = .10n k = .15n k = .20n
LB UB Gap LB UB Gap LB UB Gap
50
OptPersp 1.2 90.6 116.3 20.9% 91.4 116.9 20.9% 90.3 114.1 20.2%
OptPairs 3.5 99.3 100.0 0.7% 99.5 100.0 0.5% 98.9 100.0 1.1%
100
OptPersp 23.6 78.2 240.3 56.5% 76.1 264.8 66.2% 75.9 188.2 49.6%
OptPairs 51.3 94.0 100.0 6.0% 91.5 100.0 8.5% 90.6 100.0 9.4%
150
OptPersp 177.5 51.8 178.2 68.0% 46.4 223.4 77.5% 48.4 155.6 64.2%
OptPairs 352.3 66.2 100.0 33.8% 59.0 100.0 41.0% 61.2 100.0 38.8%
(a) Data since 2010. (b) Data since 2015.
Figure 2. Distribution of gaps for OptPersp and OptPairs.
Observe that OptPairs consistently delivers higher quality solutions than
OptPersp across all values of n and k, both in terms of lower and upper
bounds, and leads to significant reduction of the gaps: for data since 2010,
OptPersp yields an average gap of 19.1%, whereas OptPairs yields an average
gap of 4.2%; for data since 2015, OptPersp yields an average gap of 50.1%,
whereas OptPairs yields an average gap of 15.5%. The upper bounds ob-
tained from rounding the solution of OptPersp appear to be especially poor
for instances with data since 2015, resulting in values two times larger than
those obtained from OptPairs. The improved upper bounds suggest that,
in addition to delivering improved lower bounds, the feasible solutions ob-
tained from OptPairs may be closer to optimal solutions. Nonetheless, given
the simplicity of the rounding heuristic, we expect that better upper bounds
can be found (and lower bounds obtained from either relaxation are closer
to the true optimal value than indicated here).
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With respect to solution times, we report the following encouraging re-
sults. First, while OptPairs requires about two to three times more time
than OptPersp, this factor does not seem to be affected by the dimension of
the problem n, and thus both methods scale similarly. Second, the solution
times reported here are orders-of-magnitude smaller than those reported in
[26] using disjunctive extended formulations to solve decomposition prob-
lems (though instances and the computational setup are different): in [26],
the authors report times in the order of 105 seconds to solve optimal de-
compositions in instances with n = 50; in contrast, problems with similar
size are solved in under four seconds here, and problems with n = 150 can
be solved within minutes to optimality. These results clearly illustrate the
benefits of deriving ideal formulations in the original space of variables or
tight extended formulations.
7. Conclusions
In this paper, we first show the equivalence between two well-known con-
vex relaxations – Shor’s SDP and optimal perspective formulation for (QI).
Then we describe the convex hull of the mixed-integer epigraph of the bivari-
ate convex quadratic functions with nonnegative variables and off-diagonals
with an SOCP-representable extended formulation as well as in the original
space of variables. Furthermore, we develop a new technique for construct-
ing an optimal convex relaxation from elementary valid inequalities. Using
this technique, we develop a new strong SDP relaxation for (QI), based on
the convex hull descriptions of the bivariate cases as building blocks. More-
over, the computational results with synthetic and real portfolio optimiza-
tion instances indicate that the proposed formulations provide substantial
improvement over existing alternatives in the literature.
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