The paper describes the methodology for developing autoregressive moving average (ARMA) models to represent the workpiece roundness error in the machine taper turning process. The method employs a two stage approach in the determination of the AR and MA parameters of the ARMA model. It ®rst calculates the parameters of the equivalent autoregressive model of the process, and then derives the AR and MA parameters of the ARMA model. Akaike's Information Criterion (AIC) is used to ®nd the appropriate orders m and n of the AR and MA polynomials respectively. Recursive algorithms are developed for the on-line implementation on a laboratory turning machine. Evaluation of the eectiveness of using ARMA models in error forecasting is made using three time series obtained from the experimental machine. Analysis shows that ARMA(3,2) with forgetting factor of 0.95 gives acceptable results for this lathe turning machine. Ó 1999 Elsevier Science Inc. All rights reserved. 0307-904X/99/$ ± see front matter Ó 1999 Elsevier Science Inc. All rights reserved. PII: S 0 3 0 7 -9 0 4 X ( 9 8 ) 1 0 1 0 0 -2
Nomenclature y(t)
observation at time t a i autoregressive parameter of ARMA model c i moving average parameter of ARMA model a i autoregressive parameter of equivalent AR model v(t) discrete white noise h parameter vector u(t) vector of output signal k(t)
forgetting factor at time t P(t) covariance matrix M(t)
correcting factor E t conditional expectation at time t y t j j-step ahead forecasting of y at time t t time variable
Introduction
Error reduction is important in improving the accuracy of a machined workpiece. In general, there are two main strategies for error reduction, namely error avoidance and error compensation. Traditionally, error avoidance makes use of high precision machinery with good vibration isolation materials, eective components of the high precision machine, and a constant environment. However, the cost will increase exponentially, which imposes economic constraints on its practical applicability. On the other hand, error compensation has become more commonly used because of recent advances in computer system technology. It attempts to minimize the inherent errors in machines by using sensors, actuators and computer techniques. The cost of this method is lower than the traditional error avoidance method.
Active error compensation has the advantage of compensating not only for the repeatable and systematic errors of machinery, but also the non-repeatable stochastic errors. It can also solve the time-lag problem using forecasting techniques called the Forecasting Compensatory Control (FCC). It is a new approach that has been developed in the last decade with error compensation in mind. It consists of on-line error measurement, error forecasting and compensation, and stochastic modeling. FCC has been successfully implemented in many processes by applying stochastic modeling together with the in-process measurement equipment, proper hardware and software, and the compensatory system. Applications include cylinder grinding [1, 2] , end milling [3, 4] , contour boring [4, 5] and turning operations [6±9] . In this study, autoregressive moving average (ARMA) models of appropriate orders were proposed for the modeling and forecasting of the workpiece roundness error in the FCC of the laboratory lathe turning machine.
Various techniques have been developed for the parameter estimation of the ARMA timeseries. Some techniques are based on the maximum likelihood method. Another approach employs a two-step procedure: the AR parameters are obtained by solving the so-called Yule± Walker Equations (YWE) [10, 11] ; the MA spectral parameters are estimated by other methods, such as Durbin's method [12] . In the former, there are four methods to be selected. that the initial estimate is close to the true parameter value. MYWE performs ARMA parameter estimation poorly, but its computation is simple to use. LSMYWE performs better than MYWE because it improves the resolution for the sharply peaked process. However, the performance of the estimation of the ARMA parameters by MYWE and LSMYWE depends greatly on the order of the ARMA model. MAYNEFIR uses the three-stage least squares method to ®nd the ARMA parameters, but it has restrictions when applying each stage. In this study, the Yule±Walker method is employed for the o-line processing because the method is simple and useful for ARMA spectral estimation [11] . Some researchers such as Li et al. [13] , Ljung et al. [14] , and Graupe [15] developed methods to on-line determine the parameters of ARMA models. Graupe [15] estimated MA parameters well, but poorly for AR parameters. Li and Dickinson's method estimates the AR parameter well, but not so satisfactorily for the MA parameters [13] . In our study, Ljung's method called Pseudolinear Regression is used. Since the ARMA model is a nonlinear problem, it is commonly used in the time-varying process. The time lag between measurement and compensation decreases as the computing time decreases, thereby improving the forecasting accuracy. For the parameter estimation, it is always assumed that the orders of the autoregressive and moving average variables were known a priori. In practice, the orders of these variables were not known. According to the previous investigation [20] , the order 2 or 3 of the autoregressive (AR) model is found acceptable. For an ARMA process, it is very dicult to determine the order of the moving average (MA) variables. In this paper, four ARMA models are studied. They are: ARMA(2,1), ARMA(2,2), ARMA(3,1), and ARMA(3,2). Dierent methods have been used [12, 16, 17] for the order selection for the ARMA model such as the AIC, BIC and FPE. The most popular model order selection method is the Akaike Information Criterion (AIC). It has largely replaced the FPE method not only because it is one of the most reliable methods, but also because it yields successful results when applied to both simulated and real data [18] . In this paper, two speci®cations, i.e. the peak-to-peak improvement and the average sum improvement, are adopted for a comparison of the performance of the four ARMA models.
The objectives of this study are: (1) to model the workpiece roundness error of a lathe turning machine using ARMA techniques, (2) to develop a recursive scheme for identifying the parameters of the ARMA model, (3) to determine the initial moving average vectors for the recursive ARMA models, (4) to evaluate the performance of various ARMA models in forecasting the roundness error of the tapered workpiece under FCC technique.
Theory

ARMA model structure [14]
The equation of an ARMA(n, r) model is:
where y(t) is the autoregressive (AR) variable, e(t) the moving average (MA) variable, a i the autoregressive parameter, c i the moving average parameter and n, r the orders of the autoregressive and moving average parameters respectively Eq. (1) can be rewritten as
Determination of initial moving average variables
In terms of Z-transform, Eq. (1) becomes
Here the ARMA model with MA parameters of order r and AR parameters of order n is used to represent the process which was otherwise equivalently represented by the AR model of order m, i.e.
where m n + r, a i is the parameter of the equivalent AR model for i 1Y 2Y F F F Y m which can be obtained in the following manner. Using vector±matrix notation, the Yule±Walker equation can be written as follows
E t denotes conditional expectation at time t. y t j denotes j-step ahead forecasting of y at time t, i.e. forecasting y(t + j) at time t. Equivalently,
where
The above equation can be written as
By solving the inverse matrix of y m , we can obtain a set of a i for the parameters in the ARMA model. We will determine the relationship between the parameters {a i } of the AR model and {a i } and {c i } of the ARMA model.
Equating Eqs. (6) and (7), we have
Cross multiplying yields
Equating coecients of like powers of Z À1 , we get
where c j 0 for j > r. Eq. (15) can be written as
The above equations can be put in the matrix form as
or equivalently,
And so, the autoregressive and moving average parameters can be found. Substituting the autoregressive and moving average parameters into Eq. (1), the initial e(t) can be found assuming
Next, the ARMA parameters are substituted into Eq. (2) to give the forecast value yt 1 in the recursive algorithm.
On-line recursive parameter estimation
The parameters ht of the recursive ARMA model are found using the recursive equations one by one as shown below.
wtY tY ht are ®rst initialized by setting them to zero. The initial values of e(t) are found using the following equation.
Substituting the present parameters of the recursive ARMA model obtained in Eq. (24) to forecast output signal yt 1, we have
Model order
An adequate order of the ARMA model has to be determined ®rst. Basically, there are three criteria to check whether the order of the model is adequate. They are the Q-test, the F-test and the AIC test. The AIC test is commonly used and is de®ned as follows:
where r 2 is the residual sum of squares, f the total number of parameters including the mean i.e., f n + r + 1 for the ARMA model and N is the number of observations.
In general, the value of AIC decreases rapidly as the order of the ARMA model increases. However, the value of AIC increases almost linearly when too many redundant parameters are included. The set of AR and MA parameters of appropriate order which yields a minimum AIC value is selected as the adequate model.
Forecasting
After determining the ARMA parameters, the ARMA model can be used for forecasting. The model of ARMA(n,r) is:
Under the conditional expectation, the forecasted value based on the ARMA model would be obtained with the following equation: The forecasted output signal at time t can be estimated from the ARMA model at k step ahead. Eq. (31) can be written as:
For one-step ahead forecasting at time t,
The forecast y t k at time for k 1Y 2Y 3Y F F F can be updated when the observation of y(t + 1) becomes available at time t + 1.
Simulation programs
For the on-line cutting process, the FCC is necessary to reduce the roundness error. In this study, two programs have been written and their tasks are described below. The ®rst one is written for the recursive ARMA model that is based on the Eqs. (22)±(25). The second program is to determine the initial white noise e(t) for the initial setting of the recursive ARMA program. In the recursive ARMA simulation programs, the numbers of data, the order of the model and the forgetting factor are assigned by the users. In this algorithm, the output signal y(t) and the white noise e(t) are the parameter vector. a i (t) and c i (t) are the autoregressive and moving average parameters, which must not equal to zero at time t. In the recursive ARMA simulation program, the white noise e at time t can be calculated from the past estimated white noise {e} and the output signals {y}. With output signals y at time t, output signal y at time t + 1 can be forecasted. The program determining the initial e(t) is executed before running the recursive ARMA program.
The AR order of 2 or 3 is found to be the most suitable order for the on-line cutting experiments according to the AIC method [17, 20] . ARMA(2,1), ARMA(2,2), ARMA(3,1), and ARMA(3,2) are chosen as the models in our study. For simple calculation of the initial white noise e(t), the moving average (MA) order of the ARMA model is taken to be either 1 or 2. The initial output signals y(t) for ®nding initial white noise e(t) are assumed to have a maximum order of 10. One constraint of the recursive ARMA program is the necessity to run the program`initial_e.cpp' followed by the ARMA program itself. Another requirement is that the program initial_e.cpp' is suitable only for MA order of 1 or 2 of the ARMA model. 
Results
In this project, there are three sets of data in total to be studied. The data were collected by running the on-line cutting experiments at dierent times. The experimental procedure was described in Ref. [20] . Each item in the data series is equal to the output signal y(t) minus the average value of eccentricity. The schematic diagram of the overall setup is shown in Fig. 1 . In performing the experiments, the following assumptions were made. First, the circular cross-section dimension of the workpiece was uniform. Secondly, all series of data were collected from workpieces of same material. The environmental conditions during cutting such as temperature and humidity were kept constant. No tool wear occurred during cutting. The cutting tool and the clamping device were rigid. After running the recursive ARMA computer simulation programs, the simulation results were obtained to give the forecast output signal yt. Dierent forgetting factors were also tried in the simulation.
Roundness improvement of workpiece
The dierences between the output signals and the forecast output signals were determined to evaluate the roundness improvement percentage that the system can theoretically achieve, assuming that the piezoactuator can compensate the forecasted error completely. There are two methods to interpret the improvement percentage of the workpiece. Method 1 is called the peakto-peak (p±p) method. Method 2 is the average sum method. The de®nitions of these two improvement percentages are shown as follows.
Peak-to-peak method:
Improvement% 100 À p±p value of output signal yt À forecast output signal yt p±p value of output signal yt Â 100X 34 Average sum method:
where N is the total number of data in data series and l the lth data in the data series. In general, the ®rst method emphasizes the maximum dierence of error data value which re¯ects the forecasting ability of the model. The latter focuses on its performance over the entire time series.
ARMA simulation results
The results of the recursive ARMA modeling with k 1 and k 0.95 are shown in Figs. 2±4 and Figs. 5±7 respectively (see Tables 1 and 2 ). In each graph, there are three curves shown. One is the measured output signal y(t). One is the forecast output signal yt obtained by computer simulation. The dierence between the measured y and the forecast yt is also shown.
AIC test results
To have an ecient ARMA modeling for the forecasting compensation control system, the best order of the model should be selected. Dierent ARMA models are tested for the three data sets using the AIC test and the results for k 1 are given in Fig. 8 . It is obvious from the results that the model ARMA(3,1) gives a minimum AIC value for all model sets, except Set 2 which yields the lowest AIC values for the two models, i.e. ARMA(2,2) and ARMA(3,1).
Improvement percentage
After running the programs, the dierence between the measured and the forecast output signal was obtained. The absolute values of the measured output signals and the forecast output signals were also known, so the improvement percentage was calculated according to Eqs. (34) and (35).
Discussion
ARMA models
The performance of the ARMA models with k 1 was analyzed ®rst. The recursive ARMA(3,2) model gave the best peak-to-peak improvement percentage for Set 2. This is because the model forecasts the output signal better once compensation starts. In forecasting the output signals in Set 1, the recursive models showed no signi®cant dierence in signal prediction based on the average sum method. However, the ARMA(3,1) model performed best amongst all of the models based on the p-p improvement percentage method. As the trend of Set 3 was very similar to Set 1, the forecasting performance of the ARMA models were also similar. All recursive ARMA models with k 1 showed a great dierence to those with k 0.95. In most cases, the recursive ARMA(3,2) model performed better than the others given in Table 2 . This is because as the forgetting factor became smaller, the parameters of the model were updated faster with less tracking time.
Order of model
According to the AIC [17] , the model with a certain order has a relatively minimum AIC value with respect to other model orders. This one would be an adequate order for forecasting the output signals of the data sets in the on-line processing. From the graphs in Fig. 8 , it was found Table 2 Computer simulation results (k 0.95)
Set
Method Improvement percentage of ARMA order (n, r) that an ARMA(3,1) model is of adequate order to compensate for the errors of this taper turning process with the forgetting factor of 1. This is because it gives the minimum AIC values in the three data sets`Set 1',`Set 2', and`Set 3'.
Factors aecting improvement percentage
Based on the ARMA models with k 1, the computer simulation was carried out to study the forecasting of the three time series of data collected from the experiment. For the p±p improvement percentage, a range of 14.23±27.32% improvement could be achieved in the ARMA models. The recursive models could also improve the eectiveness of the signal compensation. An improvement of 68.50±72.86% based on the average sum method was obtained for the three data sets using the ARMA models with k 1. 
Conclusions
A new on-line Forecasting Compensation Control (FCC) system has been developed for the taper turning machine. The stochastic autoregressive (AR) modeling for the workpiece roundness error [19, 20] was used in this system. Though the recursive algorithm of the autoregressive (AR) model is able to track time-varying systems, the stochastic ARMA modeling with the ability to model the rapid¯uctuation signal should be implemented for the further improvement of the roundness of the workpiece. Based on the results obtained in the computer simulation, the following conclusions can be drawn: 1. The algorithm for the ARMA model for both o-line and on-line processing has been developed. It can be used for writing the computer programs to forecast experimentally the roundness of the workpiece. 2. The software program of the recursive algorithm for the ARMA model, which is capable of tracking time varying systems, has been developed. It can be used to establish the ARMA model for the sampled data as well as doing the forecasting. 3. The software program for ®nding the initial MA variables required by the recursive algorithm for the ARMA model has also been developed. 4. According to the AIC [17] , an ARMA(3,1) model is an adequate model with k 1 for the cutting process. However, an ARMA(3,1) or ARMA (3, 2) model is an adequate model with k 0.95 for modeling the cutting errors of the lathe machine. 5. The ARMA(3,1) model achieved at least 19.86% and 68.66% improvement based on the peakto-peak and average sum methods respectively for the three data sets with k 1. 6. Based on the peak-to-peak and average sum improvements, the ARMA(3,2) model could achieve improvements of at least 17.61% and 67.54% respectively for the three data sets with k 0.95.
