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Abstract: Clinical machine learning applications are often plagued with confounders
that are clinically irrelevant, but can still artificially boost the predictive performance
of the algorithms. Confounding is especially problematic in mobile health studies run
“in the wild”, where it is challenging to balance the demographic characteristics of
participants that self select to enter the study. An effective approach to remove the in-
fluence of confounders is to match samples in order to improve the balance in the data.
The caveat is that we end-up with a smaller number of participants to train and evalu-
ate the machine learning algorithm. Alternative confounding adjustment methods that
make more efficient use of the data (e.g., inverse probability weighting) usually rely on
modeling assumptions, and it is unclear how robust these methods are to violations of
these assumptions. Here, rather than proposing a new approach to prevent/reduce the
learning of confounding signals by a machine learning algorithm, we develop novel sta-
tistical tools to detect, quantify and correct for the influence of observed confounders.
Our tools are based on restricted and standard permutation approaches and can be
used to evaluate how well a confounding adjustment method is actually working. We
use restricted permutations to test if an algorithm has learned disease signal in the
presence of confounding signal, and to develop a novel statistical test to detect con-
founding learning per se. Furthermore, we prove that restricted permutations provide
an alternative method to compute partial correlations, and use this result as a motiva-
tion to develop a novel approach to estimate the corrected predictive performance of
a learner. We evaluate the statistical properties of our methods in simulation studies.
1. Introduction
Machine learning algorithms have been increasingly used as diagnostic and prognostic tools
in biomedical research. In the emerging field of mobile health, machine learning is especially
well positioned to impact clinical research, as the widespread availability of smartphones
and other health tracking devices generates high volumes of sensor data that can be readily
harnessed to train learners. In clinical applications, gender, age, and other demographic
characteristics of the study participants often play the role of confounders. Confounding is
particularly prevalent in mobile health studies run “in the wild” (i.e., under uncontrolled
conditions outside clinical and laboratory settings) where we have little control over the
demographic and clinical characteristics of the cohort of participants that self-select to
enter the study.
In the context of predictive modeling, we define a confounder as a variable that causes
spurious associations between the features and response variable. We subscribe to Pearl’s
causal inference framework (Pearl 2000), where potential confounders are identified from a
causal diagram describing our qualitative assumptions about the causal relationships be-
tween the features, response, and potential confounder variables. Figure 1 provides a couple
of examples in the context of a Parkinson’s disease diagnostic classification problem.
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Fig 1. Consider a mobile health diagnostic system for Parkinson’s disease (PD), built using features ex-
tracted from accelerometer sensor data. Let Y , C, and X represent, respectively, the disease status, a
confounder (such as age or gender), and a accelerometer feature. The causal diagram in panel a describes
our assumptions about the causal relations between these variables, in the case where C represents the
gender confounder. Because PD patients experience difficulty to walk, their acceleration patterns tend to be
distinct from control participants. Hence, we assume that disease status has a causal effect on the feature
(Y → X). We also assume a causal influence of gender on the feature (C → X), since males on average
are taller than females and taller participants tend to have larger step sizes, and different heel strikes and
acceleration patterns than shorter participants. Finally, because gender is a risk factor for PD (the disease
is more prevalent in males than females) we also assume a causal influence of gender on disease status
(C → Y ). The causal diagram in panel b represents our assumptions for the age confounder. As before, we
assume that Y → X, C → X (since older subjects tend to move slower than younger ones), and that C → Y
(since older age is also a risk factor for PD). Now, let S represent a binary selection variable indicating
whether a potential participant has enrolled or not in the study (i.e., S = 1 if the person enrolled, and S = 0
otherwise). We assume that age influences enrollment in the study (C → S) because younger people tend to
be more technology savvy than older people (and tech savvy people are more likely to enroll in mobile health
studies). We also assume that disease status influences enrollment (Y → S), since patients suffering from
a disease are usually more motivated to enroll in a study than controls. The squared frame around S in
panel b indicates that the analysis is conditional on the participants that actually enrolled in the study (i.e,
is conditional on S = 1). Observe that in both panels a and b, C is a confounder of the Y → X relation,
since it is responsible for spurious associations between X and Y via the backdoor path X ← C → Y in
panel a, and the backdoor paths X ← C → Y and X ← C → S ← Y in panel b (note that conditional on
S = 1 this last backdoor path is open through the collider C → S ← Y ). Finally, panel c represents the
undirected dependency graph (UDG) associated with both causal diagrams in panels a and b (an undirected
edge between two nodes means that the variables are associated even when we condition on the remaining
variables). The UDG represents the “association shadows” casted by the causal model underlying the data
generation process.
In machine learning applications, the spurious associations generated by confounders can
artificially boost the predictive ability of the algorithms. As a concrete example, consider a
diagnostic system trained to classify disease cases and healthy controls. Suppose that the
disease has a similar prevalence in males and females in the general population, but due
to a potentially unknown selection mechanism the data available to develop the classifier
is biased in relation to the general population, with most case subjects being males, and
most control subjects being female. Furthermore, suppose that the features used to build
the classifier are able to efficiently detect gender related signals but not disease related
signals. In such a situation, the classifier might achieve excellent classification performance
when trained and evaluated on training/test splits of the biased sample since it is able
to differentiate males from females (rather than sick and healthy subjects). Such classifier
would, nonetheless, perform poorly if deployed in the population of interest (i.e., the general
population) where the joint distribution of disease status and gender is shifted relative to
the data used to develop the system.
Confounding adjustment is an active area of research in machine learning. Because any
variable that confounds the feature/response relationship has to be associated with both the
features and the response, most of the methods proposed in the literature can be divided into
approaches that either: (i) remove the association between the confounder and the features;
or (ii) remove the association between the confounder and the response. A canonical example
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of the first approach, often denoted the “adjusted features” approach, is to separately regress
each feature on the confounders, and use the residuals of these regressions as the predictors
in the machine learning algorithm. A standard example of the second approach is to match
subjects from the biased development sample in order to obtain a more balanced subsample
of the original data. (The caveat is that we end-up with a smaller number of participants
to train and evaluate the machine learning algorithm, and, in highly unbalanced situations,
we might end up having to exclude most of the participants from the analyses.) Alterna-
tive methods that make more efficient use of the data include inverse probability weighting
approaches (Linn et al. 2016, Rao et al. 2017), that weight the training samples in order
to make model training better tailored to the population of interest. Approximate inverse
probability weighting algorithms have also been proposed in Linn et al. (2016), which es-
sentially use the sample weights to over-sample the biased training set in order to obtain an
artificially augmented training set, where the association between the confounders and the
response is removed (or at least reduced). Other approaches that do not fall into categories
(i) or (ii) have also been proposed. For instance, Li et al. (2011) developed a penalized sup-
port vector machine algorithm that favors solutions based on features that do not correlate
with the confounder, while Landeiro and Culotta (2016) employ backdoor adjustment in
order to obtain classifiers that are robust to shifts in the confounding/response association
from training to test data.
In this paper, rather than proposing yet another method to prevent the learning of con-
founding signals, we develop novel statistical methods to detect, quantify and correct for
the influence of observed confounders.
Following Rao et al. (2017), we adopt restricted permutations (Good 2000) to test if an
algorithm is actually learning the response signal in addition to learning the signal from the
clinically irrelevant confounders1. The key idea is to shuffle the response data within the
levels of a categorical/ordinal confounder in order to destroy the direct association between
the response and the features while still preserving the indirect association mediated by the
confounder. Note that while, in theory, we can only perform the restricted permutations
using categorical/ordinal confounders, in practice we can discretize and evaluate continuous
confounders as well. Of course, if the discretization is too coarse the discretized confounder
might not be able to fully capture the association between the confounder and the response,
and we might end up underestimating the amount of confounding learned by the algorithm.
In practice, one should experiment with distinct discretizations.
Building upon this test, we develop two novel statistical tools to deal with confounding.
First, by noticing that the location of the restricted permutation null distribution provides a
natural measure of the amount of confounding signal learned by the algorithm, we adopt the
average of the restricted permutation null as a test statistic, and develop a novel statistical
test to detect confounding learning per se. Second, motivated by the fact that restricted
permutations provide an alternative approach to compute partial correlations (a result that
we prove in Theorem 1), we develop a novel approach to correct for the influence of the con-
founders. The basic idea is to estimate the “corrected predictive performance” of a learner,
by removing the contribution of the confounders from the observed predictive performance
using a mapping between the restricted and standard permutation null distributions2.
1Note that we refer to a confounder as “clinically irrelevant” when we are interested in quantifying the
amount of response signal learned by an algorithm. In this sense, confounders, such as age, that are certainly
relevant in many clinical contexts are still irrelevant for our goal.
2Here, we denote as “standard permutations” the usual permutation scheme where the unrestricted
shuffling of the response destroys the association between the response and features and between response
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A key practical application of our tools is to evaluate the extent to which any adjustment
method has succeeded in removing the influence of the confounders. This is important in
practice since most methods that aim to adjust for confounders rely on assumptions, and it
is generally unclear how robust these methods are to violations of these assumptions. (For
instance, the “adjusted features” approach assumes linear associations between confounders
and features, and might be ineffective, or even prone to artifacts, when these associations
are mostly non-linear. The weights employed in the inverse probability weighting approaches
need to be estimated from the data, and often depend on strong modeling assumptions.)
2. The permutation approach
First, we introduce some notation. Throughout the text we let m represent a predictive
performance metric; X the feature data matrix; y the response data vector; and c the
observed confounder data vector3. We reserve F to represent a cumulative distribution
function (c.d.f.) of an arbitrary random variable, and Φ to represent the c.d.f. of a standard
normal variable. We let Fpi∗ and Fpi∗∗ represent, respectively, the restricted and standard
permutation null distributions (which we describe in the next subsections), and Fˆpˆi∗ and
Fˆpˆi∗∗ represent the respective Monte Carlo versions of these permutation distributions. We
let Y ∗ and Y ∗∗ represent restricted and standard permutations of the response variable Y ,
and m∗ and m∗∗ represent the predictive performance metrics computed with the respective
permuted responses.
2.1. Detecting response learning in the presence of confounding
Restricted permutations represent an standard approach to account for the influence of
confounders in randomization tests (Good 2000). They have also been used in the context
of predictive modeling (Rao et al. 2017). Here, we describe the approach in detail, as it
provides the necessary background for the novel contributions described in the next sections.
When the relationship between the features, X, and the response, y, is influenced by an
observed set of confounders, c, the total association between X and y can be partitioned
into a component due to the direct association between X and y (due to a potential causal
relation between X and y, or to the presence of additional unmeasured confounders associ-
ated with X and y), and into an indirect component where part of the association between
features and response is explained by the association between X and c, and the association
between c and y. Figure 2a provides a graphical model representation of these associations.
In order to evaluate whether a machine learning algorithm has learned about the response
variable (even when confounding is present) we need to generate a permutation null dis-
tribution where the direct association between the response and the features is destroyed,
while the indirect association mediated by the confounder is still preserved (Figure 2b). To
this end, we generate a restricted permutation null distribution, as described in Algorithm 1,
by separately shuffling the response data within each level of the confounder (as illustrated
in Figure 2e-g).
and confounders.
3Note that if multiple confounders are available, than c can represent the combined categorical confounder
vector, generated by pasting together the multiple confounder vectors. For instance, if our confounders are
a discretized age variable with levels “young”, “middle age”, and “senior”, and a gender variable with levels
“male” and “female”, then the combined confounder has the following six levels: “young male”, “young
female”, “middle age male”, “middle age female”, “senior male”, and “senior female”.
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Fig 2. Panel a shows an undirected dependency graph (UDG) representing the associations between the
features, X, the response, Y , and the observed confounders, C. (In an UDG, an undirected edge between two
nodes means that the variables are associated even when we condition on the remaining variables.) Panels
d, e, and f, represent the feature, confounder, and response data, respectively. In this cartoon example, we
have 16 samples, and both C and Y are binary (light and dark cells represent 0 and 1 values, respectively).
The confounder vector (panel e) was sorted, and the red line splits the data relative to the levels of C (i.e.,
the top 7 samples have confounding value 1, while the bottom 9 have confounding value 0). Note that in
panel f we have 4 positive response values (dark cells) above the red line, and 2 below it. Panel g illustrates
the restricted permutation scheme. Each column shows a distinct permutation. In all permutations, we
still have 4 dark cells above the red line and 2 below it. Panel b shows the UDG representation of these
relations (note that conditional on the confounder the features and the restricted shuffled response, Y ∗,
become independent). Panel h illustrates the standard permutation scheme, where we shuffle the response
values freely across the entire response vector (now, each column is no longer constrained to have 4 dark
cells above the red line and 2 below it). The standard permutations destroy the association between Y and
C and between Y and X. Panel c shows the UDG representation in this case.
Figure 3 show examples of the restricted permutation null distributions (for the AUC
metric) generated with varying amounts of confounding. These examples show that the
restricted permutation null is always centered away from the baseline random guess value
whenever confounding is present, and illustrate that this shift can be used to informally
infer the presence of confounding.
The restricted Monte Carlo permutation null allows us to test the hypotheses,
H∗0 : the algorithm is not learning the response signal,
H∗1 : the algorithm is learning the response signal.
A permutation p-value for testing H∗0 is computed as the proportion of times that the
performance metric computed in shuffled response data was equal to or better than the
performance metric computed with the original (un-shuffled) response vector, mo.
2.2. Correcting for the influence of confounders in machine learning
predictions
Let Epi∗ [M
∗] represent the expectation of the restricted permutation null distribution. This
quantity represents a natural candidate to measure the contribution of confounding to the
learner’s predictive ability, as it measures the algorithm’s performance after the algorithm’s
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Algorithm 1 Restricted Monte Carlo permutation null distribution for performance metric
m
1: Input: Number of permutations, b; X; y; c; training and test set indexes, itrain, itest
2: Split X, y and c into training and test sets
3: for i = 1, 2, . . . , b do
4: y∗train ← RestrictedShuffle(ytrain, ctrain), and y∗test ← RestrictedShuffle(ytest, ctest)
5: Train a machine learning algorithm on the Xtrain and y
∗
train data
6: Evaluate the algorithm on the Xtest and y∗test data
7: Record the value of the performance metric, m∗i , on the shuffled data
8: end for
9: Output: m∗1, m
∗
2, . . . , m
∗
b
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Fig 3. This figure illustrates the generation of the restricted Monte Carlo permutation null for the AUC
metric using synthetic data. Panel a shows the causal graph representing the model used to simulate the
data. (Details about this model are provided in Section 3.1.) Panels b-d show the restricted Monte Carlo
permutation null distributions (blue histograms) for data generated with distinct strengths of confounding.
The cyan lines represent the observed AUC values. In panel b, we simulated a very strong association
between C and Y ( ˆcor(C, Y ) = 0.8), and causal influences of C on X (θ = 1), and of Y on X (β = 1).
The restricted null is located close to 0.9, far away from the baseline random guess value (0.5 for the AUC
metric), but still below the observed AUC value (cyan line around 0.98). This shows that while a lot of the
predictive performance of the classifier is explained by the confounder, the direct association between Y and
X also contributes to it. Hence, in this example, the classifier was still able to learn the disease signal, in
spite of the strong confounding influence. In this example, the permutation p-value for testing H∗0 vs H
∗
1
is smaller than 9.9 × 10−5 (we used 10,000 permutations to generate the null). In panel c, we simulated
moderate/strong association between C and Y ( ˆcor(C, Y ) = 0.6) and a causal influence of C on X (θ = 1),
but not of Y on X (β = 0). In this case while the restricted null is, again, located far way from 0.5, the
observed AUC score (cyan line around 0.75) is located inside the range of the permutation null showing
that the classifier is detecting the confounding signal, but not the response signal (as expected since we set
β = 0 in this example). In this example, the permutation p-value is 0.59. Finally, in panel d we simulated
data with causal influences of C on X (θ = 1) and Y on X (β = 1), but no association between C and Y
(that is, we generated unconfounded data). As, expected, the restricted permutation distribution is centered
around 0.5, while the observed AUC is above 0.8. These examples illustrate that the restricted permutation
null is centered away from the baseline random guess value whenever confounding is present (and that this
shift can be used to informally infer the presence of confounding).
ability to learn the direct association between the response and the features has been neu-
tralized by the restricted shuffling of the response data. The observed metric value, mo,
on the other hand, captures the contributions of both response learning and confounder
learning to the predictive performance. It is reasonable to expect that the contribution of
the response alone should be a function of the difference between mo and Epi∗ [M
∗], and we
would intuitively expect that the corrected performance metric, mc, to assume the form,
mc = f
(
mo − Epi∗ [M∗]
)
. (1)
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As a matter of fact, the following result (proved in the Appendix) formalizes this intuition
for linear measures of statistical association.
Theorem 1. Let C represent a categorical variable, X and Y represent arbitrary random
variables, and Y ∗ represent a restricted permutation of Y relative to the levels of C. Let
Cov(X,Y ) represent the covariance between X and Y , and pCov(X,Y | C) represent the
partial covariance between X and Y given C. An alternative formula for the computation of
pCov(X,Y | C), based on the restricted permutations of Y with respect to the levels of C,
is given by,
pCov(X,Y | C) = Cov(X,Y ) − Epi∗ [Cov(X,Y ∗)] .
Similarly, the partial correlation pCor(X,Y | C) can be expressed as,
pCor(X,Y | C) =
(
V ar(X)V ar(Y )
V ar(X | C)V ar(Y | C)
) 1
2
× (Cor(X,Y )− Epi∗ [Cor(X,Y ∗)] ) .
Note that, for the covariance metric the function f() in equation (1) corresponds to the
identity function, while for the correlation metric it simply re-scales the difference mo −
Epi∗ [M
∗].
Theorem 1 shows that the total amount of linear association between two arbitrary ran-
dom variables measured by Cov(X,Y ) can be partitioned into the Epi∗ [Cov(X,Y
∗)] compo-
nent, that measures the amount of association between X and Y that is due exclusively to
the confounder C (i.e., the indirect association), and into the partial covariance component4,
pCov(X,Y | C), that measures the remaining amount of association between X and Y that
is not explained by the confounder C (i.e., the direct association).
We point out, however, that the above result is not exclusively available for linear mea-
sures of association. In the Appendix, we also present and prove a similar result (Theorem
2) involving the distance correlation (Szekely, Rizzo, and Bakirov 2007) and partial distance
correlation (Szekely and Rizzo 2014), showing that the restricted permutations can also be
used to decompose non-linear measures of statistical association.
Motivated by these results, we now propose a general approach to compute the corrected
performance metric, mc, for an arbitrary metric m. It requires, however, the computation of
a second permutation distribution, Fpi∗∗ , denoted the “standard” permutation null, that is
generated in the usual way by freely shuffling the response values across the entire response
vector (Figure 2h). Note that the standard shuffling destroys the association between the re-
sponse and the features, as well as, the association between the response and the confounder
(Figure 2c), and can be used to test the hypotheses,
H∗∗0 : the algorithm is not learning the response and confounding signals,
H∗∗1 : the algorithm is learning the response and/or the confounding signal.
A Monte Carlo estimate of the standard permutation null is generated as described in
Algorithm 1, except that the restricted shuffling of the response data in step 4 is replaced
by standard shuffling.
4Note that in Theorem 1 we adopt the partial covariance metric to represent the amount of association
between X and Y that remains after we remove the indirect association due to C, instead of the conditional
covariance metric (which, one might argue, might represent another natural metric in this context). Observe,
however, that Theorem 1 assumes linear associations, and under this assumption the partial and conditional
covariance measures are closely related. (Theorem 1 of Baba, Shibata, and Sibuya (2004) shows that, in
this setting, the partial covariance equals the expected conditional covariance, while Corollary 2 proves
the equality of these quantities when the conditional variance/covariance matrix is free of the conditioning
variable, as is the case for the multivariate normal distribution).
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2.2.1. The confounding corrected metric
As pointed before, the observed metric mo captures the contributions of both response
and confounder learning. In order to estimate the confounding corrected value mc we need
to determine what value would the observed performance metric have assumed, had the
response variable not been associated with the confounder. In other words we need to map
a value sampled from a distribution where the response and confounder are associated to a
distribution where they are not.
To this end, we construct a mapping from the restricted permutation null distribution
(where the association between the response and the confounder is preserved) to the stan-
dard permutation null (where this association is removed). An obvious mapping would be
to define mc = mo − apˆi∗ + apˆi∗∗ , where apˆi∗ and apˆi∗∗ correspond, respectively, to the sam-
ple mean of Fˆpˆi∗ and Fˆpˆi∗∗ . This mapping, however, only focus on the means and fails to
take into consideration the different spreads of the restricted and standard permutation
null distributions. Ideally, we should define a mapping that accounts for the entire proba-
bility distributions. Therefore, we define and estimate the corrected metric mc by equating
Fpi∗∗(mc) to Fpi∗(mo),
Fpi∗∗(mˆc) = Fpi∗(mo) ⇔ mˆc = F−1pi∗∗(Fpi∗(mo)) . (2)
Note that equating Fpi∗(mo) to Fpi∗∗(mc) is equivalent to equating the p-value for testing
H∗0 vs H
∗
1 to the p-value for testing H
∗∗
0 vs H
∗∗
1 . (For metrics where smaller values indicate
better predictive performance (e.g., mean squared error) we have that Fpi∗(mo) corresponds
to the p-value for testing H∗0 . For metrics where larger values indicate better performance
(e.g, AUC), the p-value is given by 1−Fpi∗(mo), and we get the same correction formula by
matching this p-value to 1− Fpi∗∗(mc).)
In general, it is unfeasible to simulate Fpi∗ and Fpi∗∗ exactly due the large number of
possible permutations. Presumably, one could rely on Monte Carlo estimates of these distri-
butions and estimate mc as mˆc = Fˆ
−1
pˆi∗∗(Fˆpˆi∗(mo)), where Fˆpˆi∗(x) represents the xth sample
percentile of the Monte Carlo restricted null, and Fˆ−1pˆi∗∗(x) represents the xth sample quantile
of the Monte Carlo standard null. Observe, however, that this approach only works when
mo falls inside the range of Fˆpˆi∗ . As illustrated in Figure 4, the corrected metric value gets
artificially “truncated” whenever the observed correlation is outside the range of the re-
stricted permutation null. Therefore, in practice, we need to use analytical approximations
for the restricted and standard permutation null distributions in order to estimate mc.
Fortunately, because popular performance metrics such as the mean square error, mean
absolute error, and the classification accuracy correspond to averages, while metrics such
as the AUC correspond to a generalized U-statistics (DeLong, DeLong and Clarke-Pearson
1988; Lehmann 1951), we have that the distribution of these statistics can be well approxi-
mated by Gaussian distributions when the test set is large enough (due to central limit theo-
rems associated with averages, and to the asymptotic normality of (generalized) U-statistics
(Hoeffding 1948, Serfling 1980)). Figures 5 and 6 provide a few illustrative examples. Hence,
in practice, we will often be able to approximate Fˆpˆi∗ and Fˆpˆi∗∗ by,
Fˆpˆi∗ ≈ N(apˆi∗ , s2pˆi∗) , Fˆpˆi∗∗ ≈ N(apˆi∗∗ , s2pˆi∗∗) , (3)
where s2pˆi∗ and s
2
pˆi∗∗ correspond, respectively, to the sample variances of Fˆpˆi∗ and Fˆpˆi∗∗ , and
apˆi∗ and apˆi∗∗ represent, as before, the respective sample means. Now, by replacing Fpi∗ and
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Fig 4. Comparison of partial correlation and corrected correlation values across 1,000 simulated data sets
(generated as described in Section 6). Panel a compares the corrected correlation value (x-axis), computed
with the formula mˆc = Fˆ
−1
pˆi∗∗ (Fˆpˆi∗ (mo)), against the partial correlation estimated using the standard partial
correlation formula (y-axis). The red line represents the identity line, where the corrected correlation score
exactly matches the partial correlation score. Note that for some of the simulated data sets the two formulas
provide very close scores, while, for most of the simulations, the corrected correlation tends to be truncated
around -0.12 and 0.12. Panels b-k explain why. In all panels, the blue and red histograms represent, respec-
tively, the restricted and standard permutation null distribution, while the blue and red bell shaped curves
represent the respective normal approximations. The cyan line represents the observed correlation score.
The purple line represents the corrected correlation, computed using mˆc = Fˆ
−1
pˆi∗∗ (Fˆpˆi∗ (mo)) (and from now
on denoted as the “purple” correction), while the orange line represents correlations corrected according to
the formula mˆc = (mo − apˆi∗ )spˆi∗∗/spˆi∗ + apˆi∗∗ (denoted “orange” correction). Points falling at the red line
in panel a represent simulations where the observed correlation score falls inside the range of the restricted
permutation null, as illustrated in panels b and c. (Note how the purple line in panel b matches the orange
line in panel c). Panel d shows the case where the observed correlation falls above the range of the restricted
permutation null. In this case, the corrected value (purple line) corresponds to the upper boundary of the
red histogram since Fˆpˆi∗ (mo) = 1 for any observed correlation value above the range of the blue histogram
and Fˆ−1
pˆi∗∗ (1) corresponds to the upper boundary of the red histogram. Note, however, that the corrected
value based on the asymptotic approximation (orange line in panel e) is higher than the purple line. Panel
f shows an example where the observed correlation is even larger, but the “purple” corrected value is still
similar to the previous example (compare the purple lines in panels d and f). The “orange” corrected value,
on the other hand, is larger (compare the orange lines in panels e and g). The examples in panels b-g
illustrate why the corrected values computed with mˆc = Fˆ
−1
pˆi∗∗ (Fˆpˆi∗ (mo)) get truncated around 0.12 in panel
a. Similarly, panels h-k illustrate that, when the observed correlation is negative, the “purple” corrected
values correspond to the minimum of the standard permutation null distributions (since Fˆpˆi∗ (mo) = 0 and
Fˆ−1
pˆi∗∗ (0) corresponds to the lower boundary of the standard permutation null). Hence, we also observe a
truncation of the “purple” corrected correlations around -0.12 in panel a. Finally, note that the asymptotic
approximation fixes this issue, so that the “orange” corrected correlations closely approximate the partial
correlations.
Fpi∗∗ in equation (2) by the approximate Gaussian distributions in (3) we have that,
Fˆpˆi∗∗(mˆc) ≈ Φ
(
(mˆc − apˆi∗∗)/spˆi∗∗
)
(4)
= Φ
(
(mo − apˆi∗)/spˆi∗
) ≈ Fˆpˆi∗(mo) ,
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and we can estimate mˆc by,
mˆc = (mo − apˆi∗) spˆi
∗∗
spˆi∗
+ apˆi∗∗ . (5)
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Fig 5. Asymptotic normality of common performance metrics for regression problems. Panel a, b and
c show the restricted (blue histograms) and standard (red histograms) permutation null distributions for
the mean absolute error (MAE) metric, generated using training and test sets of size 15, 30, and 100,
respectively. Panels d, e, and f, show similar plots for the mean squared error (MSE) metric, while panels
g, h, and i, show the same plots for the concordance correlation coefficient (CCC) metric. The data was
simulated as described in the Appendix, except that we adopted exponential instead of gaussian errors for the
generation of the response. For all metrics we observe a poor approximation for test sets with 15 samples,
but reasonable approximations for test sets with 30 or 100 samples.
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Fig 6. Asymptotic normality of common performance metrics for classification problems. Panel a, b and
c show the restricted (blue histograms) and standard (red histograms) permutation null distributions for
the AUC metric, generated with training and test sets of size 15, 30, and 100, respectively. Panels d, e,
and f, show similar plots for the accuracy metric. The data was simulated as described in Section 5. For
all metrics we observe a poor approximation for test sets with 15 samples (note the discreteness of the
permutation distributions), but reasonable approximations for test sets with 30 or 100 samples.
Note that the above correction formula still have the same format as equation (1), with
f() performing a re-scaling and translation of the difference, mo − Eˆpˆi∗ [M∗]. Furthermore,
for the correlation metric, apˆi∗∗ = Eˆpˆi∗∗ [M
∗∗] ≈ 0, and the correction has similar format as
the formula in Theorem 1.
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Figure 7a illustrates the application of formula 5 to the correlation metric. Figure 7b
illustrates that the correction formula (x-axis) was able to recapitulate very well the sample
partial correlation values (y-axis), computed as,
ˆpcor(X,Y | C) = ˆcor(X,Y )− ˆcor(X,C) ˆcor(Y,C)
[(1− ˆcor(X,C)2)(1− ˆcor(Y,C)2)]1/2 . (6)
For completeness, Figure 7c compares the partial correlation values computed with the
sample version of the formula presented in Theorem 1, against the sample partial correlation
values.
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Fig 7. Panel a shows an example of the restricted (blue) and standard (red) Monte Carlo permutation null
distributions for the correlation metric (see the Appendix for the simulation details). The cyan line shows
the observed correlation, while the orange one shows the corrected correlation value (from equation 5). The
blue and red curves correspond to the normal approximations in equation (3). Note that the tail probabilities
to the right of the cyan and orange lines are the same (i.e., the p-values are preserved). Panels b and c
compare our correction formulas against the sample partial correlation estimates.
2.3. A statistical test to detect confounding
As described before, the presence of confounding will shift the restricted permutation null
distribution away from the baseline random guess value, and this shift can be used to
informally infer the presence of confounding. Here, we present a hypothesis test to formally
test the hypotheses,
Hc0 : the machine learning algorithm has not learned the confounding signal
Hc1 : the machine learning algorithm has learned the confounding signal.
We adopt the sample mean of the restricted permutation null,
M¯∗ =
1
b
b∑
i=1
M∗i , (7)
as a test statistic, since it represents a natural measure of confounding. Note that under
the null hypothesis that an algorithm has not learned the confounding signal, the restricted
permutation null will have the same distribution as the standard permutation null. Hence,
for large enough test sets we have that M∗ ≈ N(apˆi∗∗ , s2pˆi∗∗), and our test statistic is asymp-
totically distributed as,
M¯∗ ≈ N
(
apˆi∗∗ ,
s2pˆi∗∗
b
)
. (8)
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Note that the variance of this null distribution depends on the number of permutations (b)
used to generate the restricted permutation null, and gets smaller as we increase b. As a
consequence, we can easily obtain a statistically significant result by increasing the number
of permutations. For example, suppose we are working on a classification problem using
the AUC metric, and the sample average of the restricted permutation null, ¯auc∗, is given
by 0.51. If the confounding effect is small but real, we can improve the test’s statistical
significant by increasing the number of permutations, since our test statistic estimate will
converge to a small but larger than 0.5 value, while the confounding null distribution will get
more and more peaked around 0.5 (the baseline random guess value for the AUC metric).
In order to avoid this artifact, we restrict b to be equal to the size of the test set. By
doing so, we guarantee that we will only be able to detect small confounding effects when
we are truly well powered to do so. In Section 3, we report the results of a simulation study
evaluating the empirical performance of the confounding test (Figure 3b), where we set the
number of permutations to be equal to the test set sample size. We observed good power to
detect confounding under Hc1 , and well controlled type I error rates under H
c
0 .
In the Appendix, we also present a general permutation scheme (Algorithm 2) that does
not require asymptotic normality assumption, and can be used with small test sets.
2.4. Analytical results for the AUC metric
It has been shown[1] that, when there are no ties in the predicted class probabilities used for
the computation of the AUC, the test statistic of the Wilcoxon rank sum test (also known
as the Mann-Whitney U test), U , is related to the AUC statistic by, U = nn np(1−AUC),
where nn and np represent the number of negative and positive labels in the test set (see
Section 2 of reference[12] for details).
For large test sets, and under the null hypothesis H∗∗0 (i.e., that the machine learning
algorithm has not learned the response and the confounding signal), this distribution can
be approximated[12] by
U ≈ N
(
nn np
2
,
nn np(nn + np + 1)
12
)
.5 (9)
Now, from the relation AUC = 1− U/(nn np) it follows that,
AUC ≈ N
(
1
2
,
nn + np + 1
12nn np
)
, (10)
under the null H∗∗0 , so that Fpi∗∗ can be approximated by the above normal distribution.
Using the “p-value matching” criterion, Fpi∗∗(aucc) = Fpi∗(auco), it follows that,
Φ
(
aucc − 0.5
σ
)
≈ Fpi∗(auco) ⇔ aucc ≈ Φ−1(Fpi∗(auco))σ + 0.5 , (11)
5In the presence of ties, a slightgly better approximation, is given by,
U ≈ N
(
nn np
2
,
nn np(nn + np + 1)
12
− nn np
12n (n− 1)
τ∑
k=1
tk(tk − 1)(tk + 1)
)
,
where τ is the number of groups of ties, and tk is the number of ties in group k[12]. We have compared both
approximations and did not detect any discernible differences in the results. For this reason, we adopted the
simpler approximation in equation (9).
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where Φ represents the cumulative density function of a standard normal random variable,
and σ =
√
(nn + np + 1)/(12nn np).
Now, observe that because the AUC is a generalized U-statistic [11, 16] it will also be
asymptotically distributed as a normal random variable (even under the alternative). Hence,
for large sample sizes,
Fpi∗ ≈ N
(
apˆi∗ , s
2
pˆi∗
)
, apˆi∗ = Eˆpˆi∗ [AUC
∗] , s2pˆi∗ = ˆV arpˆi∗(AUC
∗) , (12)
where Eˆpˆi∗ and ˆV arpˆi∗ represent the sample average and sample variance of the restricted
permutation null distribution of AUC scores. The confounder corrected AUC score is then
estimated as,
aucc = (auco − apˆi∗) nn + np + 1
12nn np spˆi∗
+ 0.5 . (13)
Furthermore, under the null hypothesis that the classifier has not learned the confound-
ing signal, it follows that the confounding null distribution for the test statistic ¯AUC
∗
=
b−1
∑b
i=1AUC
∗
i is given by,
N
(
1
2
,
nn + np + 1
12nn np b
)
. (14)
3. Simulation experiments
Here, we investigate the statistical properties of the response learning6 (H∗0 vs H
∗
1 ) and
confounding learning (Hc0 vs H
c
1) statistical tests. The goal is to evaluate whether these are
reasonably powered to detect response and confounding signals when those are present, and
to evaluate the type I error rates achieved by the tests when data is simulated under the
respective null hypothesis. But, before we describe in detail the simulation settings adopted
in our experiments, we first explain how we simulated data from a binary classification task
influenced by confounders.
3.1. Synthetic data generation for binary classification
We simulate data according to the model in Figure 3a, where C represents a binary con-
founder, Y represents the disease status, and X1, . . . , X10 represent the features.
This model is motivated by the following example involving a Parkinson’s disease (PD)
classification problem. Suppose that the data is unbalanced with respect to the gender (C)
of the participants, with most of the male participants having PD and most of the female
participants being controls (so that gender is strongly associated with the disease status).
Because males on average are taller than females, it is reasonable to expect that many of the
features extracted from the raw accelerometer data will likely be influenced by gender since
taller participants tend to have larger step sizes, and different heel strikes and acceleration
patterns than shorter participants (hence, we have C → Xj). Furthermore, because PD
patients experience difficulty to walk, their acceleration patterns tend to be distinct from
control participants (hence, we have Y → Xj). Therefore, it is reasonable to expect that
the features will be influenced by disease status as well.
6Note that while Rao et al (2017) employed this test before, the authors did not evaluate their empirical
performance.
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In order to generate an association between C and Y (i.e., C ↔ Y ) we jointly sample
these binary variables from a bivariate Bernoulli distribution (Dai, Ding, and Wahba 2013)
[3], with probability density function given by,
p(Y,C) = py c11 p
y(1−c)
10 p
(1−y)c
01 p
(1−y)(1−c)
00 , (15)
where pij = P (Y = i, C = j), and p11 + p10 + p01 + p00 = 1. Note that the covariance
between Y and C is given by,
Cov(Y,C) = p11 p00 − p01 p10 , (16)
and we can tune the strength of the association between Y and C by changing these param-
eters. Once, we have sampled a {y, c} pair from this distribution, we sample the features
from a multivariate normal distribution,
N10
(
(y β + c θ)1 , Σ
)
, (17)
where 1 represents the vector of ones, β and θ are the regression coefficients, and Σ represents
a correlation matrix with ijth element given by ρ|i−j|.
3.2. Parameter settings employed in the simulation experiments
We performed four simulation experiments based on data generated with: disease and con-
founding signal (H∗1 and H
c
1); disease but no confounding signal (H
∗
1 and H
c
0); no disease
or confounding signal (H∗0 and H
c
0); and confounding but no disease signal (H
∗
0 and H
c
1).
In each experiment we generated 1,000 data sets. Each data set was generated (according
to the model described above) using a unique combination of simulation parameter values.
Table 1 presents the ranges of the simulation parameter values employed in each experiment.
experiment 1 experiment 2 experiment 3 experiment 4
parameter H∗1 , H
c
1 H
∗
1 , H
c
0 H
∗
0 , H
c
1 H
∗
0 , H
c
0
n {200, . . . , 600} {200, . . . , 600} {200, . . . , 600} {200, . . . , 600}
p11 [0.40 , 0.45] [0.40 , 0.45] [0.40 , 0.45] [0.40 , 0.45]
p00 [0.40 , 0.45] [0.40 , 0.45] [0.40 , 0.45] [0.40 , 0.45]
p10 [0.050 , 0.075] p11 [0.050 , 0.075] p11
p01 1− p11 − p00 − p10 p00 1− p11 − p00 − p10 p00
β [0.1 , 1.0] [0.1 , 1.0] 0 0
θ [0.1 , 1.0] 0 [0.1 , 1.0] 0
ρ [0.2 , 0.8] [0.2 , 0.8] [0.2 , 0.8] [0.2 , 0.8]
Table 1
Ranges of the simulation parameter values employed in each experiment. Note that in experiments 2 and
4, the probs p11, p10, p01, p00 are re-normalized to sum 1.
In order to select parameter values spread as uniformly as possible over the entire pa-
rameter range we employed a Latin hypercube design (Santner, Williams and Notz 2003),
optimized according to the maximin distance criterion (Johnson, Moore and Ylvisaker 1990),
in the determination of the parameter values used in the generation of each synthetic data
set.
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3.3. Simulation results
Figure 8 reports the results from the four simulation experiments/settings described above
(namely, H∗1 and H
c
1 ; H
∗
1 and H
c
0 ; H
∗
0 and H
c
1 ; and H
∗
0 and H
c
0). In each experiment we
generated 1,000 data sets and recorded the proportion of times that we rejected the null
hypothesis across a grid of nominal significance levels varying from 0 to 1. Note that this
proportion represents the empirical type I error rate when the data is simulated under the
null, but the empirical power when the data is simulated under the alternative.
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Fig 8. Simulation study. The corrected AUCs and confounding tests were based on the analytical results
described in Section 2.4. In each simulation, the number of permutations was set to equal the test set size.
Panel a reports the power/error rate curves for the H∗0 vs H
∗
1 test. The blue and red
curves represent the experiments with data simulated under H∗1 , and show that the restricted
permutation test is well powered to detect disease learning in the presence (blue) or absence
(red) of confounding. The green and black curves represent the simulation experiments under
H∗0 and show that the error rates are well controlled at the nominal significance levels in
the presence (green) or absence (black) of confounding. (Note that a type I error rate curve
close to the diagonal line implies that the distribution of the p-values is close to a uniform
distribution in the 0 to 1 interval.)
Panel b reports the same results for the Hc0 vs H
c
1 test. Again we observe well controlled
errors under Hc0 in the presence (red) and absence (black) of disease signal, and good power
to detect confounding under Hc1 .
Finally, we also evaluated if our correction method was working as expected. Panels c-f
show the distributions of the observed (cyan) and corrected (orange) AUCs for each of the
4 simulation experiments. In the presence of confounding (panels c and e), the corrected
AUCs were lower than the observed AUCs, while in the absence of confounding (panels d
and f), the corrected AUCs closely matched the observed values. Note, as well, that under
H∗0 the corrected AUCs were distributed around 0.5 (panels e and f), while the observed
AUCs were still above of 0.5 in panel e due to confounding.
4. Additional remarks: accounting for the confounder/response association
structure in the population of interest
In the main text, we define confounder as any variable causing spurious associations between
the features and the response variable. We point out, however, that alternative definitions
have also been used. For instance, Rao et al. (2017) adopted a working definition where a
covariate is considered to be a confounder if it is associated with the features and response
and, additionally, if the joint distribution of the covariate and the response is shifted in
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the population-of-interest relative to the population used to develop the learner. Here, we
describe how our tools can still be used if one is willing to adopt this definition.
In order to account for the confounder/response association structure in the population of
interest we need to derive a baseline null distribution that preserves the structure observed in
the population of interest, and use this distribution in place of the standard permutation null
in our tools. For concreteness, we present next a detailed synthetic data example describing
the approach.
Suppose we know that in the population of interest, a given disease affects one third of the
population, and that the disease is two times more common in males than in females. The
mosaic plot in Figure 9a describes the joint distribution of gender and disease status in the
population of interest. Now, suppose that a mobile health study enrolled 10,000 participants,
and we are interested in building a classifier of disease status. Suppose, as well, that due
to self-selection mechanisms it turns out that gender and disease status are more strongly
associated in the mobile health study data (i.e., the development population) than in the
population of interest, as shown by the mosaic plot in Figure 9b (generated from synthetic
data simulated with strong association between gender and disease status, as described in
Section 3.1). Clearly, the development population is biased with respect to the population
of interest in this example.
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Fig 9. Panel a describes the joint distribution between gender and disease status in the population of interest.
This distribution was inferred from prior knowledge that the disease affects one third of the population
and is two times more common in men than in women. Panel b shows the gender/disease status joint
distribution actually observed in the synthetic data set (emulating a biased mobile health study) that will be
used to develop a classifier for the disease. The numbers represent the observed absolute frequency in each
gender/disease status class, while the porcentage of participants in each class are shown between parenthesis.
In order to account for the confounder/response association structure in the population of
interest, we first need to generate a baseline null distribution that preserves this structure.
To this end, we first sub-sample (from the development population) a training and test
set showing the same joint distribution of gender and disease status as the population of
interest. Figures 10a and b show the mosaic plots for these baseline training and test sets.
Next, we apply restricted permutations to these subsets in order to generate the baseline null
distribution (green histogram in Figure 11), which captures the gender/response association
structure in the population of interest. (Note how this null distribution is shifted away from
0.5, due to the association between gender and disease status.)
In order to quantify the amount of confounding observed in the biased development data
(relative to the population of interest) we first need to generate the restricted permutation
null distribution for the biased data. To this end, we split the development data into train-
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Fig 10. Panels a and b show the gender/disease status joint distribution for the baseline training and test
sets. Note that these sets correspond to carefully selected sub-samples of the biased development data, that
share the same gender/disease status joint distribution with the population of interest (Figure 9a). Panels c
and d show the joint distribution for the training and test sets generated by splitting the biased development
data. Note that these samples share the same gender/disease status joint distribution with the development
data (Figure 9b). Observe, as well, that the development test set (panel d) has the same number of samples
(namely, 1467) as the baseline test set (panel b).
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Fig 11. The green histogram represents the baseline null distribution that captures the gender/response
association structure in the population of interest. This baseline null was generated using restricted per-
mutations applied to the baseline training and test sets described in Figure 10a and b. The blue histogram
represents the restricted permutation null distribution generated from the development training and test
sets described in Figures 10c and d. The red curve represents the density of the standard permutation null
distribution. As before, the cyan line represents the uncorrected AUC value, while the orange line shows the
corrected AUC (relative to the standard permutation null). The green line, on the other hand, represents
the corrected AUC value relative to the population of interest.
ing and test sets that preserve the joint distribution of the gender/disease label observed
Figure 9b. (The test set, however, should have the same size as the baseline test set used
to generate the baseline null (green histogram), in order to make these null distributions
comparable.) Figures 10c and d show the mosaic plots for the training and test sets, while
the blue histogram in Figure 11 shows the restricted permutation null derived from the
biased development data.
Now, in order to compute the corrected predictive performance of the classifier (relative
to the population of interest) we only need to use the baseline null distribution in place
of the standard permutation null. For instance, setting a and s to represent the mean and
standard deviation of the baseline null (green histogram in Figure 11), and letting apˆi∗ and
spˆi∗ represent, as before, the mean and standard deviation of the restricted permutation null
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(blue histogram in Figure 11), we can calculate the corrected AUC as,
(AUCo − apˆi∗) s
spˆi∗
+ a . (18)
The green line in Figure 11 illustrates the above correction (while, for the sake of comparison,
the orange one shows the correction with respect to the standard null distribution). (Note
that the above correction formula corresponds to formula (5), with a and s in place of apˆi∗∗
and spˆi∗∗ .)
Similarly, we can still test for the presence of confounding (which in this example is
measured by the amount to association between the features and response that goes beyond
the association present in the population of interest). To this end, we can use the N(a, s2/b)
distribution as an approximate null and compute the p-value for the confounding test as,
1− Φ
(
apˆi∗ − a
s/
√
b
)
. (19)
5. Discussion
In this paper we define confounder as any variable causing spurious associations between
the features and the response variable. Our definition matches the one employed in causal
analysis, where the goal is to estimate the causal effect of a variable on another. In the
context of predictive modeling, a causality based definition has been adopted before by
Linn et al. (2016). We point out, however, that alternative definitions have also been used.
For instance, Rao et al. (2017) adopted a working definition where a covariate is considered
to be a confounder if it is associated with the features and response and, additionally, if its
joint distribution with the response is shifted in the population-of-interest relative to the
population used to develop the model. In Section 4 above, we describe how our tools can
still be used if one is willing to adopt this definition.
Our confounding tests provide a principled and direct approach to check if potential
confounders are truly influencing the predictive performance of a learner. Recall that demo-
graphic variables associated with the response, but not with the features, will not confound
the prediction. Hence, the proposed tests can be used to assess which potential confounders
are really problematic. If an important confounder is detected, then the novel correction
approach propose in this paper can be used to estimate how much the algorithm has actu-
ally learned about the response. Observe, however, that this correction is done “after the
fact”, when the algorithm has already had a chance to learn both response and confounding
signals. (Hence, it does not correspond to an usual confounding adjustment method, in the
sense that it does not prevent an algorithm from learning the confounding signal in the first
place. It simply quantifies the actual amount of response signal learned by the algorithm.)
Ideally, one should try to prevent an algorithm from learning the confounding signal in
the first place. Most importantly, once our tests show that a potentially problematic con-
founder is indeed confounding the response/feature association, and we attempt to adjust
for the confounder using any confounding adjustment method (where confounding adjust-
ment should be understood as avoiding that the algorithm learns the confounder signal to
begin with), then our tests can be used again to evaluate if the confounding adjustment
method has worked or not.
In a previous contribution (Chaibub Neto et al. 2017), we proposed permutation tests to
detect disease signal in the presence of “identity confounding”, as well as, permutation tests
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to detect the “identity confounding” itself. The “identity confounding” issue arises when the
relationship between the features and the disease labels learned by a classifier is confounded
by the identity of the subjects. This problem can arise when longitudinal records provided
by each participant are split into the training and test sets (record-wise data split), rather
than being assigned to either the training or the test sets (subject-wise data split). When
data from each participant is present in both the training and test sets, the classifier might
be mostly learning about the subject’s individual characteristics rather than the disease
signature. Detecting identity confounding, however, requires a different permutation strategy
(i.e., “subject-wise” label shufflings), rather than the restricted permutations adopted in this
paper.
In Section 3 we report a simulation study evaluating the statistical properties of the H∗0
vs H∗1 and H
c
0 vs H
c
1 tests. For both tests, we observed reasonable statistical power for the
range of parameters investigated in our experiments. We also observed that the type I error
rates were well controlled and close to the nominal significance levels, suggesting that the
permutation tests were close to exact. (Note that the only assumption required to guarantee
the exactness of the restricted permutation test is that, under H∗0 , the response data is
exchangeable within each level of the confounder variable. The test does not require any
distributional assumptions and is applicable to any performance metric in both regression
and classification problems. The confounding test, on the other hand, makes the additional
assumption that the test set is large.)
To the best of our knowledge, the use of restricted permutations for testing response
learning in the presence of confounding has only been leveraged by Rao et al. (2017). These
authors, however, did not take the next logical steps of developing statistical tests to detect
confounding per se, or correction formulas to estimate the amount of response signal learned
by the algorithm that might also have learned confounding signal.
Finally, we point out that while this paper has focused in mobile health applications, the
proposed tools can be more generally applied to any other areas plagued by confounders.
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6. Appendix
6.1. Proof of Theorem 1
Let’s start with the covariance operator. By definition,
pCov(X,Y | C) = Cov(X,Y ) − Cov(X,C)V ar(C)−1 Cov(Y,C) . (20)
Hence,
pCov(X,Y ∗ | C) = Cov(X,Y ∗) − Cov(X,C)V ar(C)−1 Cov(Y ∗, C) , (21)
and
Epi∗ [pCov(X,Y
∗ | C)] = Epi∗ [Cov(X,Y ∗)] − Epi∗
[
Cov(X,C)V ar(C)−1 Cov(Y ∗, C)
]
,
(22)
where the expectation is taken with respect to the restricted permutation null distribution,
Fpi∗ .
Now, recall that Cov(X,Y ) measures the total amount of association between X and Y ,
which can be partitioned into a the component due to the direct association between X and
Y (due to a potential causal relation between these two variables, or to the presence of ad-
ditional unmeasured confounders associated with X and Y ) and into an indirect component
where part of the association between X and Y is explained by the association between X
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and C, and between C and Y . Because the restricted shuffling of Y with the respect to the
levels of C preserves the associations between Y and C and between X and C, we have
that the restricted shuffling removes the direct association between X and Y , leaving intact
the indirect association component mediated by C. In other words, the average association
between X and Y ∗ (across all possible restricted permutations of Y ) is completely explained
by C. Hence, it follows that conditional on C, this average association vanishes, that is,
Epi∗ [pCov(X,Y
∗ | C)] = 0 , (23)
so that,
Epi∗ [Cov(X,Y
∗)] = Epi∗
[
Cov(X,C)V ar(C)−1 Cov(Y ∗, C)
]
= Epi∗
[
Cov(X,C)V ar(C)−1 Cov(Y,C)
]
= Cov(X,C)V ar(C)−1 Cov(Y,C) , (24)
where the second equality follows from the fact that Cov(Y ∗, C) = Cov(Y,C). Therefore, it
follows from (20) and (24) that,
pCov(X,Y | C) = Cov(X,Y ) − Epi∗ [Cov(X,Y ∗)] . (25)
To prove the result for the partial correlation, observe that by dividing the above equation
by
√
V ar(X)V ar(Y ), and recalling that by definition Cor(X,Y ) = Cov(X,Y )/
√
V ar(X)V ar(Y )
we have that,
pCov(X,Y | C)√
V ar(X)V ar(Y )
= Cor(X,Y ) − Epi∗
[
Cov(X,Y ∗)√
V ar(X)V ar(Y )
]
, (26)
= Cor(X,Y ) − Epi∗ [Cor(X,Y ∗)] ,
where the second equality follows from the fact that V ar(Y ) = V ar(Y ∗). Now, recall-
ing that by definition pCor(X,Y | C) = Cov(X,Y | C)/√V ar(X | C)V ar(Y | C), the
result follows by dividing and multiplying the left hand side of the above equation by√
V ar(X | C)V ar(Y | C) and rearranging terms.
6.2. Theorem 2
Theorem 2. Let C represent a categorical variable, X and Y represent arbitrary random
variables, and Y ∗ represent a restricted permutation of Y relative to the levels of C. Let
dCov(X,Y ) represent the distance covariance between X and Y , and pdCov(X,Y | C)
represent the partial distance covariance between X and Y given C. An alternative formula
for the computation of pdCov(X,Y | C), based on the restricted permutations of Y with
respect to the levels of C, is given by,
pdCov(X,Y | C) = dCov(X,Y )2 − Epi∗
[
dCov(X,Y ∗)2
]
. (27)
Similarly, the partial distance correlation pdCor(X,Y | C) can be expressed as,
pdCor(X,Y | C) = dCor(X,Y )
2 − Epi∗
[
dCor(X,Y ∗)2
]√
(1− dCor(X,C)4) (1− dCor(Y,C)4) . (28)
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6.2.1. Proof of Theorem 2
Consider first the partial distance covariance operator. By definition (see equation A.1 in
Appendix A.5 of reference[18]),
pdCov(X,Y | C) = dCov(X,Y )2 − dCov(X,C)2 dV ar(C)−2 dCov(Y,C)2 . (29)
Following the same reasoning used in the proof of Theorem 1 we obtain equation (27).
Now, let’s consider the partial distance correlation. By definition the distance correlation
is given by[17],
dCor(X,Y ) =
dCov(X,Y )√
dV ar(X) dV ar(Y )
. (30)
Dividing equation (27) by dV ar(X) dV ar(Y ) we have that
pdCov(X,Y | C)
dV ar(X) dV ar(Y )
= dCor(X,Y )2 − Epi∗
[
dCov(X,Y ∗)2
dV ar(X) dV ar(Y )
]
, (31)
= dCor(X,Y )2 − Epi∗
[
dCor(X,Y ∗)2
]
, (32)
where the second equality follows from the fact that dV ar(Y ) = dV ar(Y ∗).
By definition the partial distance correlation (see Appendix A.5 of reference[18]) is given
by,
pdCor(X,Y | C) = pdCov(X,Y | C)√
dV ar(X)2(1− dCor(X,C)4)√dV ar(Y )2(1− dCor(Y,C)4) . (33)
Hence, we obtain the result in equation (28) by dividing and multiplying the left hand
side of equation (32) by
√
dV ar(X)2 (1− dCor(X,C)4) dV ar(Y )2 (1− dCor(Y,C)4) and
rearranging terms.
6.3. Synthetic data generation for correlation metric illustrations
For the correlation illustrations, presented on Figure 2 in the main text, we simulated data
from the model, /. -,() *+C
βxc
~~ ~
~~
~~
~
βyc
@
@@
@@
@@/. -,() *+X /. -,() *+Y
βxy
oo
where C is a binary confounder sampled from a Bernoulli distribution with probability of
success p; Y is sampled from a N(βyc c , 1); and X is sampled from a N(βxc c + βxy y , 1).
For each of the 1,000 simulations we used a distinct set of simulation parameters (p, βxc,
βyc, and βxy), randomly draw from uniform distributions with ranges,
p ∼ U(0.3 , 0.7) , βxc ∼ U(−3 , 3) , βyc ∼ U(−3 , 3) , βyx ∼ U(−3 , 3) ,
and sample size 1,000.
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6.4. Algorithm 2
In order to test whether an algorithm is learning the confounding signal, we need to generate
a permutation null distribution (for the m¯∗ statistic) where the indirect association mediated
by the confounder is destroyed. To this end, we shuffle the confounder vector in a standard
fashion, before computing the m¯∗ statistic, as described in Algorithm 2 below.
Algorithm 2 Monte Carlo permutation null distribution to detect confounding
1: Input: Number of standard permutations, bs; X; y; c; training and test set indexes, itrain, itest
2: Split X, y and c into training and test sets
3: Set the number of restricted permutations to the test set size, br ← Length(itest)
4: for i = 1, 2, . . . , bs do
5: c∗∗train ← StandardShuffle(ctrain), c∗∗test ← StandardShuffle(ctest)
6: for j = 1, 2, . . . , br do
7: y∗train ← RestrictedShuffle(ytrain, c∗∗train), y∗test ← RestrictedShuffle(ytest, c∗∗test)
8: Train a machine learning algorithm on the Xtrain and y
∗
train data
9: Evaluate the algorithm on the Xtest and y∗test data
10: Record the value of the performance metric, m∗j , on the shuffled data
11: end for
12: Compute and store m¯∗i = b
−1
r
∑br
j=1
m∗j
13: end for
14: Output: m¯∗1, m¯
∗
2, . . . , m¯
∗
bs
