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I. Introduccidn 
El aprendizajc de probabilidades (AP), junto con el aprendizaje de con- 
ceptos, aprendizaje de pares asociados y el aprendizaje serial, constituye una 
de las modalidades tipicas del aprendizaje humano. No obstante, s610 a partir 
del año 1950 en que se publica la <(Teoria estadística del aprendizaje,,, se con- 
viertc en una área de investigación de creciente interés. 
Por otra parte el estudio de1 AP ha ejercido una notable influencia en la 
investigación psicológica, dado que orient6 la atención de 10s investigadores 
hacia el estudio de las formas de aprendizaje tipicarnente humanas. Revi- 
sando, por ejemplo, las investigaciones realizadas sobre el aprendizaje de 
rutina durante las décadas que precedieron al año 1950, comprobamos que 
se basan, fundamentalmente, en experimentos realizados con sujetos anima- 
les. Y el10 se debe a una actitud, compartida por la mayoria de 10s psicólogos 
de aquel entonces, según la cua1 el aprendizaje era considerado como una 
simpIe estructura jerárquica (MiIlward, 1971). Parecia evidente, por tanto, 
que 10s principios básicos del aprendizaje podian ser descubiertos a partir 
del estudio del comportamiento animal. De esta forma las leyes que sobre el 
aprendizaje se ponian de manifiesto en experimentos de animales con labe- 
rintos podian fácilmente extenderse a 10s sujetos humanos. Un claro ejemplo 
de esta postura la encontranlos en la mayoria de teorias propuestas sobre 
el aprendizaje (Tolman, 1932; Guthrie, 1935; Skinner, 1938; Hull, 1943, etc.). 
A partir de 1950 se constata entre 10s psicólogos un cambio radical de 
actitud, y el10 se puede atribuir, en parte, a la publicación, como hemos di- 
cho, de la Teoria estadística del aprendizaje, y en parte, a la poca capacidad 
predictiva que ofrecian las grandes construcciones teóricas propuestas sobre 
el aprendizaje. La teoria estadística del aprendizaje ejerció una doble influen- 
cia en la Psicologia experimental. Por un lado suscita un creciente interés 
hacia las formas de aprendizaje humano, y por otro introduce, en ccPsicologia,,, 
la utilización de 10s modelos matcmáticos como sistemas de descripción y 
medida de 10s datos empiricos. Uno de 10s campos donde ha sido más fe- 
cunda la aplicación de 10s modelos matemáticos ha sido sin duda, el del AP, 
y en el10 estriba, fundamentalmente su importancia. 
% "  
2. Origen histórico del AP 
El origen concreto del AP, al igual que el de otras ternaticas psicológicas, 
es el estudio del aprendizaje de laberinto. El esquema experimental básico 
del AP, se guede comparar a un laberinto de discriminación con dos brazos 
de clección. El paralelismo queda claro cuando collsideramos que en el la- 
belinto de discriminación el sujeto llega a aprender el brazo al que se halla 
astrciada la recompensa y, en el AP, la tasa aproximada de ocurrencia de 
un cvento. 
No obstante, las investigaciones más directamente relacionadas con cl 
Al' cmpiezan con el estudio llevado a cabo por Humphreys (1939). Humphreys, 
aplicando el paradigma básico del condicionamiento pavloviano al estudio 
del aprendizaje verbal, establece que éste puede ser considerado como una 
dct ivación de aquel por cuya I-azón 10 denomina cccondicionamiento verbala. 
El esquema básico del condicionamiento pavloviano (o clásico) puede ser 
descrit0 como una señal o estimulo neutro (denominado estimulo condicio- 
narlo, EC), que es seguido, inmediatamente, después de su presentación, por 
ur] luerte estimulo evocador de respuesta (estimulo incondicionado, EI). A me- 
ditla que se repiten 10s ensayos se constata que una respuesta parecida a la 
evocada por el EI sigue a la sola presentación del EC; Humphreys parte de 
eslc esquema elemeqtal y 10 adapta a una situación de aprendizaje verbal. 
P;~t';i el10 instruye a 10s SS. que predigan <(si una luz va a encenderse o no 
a 10 largo de una serie de ensayos),. Cada ensayo iba precedido por la pre- 
setttación de una señal (EC) -estimulo luminoso- y a continuación el S. 
hacia una predicción sobre si apareceria o no una segunda señal luminosa 
(EI). En esta nueva versión del condicionamiento pavloviano, la segunda se- 
ñal luminosa actuaba de EI, cuyo efecto era la evocación de ccuna fuerte res- 
puibsta de expectancia o expectación,,. Se esperaba, por tanto, tras una pro- 
lor~gada serie de ensayos que la señal inicial suscitaria, por si sola, ctla respues- 
ta de expectancia), y como consecuencia, se habria operado el condiciona- 
micnto. 
En este experimento Humphreys utilizó una simple tabla vertical (aclual- 
mclnte denominada tabla de Humphreys). En ella se encuentran, en posición 
vc*rqtical, dos bugias: la del EC (superior) y la del EI (inferior). Al mismo 
tivmpo tiene incorporada una llave morse que el S tiene que oprimir en el 
caso que su predicción sea positiva (es decir, el S esperaba que la segunda 
lu4 se encenderia). 
La variante característica del experimento de Humphreys consiste en 
qut% el EI sigue un sistema de presentación determinado al azar y con una 
pxobabilidad de ocurrencia fija. Los resultados obtenidos mediante este ex- 
pcrimento demostraron que 10s SS. ajustaban sus predicciones a dicha pro- 
bubilidad. 
Posteriormente, Estes y Straughan (1954), con objeto de eomprobar la 
ci~pacidad predictiva de un modelo matemático, planificaron un experimento 
basado en una versión modificada del de Humphreys. Asi, con objeto de evi- 
t a t a  confusiones de interpretación, Estes y Straughan introdujeron dos luces y 
dos llaves e instruyeron a 10s SS. que predijeran mediante la pulsación de la 
correspondiente llave cuál de las dos luces se encenderia. Se trata, pues, de 
ur¡ procedimiento de respuesta forzada, en que se obliga al S. a oprimir en 
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cada uno de 10s ensayos, una de las dos llaves. Con el10 se corrige una serie 
de problemas implicitos en el experimento de Humphreys. Es obvio que en 
el experimento de Humphreys cuando el S. no emitia respuesta alguna, esto 
podia ser interpretado de muchas formas (distracción, que no pensaba que 
se encenderia la luz, un tiempo de reacción lento, etc.). Mediante la variación 
propuesta por Estes y Straughan el S. tiene que dar en cada uno de 10s en- 
sayos, una de las dos respuestas: oprimir la llave que se encontraba a la 
derecha o bien a la izquierda del panel. Por otra parte, utilizan dos progra- 
mas de refuerzo aleatori0 en relación al EI. A titulo de ejemplo indicaremos 
que uno de 10s grupos del experimento pasó la prueba de forma que en el 
70 % de 10s ensayos se encendia la luz del lado izquierdo y en el 30 %, la 
del lado derecho. 
Estes y Straughan (1954) confirmaron, en su experimento, 10s resultados 
publicados tres años antes por Hake, Grant y Hornseth (1951), quienes com- 
probaron que 10s SS. predicen la aparición o encendido de la luz derecha 
o izquierda con la lnisma frecuencia con que fueron reforzados. De esta 
forma se comprobó que 10s SS. son capaces de aprender las probabilidades 
dc aparición de dos eventos. 
3. Paradigma básico de2 AP 
Un experimento tipico de AP puede describirse de la siguiente forma. 
Cada sujeto debe estar sentado frente a una mesa separada de las restantes 
mediante tablas de madera. Sobre la mesa se halla un panel con dos luces 
-derecha e izquierda- junto con las respectivas llaves o palancas de opre- 
sión. Desde su posición cada S. es capaz de ver una tabla con dos bugias 
o luces-sefial. El ensayo empieza con el encendido de las luces-señal por un 
intervalo de 2 segundos. Un segundo mas tarde aparece la correspondiente 
luz o estimulo reforzador en 10s paneles individuales, con una duración de 
0,8 segundos. En el intervalo que media entre la aparición de las luces-señal 
y el correspondiente refuerzo (1 segundo), el S. tiene que emitir la corres- 
pondiente respuesta de pulsación de palanca o tecla. Los ensayos estan es- 
paciados por 0,4 segundos. 
La cantidad de ensayos que se utilizan en estos experimentos suele va- 
riar de 100 a 1.000 de acuerdo con 10s intereses del investigador. A continua- 
ción describiremos las dos situaciones basicas que, en relación al sistema de 
refuerzo, se dan en el AP a) la situación no-contingente, y b) la situación 
contingente. 
3.1. Situación no-contingente. En la situación no-contingente, la más 
estudiada por 10s investigadores, la distribución de la probabilidad de un de- 
terminado suceso o refuerzo a 10 largo de 10s un)> ensayos de que consta el 
experimento no queda afectada por las posibles respuestas dadas por 10s SS. 
Por tanto, la probabilidad de ocurrencia de un determinado suceso (encen- 
ditlo de la luz derecha o izquierda) se halla bajo control experimental; es 
de( ir, queda establecido o fijado previamente por el experimentador. De ahi, 
qut* el hecho de que en un ensayo concreto se encienda una de las dos luces 
no tlepende de la respuesta emitida por el S. (no es contingente a la misma), 
siiir, que depende de una programación previamente aleatorizada. En teoria 
de la probabilidad una secuencia de esta clase se conoce como ((secuencia de 
Bcr~noulli~, cuya representación diagramatica viene a ser la siguiente: 
FI('. 1. Representación paradigmatica del AP no-contingente. S significa señal; p(n) la 
prl,l)abilidad de ocurrencia de la respuesta A, en el ensayo n, p(A1,.). La probabilidad de 
oc tirrencia de un suceso .i. en el ensayo n viene simbolizado por p(0,  .) = 7c O,,,;  E,,, re- 
presenta el supuesto refuerzo que recibe la respuesta como consecuencia de O,,.. 
Esta representación proporciona las notificaciones basicas para describir 
la secuencia del AP no-contingente. Las dos posibles alternativas o luces (es- 
tillrulos reforzantes) vienen representadas por 0, y O,, e indican la ocurren- 
cj,, de uno de 10s posibles valores de {cia (es decir, luz derecha o izquierda). 
L,rb respectivas respuestas, dada por el S a estos dos eventos, quedan simbo- 
1i~:ldas por A, y A,. Por ultimo, E,,,, representa la consecuencia reforzante del 
excnto una vez el S. ha emitido la respuesta. Es decir, si el E. emite la res- 
pllcsta A,, y a continuación se da O,, se sigue una consecuencia reforzante 
p,cra el S. 
En 10s experimentos de AP la variable dependiente es la probabilidad de 
qlte la respuesta A, ocurra en el ensayo n, p(n). La variable independiente 
e$, la probabilidad que tiene el evento O, de ocurrir en el ensayo n, ( x ) .  Esta 
probabilidad queda fijada de antemano por el experimentador. 
3.2. Sifuacidn contingente. En la situación de AP contingente, la pre- 
drc.ciÓn hecha por el S. afecta <(la probabilidad de ocurrencia del hecho predi- 
cito,. De esta forma la probabilidad de ocurrencia de un hecho o suceso se 
k;ace condicional y por tanto dependiente de la predicción o respuesta emitida. 
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La representación paradigmática de un ensayo ((nn con refuerzo contin- 
gente es la siguientc: 
FIG. 2. Representación paradigmitica del AP contingente. xij es la probabilidad de un 
resultado Oj después de una respuesta Ai. De esta forma [p(Oj)Ai] = zij. 
Aunque han habido pocos estudios relevantes en relación al AP contin- 
gcnte, se puede admitir que las confirmaciones empiricas de predicciones 
asintóticas para el caso contingente han sido similares a las obtenidas en el 
caso no-contingente. 
4. F'endmenos básicos del AP 
Dentro del Brea de aprendizaje de probabilidades se han detectado una 
scrie de fenóinenos específicos coil~o el de recencia negativa y pautas de res- 
puestas, cuyo estudio y analisis ha suscitado el interés de algunos investiga- 
dores. Sin embargo, se puede señalar que 10 que se ha comprobado con 
mayor generalización ha sido, fundamentalmente, 10s fenómenos de apapes 
de fvecuencias y apareo d e  probabilidad. 
Un hecho ampliamente verificable en 10s trabajos de AP es que ala fre- 
cuencia relativa de las respuestas de predicción de un individuo tiende a re- 
flcjar, a largo plazo, las frecuencias reales de 10s correspondientes sucesos,) 
(Estes, 1972, p. 82). En efecto, si pl(n) simboliza la proporcion de casos en 
que un S predice el resultado <<i)) en 10s n primeros ensayos de una serie, 
y nl(n), la proporcion real de ocurrencia, se puede afirmar que a medida que 
aumente el número de ensayos (n), pi(n) tiende a acercarse a nl(n). 
Se lla podido verificar experimentalmente que cuando un sujeto realiza 
una gran cantidad de ensayos, se produce dicha tendencia, tendencia que se 
pom dc manifiesto para grupos de individuos. Este fenomeno de ajuste o 
micntras que con una probabilidad 1 - n, de que se dé otro resultado, la 
car~tidad de informacion de que dispondra el sujeto vendra dada por: 
pi,,+l = (1 - nl) (1 - S/N) Pl.,, (3) 
La ecuación (2) se aplica a aquellos casos en que todos 10s elementos que 
brau sido inuestreados se asocian con el resultado ((is del ensayo. Es decir, 
en las situaciones en que la predicción hecha por el sujeto coincide con el 
requltado del ensayo. En cambio, la ecuación (3) se refiere a 10s casos en que 
pt ~:diccion y evento no coinciden; es decir, cuando se da un resultado c(js dis- 
tinto de ai,,. En tal caso todos 10s elementos de la muestra que se hallaban 
asociados a ai)) se conectan con aj),, con 10 que se reduce el numero de ele- 
rnt:ntos de la poblacion asociados a cci)). 
En general, la expectativa de a 10 largo de toda la serie posible 
dc ensayos es: 
La curva media de aprendizaje que se deriva de la ecuación (4) es la 
siguiente: 
Pi,, = - (ni - Pi,l) (1 - s/N)"-l (5) 
La ecuación anterior que es la de una curva de crecimiento positiva po- 
scc un parametro, S/N, que debe ser inferido o estimado a partir de los 
datos. Este parametro refleja la tasa de aprendizaje, y logicamente el10 se 
dt9be a las diferentes capacidades de 10s individuos, y por el10 no se puede 
dct'ivar teoricarnente. 
52. Modelo lineal 
El modelo lineal fue propuesto inicialmente por Bush y Mosteller (1951), 
y ha tenido una amplia aplicacion en experimentos de prediccion binaria 
con ccsucesos reforzantes controlados por el experimentadors. El modelo de 
B~ish y Mosteller utiliza el operador matematico c<Q),, que aplicado a la pro- 
babilidad <(p. produce un nuevo valor de probabilidad Qp. El modelo pre- 
slrpone que este nuevo valor nQp)) puede ser expresado en términos del an- 
tva'ior valor de c<~),. El operador es utilizado para conseguir una transforma- 
citin lineal de y su desarrollo puede quedar expresado en esta ecuacion: 
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Este constituye el operador básico del modelo, y la (~ecuación (6)a afir: 
man Bush y Mosteller, 1951, p. 315, ((ser6 usada como piedra angular para 
nuestro desarrollo teoréticoll. A continuación, Bush y Mosteller pasan a definir 
10s parámetros de dicha transformación: 
~(Puesto que "a" es positivo, se observa que el término, a(1 -p), 
de la ecuación (6) corresponde a un incremento en p que es propor- 
cional al incremento máximo posible (1 - p). Por otra parte, puesto 
que b es positivo, el término - bp, corresponde a un decremento en 
p que es proporcional al decremento máximo posible, - p .  Por con- 
siguiente, asociamos con el parámetro a aquellos factores que siempre 
incrementan la probabilidad, y con el parámetro b aquellos factores 
que siempre decrementarán la probabilidad,, (Bush y Mosteller, 1951, 
pagina 315). 
esta es la razón básica por la que convierten dicho operador en la ex- 
presión propuesta en la ecuación (6). Imaginemos, un tip0 de experimento 
en el que el S. tiene que predecir el encendido de una de dos luces (izquier- 
da y derecha). La aparición o encendido de la luz izquierda (O,) incrementa 
la probabilidad Pn, de que el sujeto tienda a presionar el botón izquierdo 
hasta alcanzar un punto limite A = 1. El encendido de la luz derecha reduce 
p, hasta alcanzar el punto limite h = O. Introduzcamos 10s siguientes pre- 
supuestos: 
a )  Todos 10s eventos son complementarios y, por consiguiente, 10s pará- 
metros tienen igual tasa (a, = a2 = u).  
b) Los puntos limites son, también, complementarios (A, = 1 - A,). 
De acuerdo con estos presupuestos 10s operadores y reglas de aplicación 
del modelo quedan establecidas en 10s siguientes tdrminos: 
Recusivamente de la ecuación (6)  se obtiene la siguiente ecuación gene- 
ral de aprendizaje: 
La ecuación (7) puede interpretarse en el sentido de que en un experi- 
mento de dos posibles alternativas la probabilidad de una respuesta Ai por 
parte del sujeto, siendo i = 12, en el ensayo n + 1, es igual a la probabili- 
dad pi que poseia el sujeto en el ensayo n(p,,,), por la probabilidad de ocu- 
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I rencia de ccin para cada uno de 10s dos posibles resultados ajs ,  mas 10 que 
falta para que 10s valores de <<is alcancen sun asintota gracias al refuerzo o 
r esultado del ensayo (1 - a$,. 
Los modelos lineales fueron sistematicamente tratados por Bush y Mos- 
lt'ller (1959), siendo también utilizados por inuchos otros autores (Estes y 
Pltraughan, 1954; Estes y Suppes, 1959; Friedmai-r y col., 1964, etc.). 
3.3. Modelo lineal simple 
Estes, dentro del marco de su teoria estadística del aprendizaje (Estes 
t Suppes, 1959; Estes, 1972), realiza una adaptación del modelo lineal de Bush 
\ Mosteller, denominado ccmodelo lineal simples. Para el10 salva la dificultad 
que podria suponer su especial concepción del estimulo, partiendo del su- 
puesto que en aquellos experimentos en 10s que 10s estimulos disponibles 
*.on 10s mismos en todos 10s ensayos puede prescindirse del postulado sobre 
( 4 1  ccmuestreo del estimulo)). De acuerdo con esta adaptación, establece 10s si- 
!.uientes postulados: 
1. Si el sujeto, en el ensayo n, recibe una consecuencia reforzante para 
su conducta (E,), la probabilidad de la respuesta ccis en el ensayo 
n + 1 viene dado por la siguiente ecuación: 
Pi,n,-~ = (1 - Pi,, + 9. (8) 
Es decir, si ocurre un resultado reforzante (E,), correspondiente a 
la respuesta A, en el ensayo n, independientemente de la respuesta 
que se haya dado en el ensayo ccnn, la probabilidad de Ai, Pi,,, aumen- 
ta por una transformación lineal del valor que tenia anteriormente. 
2. Si el sujeto recibe una consecuencia reforzante negativa (Ej), siendo 
j + i, y j + O, en el ensayo n, se obtiene 10 siguiente: 
Lo cua1 significa que si en el ensayo anw no ocurre un resultado dis- 
tinto de E,, la probabilidad de la respuesta decrece, debido a una 
transformación lineal de su antiguo valor. 
3. Si el sujeto recibe un hecho o consecuencia E, en el ensayo n, la 
probabilidad no varia: 
Este axioma hace referencia a la ocurrencia de un hecho neutral (E,), 
en cuyo caso la probabalidad anterior no cambia. 
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Aplicando este modelo a un tip0 de AP no-contingente, de forma que x, 
sea la probabilidad de ocurrencia del resultado ((i,, en cualquier ensayo, y 
1 - x,, la probabilidad de que se de otro resultado, el modelo anterior queda 
inodificado en 10s siguientes términos: 
Lo cua1 significa la probabilidad de que un sujeto prediga el resultado ccia 
en el ensayo n + 1, despues de haber recibido un refuerzo positivo en el 
ensayo anterior. En caso contrario, la probabilidad resultante es la siguiente: 
La ecuacióil (12) representa la probabilidad de que el sujeto prediga en 
el ensayo 11 + 1 el resultado ccis para aquellos casos en 10s que su respuesta 
en cl ensayo anterior no hubiese sido reforzada. 
A partir de las ecuaciones (11) y (12) se puede llegar a la expresión ge- 
neral de la probabilidad de predicción del resultado ai,,: 
De acuerdo con 10s axiomas del modelo lineal simple, la curva media de 
aprendizaje queda establecida en 10s siguientes términos: 
Siendo A, una de las posibles respuestas que puede emitir el sujeto, y x, 
la probabilidad de ocurrencia del evento ccia. Dicha probabilidad queda fija- 
da previamente por el experimentador. Asimismo, el valor del parametro 6 
tiene que ser estimado a partir de 10s datos. 
Si en el modelo lineal, propuesto por Bush y Mosteller, se introducen 10s 
siguientes presupuestos simplificadores (Estes, 1972): a,, = 1 - 8, para todo 
i y j; A, = 1, si j = i y, h, = O, si j # i, se llega a la conclusión de que el mo- 
delo lineal simple es similar al modelo propuesto por Bush y Mosteller. 
6.  Aplicacióiz del  llzodelo lineal s imp le  al AP 
Es obvio constatar, en función de dicho modelo, que si un resultado O,, 
al que va asociado una consecuencia reforzante E,, ocurre indefinidamente 
en cada ensayo, la probabilidad de emisión de la respuesta A, alcanzará, en 
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cilguno de 10s ensayos, la unidad. Al mismo tiempo, la tasa con que la pro- 
Ix~bilidad ccpi,,r alcanzara la asintota depende, lógicamente, del valor n. 
El problema, sin embargo, cambia totalmente, cuando en la situación 
c+uperimental pueden darse dos ocurrencias, 0, y O,, que se presentan al azar 
( o n  probabilidades 7 ~ :  para O, y 1 -n para O,. Consideremos las implicacio- 
TICS del modelo a partir de esta situación. 
En una situación de refuerzo aleatorio, la ecuación (8) sera aplicable a 
la proporción de ensayos, y la ecuación (9) a la proporción 1 -n. Combinando 
c.stas dos ecuaciones, la probabilidad promedia (p) de la respuesta A, des- 
~ ~ u é s  del ensayo n + 1 quedará determinada de la siguiente forma: 
Si un grupo de sujetos empieza un experimento con un valor p(A,,,) al 
final del primer ensayo, tendremos para el segundo ensayo, la siguiente pro- 
habilidad: 
p(Aj.2) = (1  -9) p(Al.1) + ~ 9 .  
1)e igual modo, la probabilidad para el tercer ensayo sera: 
v para el final del cuatro ensayo: . 
~(A1 .4 )  = R - [z - p(AIV1)1 (1 - 9 ) 3 ,  etc.. 
Generalizando dicha expresión mediante inducción matemática, se puede 
llegar a establecer la siguiente hipotesis para el final del enésimo ensayo: 
Puesto que 1 - B es una fracción constante, con un valor entre O y 1, se 
tleduce que la ecuación (16) representa una curva de crecirniento negativa- 
mente acelerada, que va desde el valor inicial (p(A,,,) hasta la asintota n. 
Es necesario, por otra parte, para confirmar las predicciones teóricas 
que se obtienen a partir de la fórmula (16), diseñar un experimento de AP, 
y comprobar una vez estimado el parametro, hasta qué punto dichas predic- 
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ciones coinciden o no con 10s resultados empiricos del experimento. S610 
asi tendremos una verificación experimental del modelo. 
APLICACIdN DEL MODELO SIMPLE 
Experimento 
Mitodo. El experimento se realizó en una habitación donde estaba ins- 
talado el proyector de diapositivas. Los sujetos, en grupos de tres, se senta- 
ron en una mesa delante de la pantalla y se entregó a cada uno una hoja de 
respuestas. 
El orden de presentación de 10s estimulos se realizó al azar y fue el 
mismo para todos 10s sujetos, siendo el tiempo de exposición de cada es- 
timulo de 2 segundos; el tiempo que mediaba entre la presentación de dos 
estimulos (2 segundos con la pantalla en blanco) era utilizado para que 10s 
sujetos dieran su predicción. 
A cada sujeto se le pasaron un total de 240 diapositivas, verdes y azules, 
con una probabilidad de ocurrencia de 0,65 y 0,35 respectivamente. 
Sujetos. Pertenecian a la población de estudiantes de la Universidad 
Central de Barcelona de tercer curso de psicologia, de la que se estrajo al 
azar una muestra de 12 sujetos. 
Procedimiento. Los sujetos pasaron la prueba en grupos de tres, a 10s 
que se les entregó una hoja de respuestas una vez sentados. A continuación 
el experimentador leyó las siguientes instruccionés: <<Dentro de unos mo- 
mentos vamos a proyectas en la pantalla una serie de diapositivas de color 
verde o azul, en orden aleatorio. Vuestra tarea consistira en predicir qu6 
color va a aparecer en la pantalla. Deberéis efectuar la predicción en el espa- 
cio de 2 segundos en que la pantalla aparece en blanco y so10 en este tiempo; 
luego aparecera en la pantalla durante 2 segundos el color y seguidamente 
reaiizaréis otra predicción hasta finalizar la prueba. Deberéis escribir a V s  
cuando crehis que va aparecer el color verde y una aAn cuando creais que va 
aparecer el color azul. Si alguno no ha entendido bien 10 que se os ha dicho 
que 10 pregunte.,) 
Resultados. Las frecuencias medias totales de predicción al color verde 
fue 140,166 siendo la frecuencia real de 156 y la proporción de predicciones 
al color verde en el ultimo bloque de 40 ensayos fue 0,622. Estos resultados 
confirman la teoria del aprendizaje de probabilidades, en sus dos aspectos 
basicos: apareo de frecuencias y apareo de probabilidades. 
Si bien, a nivel empirico 10s resultados del experimento confirman ple- 
namente las expectativas relativas al aprendizaje de probabilidades, nuestro 
interés ha sido el de aplicar el n~odelo lineal simple propuesto por Estes. 
En la aplicación del modelo lineal simple a nuestra situación experimen- 
ta, se establece que el sujeto s610 puede dar una de las clos respuestas si- 
guicntes: A, (color verde) y A, (color azul); siendo, al inismo tiempo, 10s even- 
to1+ reforzantes, E, (o aparición en pantalla del color verde) y E, (aparición 
dcl color azul). La probabilidad de que el sujeto emita la respuesta A, en el 
eliayo siguiente se calcula a partir de las ccuaciones (8) y (9) y depende, por 
ott'n parte, de la ocurrencia de E, 6 E,, cuyas probabilidades teóricas de 
a~~t r i c ión  son 0,65 y 0,35, respectivamente. 
Introduciendo una modificacion a la ecuación general (14) que representa 
la curva media de aprendizaje en un ensayo dado, tenemos: 
ex~rresion en la que se considera el primer ensayo como ensayo (coa. Del rnis- 
n ~ o  modo que mediante (14a) se puede estimar el valor de <cp,~ para cada 
erl\ayo, podemos buscar la proporción promedio de respuestas <(Al, para 
carla bloque de 20 ensayos. Para el10 llamamos ccmn al numero del bloque 
q ~ i c  puede tomar 10s valores k = 1, 2, . . . . . . 12. La proporción promedio de 
re%puestas KA,)> en un bloque es igual a la suma de las proporciones de res- 
pllcsta CA,B de cada ensayo dividido por el numero de ensayos, asi se ob- 
ticne la ecuación: 
A partir de la ecuación (15) se puede obtener la curva teórica, sustitu- 
ycirldo p(,, por 0,50 y 9. por su valor estimado a partir de 10s datos. No obs- 
- 
tallte, para obtener mas exactitud se sustituye el valor p(,, por P(,) o pro- 
porción de color verde predicha en el primer bloque: 
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despejando [ n  - p(,)]. Se tiene: 
sustittlyendo en la ecuaci6n (15), se obtiene (15a): 
- 
P(,) = % - [ T t  - P(*)] (1 - Q)ao(m-l) 
- 
coll la que calculan~os la curva teórica; y donde P(,) es 0,496, 7i es 0,65 y el 
parametro 9 se estima en la ecuación (15a) con la suma de todos 10s valores 
- - 
de P(,, obtenidos en 10s k bloques de ensayos. El valor del total de P(,), se 
obtiene de 10s datos empiricos sumand0 las proporciones medias de respues- 
ta <(A1)) cuyo valor es 7,Ol. Aplicando este valor a la ecuación (15a) y despe- 
jando .a, se obtiene el valor de 0,0108: 
Por ultimo se calculan las curvas teóricas, mediante la ecuación (15a) 
- 
para x = 0,65; P(,, = 0,496 y 3 = 0,0108. Los valores resultantes constituyen 
las probabilidades medias de predicciones GE,)) para cada bloque de 20 en- 
sayos. Estos valores estan recogidos en la tabla 1 y representados en la fi- 
gura n.O 3. 
1 'i l J.  Arnatl y M. T .  Fevnández Teixidd 
TABLA 1 
1: 50 - 
49. 
Probabilidades teóricas y empiricas de predicción CE,,,, 
para 12 bloques de 20 ensayos 
1 
Bloques 1 2  3 4 5 6 7 8 9 10 11 12 
1 
1 2 3 4 5 d 7 s 9 1 4 1 1 1 2  
B L O Q U E S - 2 0  ENSAYOS 
FIG-!3J CURVA TEORICA DE APRENUIZAJE 
Empiricas .496 .S42 .525 .S46 .S50 .S67 .S71 .604 .671 .692 .65O .S96 
Teoricas .496 546 .S50 .S70 .S85 .S98 .608 .616 .623 .628 .632 .636 
Aplicando el mismo prscediiniento que se ha utilizado para hallar la 
#'urva teórica ~nedia de aprendizaje, de todo el grupo, se pueden hallar las 
r:uwas de aprendizaje individuales para comprobar si se cumple la teoria 
cstadistica que predice que las curvas individuales también se acercan a la 
usintota, Al rnisrno tiempo csmprobarernos, si las diferencias individuales 
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que se producen durante el aprendizaje se reflejan por alguna diferencia 
entre la curva media teórica y las empiricas representadas en la figura 4. 
Los valores de 9 individuales son: 0,0028; 0,0250; 0,0043; 0,0100; 0,0150; 0,0400; 
0,0220; 0,0110; 0,0040; 0,0060; 0,0040 y 0,0250. 
E N S A V O S  
FIO- ( 4 )  E U R Y l S  I c U Y U l l l ~ v i l S  O t  I t S ) U l S I l  L Y s l R ~ C l S  Y I L O R I C I S  l W 0 i V l O l A ~ t S  
Una de las areas que en estos últimos años ha suscitado mayor interés 
entre 10s psicólogos experimentales ha sido, sin duda, la del aprendizaje de 
probabilidad. En este trabajo se presenta un estudio teórico de 10s aspectos 
mas importantes que se han descubierto con respecto a este tipo de apren- 
dizaje, al tiempo que se presentan 10s paradigmas y modalidades básicas 
del aprendizaje de probabilidad. A continuación se analizan dos modelos 
matematicos basicos que se han aplicado a este tipo de fenómenos: El mo- 
delo de tamaño fijo de muestra y el modelo lineal. Este ultimo ha sido adap- 
tado por Estes dentro de su teoria estadística del apendizaje, dando lugar 
al modelo lineal simple. 
La segunda parte del trabajo consiste en la presentación de un experi- 
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mcwto de aprendizaje de probabilidad con cuyos resultados se aplic6 el mo- 
delo lineal simple de Estes. En este experimento se utilizaron 12 sujetos que 
tulieron que hacer 240 predicciones en relación a dos posibles resultados 
--torde y azul- con probabilidades de oc~~rrencia teórica de 0,65 y 0,35 res- 
ptv tivamente. Después de haber aplicado el modelo se pudo comprobar que 
exr5tia en gran ajuste entre las probabilidades teóricas y las empiricas. 
L'un des domaines qui pendant ces dernihres années a susciti davantage 
d'1ntérCt parmi les psychologues expérimentaux a sans doute été celui de 
l'upprentissage de probabilité. L'A. présente ici une étude théorique des prin- 
ci)r:iles découvertes par rapport 2 ce genre d'apprentissage, ainsi que les 
paradigmes et les modalités essentielles de l'apprentissage de probabilité. Sont 
e~>suite analysés deux modkles mathématiques de base qui ont été appliqués 
a ces phénomknes: le modkle d'échantillon dimension fixe et le modkle 
lilibaire. Celui-ci a été adapté par Estes dans le cadre de sa théorie statistique 
dr  l'apprentissage, devenant ainsi le modkle linéaire simple. 
Dans la deuxikme partie de l'article 1'A. rend compte d'une expérimen- 
tslion d'apprentissage de probabilité, dont les résultats ont été soumis a 
ll;~pplication du modkle linéaire simple d'Estes. Douze sujets furent utilisés, 
a5,lnt a faire 240 prédictions par rapport a deux résultats possibles -vert et 
bl~%u-- avec des probabilités d'occurrence théorique de 0,65 et 0,35. Aprks 
l'i~pplication du modkle i1 a été constaté qu'il y avait un grand ajustement 
entre probabilités théoriques et probabilités empiriques. 
The probability learning is, no doubt, one of the areas which, over the 
la\t years, has roused the strongest interest among experimental psycholo- 
gists. The article is a theoretical investigation of the most important aspects 
di5covered in relation with this type of learning. I t  also presents the para- 
dipms and basic modes of probability learning. 
I t  then goes on to analyze two basic mathematical models, which have 
bctcn applied to this type of phenomena: the model of the fixed-size sample, 
a~td  the lineal model. The latter has been adapted by Estes in the frame of 
his statistical learning theory, resulting in the simple lineal model. 
The second half of the investigation presents an experiment of probabi- 
ljíy learning, to the results of which Estes' simple lineal model was applied. 
111 this experiment, 12 subjects were asked to make 240 predictions in rela- 
tion with two possible results -green and blue- the theoretic occurence 
probabilities being 0,65 and 0,35 respectively. By applying the model, a con- 
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siderable adjustnlent bettveen the theoretical and empirical probabilities 
could be verified. 
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