Abstract. Let M be a commutative cancellative atomic monoid. We consider the behavior of the asymptotic length functions¯ (x) andL(x) on M . If M is finitely generated and reduced, then we present an algorithm for the computation of both¯ (x) andL(x) where x is a nonidentity element of M . We also explore the values that the functions (x) andL(x) can attain when M is a Krull monoid with torsion divisor class group, and extend a well-known result of Zaks and Skula by showing how these values can be used to characterize when M is half-factorial.
Introduction
Let N and N + represent the nonnegative integers and positive integers respectively. Call a mapping λ : N + → N + subadditive if λ(x + y) ≤ λ(x) + λ(y) for all x, y ∈ N + , in which case, by an elementary argument, lim n→∞ (n)/n exists and equals inf{ (n)/n|n ∈ N + }. Call Λ : N + → N + ∪ {∞} superadditive if Λ(x + y) ≥ Λ(x) + Λ(y) for all x, y ∈ N + , in which case lim n→∞ Λ(n)/n exists and equals sup{Λ(n)/n|n ∈ N + } (which is possibly ∞). Let M be an atomic monoid, that is, every nonunit can be expressed as a product of irreducible elements, and x a nonunit from M . Define (x) = inf X and L(x) = sup X where X = {n ∈ N + |x = x 1 . . . x n with x i ∈ M irreducible}. Then the mappings n → (x n ) and n → L(x n ) are subadditive and superadditive respectively. Thus lim n→∞ (x n )/n = inf{ (x n )/n|n ∈ N + } and lim n→∞ L(x n )/n = sup{L(x n )/n|n ∈ N + } .
Following [2] , denote these limits by (x) and L(x) respectively. Their existence has been observed in [2] for multiplicative monoids of atomic domains and in [11] for a wider class of commutative monoids. Also in [2] , the authors conjecture that if R is a Krull or Noetherian domain, then these limits are always positive rational numbers. In [10] , this conjecture was proved for Krull domains and several kinds of Noetherian domains, but an example of Noetherian domain R having an irreducible element x with¯ (x) = 0 was given. In more generality, Theorem 2 of [10] actually shows that if H is an atomic monoid and x ∈ H is a nonunit where the set {y ∈ H | y divides x n for some n ≥ 1}
has only a finite number of non-associated irreducible elements, then¯ (x) andL(x) are positive rational numbers (this result was also independently obtained in [1, Theorem 12] ). Our purpose in writing this paper is twofold. First, in Section 1 we explore the possible values that the functions¯ (x) andL(x) can attain in Krull monoids with torsion divisor class groups. As a by-product, we obtain (in Theorem 1.4) an extension of a Theorem proved independently by Zaks [17, Theorem 3.3] and Skula [15, Theorem 3 .1] which characterizes certain Krull monoids which are half-factorial. We also give in Theorem 1.6 and Corollary 1.8 a "Carlitz type" version of this result for algebraic rings of integers. We close this section by giving bounds for the values of¯ (x) andL(x) when x is irreducible and show that these bounds are the best possible. In Section 2, we build on the proof of Theorem 2 in [10] and give an algorithmic process which allows us to compute the numbers¯ (x) andL(x) for a nonidentity x in any finitely generated reduced cancellative monoid. We organize Section 2 into four subsections. After some notation and definitions in Section 2.1, Section 2.2 presents some general properties of the function¯ (x). These are then used in Section 2.3 to develop an algorithm for its computation. Section 2.4 is devoted to the development of a similar algorithm forL(x).
While the settings in each of the two sections are different, they allow us to emphasize the strong similarities and differences which they present. By [7, Proposition 1] , the study of lengths of factorizations in a Krull monoid M can be reduced to that of the same study in an appropriate block monoid (see [9] for more information on block monoids). If the divisor class group of M is finite, then the block monoid is finitely generated and our algorithm of Section 2 can be applied. Conversely, in Section 2 we present examples to demonstrate that many of the properties proved for the functions¯ (x) andL(x) in Section 1 for Krull monoids, fail in the general finitely generated case.
1.¯ (x) andL(x) in Krull monoids
Unless otherwise noted, we assume that M is a Krull monoid with torsion divisor class group C(M ) and set A(M ) of irreducible elements. Hence, if x is a nonunit of M , then there exist unique prime divisors p 1 , . . . , p t and natural numbers n 1 , . . . , n t such that
of M defines a function from M into Q ≥0 known in the literature as the Zaks-Skula function (see [6] ). For a nonunit x of M , the value k(x) is also known as the cross number of x [12] . If x and y are elements of M , then it is easy to verify that k(xy) = k(x) + k(y). When k is considered as a function, it is merely an example of what is known as a length function on M (see [2] ). It is well know that M is a half-factorial domain (i.e., an atomic domain where the length of factorization of a nonzero nonunit y into irreducibles is constant) if and only if k(x) = 1 for every irreducible x ∈ M (see [16] , [17] and [15] ).
We explore further the functions¯ andL on Krull monoids with torsion divisor class group, but begin with a few general results.
Basic Lemma 1.1. Let M be an atomic commutative monoid, x an irreducible element of M and y a nonunit element of M .
(1) If y can be written as a product of m irreducibles (where m ∈ N), thenL(y) ≥ m and (y) ≤ m.
¯ (y) < 1 if and only if for some k ∈ N, y k can be written as a product of less than k irreducible factors. (4)L(y) > 1 if and only if for some k ∈ N, y k can be written as a product of more than k irreducible factors. (5) If¯ (y) =L(y) then every irreducible factorization of y n (for any n ∈ N) has the same length.
Proof. Parts (1)- (4) are immediate from the definitions and facts noted in the first paragraph. For (5), suppose y n can be factored as a product of m and t irreducibles where m < t. Then
Proposition 1.2. Let M be an atomic commutative monoid. The following statements are equivalent:
Proof. That (1) implies (2) is obvious, and that (2) implies (1) follows from Lemma 1.1(5).
Before proceeding, we introduce some notation. If M is a Krull monoid with C(M ) a torsion group and x is a nonunit of M , then write
where the p i are prime divisors of
and setting α i = p
, we have that
where each α i ∈ A(M ) and k(α i ) = 1 for each i. Notice that ( * * * ) implies that Proof. (⇒) That x is irreducible follows from Basic Lemma 1.1 part (1). By Basic Lemma 1.1 part (5), every irreducible factorization of x n has the same length. Now, suppose that α is an irreducible divisor of some power of x (say x t ). Then α s | x ts for every s ∈ N. Since every x ts has unique irreducible factorization length, then so too must each α s . By writing α k in the form ( * * * ), we have that
We argue that conditions (1) and (2) imply that¯ (x) =L(x). The result then follows from Basic Lemma 1.1 part (2) . Suppose that x is irreducible and
with each γ i and β j in A(M ). By the properties of the Zaks-Skula function,
and condition (2) then implies that n = s = t. Thus, for each n, (x n ) = L(x n ) and hencē (x) =L(x). Lemma 1.3 allows us to extend a well known characterization of half-factorial domains (see [16] , [17] and [15] ). Theorem 1.4. Let M be a Krull monoid with C(M ) a torsion group. The following statements are equivalent:
Proof. (1) and (2) are equivalent by Proposition 1.2. The equivalence of (1) and (3) (3) and (4). Clearly (1) implies (5) and (5) implies (4).
We can also deduce the following from Lemma 1.3. If M is an atomic commutative cancellative monoid, set
If M is a Krull monoid, then the results of [10] imply that both¯ (M ) andL(M ) are contained in Q >0 , a fact that we use below without further comment. If M is half-factorial, then clearly¯ (M ) =L(M ) = N + . While the converse of the last statement is not true in general (see Example 1.7 below), we show that it is true under a certain assumption on a Krull monoid M . Theorem 1.6. Let M be a Krull monoid with torsion divisor class group C(M ) such that every nontrivial divisor class of M contains a prime divisor. Conditions (1) through (5) of Theorem 1.4 are also equivalent to:
Proof. Clearly (7) implies (6) . Under our hypothesis, M must contain an irreducible primary element, and so (6) implies (7) by Corollary 1.5. We argue that (1) implies (6) . If M is halffactorial and x ∈ M can be written as a product of t irreducibles, then (x n ) = L(x n ) = tn and¯ (x) =L(x) = t; proving (6) . Suppose (7) holds. To see (1), we argue that the divisor class group of M must be trivial or Z 2 . From this the result follows very easily. Suppose that C(M ) contains an element g of order greater than 2. Let p 1 and p 2 be prime divisors of M so that [
Example 1.7. We show for a general Krull monoid with torsion class group that (7) does not imply (1) . Let F = p 1 , . . . , p 6 be the free commutative monoid on 6 generators, expressed multiplicatively, and put
It is routine to check that M is a Krull monoid with divisor class group isomorphic to Z Corollary 1.8. Let R be a ring of integers in a finite algebraic extension of the rationals. Denote the multiplicative monoid of R by R * . Conditions (1) through (7) are equivalent to:
Proof. Since R * is a Krull monoid with finite divisor class group with the property that every divisor class of C(R * ) contains a nonzero prime divisor, we can apply Theorem 1.6. (1) and (8) are equivalent by a well known Theorem of Carlitz [3] .
Recall that the elasticity of M is defined as
We use the elasticity to provide some bounds for the values¯ (x) andL(x). Proposition 1.9. Let M be a Krull monoid with torsion divisor class group C(M ) and finite elasticity ρ(M ). Suppose that x is a nonunit of M . Then,
, and . The last equality and Corollary 1.5 imply
and m represent factorization lengths of the product x m . Hence,
Applying limits yields
and the result now follows from (a).
While we have shown previously that condition (7) of Theorem 1.6 does not in general imply condition (1), when C(M ) is finite (7) does imply two interesting properties. Our argument will require the following lemma. Lemma 1.10. Let M be a Krull monoid with torsion divisor class group and suppose that k(y) ≥ 1 for all atoms (and hence also for all nonunits) y ∈ M . ThenL(y) = k(y).
Proof. Let y be a nonunit of M . If n ∈ N + and y n = z 1 . . . z t is a factorization of maximal length, then
. By Proposition 1.9(a)(noting that the elasticity is irrelevant) we get equality. 
and none of the implications above are reversible.
Proof. Suppose (a) holds. If x is an atom then k(x) ≥ 1, because otherwise, by Lemma 1.9(a), (x) ≤ k(x) < 1, which contradicts (a).
By Lemma 1.9, (b) holds. Now suppose (b) holds. The finite divisor class group hypothesis implies that {k(x)|x ∈ A(M )} achieves a maximum µ ∈ N + . If α 1 . . . α m = β 1 . . . β n , where each α i , β j ∈ A(M ), then
and using the notation of ( * ), ( * * * ) and ( †), we get that For more information on Krull monoids which satisfy condition (b) of Proposition 1.11, the interested reader is referred to [8, Section 4] . While the implications in Proposition 1.11 are not reversible, there is a partial converse involving the first implication. Recall that if G is a finite abelian group, then the Davenport constant of G (denoted D(G)) is the length of the longest finite sequence of elements of G that sums to 0, which has no nonempty subsum equal to 0. Corollary 1.14. Let M be a Krull monoid with finite divisor class group
Proof. This follows directly from Proposition 1.9 by using the well-known fact that
(see the Introduction to [6] ).
Example 1.15. In general, the bounds presented in Corollary 1.14 are the best possible.
We have already seen in Lemma 1.10 an example where there are irreducibles x with k(x) = L(x). It is easy to argue that if x is a primary element in a Krull monoid with finite divisor class group, then k(x) =¯ (x). Suppose that M is an algebraic ring of integers.
If C(M ) = Z n with n > 2, then let p 1 and q 1 be prime divisors of M with [p 1 ] = 1 and 2. The computation of¯ (x) andL(x) in finitely generated monoids 2.1. Notation and Definitions. All monoids appearing in this section are commutative and cancellative. By [10] and [13] , when considering problems involving lengths of factorizations, we can assume without loss of generality that the monoid we are considering is reduced (it has only one unit, its identity element). Moreover, in [13] an algorithmic method that allows us to compute from the presentation of a finitely generated monoid a presentation of its associated reduced monoid is given. Since in this section we consider quotients of N k (for some k ∈ N), we use additive notation and denote the identity element of a monoid (S, +) by 0. An element s of S is a unit if there exists s such that s + s = 0. Denote by U(S) the set of units of S.
The basic concepts related with factorizations are translated to additive notation as follows. If a, b ∈ S, then a divides b, denoted a|b, if there exists s ∈ S such that a + s = b. Two elements a, b ∈ S are associated, denoted a b, if there exists s ∈ U(S) such that a + s = b (note that a b if and only if a|b and b|a). An element s ∈ S is irreducible (or an atom) if a|s implies that either a ∈ U(S) or a s. Denote by A(S) the set of all the atoms of S. We say that a monoid S is atomic if every element which is not a unit can be expressed as a sum of atoms.
It is well known and routine to see that if S is a commutative cancellative reduced monoid with {s 1 , . . . , s p } its minimal system of generators, then:
• a b if and only if a = b, • A(S) = {s 1 , . . . , s p }. As a consequence, we obtain in this setting that S is an atomic monoid.
Consider the monoid epimorphism ϕ : N p → S defined by ϕ(x 1 , . . . , x p ) = x 1 s 1 +. . .+x p s p and let σ be the kernel of ϕ, so S is isomorphic to N p /σ. Note also that if ϕ(x) = s, then elements of the set [x] σ correspond to factorizations of s in terms of irreducible elements of S, since (y 1 , . . . , y p ) ∈ [x] σ if and only if
p /σ is isomorphic to S, the monoid N p /σ is cancellative and therefore, using [14, Proposition 1.4], we deduce that there exists a subgroup M of Z p such that σ =∼ M . Under the assumption that S is reduced, N p /σ is also reduced, so by [14, Propositions 3.6, 3.7] we may assume that M ∩ N p = {0}. Note also that in this setting [x] ∼M has finite cardinality (see [14, Lemma 9 .1]) and using the results of [14, Chapter 8] we can determine all its elements. Hence, from M we can compute all the factorizations into irreducible elements of any element of S.
Given a = (a 1 , . . . , a p ) ∈ N p , we denote by |a| = a 1 + · · · + a p . Using this notation, define
∼M } which are equal to (ϕ(a)) and L(ϕ(a)), respectively, as defined in the introduction.
2.2.
The asymptotic behavior of . Throughout the remainder of this paper, our standing hypothesis will be that M is a subgroup of Z p such that M ∩ N p = {0} (this simply means that the finitely generated cancellative monoid N p /σ is reduced). The elements of N p /∼ M will be denoted by [a] (this element is equal to the set {b | a∼ M b}). Let x ∈ N p \ {0}. Our aim in this section is to describe the behavior of ([nx])/n as n goes to ∞.
Let represent a graded order on N p (a well order compatible with the operation of the monoid such that |a| < |b| implies that a b). One such graded order is given by the lexicographical total degree order on N p . Let µ :
Since A is a subset of N p , we deduce, by Dickson's Lemma, that this set has only a finite number of minimal elements with respect to the usual order of N p . Assume that these minimal elements are
Lemma 2.3. Let n ∈ N. There exist λ 1 , . . . , λ r ∈ N such that:
Proof. Since B is the set of minimal elements of A, there exist i ∈ {1, . . . , r} and y ∈ N p such that
M is cancellative and reduced). Performing this process as many times as necessary, we obtain that there exist λ 1 , . . . , λ r ∈ N + such that
and applying Lemma 2.2, we have that
) and (by reordering if necessary) assume that Proof. By Lemma 2.3, there exist λ 1 , . . . , λ r ∈ N such that 
An algorithm to compute¯ ([x]
). Let x ∈ N p \ {0}. In this section, our goal is to give an algorithm to compute lim n→∞ ( ([nx])/n) from x and M .
The algorithm is based in the following two lemmas.
Lemma 2.6. Let γ ∈ N p such that γ ∈ [kx] for some k ∈ N + and µ([nγ]) = nγ for all n ∈ N + . Then¯
Proof. Since γ ∈ [kx], we have that
The following lemma proves the existence of an element γ with the properties of the previous lemma.
Proof. Let γ 1 , . . . , γ r be as in Section 2.2 and
By Lemma 2.3, we deduce that the cardinality of C is not finite. Thus, there exists i ∈ {1, . . . , r} such that Π i (C) = {λ i ∈ N | (λ 1 , . . . , λ r ) ∈ C} is not finite. Let n ∈ N + . We will show now that µ([nγ i ]) = nγ i . Since Π i (C) is not finite, there exists λ i ∈ Π i (C) such that λ i ≥ n. We have that there exist λ 1 , . . . , λ i−1 , λ i+1 , . . . , λ r ∈ N such that
for some m ∈ N + . Applying Lemma 2.1, we deduce that
In [14, proof of Proposition 8.2], it is proved that ∼ M is a submonoid of N p ×N p generated by the minimal elements of ∼ M \ {(0, 0)}. Denote this set by A(∼ M ) (in fact this set is the set of atoms of ∼ M ). Furthermore, [14, Chapter 8] illustrates an algorithm to compute from M the set A(∼ M ).
Assume that β 1 ) , . . . , (α t , β t )} and let
Given a = (a 1 , . . . , a p ) ∈ N p , denote by Supp(a) the set {i ∈ {1, . . . , p} | a i = 0}.
Lemma 2.8. Under the standing hypothesis the following statements are equivalent:
(1) µ([nγ]) = nγ for all n ∈ N + . (2) Supp(θ i ) ⊆ Supp(γ) for all i ∈ {1, . . . , l}.
Proof. Assume that Supp(θ i ) ⊆ Supp(γ) for some i. There exists n ∈ N + such that nγ −θ i ∈ N p . Without loss of generality, we can assume that α j ≺ θ i = β j = max {α j , β j }. Since (α j , β j ) ∈ ∼ M and nγ − β j ∈ N p , we have that nγ − β j + α j ∈ [nγ]. Furthermore, α j ≺ β j and thus nγ − β j + α j ≺ nγ, allowing us to assert that µ([nγ]) = nγ.
• Denote by γ 1 = M ([k 1 x] • There exists γ ∈ N p such that γ ∈ [kx] for some k ∈ N + and M([nγ]) = nγ for all n ∈ N + .
• If
A(∼ M ) = {(α 1 , β 1 ), . . . , (α t , β t )}, then we define {θ 1 , . . . , θ l } as the set {a ∈ N p | a = min {α i , β i } for some i ∈ {1, . . . , t} with α i = β i }.
• M([nγ]) = nγ for all n ∈ N + if and only if Supp(θ i ) ⊆ Supp(γ) for all i ∈ {1, . . . , l}.
• Finally, with this notation, the algorithm to compute lim n→∞ L([nx])/n is identical to the algorithm obtained from Algorithm 2.9 changing by L. We close with an example which relates to behavior observed in Section 1. 
