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Abstract. We apply the functional renormalization group to Starobinsky’s stochastic equa-
tion describing the local dynamics of a light scalar field in de Sitter. After elaborating on
the over-damped regime of stochastic dynamics, we introduce an effective average action
for the stochastic field, resulting by progressively integrating out frequencies, and study its
flow equation in the local potential approximation (LPA). This effective action determines
the approach to equilibrium and allows for the computation of unequal time correlators
〈φ(t)φ(t+ ∆t)〉 for large values of ∆t. The stochastic RG flow in the LPA can be formulated
in two ways, one that preserves the stochastic supersymmetry and one that breaks it. We
show that both predict a characteristic decay time very close to that determined by the dy-
namical mass for a massless self-interacting scalar in de Sitter m2 ∼ √λH2. Furthermore, the
temporal supersymmetric formulation remarkably recovers the flow for the effective potential
found using Quantum Field Theory methods and a smoothing over spatial wavelengths. We
also discuss how the stochastic framework generically predicts an infrared mass which is a few
percent smaller than the dynamical mass obtained in the LPA. Our results further support
the notion that stochastic inflation captures the correct IR dynamics of light scalar fields in
inflation.
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1 Introduction
It is by now well accepted that long wavelength vacuum fluctuations of light scalar fields in
inflation can be described via a local Langevin equation, where the field evolves under the
influence of a classical stochastic force and a corresponding Fokker-Planck equation. This
insight was first developed in the pioneering work of Starobinsky more than 30 years ago [1]
and since then a very large number of works, too numerous to mention here, have utilised it
to develop computational tools for inflationary predictions.
It has also been known for a long time that a massless scalar theory does not possess
a de Sitter invariant propagator [2]. When viewed as a real time evolution in the stochastic
framework, this is signified by the unrestrained growth of the field variance with time 〈φ2〉
which is because the IR field at a given point in space performs an unrestrained random
walk. This poses problems for pertubative evaluations in the more physically relevant case of
an interacting field which inherits an ill-defined perturbation expansion that diverges at late
times - see [3] and references therein for a review of IR effects and associated divergences in
inflation. However, even a non-zero mass that is not sufficiently large causes trouble as the
perturbation series does not apparently converge. Indeed, perturbation theory gives to two
loops1
lim
t→∞〈φ(t)
2〉 = 3H
4
8pi2m2
(
1− 3
2
3λH4
4pi2m4
+ 6
(
3λH4
4pi2m4
)2
+ . . .
)
, (1.1)
where H denotes the Hubble parameter and m the scalar field mass. That means that, in a
massive scalar theory on de Sitter, the relevant perturvative parameter is not λ but instead
1In this paper we write the quartic interation as λ
4
φ4.
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λH4/m4 [4, 5], and perturbation theory applies only when λH4/m4  1. The enhancement
factor H4/m4 comes from integrating out all the particles that circle in the quantum loops on
de Sitter. We see that even if the field’s mass is not zero and the tree-level two-point function
is well defined in de Sitter, it is not obvious that higher order loop corrections in perturbation
theory lead to a finite result for arbitrarily small masses or, of course, for relatively strong
coupling.
Stochastic dynamics allows the re-summation of the series (1.1) to a well defined result
for the field variance at late times lim
t→∞〈φ(t)
2〉, as first pointed out by [6]. In fact, the IR
fluctuations can be seen to induce a “dynamical mass” m2dyn ∼
√
λH2 for the field [7–12].
Euclidean de Sitter space computations [13–15] also support this although they purport to
equilibrium and do not provide a dynamical context.
Here we examine another aspect of mass generation in de Sitter. We are interested
in the temporal correlator lim
∆t→∞
〈φ(t + ∆t)φ(t)〉 which also perturbatively diverges as there
is no mass to suppress long time fluctuations. Note that this is an observable quantity
as one can in principle perform local measurements on de Sitter that correspond to the
correlator 〈φ(t + ∆t)φ(t)〉 for large time separations, i.e. for ∆t  1/H, where 1/H is
the Hubble time. These fluctuations are accessible to a sufficiently long lived local observer
during inflation as they involve field measurements for points separated by physical spatial
distances less than the Hubble radius. This is in notable contrast with earlier work on the
functional renormalization group in de Sitter [10–12, 32] which smooths in space and the
effective action flows with increasing wavelength. Such correlations are indirectly accessible
to observers only in a post inflationary epoch. As we will see below stochastic inflation and
temporal smoothing can recover a flow equation identical to that obtained via spatial coarse
graining, see (3.8). This should probably not come as a surprise, since it follows from de
Sitter invariance of the correlators (for a discussion of the tree level correlations see Eqs. (11)
and (27) of [5]).
A heuristic argument using stochastic inflation [16, 17] shows that the generated mass
has dynamical consequences and defines a timescale over which long time correlations decay.
Using Eq. (2.36) evaluated at the time t, multiplying with φ(0) and taking the expectation
value we have
d
dt
〈φ(t)φ(0)〉+ λ
3H
〈φ3(t)φ(0)〉 ≈ 0 , (1.2)
where we assume that t is large enough for the field and the noise to be uncorrelated,
〈ξ(t)φ(0)〉 ≈ 0. Approximating the correlation of four fields through a Wick expansion
we obtain
d
dt
〈φ(t)φ(0)〉 ≈ − λ
H
〈φ2(t)〉〈φ(t)φ(0)〉 . (1.3)
A known result from stochastic inflation [6] would then allow us to compute
lim
t→∞〈φ
2(t)〉 =
√
3
2
Γ
(
3
4
)
Γ
(
1
4
) H2
pi
√
λ
' 0.132H
2
√
λ
, (1.4)
which leads to the estimate
〈φ(t)φ(0)〉 ≈ 〈φ2(0)〉e−0.132
√
λHt . (1.5)
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Comparing with the standard result for a massive, light field in de Sitter
〈φ2〉 = 3H
4
8pi2m2
, (1.6)
the quantity
m2dyn =
√
6
8pi
Γ(1/4)
Γ(3/4)
√
λk=HH
2 ' 0.2884
√
λk=HH
2 (1.7)
is often referred to as a generated “dynamical mass”, where λk=H is the “bare” coupling on
timescales H−1, uncorrected from any long-time fluctuations.
In this work we address these long time correlations in de Sitter by applying the func-
tional renormalization group [18, 19] to the stochastic dynamics. We perform our analysis
in the local potential approximation (LPA) considering two cases of regulator function, one
that explicitly preserves the underlying supersymmetry of the stochastic action and one that
breaks it. The supersymmetry preserving case results in a flow equation which exactly pre-
dicts m2IR = m
2
dyn defined in (1.7) [11]. We find that the supersymmetry breaking approach
results in an effective mass
m2IR ' m2dyn ≈ 0.2784
√
λk=HH
2 . (1.8)
which is in pretty close agreement with the above result.
As was pointed out in [6] the stochastic framework allows for the decay of temporal
correlators to be computed without resource to an RG analysis. We find that the decay of
temporal correlators is in fact determined by
m2stoch = 0.2668
√
λk=HH
2 , (1.9)
confirming the earlier result of [6]. Therefore, correlations decay somewhat more slowly in
time than suggested by the value of m2dyn by a factor of about 8%. Such a difference between
m2IR and m
2
dyn was first discussed in [20, 21] using QFT computations in the large N limit.
We see that stochastic inflation qualitatively reproduces this conclusion for N = 1 directly,
although precise numerical comparison would be beyond the scope of this paper. To recover
this result in the RG framework one probably needs to go beyond the LPA.2
In this paper we also examine the symmetry breaking case m2 < 0 and find that if
the system is followed over long timescales (k → 0), fluctuations do restore the symmetry
when interactions are strong enough; the RG flow generates a positive mass m2IR also given
by (1.8). Again, this mirrors the QFT results of [9, 10, 22, 23]. In our case the following
interpretation for the symmetry restoration presents itself: Strong fluctuations can take the
field above the barrier into the opposite minimum and back. If the behaviour of the field
is averaged over timescales larger than the characteristic time of such jumps, the field does
not exhibit preference to be in either of the symmetry breaking states and effectively the
symmetry is restored.
We believe these correspondences further support the proposition that stochastic infla-
tion captures completely and correctly the IR dynamics of quantum fields in de Sitter (for
a proof to all orders in perturbation theory see [24]). In passing we note that it is now
known how to stochastisize Yukawa [25] and scalar electrodynamics on de Sitter [26–28], but
quantum gravity with matter is still beyond reach [24] (for recent attempts in this direction
see [29–31]).
2We thank Julien Serreau for pointing this out.
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The Functional Renormalization Group equation (3.8) is derived by explicitly preserving
the supersymmetry of our stochastic action [33] and requires the supersymmetry-preserving
adaptation of the functional RG technology developed in [34]. This flow equation is math-
ematically identical to that obtained in [11], see also [32]. It is important to note however
that it has been arrived at in a completely different context. The authors of [11] derive it
based on field theory and a smoothing of spatial scales. Our derivation is based on spatially
local stochastic theory and a smoothing of temporal scales. For us k is frequency while for
Serreau et al κ is wavenumber. It is rather remarkable that we get an identical flow equation
from such a different perspective. Albeit we have no complete understanding of the rea-
sons behind this fact, it probably boils down to de Sitter symmetry being preserved by the
stochastic dynamics at late times. We further offer a simple approximation to the solution
of the supersymmetric RG flow equation in order to explore mass generation and symmetry
restoration in a simple fashion semi-analytically. Our approximation is crude but allows for
a simple understanding of the features described above. We leave a more refined analysis of
the flow equation, such as that performed in [22], for future work.
2 Stochastic inflationary dynamics
We will consider the IR dynamics of a quantum field φ in de Sitter with second-order-in-time
equations of motion. As discussed in [37, 38], a separation of long and short wavelengths
in the path integral via the propagator leads to a stochastic equation in phase-space, also
known as a Kramers equation:
∂tW =
[
9H5
8pi2
∂2
∂v2
+ 3H
∂
∂v
v +
dVeff
dφ
∂
∂v
− v ∂
∂φ
]
W (2.1)
instead of the more commonly used Fokker-Planck type
∂tP =
∂
∂φ
(
H3
8pi2
∂
∂φ
+
dVeff
dφ
1
3H
)
P . (2.2)
Here W (v, φ, t) is the probability density for both φ and its velocity v as a function of time
while the probability density P (φ, t) only depends on φ and t. Veff(φ) is the effective poten-
tial calculated at integrating the field fluctuations above the Hubble scale. For notational
simplicity, from now on we shall denote Veff(φ) simply by V (φ).
In this section we recall that (2.1) corresponds to a Langevin equation with the noise
acting on the velocity and not the field variable.3 We further show how to reduce (2.1) to
an equation for P which reproduces the familiar Fokker-Planck equation at leading order in
V ′′/H2. An operator based reduction of this kind can be found in [40]; we here re-derive
those results using path integral methods. The reduction of the full phase space dynamics
to that involving only φ is possible since v evolves on a timescale of H−1 while the slower
dynamics takes place on timescales set by H/m2.
2.1 Effective IR theory
We consider a light scalar field minimally coupled to gravity. If all modes below a fixed
physical scale ∆r ∼ 1/H are integrated out, the resulting theory has the following effective
3This is therefore different from the quantum phase space approach of [39].
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action per horizon volume [37, 38]4
Seff [φ, ψ] = −
∫
dt ψ
(
φ¨+ 3Hφ˙+
dV
dφ
)
+ i
1
2
9H5
4pi2
∫
dt ψ2 , (2.3)
describing temporal dynamics of the field in a single Hubble patch. The potential V is the
effective potential resulting from integrating out subhorizon fluctuations. Any correlator of
long wavelength fields at fixed physical separation ∆r < H−1 is to be computed with eiSeff
as weight 〈
. . .
〉
=
∫
DφDψ . . . eiSeff . (2.4)
The field ψ is related to the difference field φ+−φ− of the Schwinger-Keldysh formalism and
signifies the amplitude of quantum fluctuations around the mean field value, while φ relates
to the average field, φ = (φ+ + φ−)/2, and signifies expectation value of the field operator
〈φˆ〉.
By introducing an auxiliary field z we can write the action in terms of first order
derivatives
S[φ, z, v, ψ] = −
∫
dt
[
z
(
φ˙− v
)
+ ψ
(
v˙ + 3Hv +
dV
dφ
)]
+ i
1
2
9H5
4pi2
∫
dt ψ2 . (2.5)
To see the type of dynamics the above action describes it is convenient to perform a Hubbard-
Stratonovich transformation and write
e−
1
2
∫
dt 9H
5
4pi2
ψ2 =
∫
Dξ e−
∫
dt 1
2
4pi2
9H5
ξ2+i
∫
dt ξψ , (2.6)
which implies that the action can be written as
S[φ, z, v, ψ] = −
∫
dt
[
z
(
φ˙− v
)
+ ψ
(
v˙ + 3Hv +
dV
dφ
− ξ
)]
(2.7)
and ξ is a Gaussian random field with
〈ξ(t)ξ(t′)〉 = 9H
5
4pi2
δ(t− t′) . (2.8)
The above action corresponds to Langevin dynamics
v˙ + 3Hv +
dV
dφ
= ξ , (2.9)
φ˙ = v , (2.10)
provided that the time derivative is interpreted in a retarded, or Ito, sense - see e. g. [41–43]
and the appendix. We see that in the above approach the stochastic noise emerges as a proper
force imparting acceleration rather than a stochastic displacement of the field value as the
process is usually described. This is ultimately related to the fact that the field ψ responsible
for the stochastic term is conjugate to v and not φ. In the next subsection we derive the more
common over-damped dynamics, valid when evolution on timescales ∆t ∼ 1/H are ignored.
4Briefly, this is achieved by splitting the propagator into a IR smoothed part and a short wavelength part
and integrating out fluctuations governed by the short wavelength correlator.
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The over-damped limit is also known as the slow roll regime which implies V ′′/H2  1 [40]
and the derivation below can also be thought of as an expansion in this parameter.
It is also worth noting that the second order stochastic dynamics implied by (2.3)
φ¨+ 3Hφ˙+
dV
dφ
= ξ , (2.11)
along with (2.8), can be obtained from the more commonly employed split
v˙ + 3Hv +
dV
dφ
= ξv , (2.12)
φ˙ = v + ξφ , (2.13)
with an appropriate choice of window function w. The noise terms are schematically defined
as
ξv(t,x) =
∫
d3k w˙(k, t) q˙k(t) e
ikx , ξφ(t,x) =
∫
d3k w˙(k, t) qk(t) e
ikx (2.14)
where qk includes the linear mode function and Gaussian random fields that stand for the
creation and annihilation operators. Taking a derivative of (2.13) and substituting (2.12) one
obtains
φ¨+ 3Hφ˙+
dV
dφ
=
∫
d3k [(w¨ + 3Hw˙) qk + 2w˙q˙k] e
ikx . (2.15)
Ignoring the subdominant q˙k term and choosing the window function to be [37]
wk(t) =
(
1− k
3
(aH)3
)
Θ
[
ln
(
aH
k
)]
(2.16)
we see that w¨k(t) + 3Hw˙k(t) = 3Hδ(t − 1H ln (k/H)) and one obtains the second order
stochastic equation (2.11).
2.2 Over-damped limit
Before proceeding with our renormalization group analysis we discuss how the Kramers
equation (2.1) relates to the more standard Fokker-Planck equation in the over-damped
(slow roll) limit. We do this in two ways in the following sections, first by working directly
with the Kramers equation and secondly by utilizing the path integral formulation.
2.2.1 Fokker-Planck limit
Let us first change phase space coordinates by subtracting the slow roll “drift” velocity
v˜ = v +
1
3H
dV
dφ
(2.17)
and the Kramers equation for the transformed probability density W˜ = W˜ (t, v˜, φ) becomes[
∂
∂t
+ v˜
∂
∂φ
− 1
3H
∂
∂φ
V ′ − V
′V ′′
9H2
∂
∂v˜
]
W˜ = 3H
∂
∂v˜
[(
1− V
′′
9H2
)
v˜ +
3H4
8pi2
∂
∂v˜
]
W˜ . (2.18)
Defining the integrated probability density and current
P (φ, t) =
∫
dv˜ W˜ (v˜, φ, t) , J(φ, t) =
∫
dv˜ v˜ W˜ (v˜, φ, t) (2.19)
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one obtains
∂P
∂t
= − ∂
∂φ
(
J − P V
′
3H
)
(2.20)
and
dJ
dt
≡
(
∂
∂t
− V
′
3H
∂
∂φ
)
J = −2∂K
∂φ
+
V ′′
3H
J − 3H
(
1− V
′′
9H2
)
J − V
′V ′′
9H2
P (2.21)
where the lhs of (2.21) denotes the convective derivative along the slow-roll flow and
K =
∫
dv˜
v˜2
2
W˜ (v˜, φ, t) . (2.22)
Dropping subdominant, slow-roll suppressed terms and assuming that in the overdamped
limit 3HJ is large compared to the convective derivative on the lhs, we have that the Ansatz
W˜ ' P (φ, t)
exp
[
−12 v˜
2
3H4/8pi2
]
√
2pi
√
3H4/8pi2
(2.23)
leads to
3HJ ' −3H
4
8pi2
∂P
∂φ
. (2.24)
Plugging this in (2.20) we obtain the Fokker-Planck equation for P
∂tP =
(
1
2
H3
4pi2
∂2φ + ∂φ
V ′
3H
)
P . (2.25)
If the system starts away from the equilibrium position at the minimum of the potential
it evolves towards it with a small spread in velocities around the classical slow roll solution
v = −V ′/3H and a φ distribution determined by (2.25). When the field reaches the minimum
of the potential where V ′ = 0, we obtain the result of [37, 38] for the velocity distribution.
Hence, the velocity of the field cannot be determined to better accuracy than that implied
by (2.23).
2.2.2 Path Integral
To obtain an approximation to the second order stochastic dynamics on timescales above
∆t ∼ H−1, we can start by explicitly performing the ψ integral∫
Dψ e
− ∫ dt [ 1
2
9H5
4pi2
ψ2+iψ(v˙+3Hv+V ′)
]
= e−
∫
dt 1
2
4pi2
9H5
(v˙+3Hv+V ′)2 (2.26)
which brings the exponent in the form (up to boundary terms)
iS[φ, z, v] =
=
∫
dt
{
−izφ˙− 1
2
4pi2
9H5
V ′2 − 1
2
4pi2
9H5
[
v
(−∂2t + 9H2) v + v(−i9H52pi2 z + 6HV ′ − 2V ′′φ˙
)]}
.
We can now perform the Gaussian v path integral (again up to boundary terms).∫
Dv eiS = exp
[
+
∫
dt
{
−izφ˙− 1
2
4pi2
9H5
V ′2
}
+
1
2
pi2
9H5
∫
dtdt′A(t)G(t, t′)A(t′)
]
,(2.27)
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where
A(t) = −i9H
5
2pi2
z + 6HV ′ − 2V ′′φ˙ (2.28)
and (−∂2t + 9H2)G(t, t′) = δ(t− t′) . (2.29)
For our purposes we can approximate G(t, t′) ' 1
9H2
δ(t− t′) and the exponent becomes
iS[z, φ] '
∫
dt
(
−izφ˙− 1
2
4pi2
9H5
V ′2
)
+
1
2
pi2
81H7
∫
dt
(
−i9H
5
2pi2
z + 6HV ′ − 2V ′′φ˙
)2
'
∫
dt
{
−1
2
H3
4pi2
z2 − iz
[(
1− V
′′
9H2
)
φ˙+
V ′
3H
]}
, (2.30)
where in the last approximate equality we ignored a term of O
[(
V ′′
9H2
)2]
. After setting
z = u
(
1 + V
′′
9H2
)
we can write
iS(u, φ) '
∫
dt
{
−1
2
H3
4pi2
(
1 + 2
V ′′
9H2
)
u2 + iu
[
φ˙+
(
1 +
V ′′
9H2
)
V ′
3H
]}
. (2.31)
We therefore find that the over-damped limit corresponds to the Langevin equation
φ˙+
(
1 +
V ′′
9H2
)
∂φV
3H
= ξ(t), (2.32)
with the stochastic noise governed by a gaussian probability distribution functional for a
noise history ξ(t)
P [ξ] ∝ exp
(
−1
2
∫
dt
4pi2
H3
(
1 + 2 V
′′
9H2
)ξ(t)2) (2.33)
implying white noise but with a field dependent amplitude
〈ξ(t)ξ(t′)〉 = H
3
4pi2
(
1 + 2
V ′′
9H2
)
δ(t− t′) . (2.34)
We have shown how the stochastic dynamical (2.9) reduces to the standard Starobinsky-
Langevin equation, modified by corrections of order V
′′
H2
. These corrections are also derived
in [40] via a more conventional but laborious operator-based approach. Therefore, memory
of the second order nature of the system is retained, even in the over-damped limit, in these
sub-dominant corrections. This observation may be interesting for inflationary perturbations
and we hope to return to it in a future publication. However, they somewhat complicate the
RG analysis that follows. To keep things simpler, we proceed with
iS ' −
∫
dt
[
1
2
H3
4pi2
u2 − iu
(
φ˙+
V ′
3H
)]
, (2.35)
which can be associated with the stochastic Starobinsky dynamics,
φ˙+
∂φV
3H
= ξ(t), (2.36)
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〈ξ(t)ξ(t′)〉 = H
3
4pi2
δ(t− t′) . (2.37)
The path integral used for obtaining correlation functions w.r.t. stochastic histories driven
by ξ is then given by〈
. . .
〉
=
∫
DφDu . . . e
− ∫ dt[ 1
2
H3
4pi2
u2−iu
(
φ˙+ V
′
3H
)]
P (φi) (2.38)
where we have included the initial probability distribution P (φi) and the stochastic dynamics
can bne associated with a non-hermitian Hamiltonian [42, 43]
Hˆ =
1
2
H3
4pi2
uˆ2 − iuˆ V
′
3H
(2.39)
or, in the field representation
〈φ|Hˆ|φ′〉 =
(
−1
2
H3
4pi2
∂2φ − ∂φ
V ′
3H
)
δ
(
φ− φ′) . (2.40)
Therefore, the “Schro¨dinger” equation corresponding to the path integral we derived in the
IR limit is
∂tP = −HˆP =
(
1
2
H3
4pi2
∂2φ + ∂φ
V ′
3H
)
P (2.41)
which is again nothing but the well known Fokker-Planck equation (2.2) for φ.
There is a subtlety assosiated with the action (2.35), formally equivalent to the ambi-
guity of ordering uˆ and V ′(φˆ) in the Hamiltonian. This can be resolved by recalling that
the origin of (2.35) lies in the Schwinger-Keldysh path integral of the full quantum theory.
The latter implies that in their time-discretized form, u is computed one step ahead of φ,
suggesting the ordering empoyed in (2.40, 2.41). However, this also requires Ito calculus
when one passes to the continuum limnit. We can correct for that, allowing for example a
more convenient midpoint prescription and standard calculus, by including a determinant in
the path integral〈
. . .
〉
=
∫
DφDu . . . Det
[
∂t +
V′′
3H
]
e
− ∫ dt[ 1
2
H3
4pi2
u2−iu
(
φ˙+ V
′
3H
)]
. (2.42)
This is the form we will be employing form now on, referring the reader to the literature for
more details [5, 17, 41–43].
2.3 Relation to Euclidean quantum mechanics
To simplify our notation we define new rescaled fields ϕ, F and a dimensionless potential U
φ =
H3/2
2pi
ϕ , u =
H3/2
2pi
(F + iϕ˙) , V =
3H4
4pi2
U . (2.43)
The determinant can be expressed in two ways. Firstly, we can write
Det [∂t + Uϕϕ] = Det [∂t] Det
[
1 + ∂−1t Uϕϕ
]
(2.44)
and ignoring the field independent determinant
Det
[
1 + ∂−1t Uϕϕ
]
= exp
{
Tr log
[
1 + ∂−1t Uϕϕ
]}
= exp {Tr log [1 + Θ(t− τ)Uϕϕ(ϕ(τ))]} . (2.45)
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Upon expanding the logarithm and taking the trace we see that the only term that survives
yields
Det
[
1 + ∂−1t Uϕϕ
]
= exp
{
+Θ(0)
∫
Uϕϕdt
}
, (2.46)
where Θ(x) is the Heaviside function. It is convenient to use the Stratonovich prescription
and set Θ(0) = 12
Det
[
1 + ∂−1t Uϕϕ
]
= exp
{
+
1
2
∫
Uϕϕdt
}
. (2.47)
The determinant can also be expressed using ghost fields as
Det [∂t + Uϕϕ] =
∫
Dψ¯Dψ e+
∫
dt ψ¯(∂t+Uϕϕ)ψ . (2.48)
We therefore obtain, including the initial probability distribution P (φi),〈
. . .
〉
=
∫
dϕfdϕi e
−U(ϕf)+U(ϕi)
∫
DφDu . . . e−SP (φi) , (2.49)
ϕf and ϕi being the values at final and initial times and where
S =
∫
dt
[
1
2
ϕ˙2 − ψ¯ (∂t + Uϕϕ)ψ + iFUϕ + 1
2
F 2
]
, (2.50)
or
S =
∫
dt
[
1
2
ϕ˙2 − 1
2
Uϕϕ + iFUϕ +
1
2
F 2
]
. (2.51)
The two forms of the action are, of course, equivalent. The F field can also be integrated
out and one sees that, apart from the ordinary integrations over the boundary fields ϕi and
ϕf , the stochastic process is equivalent to Euclidean quantum mechanics〈
. . .
〉
=
∫
dϕfdϕi
∫
Dϕ . . . e−U(ϕf)+U(ϕi)P (ϕi) exp
{
−
∫
dt
[
1
2
ϕ˙2 +W
]}
. (2.52)
with a stochastic potential W
W = 1
2
[
(Uϕ)
2 − Uϕϕ
]
. (2.53)
It is obvious that the coefficients of different ϕ powers in W are not independent but
bear certain relationships, inherited from the choice of the “superpotential” U . Remarkably,
this is reflected in a hidden Parisi-Sourlas supersymmetry [33] which is expressed in the form
(2.50) as
δϕ = ¯ψ − ψ¯ , δψ = (ϕ˙− iF )  δψ¯ = ¯ (ϕ˙+ iF ) , δF = i¯ψ˙ + i ˙¯ψ . (2.54)
where  and ¯ are arbitrary infinitesimal Grassmann numbers. This symmetry is also related
to the fact that the choice of the ambiguous Θ(0) in (2.46) is immaterial for the computation
of correlation functions [47]. For example, choosing an Ito prescription sets the determinant
to unity, and correspondingly Θ(0) = 0, but replaces a ϕ˙Uϕ = U˙ total derivative term in
the above treatment by ϕ˙Uϕ = U˙ − 12Uϕϕ according to Ito’s lemma. The appearance of a
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−12Uϕϕ term is also seen in transforming the rescaled Fokker-Planck equation (2.41) (also
setting P H
3/2
2pi → P )
∂tP =
1
2
∂ϕϕP + ∂ϕ (UϕP ) (2.55)
into a Euclidean Schro¨dinger (diffusive) equation by writing P (ϕ, t) = e−U(ϕ)Ψ(ϕ, t) for which
(2.55) gives
− ∂
∂t
Ψ(ϕ, t) =
(
−1
2
∂2
∂ϕ2
+W(ϕ)
)
Ψ(ϕ, t) , (2.56)
corresponding to a (Hermitian) Hamiltonian Hst = −12p2 +W(ϕ) and momentum operator
p = − ∂∂ϕ . Its solution can be written
Ψ(ϕ, t) =
∫
dϕ′ 〈ϕ, t|ϕ′, t′〉Ψ(ϕ′, t′) (2.57)
where the propagator is expressed as the path integral appearing in (2.52)
〈ϕ1, t|ϕ2, t′〉 = 〈ϕ1|e−Hst(t−t′)|ϕ2〉 =
ϕ1∫
ϕ2
Dφ exp
−
t∫
t′
dt
[
1
2
φ˙2 +W(φ)
] . (2.58)
Equation (2.56) possesses a complete, orthonormal set of eigenfunctions Ψn(ϕ), allowing
for the solution to be written as
Ψ(x, t) =
∞∑
n=0
anΨn(ϕ)e
−Λnt , (2.59)
where Λn are the eigenvalues of the Hamiltonian(
−1
2
∂2
∂ϕ2
+W(ϕ)
)
Ψn(ϕ, t) = ΛnΨn . (2.60)
Noting that (2.60) can be written as
1
2
(
− ∂
∂ϕ
+ Uϕ
)(
∂
∂ϕ
+ Uϕ
)
Ψn(ϕ, t) = ΛnΨn , (2.61)
it is clear that the lowest eigenvalue is Λ0 = 0 corresponding to the “ground state”
Ψ0(ϕ) =
1√N e
−U(ϕ) , (2.62)
with the normalization constant
N =
∫
dϕ e−2U(ϕ) . (2.63)
Furthermore, we see from (2.59) that the decay rate of unequal time correlators are deter-
mined by the energy of the first excited state of the potentialW, not the scalar field potential
U . We will discuss these points further below (see also [6]).
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2.4 Correlation Functions
Knowledge of the Euclidean propagator (or kernel) (2.58) allows for the construction of a
variety of field correlation functions. An obvious example that has been discussed widely
are correlation functions involving ϕf , the field at the final time. A simple expression can
be obtained if initial conditions were set in the far past and equal time correlations are
computed in the far future. Taking the double limit of very early and very late times and
noting that only the zero eigenvalue of the Euclidean Hamiltonian contributes - see [48] for
the corresponding computation in the Lorentzian QFT case - we obtain
lim
t→∞
t′→−∞
〈ϕ1, t|ϕ2, t′〉 = Ψ0(ϕ1)〈0out|0in〉Ψ0(ϕ2)
=
e−(U(ϕ1)+U(ϕ2))
N (2.64)
giving
〈O[ϕf ]〉 =
∫
dϕf O[ϕf ]
e−2U(ϕf)
N (2.65)
This of course corresponds to the well known fact that at late times an equilibrium distribu-
tion is reached
Peq(ϕ) =
1
N e
−2U(ϕ) , (2.66)
and provides the weight with respect to which expectation values are computed.
A common unequal time autocorrelator of the field is given by
〈ϕ(t)ϕ(t′)〉 =
∫
dϕtdϕt′ ϕtϕt′ e
−U(ϕt)+U(ϕt′ )〈ϕt, t|ϕt′ , t′〉P (ϕt′) . (2.67)
Obviously, at very large separations the fields become uncorrelated
lim
t→∞
t′→−∞
〈ϕ(t)ϕ(t′)〉 =
∫
dϕt ϕtPeq(ϕt)
∫
dϕt′ ϕt
′ P (ϕt′) , (2.68)
and the correlator tends to zero for even probability distribution functions. In the next
section we will discuss the behaviour of this correlation function for large but finite time
intervals.
Finally, we can compute unequal time correlators of fields at different times as averages
within different stochastic histories, such as
〈Tϕ(t1) . . . ϕ(tn)〉 =
∫
dφfdφi e
−U(ϕf)e+U(ϕi)〈ϕf , t|Tϕ(t1) . . . ϕ(tn)|ϕi, t′〉P (ϕi) (2.69)
where T stands for time ordering and
〈ϕf , t|Tϕ(t1) . . . ϕ(tn)|ϕi, t′〉 =
ϕf∫
ϕi
Dϕϕ(t1) . . . ϕ(tn) e
− ∫ tfti dt[ 12 ϕ˙2+W ] . (2.70)
Unlike correlators such as (2.67), the fields in the above expression are evaluated at interme-
diate times t′ < tn < . . . < t1 < t and averaged over different noise histories. To compute
such expectation values we can consider
〈ϕ1, t|ϕ2, t′〉J =
ϕ1∫
ϕ2
Dφ exp
−
t∫
t′
dt
[
1
2
ϕ˙2 +W(ϕ)− Jϕ
] (2.71)
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where a current J coupled linearly to ϕ has been added to the action. Variation wrt J
generates correlation functions in the usual way
〈ϕ1, t|ϕ(t1) . . . ϕ(tn)|ϕ2, t′〉 = δ
n
δJ(t1) . . . δJ(tn)
〈ϕ1, t|ϕ2, t′〉J
∣∣∣
J=0
(2.72)
Equilibrium expectation values can be obtained by taking the large time limit, assuming the
source only acts between −T and +T and noting again that only the lowest eigenvalue of
the Euclidean Hamiltonian contributes [48]. In our case this argument gives
lim
t→∞
t′→−∞
〈ϕ1, t|ϕ2, t′〉J = Ψ0(ϕ1)〈0,+T |0,−T 〉JΨ0(ϕ2)
=
e−U(ϕ1)√N
e−U(ϕ2)√N 〈0out|0in〉
J (2.73)
where we hid the T dependence assuming 2T to be large enough to support any source J(t)
of interest. Hence, for large times
〈Tϕ(t1) . . . ϕ(tn)〉 =
∫
dϕfdϕi
e−2U(ϕf)
N P (ϕi)〈0out|Tϕ(t1) . . . ϕ(tn)|0in〉
= 〈0out|Tϕ(t1) . . . ϕ(tn)|0in〉 . (2.74)
Finally, we can define the generating functional W [J ] of equilibrium expectation values in
the usual way
Z[J ] = exp {−W [J ]} =
∫
dϕf
e−2U(ϕf)+Jfϕf
N 〈0out|0in〉
J (2.75)
and obtain unequal time connected correlators via
δnW [J ]
δJ(t1) . . . δJ(tn)
∣∣∣
J=0
=
〈0out|Tϕ(t1) . . . ϕ(tn)|0in〉
〈0out|0in〉
= 〈0out|Tϕ(t1) . . . ϕ(tn)|0in〉 (2.76)
or late equal-time expectation values
δnW [J ]
δJnf
∣∣∣
J=0
=
∫
dϕf ϕ
n
f
e−2U(ϕf)
N = 〈ϕ
n
f 〉 (2.77)
2.5 Effective mass and average effective action
As we mentioned above, the potentialW determines the decay rate of unequal time correlators
through the first eigenvalue Λ1. In the language of the next section this will correspond to
defining an effective mass for the field. For concreteness let us here focus on the massless
self-interacting case
V (φ) =
λ
4
φ4 ⇒ U(ϕ) = λˆ
4
ϕ4 ⇒W(ϕ) = 1
2
λˆ2ϕ6 − 3
2
λˆϕ2 , (2.78)
where λˆ = λH2/12pi2. Rescaling ϕ = y/λˆ1/4 and En = Λn/
√
λˆ we have from (2.56),
− ∂
2Ψn
∂y2
+
(
1
2
y6 − 3
2
y2
)
Ψn = EnΨn . (2.79)
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Figure 1. A U(ϕ) = λˆϕ4 potential for the particle dynamics (red line) corresponds to the stochastic
potential W(ϕ) = 12 λˆ2ϕ6 − 32 λˆϕ2 (blue line). The ground state, corresponding to the very late time
limit and a zero eigenvalue is Ψ0(ϕ) = e
−U(ϕ), plotted here as the green dashed line. The equilibrium
probability distribution is given by P (ϕ) = e−2U(ϕ). Time evolution towards this state is mostly
determined by Λ1, the lowest non-zero eigenvalue.
As mentioned above, the lowest eigenvalue is zero, E0 = 0, see also figure 1. It is not difficult
to numerically obtain the higher eigenvalues, the lowest of which is E1 = 0.9677 or [6]
Λ1 = 0.9677
√
λˆ (2.80)
which implies that the dominant long-time behaviour of correlators is
〈φ(t+ ∆t)φ(t)〉 ∝ exp (−Λ1t) . (2.81)
Hence, according to stochastic theory, the decay rate of unequal time correlators is slightly
slower than that implied by the dynamical mass mˆ2dyn = 1.046
√
λˆ - see (3.10). Taking higher
eigenvalues into account will provide a small correction to the decay law which is not exactly
exponential but these corrections are beyond the scope of this paper.
Let us now examine the above result using the notion of the effective action Γ and
elaborate on the fact that this dynamical effective action handles time dependent correlators
with the effective mass determining their decay rate. Consider the Legendre transform of the
generating functional W [J ]
Γ[χ] = W [J ]−
∫
dtJ(t)χ(t) , (2.82)
where χ is the average field defined through
δW [J ]
δJ(t)
= 〈ϕ(t)〉 ≡ χ(t) (2.83)
and satisfying the average equation of motion
δΓ[χ]
δχ(t)
= J(t) . (2.84)
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The average unequal time correlation function is given by
δ2W [J ]
δJ(t)δJ(t′)
= 〈ϕ(t)ϕ(t′)〉 − 〈ϕ(t)〉〈ϕ(t′)〉 ≡ G(t, t′)− χ(t)χ(t′) (2.85)
and it is straightforward to show that∫
dτ
δ2Γ
δχ(t)δχ(τ)
δ2W [J ]
δJ(τ)δJ(t′)
= δ
(
t− t′) . (2.86)
As we will see in the next section, Γ is controlled by an RG flow that reaches an
asymptotic IR fixed point at a finite value of the cutoff k. It therefore makes sense to use the
asymptotic value of the effective potential to define an effective action which also describes
dynamical quantities. We will be using the Ansatz, valid in our restricted version of the local
potential approximation,
Γ[χ] =
∫
dt
[
1
2
χ˙2 + V
]]
, (2.87)
where V is the effective potential reached by the RG flow at k = 0 if one starts with the
potential W at k=H. The dynamical equation for the average field therefore becomes
d2χ
dt2
− V,χ = 0 (2.88)
and, accordngly, the two point function satisfies[
d2
dt2
− V,χχ
]
G(t, t′) = −δ(t− t′) . (2.89)
Assuming that the equilibrium point V,χ corresponds to the average field χ → 0 (we will
see below that this is the case), comparing with W and writing V,χχ(χ = 0) = mˆ4IR where
mˆ2IR = m
2
IR/3H, we see that at equilibrium
G(t, t′) ∼ Θ(t− t′) exp [−mˆ2IR (t− t′)] . (2.90)
These results also allow for the correlator (2.67) to be estimated. In general
〈ϕt, t|ϕt′ , t′〉 = N−1 exp {−Γ [χcl]} (2.91)
where χcl satisfies (2.88) with boundary conditions χ(t) = ϕt and χ(t
′) = ϕt′ . It is then
easily seen that
Γ[χcl] =
1
2
(ϕf χ˙(tf)− ϕiχ˙(ti))− 1
2
∫
dt
[
χcl(W)′(χcl)− 2W(χcl)
]
. (2.92)
As will be seen from the RG flow in the next section, the effective potential ends up being
dominated by the fluctuation generated quadratic term, see e.g. figure (2). We can therefore
reasonably approximate (2.88) by
d2
dt2
χcl − mˆ4IR χcl ' 0 , (2.93)
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again with boundary conditions χ(t) = ϕt and χ(t
′) = ϕt′ . The propagator can now be
computed explicitly. Indeed
χcl(τ) '
ϕt′ sinh
[
mˆ2IR (t− τ)
]
+ ϕt sinh
[
mˆ2IR (τ − t′)
]
sinh
[
mˆ2IR (t− t′)
] , (2.94)
the last term of (2.92) vanishes and we obtain
Γ[χcl] ' mˆ
2
IR
2
cosh
[
mˆ2IR (t− t′)
] (
ϕ2t + ϕ
2
t′
)− 2ϕtϕt′
sinh
[
mˆ2IR (t− t′)
] , (2.95)
from which we can compute
〈ϕt, t|ϕt′ , t′〉 ' N−1e−
m2IR
2 (ϕ
2
t+ϕ
2
t′)
(
1 + 2mˆ2IR ϕtϕt′ e
−mˆ2IR(t−t′)
)
(2.96)
N '
+∞∫
−∞
e−mˆ
2
IRϕ
2
dϕ =
√
pi
mˆIR
. (2.97)
We are therefore led to
〈ϕtϕt′〉 ' 〈ϕ2t′〉e−mˆ
2
IR(t−t′) , (2.98)
which shows that, for small average field values, the decay rate of the late time field correlator
is governed by mˆ2IR.
3 Functional Renormalization Group flow
We will now examine the long time behaviour of the stochastic system from the viewpoint of
the Renormalization Group. Our discussion above has brought together the fact that the long
wavelength effective theory for a spectator scalar in de Sitter is Supersymmetric Euclidean
Quantum Mechanics, where the scalar potential U(ϕ) plays the role of the superpotential.
It is also possible to describe the system in terms of the stochastic potential W which has a
special form 2.53, related to the supersymmetry of the stochastic action. Therefore, in order
to formulate the RG two possibilities exist within the Local potential approximation: either
to explicitly respect the supersymmetry with the regulator or break it. We examine both
below.
3.1 Supersymmetric flow equation
We first seek a supersymmetric formulation of the Renormalization Group. This has been
achieved in [34] whose treatment we follow closely and where we refer the reader for details
regarding the derivations below.5 The starting point is the superspace incarnation of (2.50)
S =
∫
dtdθdθ¯
[
1
2
ΦKΦ + iU(Φ)
]
(3.1)
where Φ is the superfield
Φ = ϕ+ θ¯ψ + ψ¯θ + θ¯θF (3.2)
5In this respect, see [35, 36] which also examine the relation between the supersymmetry of stochastic
systems and the RG.
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and K = 12
(
DD¯ − D¯D) with
D = i∂θ¯ − θ∂t , D¯ = i∂θ − θ¯∂t . (3.3)
The flow equation is obtained by adding an IR regulating term ∆Sk to the action and
computing the Legendre transform Γk, the scale dependent average effective action, of the
regulated generating functional - see eg [18] for a comprehensive review of the formalism.
The authors of [34] choose
∆Sk = 1
2
∫
dtdθdθ¯ΦRkΦ (3.4)
where Rk = R1
(−∂2t , k)+R2 (−∂2t , k)K with R1 and R2 functions of the cutoff frequency k
and −∂2t , or ω2 in frequency space. The functional RG equation then reads
∂kΓk =
1
2
STr
{[
Γ
(2)
k +Rk
]−1
∂kRk
}
. (3.5)
Γ(2) is the second functional derivative wrt the dynamical fields and STr denotes a supertrace.
For our purposes it suffices to ignore R2 and choose R1(k) a function of the cutoff k only.
The regulating action term (3.4) then simply involves
U(ϕ)→ U(ϕ) + 1
2
ϕR1ϕ , (3.6)
and the effective action is taken to be of the form
Γk =
∫
dt
[
1
2
ϕ˙2 − ψ¯
(
∂t + U
k
ϕϕ
)
ψ + iFUkϕ +
1
2
F 2
]
, (3.7)
where we have not labeled the classical fields differently to avoid proliferation of symbols. As
discussed in [34], after choosing a simple regulator R1(−∂2t , k) = k the flow equation becomes
∂kUk =
1
4
1
k + ∂2ϕUk
. (3.8)
We note that the above RG equation is identical to the flow equation derived in [11] - see
eq. (23) in that work - if one sets k = κ
2
3H and revert back to φ and V . It is remarkable that
a smoothing in time of a spatially local version of the IR dynamics, the stochastic theory
studied here and its supersymmetric incarnation, results in a flow equation for the effective
potential which is identical to the one obtained from a smoothing of spatial scales in the
context of QFT. We hope to provide better understanding of this correspondence in future
work.
3.2 Minimum non-pertubative mass and symmetry restoration in de Sitter
Guillleux and Serreau [11] observe that the asymptotic value of the flow equation (3.8) when
lim
k→0
m2k for a massless bare theory (mH = 0) can be obtained via a static, effective action
type relation
∂ϕϕU
k→0(ϕ = 0)〈ϕ2〉 = 1 , (3.9)
where brackets indicate an average over the equilibrium distribution (2.66). This leads to
the definition of a dynamical mass
m2dyn =
√
2
4
Γ
(
1
4
)
Γ
(
3
4
)√3
2pi
√
λHH
2 ' 1.046
√
3
2pi
√
λHH
2 . (3.10)
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More detailed numerical solutions have also been provided in [11] and [34].
Here we pursue a simple polynomial approximation approximation to demonstrate from
the RG perspective the emergence of an effective mass dependent on the coupling as m2 ∼√
λH. For this purpose we employ
Uk = eˆk +
mˆ2k
2
ϕ2 +
λˆk
4
ϕ4 , (3.11)
where, mˆ2 = m2/3H and λˆ = λH2/12pi2. Higher order couplings are generated by the flow
and can be kept, see eg [23].
Expanding Uk on the rhs of (3.8) around ϕ = 0 we obtain the flow equations
d
dk
eˆk =
1
4
1
k + mˆ2k
, (3.12)
d
dk
mˆ2k = −
3
2
λˆk(
k + mˆ2k
)2 , (3.13)
d
dk
λˆk = 9
λˆ2k(
k + mˆ2k
)3 , (3.14)
or, going to dimensionless variables eˆ = e˜, mˆ2 = km˜2 and λˆ = k2λ˜,
k
d
dk
e˜k =
1
4
1
1 + m˜2k
, (3.15)
k
d
dk
m˜2k = −m˜2k −
3
2
λ˜k(
1 + m˜2k
)2 , (3.16)
k
d
dk
λ˜k = −2λ˜k + 9 λ˜
2
k(
1 + m˜2k
)3 . (3.17)
Numerical solutions for m˜k and λk are shown in figure (2).
To illuminate the behaviour of the system further, let us define σ˜ = m˜4k/λ˜k. Convergence
of the loop expansion (1.1) is controlled by the parameter
3λH4
4pi2m4
=
λˆ
mˆ4
= σ˜−1 . (3.18)
For values σ˜ <∼ 1 the higher loop expansion for the late time field variance appears invalid.
The RG shows that this situation cannot in fact be realized in nature – there cannot exist
such massless/light scalar fields in de Sitter: as we will see a σ˜ <∼ 1 will be driven to values
σ˜ → const & 1. Hence the field necessarily obtains a mass of the m2 ∼ √λH2, through
self coupling to infrared fluctuations. This means that the deep IR physics of de Sitter is
necessarily non-perturbative, and that fundamental excitations are not the free particles of
the UV.
The RG equations (3.16) and (3.17) give
k
d
dk
m˜2k = −m˜2k
(
1 +
3
2
m˜2k(
1 + m˜2k
)2 1σ˜k
)
(3.19)
k
d
dk
σ˜k = −3
m˜2k
(
1 + 4m˜2k
)(
1 + m˜2k
)3 . (3.20)
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Figure 2. The flow of m˜2 (solid lines) and λ˜ (dashed lines), shown in the vertical axis, with k
(horizontal axis) for an initial value m˜2H = 10
−6 (left panel) and m˜2H = 10
−2 (right panel). Three
different initial couplings are shown λ˜H = 0.1, 0.01, 0.001 (top to bottom lines). The final values do
not show a significant dependence on the initial value m˜2H .
Figure 3. The ratio
√
λ˜k√
λ˜H
(vertical axis) for m˜2H = 10
−6 (left panel) and m˜2H = 0.01 (right panel)
with k (horizontal axis). The different lines, from top to bottom, correspond to λ˜ = 0.1, 0.01 and
0.001 respectively. We see that in the regime of interest the coupling weakens and this ratio drops
below ∼ 0.45.
Suppose that the ”bare” theory at the UV cutoff k = H has σ˜  1. The flow equations are,
approximately
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Figure 4. The RG flow in the first quadrant of the m˜2k − σ˜k plane, with m˜2k = m2/(3Hk) (vertical
axis) and σ˜k = 4pi
2m4/(3λH4) (horizontal axis). The colour scheme corresponds to k, the RG scale,
with violet at the UV beginning of the flow at k = H and red at k = 10−4H. The parameter σ˜ flows
from a wide range of initial values with |m˜2|  1, σ˜  1 to a constant value γ ' 6 which depends only
weakly on initial conditions. An initially negative, symmetry breaking m˜2 is transported through the
origin, joining the flow in the first quadrant of the graph. The left panel is a closeup of the flow’s
initial portion while the right panel follows the flow in the first quadrant only. The attractor-like
behaviour is evident. The trajectories shown to emerge from close to the origin in the right panel are
those that crossed into the first quadrant from the symmetry breaking fourth quadrant of the m˜2k− σ˜k
plane.
k
d
dk
m˜2k ' −
3
2
m˜4k
σ˜k
, k
d
dk
σ˜k ' −3m˜2k (3.21)
from which we obtain
σ˜
1/2
k = σ˜
1/2
H +
3α
2
ln
(
H
k
)
, m˜2k = ασ˜
1/2
k (3.22)
where α is a constant related to the bare value of λ at the UV cutoff k = H
α =
√
λH
2
√
3pi
(3.23)
We see that both σ˜k and m˜
2
k grow from their initial values at k = H. This trend continues
and the flow is eventually described by
k
d
dk
m˜2k ' −m˜2k , k
d
dk
σ˜k ' − 12
m˜2k
(3.24)
At late RG time
m˜2k ' βk−1 , σ˜k = γ −
12
β
k2 (3.25)
where β = const and γ = const. A numerical investigation of the flow reveals that indeed
σˆ approaches a constant value that is close to γ ' 6, for a wide range of initial conditions
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Figure 5. Same as in the left panel of figure 4 but with a linear σ˜ axis, showing trajectories crossing
from the symmetry breaking into the positive mass quadrant.
(provided the field remains light, i.e. m  H), see figure 4. Note however that, although
the above behavior is strongly attractive, the exact value of γ that a trajectory approaches
depends somewhat on the initial values of m2 and λ at k = H, making γ a “quasi-universal”
parameter. Nevertheless, we can see that the field develops a mass parametrically dependent
on
√
λ; as k → 0
m2k→0 = 3βH , λk→0 = 12pi
2 β
2
γH2
(3.26)
with the advertised relation
m2k→0 =
√
3γ
2pi
√
λk→0H2 =
√
γ
√
λk→0√
λH
√
3
2pi
√
λHH
2 . (3.27)
The simple approximation to the RG flow adopted in this paper gives a slightly varying
range of results for a wide range of different bare theories. For the parameter γ we have
γ ' 6 − 7 depending weakly on the initial condition satisfying m2 < 1 and σ < 1. For
trajectories starting close to m2H = 0, the values of
√
λk→0/λH cluster closely around ∼ 0.3
while γ ' 6.2, depending on the exact value of the initial coupling λH . This gives
m2IR ' 1.29
√
3
2pi
√
λHH
2 . (3.28)
We see that the very simple quartic truncation to the flow equations used here does a decent
job in reproducing the exact result (3.10) to about 20%.
The above RG equations allow us to also probe the phenomenon of symmetry restoration
in de Sitter [9, 22]. Indeed, starting at the 4th quadrant of the m˜2k − σ˜k plane, corresponding
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Figure 6. The non-supersymmetric flow of the stochastic potential, initially defined at k = H by
W (ϕ), shown here as the lower, blue line.
to symmetry breaking m˜2 < 0, the flow passes through zero into the first quadrant where it
joins the flow described above. Note that at (m˜2, σ˜) = (0, 0) the ratio m˜4/σ˜ remains finite,
being simply the coupling constant. Therefore, all trajectories from the 4th quadrant join
trajectories in the 1st quadrant through the origin with different values of α in (3.22). These
trajectories then converge to a constant value for σ˜, see figures 4 and 5.
3.3 Non-supersymmetric flow equation
Let us now consider the stochastic action in the form (2.71), after the ghost and auxiliary
fields have been integrated out, and directly add a regulating term
∆Sk =
1
2
∫
dω
2pi
ϕ(−ω)Rk(ω)ϕ(ω) . (3.29)
The Wetterich equation for the average effective action Γk (here ∂/∂t = k∂/∂k)
∂
∂t
Γk[ϕ] =
1
2
Tr
[
∂tRk
(
Γ
(2)
k [ϕ] +Rk
)−1]
, (3.30)
with the LPA ansatz
Γ[ϕ] =
∫
dt
[
1
2
ϕ˙2 + Vk(ϕ)
]
(3.31)
and a regulator
Rk(ω) =
(
k2 − ω2)Θ (k2 − ω2) (3.32)
leads to the flow equation
d
dk
Vk(ϕ) =
1
pi
k2
k2 + ∂2ϕVk(ϕ)
(3.33)
with the initial condition VH(ϕ) = W (ϕ). Numerical solutions of this equation are shown
in figure 6, again clearly demonstrating the development of an effective positive mass. Its
numerical value is computed to be
mˆ2IR = 1.010
√
λˆH ⇒ m2IR = 1.010
√
3
2pi
√
λHH
2 , (3.34)
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a result very close to (2.80). The analysis described in [35, 36] implies the importance
of supersymmetry in the stochastic system yet a reasonable approximation to the mass is
obtained even by a flow that breaks it. It would be interesting to further examine whether
this carries any significance in future work.
4 Summary and Discussion
The local value of a light scalar φ in de Sitter, averaged over a patch of size ∆r ∼ H−1,
obeys stochastic Langevin dynamics. We applied the functional renormalization group to
this theory in order to understand temporal fluctuations over timescales large compared to
H−1. We found that integrating them out generates a mass that damps temporal correlators,
curing associated secular (infrared) divergences, and restores the symmetry in potentials that
break it. Formally, the deep IR effective mass squared we have calculated here is (up to a
volume factor) the zero momentum limit of the two point proper vertex, which is the inverse
of the full two point function.
Remarkably, the flow equation obtained with a supersymmetric regulator is identical
to that obtained in previous works utilizing the functional RG to the full QFT in de Sitter
and smoothing spatial fluctuations [9–12, 32]. The reason for this agreement can probably
be traced to the underlying de Sitter invariance of the infrared correlators [5, 20]. Therefore,
the results obtained previously for the flow with spatial smoothing can be transported to the
temporal domain. A particular example is symmetry restoration. In the temporal domain
it can simply be seen as the result of strong fluctuations transporting the field over the
potential barrier such that, when smoothed over sufficiently long timescales, the barrier is
not relevant for the dynamics any more. One should note that invoking de Sitter invariance
to relate large temporal and spatial correlators is not as trivial as it may appear, since de
Sitter symmetry is not apparent in stochastic inflation and moreover different coarse graining
procedures may violate it. Furthermore, not all interacting theories have a well defined de
Sitter invariant deep infrared physics, notable examples are Yukawa theopy [25] and possibly
quantum gravity.
Our discussion has largely utilized the supersymmetry of the effective stochastic IR ac-
tion of a light scalar in de Sitter. It would be interesting to examine if and to what extent the
stochastic nature of the IR dynamics is another example of an emergent IR supersymmetry
such as that recently studied in [44].
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5 Appendix
In this appendix we briefly recall for completeness the path integral formulation of systems
described by a Langevin equation, known as the MSRJD path integral. The discussion follows
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[17]; for more details see the e.g. the textbooks [42, 45]. Consider the stochastic Langevin
equation
x˙+ V ′(x) = ξ(t) (5.1)
where V (x) is a potential function and a prime denotes d/dx. The noise is Gaussian and
white, such that it is fully determined by its two point correlation function, which reads
〈ξ(t)ξ(t′)〉 = Aδ(t− t′) , (5.2)
where the expectation value 〈. . .〉 denotes the average over noise realizations. Expectation
values of any functional O[x] w.r.t. the different realizations of the stochastic force ξ can be
obtained from the following path integral
〈O[x]〉 =
∫
Dξe−
1
2
∫
dt ξ
2
A
∫
DxO[x]δ(x− x[ξ])
=
∫
Dξe−
1
2
∫
dt ξ
2
A
∫
DxO[x] δ [x˙+ V ′ − ξ] J [x] , (5.3)
where δ[. . .] denotes the Dirac delta functional and J [φ] is the Jacobian of the argument of the
delta function with respect to the integration variable x: J [x] = ∣∣Det [ δδx (x˙+ ∂xV − ξ)]∣∣ =
|Det [∂t + V ′′]|. The value of the determinant depends on the discretization of the ∂t operator
in the definition of the path integral or, equivalently in the continuum notation, the value
assigned to Θ(0), the step function at the origin. The integration over the noise ξ reflects
the assumption that the latter is Gaussian. Expressing the delta functional via its Fourier
transform and doing the integral over ξ we arrive at
〈O[x]〉 =
∫
DxDψO[x]J [x] e−
∫
dt{iψ(x˙+V ′)+A2 ψ2} . (5.4)
To directly obtain expectation values like the above, it is convenient to define the partition
function
Z [Jx, Jψ] =
∫
DxDψJ [x] e−
∫
dt{iψ(x˙+V ′)+A2 ψ2+iJxx+iJψψ} . (5.5)
from which n-point functions can be computed in the usual way by taking derivatives with
respect to−iJψ and−iJφ. Note that, unlike the standard QFT partition function, Z[0, 0] = 1,
and expectation values can be obtained directly from Z without receiving multiplicative
contributions from vacuum bubbles.
In order to prepare for a perturbative expansion, we replace x˙ψ → 12(x˙ψ − xψ˙) under
the integral, and we decompose the potential, including the contribution from exponentiating
the Jacobian determinant, as V = 12mx
2 + Vint(x). This yields
Z [Jx, Jψ] =
∫
DxDψ e
−i ∫ dt
 12(x, ψ)
 0 (−∂t +m)
(∂t +m) −iA
x
ψ
+(Jx, Jψ)
x
ψ
+V ′intψ

(5.6)
≡
∫
DxDψ e
−i ∫ dt
 12(x, ψ)G−10
x
ψ
+(Jx, Jψ)
x
ψ
+V ′intψ

,
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where the last equality defines G−10 . The latter is the functional and matrix inverse of the
free propagator G0, that is given by
G0(t, t′) =
(〈x(t)x(t′)〉 〈x(t)ψ(t′)〉
〈ψ(t)x(t′)〉 〈ψ(t)ψ(t′)〉
)
≡
(
F (t, t′) −iGR(t, t′)
−iGA(t, t′) 0
)
, (5.7)
where the above equality defines the free propagators GR,A and F . It should be emphasized
that the null entry in G0 is a direct consequence of the definition of G−10 . It occurs due
to the fact that ψ is an auxiliary field and therefore not dynamical. Using Eqs. (5.6,5.7)
and the relation G0 ? G−10 (t, t′) = I2x2δ(t − t′), we observe that GR,A are the retarded and
advanced propagators for the operator (∂t + m), while the statistical correlator is the two-
point function of the original field F (t, t′) = A
∫
dτGR(t, τ)GR(τ, t′)+F0(t, t′), where F0(t, t′)
is an arbitrarily chosen solution to the equation of motion (∂t +m)F0(t, t
′) = 0. These Green
functions can be easily found, and they read
GR(t, t′) = GA(t′, t) = e−m(t−t
′)Θ(t− t′), (5.8a)
F (t, t′) =
A
2m
(
e−m|t−t
′| − e−m(t+t′)
)
+ F0(t, t
′) ,
=
A
2m
e−m|t−t
′| . (5.8b)
Notice that the otherwise arbitrary F0(t, t
′) was chosen here to make F (t, t′) = F (t−t′). This
fixes F0(t, t
′) uniquely. The above elements along with an appropriate interaction vertex can
be used for a Feynman diagram expansion of correlation functions - see [5, 17, 46].
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