The bootstrap, based on resampling, has, for several decades, been a widely used method for computing confidence intervals for applications where no exact method is available and when sample sizes are not large enough to be able to rely on easy-tocompute large-sample approximate methods, such a Wald (normal-approximation) confidence intervals. Simulation based bootstrap intervals have been proven useful in that their actual coverage probabilities are close to the nominal confidence level in small samples. Small samples analytical approximations such as the Wald method, however, tend to have coverage probabilities that greatly exceed the nominal confidence level. There are, however, many applications where the resampling bootstrap method cannot be used.
1 Introduction
Bootstrap Background
The bootstrap is a popular statistical tool that is used, primarily, to obtain improved inferences such as approximate confidence intervals and approximate prediction intervals that have coverage probabilities that are close to the nominal confidence level. Bootstrapping is a set of procedures for sampling from the distribution of an estimator that most commonly employs various data generation and augmentation procedures to create new data sets from which new individual samples of the estimator are computed. These samples of the estimators can then be used for many purposes, including approximate confidence and prediction intervals that have more desirable inferential properties than their more commonly used deterministic counterparts. With modern computing technology (hardware and software) bootstrap methods are easy to implement and use. Bootstrap procedures can be applied even in situations where classical theory offers little or no guidance about how to compute trustworthy confidence interval. Generally, there are only minimal regularity conditions (such as a finite variance and a certain degree of smoothness) that are needed to make bootstrap methods work well. Technical details of bootstrap methods can be found in classical references such as Hall (1992) , Efron and Tibshirani (1993) , Shao and Tu (1995) , and Davison and Hinkley (1997) .
There are many different types of bootstrap procedures which can be broadly partitioned into nonparametric and parametric. Nonparametric bootstrap procedures require no assumptions about the shape of the underlying data-generating probability distribution. Most bootstrap procedures do assume sampling from a continuous or approximately continuous distribution. Bootstrapping is most commonly done via a Monte Carlo simulation. The most common approach is to generate a sequence of new data sets using resampling. In resampling, each new data set is generated by sampling the rows of the original data with replacement.
This approach for generating the bootstrap samples is nonparametric because no assumption about the shape of the underlying distribution is required.
Bootstrap samples can also be generated by assuming a particular parametric distribution and simulating from that distribution. In applications where censoring or truncation is involved, censoring and truncation must be done in a manner that mimics what was done in the original data-generating process. For example, if censoring is random, then a model for the censoring variable needs to be used in the parametric simulation. Often details about how data were censored are not known or is complicated and in such situations, the nonparametric resampling method is much easier to implement. After each bootstrap data set is generated, the statistical procedure (e.g., model fitting and computation of point estimates and in some cases standard errors) is applied to the bootstrap dataset and results are stored. This bootstrap-sample generation/estimation procedure is repeated a number of times (e.g., 2,500 times) and then the saved results are processed to make inferences (e.g., construct confidence intervals).
There are many different ways to use bootstrap samples to compute a confidence interval (e.g., simple percentile, bias-corrected percentile, bias-corrected and accelerated, percentile-t intervals).
The Idea of Data Weights
In many data analysis applications, it is convenient to put weights (also known as frequencies or counts) on observations. For example, binary data such as 0010001000100010001 are usually replaced with counts of the number of zeros and ones. Weights are frequently used in life test data. For example, the data typically consist of the failure times (which all have weight 1 unless there are ties-often caused by failures being recorded at discrete inspection times) plus the number of units that survived a 1,000-hour test. Weights are also used in data compression where data are binned and the weights indicate the number of observations in each bin (e.g., as displayed in a histogram). Also, when observations have known non-constant variances, it is appropriate to use weights that are inversely proportional to the variance of each observation.
The resampling bootstrap method of generating bootstrap samples can also be viewed as data with random integer weights. That is, each observation has a weight indicating the number of times it was drawn in the resample. We will give an explicit example of this in the next section.
Many statistical estimation methods allow the specification of weights or frequencies.
For example, consider a data set x n = (x 1 , x 2 , . . . , x n ) with corresponding weights w n = (w 1 , w 2 , . . . , w n ). Then estimates of the mean (µ) and variance (σ 2 ) can be computed from
There are similar equations for more general weighted least squares for linear regression models. More generally, suppose we have a dataset x n = (x 1 , x 2 , . . . , x n ) with corresponding weights w n = (w 1 , w 2 , . . . , w n ), where each x i may contain information such as a response, explanatory variables, and censoring or truncation indicators for observation i. Then the weighted likelihood is
where θ is a general notation for the unknown parameters, C is a constant that does not related to θ, and L i (θ; x i ) is the likelihood contribution from observation i.
In general, we can see that the data weight idea is common in statistical methods and it provides an easy way for computational implementations. The data weight idea also pro-vides an alternative way to understand bootstrap methods. The objective of this paper is to review the random fractional-weight bootstrap method and demonstrate how to apply it to applications in which the resampling (integer weight) bootstrap methods tend to not work well. These applications include heavily censored data, logistic regression when the success response is a rare event or where there is insufficient mixing of successes and failures across the explanatory variable(s), and designed experiments where the number of parameters is close to the number of observations.
Literature Review
Much has been written about the bootstrap methods since their introduction in the late 1970s.
For example, the textbooks by Efron and Tibshirani (1993) , and Davison and Hinkley (1997) describe bootstrap theory and methods. The books by Hall (1992) and Shao and Tu (1995) focus on the theory behind bootstrap methods. Another notable reference, aimed at teaching bootstrap methods, is Hesterberg (2015) .
As there are only a handful of articles devoted to it, in spite of its usefulness, the FRW bootstrap sampling method appears to be quite under-appreciated at this point. We believe the FRW bootstrap method could serve a much larger role in the toolkit of the applied statistician. Barbe and Bertail (1995) Chiang et al. (2005) apply the FRW bootstrap methods to a recurrent events application with informative censoring in a semi-parametric model. Hong, Meeker, and McCalley (2009) apply FRW bootstrap methods to a prediction interval application involving complicated censoring and truncation. Xu, Hong, and Meeker (2015) use the FRW bootstrap in a prediction application to assess the risk of future failures.
Overview
The remainder of this paper is organized as follows. Section 2 introduces the concept of integer and fractional-weight bootstrap methods. Section 3 gives some theoretical properties of the FRW bootstrap method. Section 4 provides applications of the FRW bootstrap in confidence intervals, which involves heavily censored field-failure data, current-status censored data, and data that are sensitive in estimating the shape parameter of the generalized gamma distribution. Section 5 illustrates the application of the FRW bootstrap to compute prediction intervals using an application to predict failure of power transformers. Section 6 describes an example where the FRW bootstrap is used to find an appropriate model to describe the results of a designed experiment. Section 7 provides some concluding remarks and areas for further research. Technical details are given in the appendix.
2 Integer and Fractional-Weight Bootstrap
Integer-weight Bootstrap
Under the idea of data weights, the commonly-used resampling bootstrap procedure is equivalent to choosing the weights from a multinomial distribution with uniform probability 1/n for each of the original observations in the sample, where n is the number of observations.
That is, the weights (w 1 , . . . , w n ) follows a uniform multinomial distribution that has a mean 1 and a variance (n − 1)/n.
As an illustration, the first column of Table 1 gives data tree volume for 15 loblolly pine trees in units of cubic meters. The data are a subsample of data analyzed in Chapter 13 of Meeker, Hahn, and Escobar (2017) . The other three columns give the results of resampling with replacement from the sample of size 15, indicating the number of times that each tree was selected for each of the three resamples. As described in Section 1, in an actual application of the bootstrap the resampling would be done B times, usually on the order of thousands.
Then a weighted estimation method could be applied to each bootstrap resample to obtain the B bootstrap estimates.
Fractional-weight Bootstrap Samples
Extending the idea of integer weights, the FRW is introduced with continuous weights. In this case, the weight vector (w 1 , . . . , w n ) is generated from a from a uniform Dirichlet distribution, multiplied by n. The probability density function (pdf) of the Dirichlet distribution of order n with parameters α 1 , . . . , α n is given by
and B(α 1 , . . . , α n ) is the normalizing factor. The uniform Dirichlet distribution is a special case when α i = 1, i = 1, . . . , n. The continuous weights, like the integer multinomial resampling weights, will sum to n, have expectation 1, but a variance (n − 1)/(n + 1). As an illustration, the last three columns of Table 1 shows the random fractional weights drawn from a uniform Dirichlet distribution, multiplied by n. The FRW bootstrap was first suggested by Rubin (1981) . He called it the Bayesian bootstrap because, as shown in the paper, estimates computed from the FRW bootstrap samples are draws from a posterior distribution under a particular relatively diffuse prior distribution.
Newton and Raftery (1994) generalized Rubin's ideas and introduced the weighted likelihood bootstrap, which is easy to implement. Newton and Raftery (1994) also show that the weighted likelihood bootstrap is first order accurate.
Even though these random-weight bootstrap methods were developed within a nonparametric Bayesian framework, they also apply to non-Bayesian and parametric inference problems, as will be illustrated in the examples in this paper. There are statistically valid alternative methods to generate the random fractional weights. In particular, Jin, Ying, and Wei (2001) show that FRW bootstrap estimators have good properties if positive independent and identically distributed (iid) weights are generated from a continuous distribution that has a mean and standard deviation equal to one (e.g., an exponential distribution with mean one).
Then the sum of the weights is a random variable with expectation n.
The FRW or Bayesian bootstrap is also known as: the random-weight bootstrap, the weighted likelihood bootstrap, the weighted bootstrap, and the perturbation bootstrap. Operationally, the FRW bootstrap samples are used in the same way as the resampling bootstrap samples. Like resampling, the method is nonparametric. There are, however, important advantages of using the FRW bootstrap in certain common applications. The advantages arise because all of the original observations remain in all of the bootstrap samples. In situations where dropping certain observations from a data set will cause estimation problems, the resampling bootstrap approach will often give poor results or fail altogether. Generally, when using the FRW bootstrap, because all of the original observations remain in the sample, estimation difficulties do not arise.
Theoretical Results
In this section, we present some theoretical results, which provide the basis for the statistical inference for the FRW bootstrap. For likelihood based inference, it can be shown that the fractional weights generated from the uniform Dirichlet distribution are equivalent to generating standardized random weights from an exponential distribution with mean one. Let
. . , n be independent and identically distributed exponential distribution with mean one. Then the random vector
has a uniform Dirichlet distribution.
For convenience of the development of the theoretical properties, we use the weights from the exponential distribution with mean one. Let X 1 , X 2 , . . . , X n be n random iid observations and X n a general notation for the collection of the n random observations. The loglikelihood function can be written asl
where l i (θ; X i ) is the contribution for observation i and θ is a general notation for the vector of unknown parameters. The maximum likelihood (ML) estimate θ is the solution to the first derivativel (θ) = ∂l(θ)/∂θ = 0. The random weighted loglikelihood is
Note that the term (2) is ignored because it will not affect the solution. The FRW version of the ML estimate θ * is the solution tol * (θ) = ∂l * (θ)/∂θ = 0. The proofs of the following three results are given in the appendix.
Note that the ML estimator θ is consistent and asymptotically unbiased under some mild conditions (e.g., pages 309-310 of Cox and Hinkley 1974) . Result 1 shows that the FRW bootstrap estimator is also consistent, and thus it is also asymptotically unbiased, which is a desirable property as sometimes bootstrap methods can generate estimates that are biased.
The asymptotic normality is related to the distribution of √ n( θ * − θ)|X n (i.e., given the random sample).
Result 2 The distribution of √ n( θ * − θ) conditional on the random sample X n goes to
the Fisher information matrix for θ based on X n .
Note that the ML estimator θ asymptotically has a N[θ, I(θ) −1 ] distribution, under some mild conditions. Result 2 shows that the distributions of θ and θ * are the same when n goes to ∞. Thus, one can use the distribution of a function of θ * to mimic the distribution of the corresponding function of θ.
Under mild conditions, the ML estimates exist for the FRW samples for the log-locationscale family of distributions with right censoring. Specifically, consider data (t i , δ i ), i = 1, . . . , n where t i is the time to event, δ i is the censoring indicator, and n is the number of data points.
The parameters are denoted by θ = (µ, σ) where µ is the location parameter and σ is the scale parameter. The loglikelihood can be written as
, where l i (θ) is the log likelihood contribution from observation i. The weighted loglikelihood is l * (θ) = n i=1 w i l i (θ) (here, the normalized weights w i are used for convenience).
Result 3 For data with right censoring that are generated from commonly used log-locationscale family of distributions (e.g., lognormal and the Weibull), the minimum condition for the ML estimate to exist for l * (θ), is either (i) two distinct failure times t 1 and t 2 , or (ii) one failure time t 1 and a right-censored observation t 2 with t 2 > t 1 .
Because of the continuous weights (i.e., all w i 's are positive), a failure will always make a contribution to the likelihood in the FRW samples. Result 3 indicates that the requirement for the existence of the ML estimate is mild.
Applications to Confidence Intervals
In this section, we use three examples to illustrate the applications of FRW in the construction of confidence intervals.
Bearing Cage Field Failure Data

Background
There were 1703 aircraft engines that had been put into service over time, as shown in the event plot in Figure 1 (a). There had been 6 failures and there were 1697 right-censored observations.
These data were originally given in Abernethy et al. (1983) and were re-analyzed in Chapter 8
of Meeker and Escobar (1998) .
Weibull Analysis
The Weibull distribution with cdf
will be used to describe these data, where T is the time to failure, η = exp(µ) is the scale parameter, and β = 1/σ is the shape parameter, while µ and σ are location and scale parameters respectively for log(T ). Figure 1 (b) is a Weibull probability plot of the field-failure data. Care is needed, however, when using the resampling bootstrap method with heavy censoring.
If the expected number failing is too small there could be bootstrap samples with only 0 or 1 failures, possibly causing the ML algorithm to fail. As described in Result 3 of Section 3, there is a unique maximum of the likelihood if there is at least one failure, as long as there is at least one censored observation greater than that failure. It is, however, possible that the maximization algorithm will fail in such cases because the shape of the likelihood can be poorly behaved. For the Bearing Cage example, the probability of obtaining a bootstrap sample with 0 or 1 failures using the resampling method is 0.017 based on a simple binomial distribution computation. Using the FRW method, the probability is 0! example. This is because with the FRW method the optimization algorithm is not faced with bootstrap samples that result in poorly behaved likelihoods that require a lot of time trying to find a maximum that does not exist. The data are shown in Table 4 where > indicates that the failure time was greater that the indicated year (right-censored observations) and < indicates that the failure time was less than the indicated year (left censored observations). Figure 3(a) is an event plot showing the structure of the data. Although these data could be described with a binary regression model (failure probability as a function of years since manufactured), there are advantages of treating such data as censored failure-time data. In particular, the fraction failing as a function of time is constrained to be monotone increasing and we can use probability plotting to assess whether a chosen distribution is appropriate. (although there is little information for such an assessment in this application.) The usual resampling (integer weight) bootstrap will not work well with this data set, as demonstrated below.
Figure 3(b) is a Weibull probability plot of the rocket motor field failure data. Table 5 gives the numerical ML results and Wald confidence intervals for the distribution parameters. As with the bearing cage example, we will again focus on the Weibull shape parameter to compare that for the Wald interval. Generally, the likelihood interval would be considered to be more trustworthy than the Wald interval. The bootstrap interval would also be expected to provide a trustworthy interval. In this case, however, because of the heavy censoring, the resampling bootstrap method will not work properly. Figure 4 shows the results for bootstrapping the ML estimate of the Weibull shape parameter for the rocket motor. Using the resampling method there was a large number of samples giving a very large value of the bootstrap estimate of β. These probably arose from bootstrap samples that had no or only one of the left-censored observations in the bootstrap sample.
Bootstrap Results
Using the FRW bootstrap, on the other hand resulted in a much more reasonable distribution and corresponding 95% confidence interval for β. Table 6 shows the resampling and fractionalrandom-weight bootstrap results for the Weibull shape parameter for the rocket motor fieldfailure data.
Bootstrapping the Generalized Gamma Distribution Model for the Ball Bearing Failure Time Data 4.3.1 Background
Meeker and Escobar (1998) and Lawless (2003) fit the generalized gamma distribution to ball bearing life test data that were originally reported in Lieblein and Zelen (1956) . Figure 5(a) is an event plot of the data. There was no censoring. The generalized gamma distribution is interesting in that depending on the value of the shape parameter λ, the Weibull (λ = 1), lognormal (λ = 0), and Frechet (λ = −1) distributions are special cases. The detailed expression for the cdf of the generalized gamma distribution is as follows.
where t > 0, ω = [log(t) − µ] /σ, µ is a location parameter, σ is a scale parameter, and λ is a shape parameter. Here
is the incomplete gamma function, and Γ(z) is the gamma function.
Maximum Likelihood Estimation
Figure 5(b) shows the ML estimates of the cdf of the generalized gamma distribution, plotted on Weibull probability paper. We can see that it generally fits the data well. Figure 6 shows ML estimates of the Weibull, generalized gamma, and lognormal cdfs on Weibull probability paper. Table 7 gives the ML estimates and Wald confidence intervals for the parameters. The 95% likelihood-based confidence interval for λ is [−0.76, 1.53], somewhat wider than the Wald confidence interval. Again, the likelihood-based interval is generally more trustworthy. In either case, the confidence interval for λ provides an indication that both the lognormal and Figure 6: Ball bearing failure time data fitted by the Weibull, generalized gamma, and lognormal distributions on the Weibull probability paper.
Weibull distributions are consistent with the data. This is because both 0 and 1 lie inside the confidence interval.
The bootstrap provides another alternative to computing confidence intervals for this distribution. In the next section, we will compare the resampling and the FRW bootstrap methods. Figure 7 gives bootstrap results for the ball bearing generalized gamma distribution shape parameter λ. Table 8 shows results for the resampling bootstrap method; the histogram on the right shows results using the FRW bootstrap method. The ML algorithm used here constrains λ to be in the interval [−12, 12] . With the resampling method, there was ML estimate convergence problems with a substantial number of the bootstrap samples. In particular, there were 39 times the endpoint of the 95% bootstrap interval of the λ parameter was −12 and 101 times where the upper endpoint was +12. The 101 values at +12 were more than enough to cause the upper endpoint of the 95% bootstrap confidence interval to be +12. The corresponding numbers when using the FRW bootstrap method were 1 and 9 times, respectively and these numbers are so small that they have little or no effect on the bootstrap confidence intervals for λ. The FRW method provides a better method for computing confidence intervals for the generalized gamma distribution when the sample size is not large. 
Bootstrap Results
Background
Extending previous work of Escobar and Meeker (1999) and Lawless and Fredette (2005) , Hong, Meeker, and McCalley (2009) Some units that were still in service were more than 60 years old. One difficulty with the data is that records of transformers removed from service before 1980 were not available. Thus units that had been installed before 1980 and which were still in service are observations from a truncated distribution. Figure 8 is an event plot of a representative subset of the data.
There were several categorical covariates, including manufacturer and cooling method that had an effect on the life distribution. It was also learned that, even after adjustment for the other covariates, that there was an important difference between the failure-time distributions of transformers manufactured before and after the mid-1980s. Transformers manufactured before the mid-1980s tend to have longer lifetimes, due to over-engineering that was practiced then.
Modeling and Maximum Likelihood Estimation
The Weibull and lognormal distributions were fit to the data using maximum likelihood.
Stratification was based on whether unites were manufactured before or after 1987. The likelihood function is
where t i is the failure or censoring time, τ L i is the lower truncation time, and δ i and ν i are censoring and truncation indicators respectively for transformer i. We use θ to represent the vector of parameters, and f (t; θ) and F (t; θ) are the pdf and cdf of the Weibull distribution,
respectively. An important question was how to generate bootstrap samples to do the calibration of the needed prediction intervals. The commonly-used parametric bootstrap would be complicated to implement because it would require a model for the censoring and truncation processes. The resampling method would also have difficulties because of the categorical covariates and the small number of failures in some of the categories. The FRW bootstrap offered an attractive, easy-to-implement alternative that worked without any problems.
Prediction Results
As an illustration, Figure 9 shows predictions and prediction intervals for the cumulative number of transformer failures for the next ten years, starting in 2008. The prediction is made for transformers that were installed after 1987. The predicted number failing for the latter group is larger both because the lifetimes of the newer models tend to be shorter and also because the size of the risk set was larger. Figure 10 shows, for a subset of the transformers that were still in operation at the time the predictions were made, the age of the transformer and a prediction interval quantifying the information available about the distribution of remaining life for individual transformers.
Although some of the upper endpoints of the prediction intervals are likely overly optimistic (probably because they rely on extrapolation), the lower endpoints allowed a useful ranking of which transformers where at highest risk for failure in the short term. 6 An Application in Design of Experiments
Background
Design of experiments is a common approach to problem-solving in science and industry. Designed experiments are specially structured to obtain as much information in as few samples as possible. They are usually so efficient that the removal of even small numbers of observations can induce model singularities that fundamentally change the meaning of the estimated parameters in unpredictable ways. For this reason, the resampling bootstrap is generally avoided in the analysis of designed experiments. An often-stated goal is to obtain as much information as possible about the relationship between the experimental factors (x) and the response variable(s) (y). Usually, a designed experiment uses a specially constructed combination of x values that optimize information gained in a small number of runs. After the data become available, then there is a need to decide on the appropriate statistical model to describe the relationship between x and y.
Using the Bootstrap in Model Selection
The bootstrap is a useful tool for identifying the subset of the x variables (as well as possible interaction and quadratic effects) that best explain variation in y. The resampling bootstrap, however, can encounter problems because the removal of observations can drastically change which parameters can be estimated. There are two well-known alternatives to resampling:
• Using a parametric bootstrap (simulating data from a given model), and
• Resampling residuals from a fitted model.
The problem with these two methods is that they require specifying a model, which is what we are trying to determine! As mentioned in Section 2.2, the FRW bootstrap can keep all observations during the modeling process, and thus suitable for model-building applications that can be used with data from a designed experiment.
The Nitrogen Oxides Example
Nitrogen Oxides (NOx) are toxic greenhouse gases that are common by-products of burning organic compounds. An experiment was done on an industrial burner to study the amount of • Lance Position Y
• Secondary Fuel Fraction
• Dispersant
• Ethanol Percentage in primary fuel
This design would allow estimation of all main effects, two-factor interactions and quadratic effects. We want to assess the importance of the input variables (including the two-factor interactions and quadratic terms).
Using Forward Selection
First, we apply a forward stepwise procedure that selects a model using the AIC model selection criterion. The results are shown in Figure 11 and Table 9 . To better understand the stability of this model choice and to explore the possibility that other variables might make an important contribution, it is possible to apply the FRW bootstrap method to the model building procedure. Then the results of such a bootstrap can be used to obtain selection probabilities for the different model terms.
Bootstrapping the Forward Selection Procedure
We use the FRW approach to bootstrap the forward selection procedure. One thousand FRW bootstrap data sets were generated. For each FRW bootstrap data set, the forward selection procedure is applied and the corresponding row in the table gives the values of the regression coefficients. The zeros in the table indicate that the variable was not included in the model for that bootstrap sample. Table 10 shows partial results for the first 16 FRW bootstrap data sets.(i.e., for some of the regression coefficients). Figure 12 shows the histograms that summarize the FRW bootstrap modeling results. The spikes at 0 in some of the histograms indicate the number of times that the corresponding variable did not enter the model (frequently for Lance Position Y (5, 10) and never for Hydrogen Fraction(0, 6)).
The results in Table 10 can be used to construct a table like that in Table 11 . This table gives the proportion of times across the 1000 bootstrap samples that each variable was chosen to be in the model. Because of the Bayesian bootstrap result given in Rubin (1981) , these proportions can be interpreted as the posterior probability that the corresponding model term should be in the model. One could then use a cutoff point (such as 0.50) to decide whether model terms should be included or not.
Concluding Remarks and Areas for Future Research
With vastly improved computing capabilities and the bootstrap theory that has been developed over the past 40 years, bootstrapping provides an important useful tool for obtaining confidence intervals, prediction intervals, and better regression models. There are a number of areas that could be investigated to provide further insight into when and how the FRW bootstrap methods should be used with finite samples.
• There are different, asymptotically equivalent ways to choose the random weighs for uations where there will be no estimability problems is it possible that the FRW approach has other advantages. It would be useful to compare different nonparametric and parametric methods for generating bootstrap estimates when using a parametric model to describe one's data. In particular, it would be interesting to compare, resampling methods, a fully parametric bootstrap simulation (e.g., where the censoring distribution is modeled), and FRW bootstrap to see if there are important differences in bootstrap performance.
• Generalized fiducial inference (GFI), which is also known as generalized pivotal quantity (see Hannig, Iyer, and Patterson 2006 , Majumder and Hannig 2016 , has proven to be a powerful tool for defining confidence interval procedures for non-standard models. Implementing GFI methods generally requires computing a large set of simulated parameter estimates, in a manner that is similar to the parametric bootstrap. In situations involving heavy censoring, even the parametric bootstrap sampling will have estimability problems. Use of FRW instead should allow GFI methods to be used in such applications.
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A Proof of Theoretical Results
In this appendix, we prove the theoretical results given in Section 3.
A.1 Result 1: Consistency
Let h(θ) = E[l i (θ; X i )], i = 1, . . . , n. Note that E[l(θ)] = h(θ). Also, Var[l(θ)] → 0, as n → ∞, because θ is consistent. The expectation ofl * (θ) is
In (3), two layers of expectation are involved, in which the inner expectation is taken with respect to Z i given X i and the outer expectation is taken with respect to X i . In addition,
Var l * (θ) = Var E l * (θ)|X + E Var[l * (θ)|X] (4)
as n → ∞. Similarly, for the variance/expectation pairs in (4), the inside operator is taken with respect to Z i given X i , and the outside operator is taken with respect to X i . Thus,l * (θ)
is consistent for h(θ), andl(θ) andl * (θ) converge to the same function h(θ). Equivalently, the solutions ofl (θ) = 0 andl * (θ) = 0 converge to θ, proving Result 1.
A.2 Result 2: Asymptotic Normality
Consider the following Taylor series expansion,
Thus,
Herel * (θ) is the Hessian matrix. In the following, we will show that, conditional on X n , l * (θ) converges to the Fisher information matrix I(θ), and √ nl * ( θ) → N[0, σ 2 I(θ)], as n → ∞. Note that n i=1 l i ( θ) = 0. Thus, √ nl * ( θ) can be written as
In the following, we use E * and Var * to denote bootstrap expectation and variance. That is, these are moments determined by the iid exponential variables Z 1 , . . . , Z n treating the data X n as fixed. The bootstrap mean and variance of √ nl * ( θ) are obtained as
and
respectively. Note that
/n → I(θ). That is, the sample mean of squared score functions at the ML estimate converges in probability to the information matrix I(θ).
Hence, by using the weighted central limit theorem (i.e., the sum of independent, but weighted, exponential variables Z 1 , . . . , Z n , given X n ),
in which the convergence is in bootstrap probability given X n . Also, l * ( θ) → I(θ).
in which the convergence is in bootstrap probability. That is because, conditional on X n , l * ( θ) has meanl ( θ) and variance n i=1 [l i (θ)] 2 /n 2 which goes to zero. Note thatl ( θ)
converges in probability to I(θ).
By (6), (7), and the Slutsky's theorem, we have √ n( θ * For case (i) with two distinct failure times t 1 and t 2 , we suppose that t 1 < t 2 , and w 1 and w 2 are the weights such that w 1 + w 2 = 1. The weighted loglikelihood under the Weibull distribution is
w i log(β) + (β − 1) log(t i ) − β log(η) − t i η β .
Taking the derivative with respect to η and setting it to 0, we obtain
