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Seznam uporabljenih kratic in simbolov 
 
EES – elektroenergetski sistem 
EEO – elektroenergetsko omrežje 
PSS®NETOMAC – Power System Simulator and Network Torsion Machine Control 
PSS®SINCAL – Power  System Simulator and Siemens Network Calculation 
PSS®NEVA – Power System Simulator and Network Eigenvalue Analysis 
FACTS – naprave za krmiljenje pretokov moči v omrežju (Flexible Alternating Current        
                Transmission System) 
PSS – Power System Stabilizer (stabilizator elektroemehanskih nihanj) 
SSS – Small Signal Stability (stabilnost za majhne motnje) 
SVC – Static VAR Compensator (statični var kompenzator) 







Sodobni elektroenergetski sistemi (EES) delujejo v dereguliranih razmerah. Nepredvidljivo 
obnašanje uporabnikov, povečana poraba in zniževanje investicij v opremo silijo 
elektroenergetske sisteme v obratovanje v razmerah za katere niso bili načrtovani. 
Za zagotavljanje varnega in zanesljivega obratovanja EES se namenja veliko sredstev za 
izboljšanje nadzora in krmiljenja. Dejstvo, da sistemi obratujejo na robu meja stabilnosti, 
pomeni, da je stabilnost EES eno od ključnih področij preučevanja. Magistrsko delo se ukvarja s 
preučevanjem t. i. majhnih motenj v sistemih oz. s t. i. stabilnostjo za majhne motnje. 
Stabilnost za majhne motnje lahko preučujemo na dva načina, in sicer z analizo lastnih 
vrednosti, ki temelji na linearizaciji sicer nelinearnih enačb, ki opisujejo elektroenergetski sistem. 
Alternativa temu pristopu je analiza signalov veličin, ki jih zajamemo neposredno iz sistema. 
Za analizo lastnih vrednosti potrebujemo poleg enačb tudi podrobne podatke elementov 
sistema, tj. njihove impedance ter parametre raznih regulatorjev. Ker so izračuni, sploh za večje 
sisteme, dokaj kompleksni in obsežni, si navadno pomagamo s programskim paketom, ki 
omogoča tovrstne izračune. Za potrebe magistrske naloge je bil uporabljen program PSS® 
NEVA (v nadaljevanju »Neva«), ki je sestavni del programa PSS® NETOMAC (v nadaljevanju 
»Netomac«) proizvajalca Siemens AG.  
Analizo različnih signalov, ki se pojavljajo v elektroenergetskem sistemu, pa smo izvedli s 
Pronyjevim algoritmom, ki je bil napisan v obliki Matlabove funkcije. Ta funkcija je ključni del 
razvitega programa v Matlabu, ki sicer omogoča avtomatsko analizo signala v časovnem 
prostoru, ter prikaz frekvenčnega spektra z grafi in tabelami. 
Naloga je razdeljena na več poglavij. V uvodu je na kratko opisana problematika 
elektromehanskih nihanj. Sledi poglavje s podrobnejšim opisom Pronyjevega algoritma ter 
prikaz preprostega izračuna z nakazanimi potencialnimi težavami. V tretjem poglavju je opisan 
potek dela v posameznih programskih okoljih s poudarkom na razviti programski kodi v Matlabu. 
V četrtem poglavju so predstavljeni štirje primeri frekvenčne analize signalov s pomočjo več 
razvitih programskih kod v Matlabu, ki služijo različnim potrebam. Zadnje poglavje naloge je 
sklep. 








Modern power systems operate in a deregulated environment. Unpredictable behavior of 
participants, increased consumption and reduced investments are forcing power systems to 
operate under conditions they were not designed for. 
To ensure a safe and reliable operation of power systems a lot of resources are being invested 
in better power system supervision and control. The fact that power systems are operating close 
to stability limits, makes power system stability one of such topics.This thesis deals with power 
system stability for small disturbances in the network, also known as small system stability 
(SSS). 
Small system stability can be assessed using two main approaches. The first one is eigenvalue 
analysis which relies on the linearization of nonlinear equations describing power system. The 
alternative approach is to analyze the signals gathered directly from a real power system. 
Not only equations, but also a lot of data from power grid elements, e.g. their impedances and 
parameters of their regulators, are needed to perform eigenvalue analysis. SSS calculations, 
especially for bigger power systems, are very complicated and time consuming, therefore use of 
dedicated software packages is essential. For the needs of this masters thesis PSS® NEVA, a 
part of PSS® NETOMAC from SIEMENS AG, was used. 
The analysis of several different signals, which can be gathered from power systems, was 
performed by so called Prony algorithm programmed as a Matlab function. This function is the 
key part of the code developed in Matlab. The whole program enables an automatic analysis of 
measured signal in time domain and presenting its frequency spectrum with the help of figures 
and tables. 
The thesis consists of several chapters. In the introduction, the issues involving electro-
mechanical oscillations are briefly discussed. The Prony algorithm is explained in detail in the 
second chapter as well as an example of the whole analysis. Possible issues connected with 
the whole procedure are also discussed. In the third chapter, all stages in development of the 
masters thesis are presented. Despite the work being done using several different programs, 
the focus is on the developed program in Matlab. In the fourth chapter, four cases of frequency 
analysis using different Matlab scripts were used. Each of those are suitable for a particular 
structure of raw data and diferent requirements of the user. The last chapter is the conclusion.  




V zadnjih desetletjih se je v elektroenergetskih sistemih močno povečalo število interkonekcij in 
posledično tudi velikost sistemov, ki obratujejo sinhrono. Do neke mere je ta rast dobra, saj 
povečuje vztrajnost v sistemu in ga tako naredi bolj odpornega na nenaden izpad večje 
proizvodne enote ali daljnovoda. Z drugimi besedami, obratovalna frekvenca sistema je bolj 
stabilna. Negativna stran velikih sistemov pa je pojav t. i. nizkofrekvenčnih nihanj zaradi 
nezadostnih povezav [5] med različnimi deli sistema. Imenujemo jih tudi medsistemska nihanja 
[3]. Analize teh nihanj se lotevamo s t. i. analizo stabilnosti za majhne motnje. Ker so enačbe, ki 
opisujejo elektroenergetski sistem, v splošnem nelinearne, jih ne moremo neposredno reševati 
s pomočjo dognanj linearne algebre. Lahko pa omenjene enačbe lineariziramo okoli obratovalne 
točke, v kateri se nahaja sistem, in jih rešimo kot sistem linearnih enačb. Ker so pri preučevanju 
stabilnosti za majhne motnje odkloni od stabilnih točk majhni, so tudi pogreški zaradi 
linearizacije majhni in jih posledično lahko zanemarimo [3]. 
Obstajajo načini, da tovrstna nihanja (s frekvenco med 0,1 Hz in 0,8 Hz) predvidimo in jih 
uspešno odpravimo [5]. Iz podatkov elementov omrežja, npr. impedanc transformatorjev, 
daljnovodov, lastnosti bremen, generatorjev ipd. lahko izračunamo lastne vrednosti in lastne 
vektorje sistema. Lastne vrednosti določajo tipične frekvence, ki se lahko pojavijo v sistemu. Te 
frekvence so vzbujene ob raznih napakah ali preklopih elementov in so posledica 
elektromehanskih nihanj rotorjev generatorjev oz. njihovega vztrajnostnega momenta. Tega 
pojava ni mogoče preprečiti, kar tudi ni cilj načrtovalcev EES. Težava pa nastane, če so te 
frekvence oz. nihajni načini slabo dušeni, saj lahko pripeljejo do težav v sistemu in celo do 
izpadov. Problematika slabo dušenih medsistemskih nihanj se rešuje s posebnimi regulatorji 
imenovanimi »Power System Stabilizers« oz. krajše »PSS«.  
Včasih pa lahko naletimo na problem, ko vsi podatki elementov omrežja in parametri turbinskih 
in napetostnih regulatorjev generatorjev niso na voljo oz. niso na voljo v celoti. Posledično so 
izračunane lastne vrednosti pomanjkljive ter tako ne ponujajo celostnega opisa sistema, kar je 
lahko problematično. Za parametriranje »PSS« regulatorjev so pravilne vrednosti lastnih 
vrednosti namreč zelo pomembne [2]. Zato se je včasih smiselno poslužiti metode, ki dopolnjuje 
izračunavanje lastnih vrednosti sistema. Ena izmed metod, ki je povezana z analizo časovnih 
potekov signalov v sistemu, bo predstavljena v nadaljevanju. Prednost tega pristopa je v tem, 
da ni potrebno poznati natančnih parametrov omrežja, da bi ugotovili, kakšne frekvence se 
tipično pojavljajo v sistemu. Zadostuje namreč analiza izmerjenega časovnega poteka nekega 
signala, na primer kolesnega kota ali električnega navora generatorja ob nastopu prehodnega 
pojava.  
Za analizo dušenih signalov v časovnem prostoru obstaja več različnih metod, denimo Pronyjev 
algoritem (Gaspard de Prony, 1755-1839) ali »matrix pencil« metoda. V magistrski nalogi je bil 
uporabljen Pronyjev algoritem, ki je bil prvotno razvit za analizo širjenja plinov v prostoru, 




2. PREDSTAVITEV DELOVANJA PRONYJEVEGA ALGORITMA 
Pri odzivu elektroenergetskega sistema na t. i. majhne motnje imamo ob normalnem delovanju 
opravka s signali, ki jih sestavljajo vsote dušenih harmonskih funkcij. Eno harmonsko funkcijo 
matematično predstavimo z enačbo 1, njihov seštevek pa da celotni časovni potek signala – 
enačba 2.  
 
 
                             (1) 
    predstavlja amplitudo,    koeficient dušenja,    kotno frekvenco in    fazni kot i-te 
komponente signala, medtem ko je   simbol za čas. 
 
               (2) 
 
Število »n« predstavlja število različnih harmonskih komponent, ki jih vsebuje signal.  
Še preden se lotimo analize tovrstnih signalov, se spomnimo na Fourierovo analizo, ki omogoča 
določanje frekvenčnega spektra poljubnega zveznega periodičnega signala. Signal razbije na 
vsoto harmonskih komponent ter vsaki določi amplitudo, frekvenco ter fazni kot. Koeficient 
dušenja periodičnih signalov ( ) je enak 0. Več o Fourierovi analizi je moč najti v [8]. 
Poljuben periodični signal lahko opišemo z enačbo 3, njegov primer pa vidimo na sliki 1. 
                          (3) 
    predstavlja amplitudo,    kotno frekvenco in    fazni kot posamezne komponente signala, 





Slika 1: Primer nedušenega harmonskega signala, ki ga lahko analiziramo s Fourierovo analizo. 
Fourierova analiza pa pri dušenih signalih - primer vidimo na sliki 2 - odpove, saj je koeficient 
dušenja posameznih harmonskih komponent različen od 0 in ga torej ne moremo zanemariti. 
Tovrstne signale lahko analiziramo s Pronyjevim algoritmom, ki je pojasnjen v nadaljevanju. 
Poudarimo, da bi v splošnem lahko tudi periodične signale analizirali s tovrstnim pristopom in ne 
le s Fourierovo analizo, a to ni smiselno. Numerično je namreč Pronyjev algoritem bolj 
kompleksen, poleg tega pa so izračuni v splošnem manj točni od Fourierove analize zaradi 
matričnih operacij, tj. invertiranja matrik. Če bi periodični signal analizirali s Pronyjevim 
algoritmom, bi morali za koeficiente dušenja dobiti vrednosti okoli 0. Zaradi numeričnih 




Slika 2: Primer signala, s katerim imamo opraviti ob preučevanju stabilnosti za majhne motnje. 
 
Pronyjev algoritem torej predpostavlja, da lahko signal      opišemo z naslednjo vrsto dušenih 
harmonskih funkcij: 
                                 (4) 
    predstavlja amplitudo,    koeficient dušenja,    frekvenco in    fazni kot člena v vsoti. Skupno 
število dušenih harmonskih komponent signala je predstavljeno s parametrom M.  
Omenjeno funkcijo smatramo kot zvezno v časovnem prostoru. Ker je Pronyjev algoritem 
numerična metoda, moramo funkcijo iz zveznega prostora prestaviti v diskreten prostor, kar 
naredimo z vzorčenjem.  
Vrednosti funkcije zapišemo v vektor časovno ekvidistantnih vzorcev:                           
Parameter N predstavlja število vzorcev vektorja   oz. njegovo dolžino. 
Z uporabo Eulerjevega teorema lahko zapišemo: 
                                                                  (5) 
 
Če vstavimo enačbo (5) v enačbo (4) in pišemo   kot    , dobimo: 
15 
 
                 (6) 
Prvi faktor je: 
              (7) 
 
drugi pa: 
                  (8) 
   predstavlja periodo vzorčenja [6]. Parameter L (enačba 6) predstavlja število členov v vsoti oz. 
število ničel, s katerimi lahko v kompleksni ravnini predstavimo funkcijo      (enačba 4). Vsako 
zvezno funkcijo v časovnem prostoru lahko s Fourierovo transformacijo prestavimo v frekvenčni 
prostor [8]. Harmonske funkcije lahko v kompleksni ravnini predstavimo s kompleksno 
konjugiranim parom z enakim koeficientom dušenja, a nasprotno enako frekvenco. Monotone 
funkcije, ki imajo frekvenco enako 0, pa predstavimo samo s koeficientom dušenja (dvojna 
ničla). To nanašamo na realno os, na imaginarno pa (krožne) frerkvence (  oz.  ). Če je, 
denimo, opazovani signal sestavljen iz treh harmonskih funkcij in ene monotone, je vrednost L 
enaka 7.  
Vrednosti    in    lahko izračunamo v treh osnovnih korakih. Še prej izpostavimo, da prvi 
element vektorja označujemo z indeksom 1 in ne 0, kot je to pogosto v navadi pri različnih 
programskih jezikih. Prvi element vektorja je tako      . 
1. Rešimo sistem enačb linearne regresije, ki ga sestavimo iz naslednje skupine podatkov:  
najprej zapišemo enačbo (6) v obliki linearne regresije:  
                                    (9) 
 
Kot indekse vstavimo vrednosti od      do       [4]. Parameter L ima enak pomen kot v 
enačbi 6, nanaša se torej na število ničel v kompleksni ravnini.  
Spodnji primer prikazuje enačbo za vrednost      : 
                                  (10) 
 
Zaradi preglednosti spomnimo, da se vrednost v oglatem oklepaju še vedno nanaša na vrstni 
red elementov vektorja  . Če želimo, da je sistem rešljiv, jih mora imeti vsaj za dvakratnik 




   
                               
      
                                                                                             
  
    





       (12) 
Tu posamezni členi predstavljajo: 
     
                               
  
 ,      
                                                                                             
  
 ,        
              
  
 
Predpostavljamo, da je     , kar je potreben pogoj za rešitev matričnega sistema enačb ter 
izračunamo vektor koeficientov   kot: 
         
 
(13) 
2. Poiščemo ničle karakterističnega polinoma -   , ki ga sestavljajo prej izračunani 
koeficienti a: 
                                           (14) 
 
3. Rešimo prvotni sistem enačb, kar nam da vrednosti amplitude in faze posameznega 
nihajnega načina:  
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kjer je: 
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V Matlabu lahko za izračun uporabimo enostavno sintakso, podobno kot pri izračunu 
vektorja a: 
         (17) 
 
Ko smo izračunali elemente tako vektorja   kot vektorja a, lahko z uporabo enačb (7) in (8) 
izračunamo vse potrebne parametre, ki opisujejo dušen harmonski signal. 
 
Primer analize 
Za preprost primer analize bomo vzeli funkcijo: 
                                                                                          
(18) 
 
Kot vidimo, je sestavljena iz treh dušenih harmonskih komponent z različnimi parametri, ki pa so 
vsi enakega velikostnega razreda, kar je pomembno pri točnosti izračunov. Ker imamo opravka 
s tremi komponentami, ki imajo frekvenco različno od 0, to pomeni, da predstavljajo šest ničel 
(trije konjugirani pari) v kompleksni ravnini. Število pričakovanih ničel (število L) je torej enako 6. 
Najprej moramo izračunati vektor a in posledično sestaviti matrično enačbo po vzoru enačbe 11. 
Najprej potrebujemo vsaj dvakratno število vzorcev glede na število komponent opazovane 
funkcije, tj. vsaj 12. Funkcijo vzorčimo s periodo 0,1 sekunde, vzeli bomo prvih 12 vzorcev, kar 
pomeni vrednosti od         do        . Prvi vzorec označimo kot     , zadnjega pa kot      . 
 
   
   
                               
   
  
   
   
                                                                                                                                                       
   
     
   
               












                                                                                                                                                                                                                                      
 
Tabela 1: Vrednosti posameznih elementov vektorja y s pripadajočim indeksom in časom vzorčenja. 
 
 
Slika 3: Del originalnega signala (modra krivulja) z označenimi vzorci za analizo – vektor y. 
Vektor   je izračunan z enačbo 13: 
 
  
   
                                                                                                                                                                                                                      
   
  
 
   
                                       
    
   
   
                                          








Če te vrednosti postavimo v enačbo 14, dobimo vrednosti polov –   .  
 
  
   
   
                
    
   
                                                                                                   





Ker je naš vhodni signal sestavljen iz treh oscilatornih nihajnih načinov, imamo v vektorju   tri 
konjugirane kompleksne pare. Če bi imeli še kak monotoni nihajni način, bi morali vrednost L 
spremeniti, lahko tudi na liho vrednost. Če vrednost L nastavimo na vrednost, ki ni enaka številu 
vsebovanih nihajnih načinov v signalu, to vpliva na rezultate. O tem bomo govorili več v 
nadaljevanju.  
 
Zdaj po vzoru matrične enačbe 15 sestavimo matriko  : 
      







Naslednji korak je izračun vektorja  , ki nam bo povedal manjkajoča podatka. Izračunamo ga z 
matriko   in vhodnim vektorjem y, ki je bil opisan v tabeli 1, ter enačbe 16, iz katere izrazimo 
vektor  . 
Kot rezultat dobimo: 
 
  
   
                                                                                             





Preostane nam še zadnji korak, s katerim bomo pridobili štiri parametre, ki enolično definirajo 
vsako dušeno harmonsko funkcijo. Iz enačb 7 in 8 samo izrazimo amplitudo (  ), koeficient 
dušenja (  ), frekvenco (  ) ter fazni kot (  ). V Matlabu je bila uporabljena naslednja sintaksa 
(enačbe od 24 do 27): 




              (25) 
 
                     (26) 
 
                    (27) 
 
Parameter   predstavlja periodo vzorčenja originalnega signala, ki znaša 0,1 sekunde 
(tabela 1). 
Rezultati so zbrani v spodnji tabeli:                                                                                                                           
 
Tabela 2: Rezultati Pronyjeve analize na testnem signalu. 
Če jih primerjamo z enačbo 18, opazimo, da se povsem ujemajo. 
 
Slika 4: Prikaz komponent, definiranih s parametri v tabeli 2, ki sestavljajo signal na sliki 3. 
V zgornjem primeru je bilo na kratko pojasnjeno delovanje algoritma na zelo preprostem 
primeru. Število vsebovanih harmonskih komponent v signalu je bilo relativno nizko (le tri), 
poleg tega pa je bil le-ta analitčno določen in posledično popolnoma znan. V praksi kot vhodni 
signal v algoritem uporabimo signal, za katerega ne vemo ne števila vsebovanih nihajnih 
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načinov (bodisi monotonih, bodisi oscilatornih) in še manj parametrov, ki jih določajo. Glavni 
izziv je torej pravilna določitev parametrov L (število predvidenih nihajnih načinov) in N (število 
za izračun potrebnih vzorcev), da to ne bo imelo negativnega vpliva na opis signala. Edina 
prava omejitev  gledano iz strogo matematičnega vidika – je, da dvakratnik vrednosti L ne sme 
presegati vrednosti N. Oziroma:       
Temu problemu in njegovemu reševanju je posvečeno poglavje »Izločanje nepomembnih ničel 




nihajnih načinov in njihovo število) pravzaprav določil uporabnik. Naslednja datoteka omogoča 
vnos signala za analizo v obliki *.mat datoteke in enostavno delo ter vnašanje parametrov 
analize, medtem ko sta zadnji dve za končnega uporabnika najbolj uporabni. Prva omogoča 
detajlno analizo enega signala, ki ga lahko interaktivno izberemo iz množice signalov iz katere 
od vhodnih datotek različnih formatov (.csv in .xls). Izbor časovnega okna (začetnega časa t1 in 
končnega časa t2) je poljuben. Zadnja od datotek pa lahko istočasno analizira več signalov za 
enako časovno okno. Eden od glavnih namenov razvite programske kode je bila avtomatizacija 
celotne analize. Ko izberemo datoteko s časovnim potekom signalov in poženemo program, 
moramo interaktivno izbrati le še začetni (t1) in končni čas okna (t2). Analiza se nato izvrši v 
celoti, na koncu pa se prikažejo grafi in izpiše matrika z rezultati (matrika »MAT«, na sliki 6 je 
označena z rdečo barvo).   
Najpomembnejši del vseh zagonskih datotek pa so funkcije (slika 6), ki so bile napisane z 
namenom, da so zagonske datoteke grajene kar se da modularno in tako poleg boljše 
preglednosti – omogočajo tudi enostavno prilagajanje in spreminjanje nastavitev analize v 
skladu z željami in potrebami. 
Signal najprej zajamemo in pripravimo na analizo s Pronyjevim algoritmom kar naredimo s 
funkcijo PronyPrep.m. Sama analiza s Pronyjevo metodo se izvrši v funkciji PronyAnalysis.m, ki 
nato vrne opis signala v splošni matriki »Mat«, ki pa je za prikaz rezultatov dokaj nepregledna, 
saj prikaže vseh L ničel v kompleksni ravnini, kar navadno pomeni več sto vnosov. Na koncu 
zato matriko obdela še funkcija Reduc_Recon.m in tako omogoči pregleden prikaz rezultatov ter 
njihovo primerjavo z vhodnim signalom. Podrobno so funkcije in njihovo delovanje opisani v 





























Slika 6: Poenostavljen potek izračunov v Matlabu. 
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3.1. Ključne funkcije pri analizi signalov  
3.1.1. Uvoz in predpriprava podatkov 
Za namen uvoza in prilagoditve podatkov v Matlab imamo na voljo tri funkcije. Prva je 
namenjena uvozu .mat formata in se imenuje ReadProcess_mat, naslednja je namenjena uvozu 
najbolj pogosto uporabljenega formata .csv in se imenuje ReadProcess_csv [7]. Obe sta bili 
razviti za potrebe analiz, medtem ko je zadnja funkcija xlsread (namenjena uvozu .xls formata) 
že vgrajena v Matlabu in smo jo samo uporabili. Da se uvoz podatkov opravi pravilno, moramo 
signale razvrstiti po stolpcih. Z drugimi besedami, signal vsake spremenljivke stanja mora biti v 
svojem stolpcu. V prvem stolpcu je časovni vektor, ki nam pove, ob katerem času so bili 
vzorčeni signali – slika 7. Naslov stolpcev, ki je pogosto v prvi vrstici, ni predviden in ga vhodna 
datoteka ne sme vsebovati. Kar pa program pri uvozu podatkov v .csv in .xls formatu prepozna, 
je sistem, pri katerem imamo v lihih stolpcih ime sodega stolpca, ki mu sledi, kot vidimo v 
naslednjem primeru: 
 
Slika 7: Primer vhodne .csv datoteke 
Če so naši signali pridobljeni s pomočjo izvoza iz Netomaca, moramo biti pozorni še na nekaj 
reči. Poleg izločanja nepotrebnih stolpcev se moramo namreč znebiti tudi nekaj prvih vrstic, saj 
so v njih shranjene iteracije pretokov moči, ki se izvršijo pred začetkom dinamične analize z 
namenom določanja začetnih obratovalnih točk. Te vrstice z lahkoto prepoznamo, saj imajo v 
stolpcu s časom vrednosti 0. Če imamo opravka s signali kolesnih kotov, imamo med 
generatorji tudi t. i. referenčni generator, ki nam služi za referenco in ima – ne glede na 
dogajanje – kolesni kot vedno enak 0. Ta signal je za analizo nesmiseln in ga bo program izločil. 
Istočasno se ob tem v ukazni vrstici izpiše opozorilo, ki potrdi izbris. 
3.1.2. Priprava na analizo 
Potem ko so bili podatki pravilno uvoženi in pripravljeni za obdelavo, je potrebno izbrati signal, 
ki ga želimo analizirati, ter časovni interval znotraj celotnega signala, ki ga želimo opazovati. Če 
želimo zmanjšati periodo vzorčenja originalnega signala, to prav tako lahko storimo s pomočjo 
funkcije PronyPrep. Omenjena funkcija pregleda izbrani signal, določi njegovo enosmerno 
komponento (»offset«), če obstaja, jo izloči iz signala in jo shrani za kasnejše potrebe. Signal 
odreže pri želenem začetnem in končnem času okna ter ga po potrebi razredči, če želena 
perioda vzorčenja ni enaka vhodni (»outputUnC«).  
Z izrazom enosmerna komponenta  oz. »offset« razumemo vrednost veličine v stacionarnem 
stanju, okoli katere le-ta zaniha po motnji. Opazovane veličine v EES so lahko na primer kolesni 
koti, kotne frekvence ali delovne moči generatorjev, pogoste pa so tudi efektivne vrednosti 
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raznih tokov in napetosti. Na tem mestu poudarimo, da ne smemo zamenjevati časovnega 
poteka, npr. napetosti na zbiralki, s časovnim potekom njene efektivne vrednosti. Če 
elektroenergetski sistem deluje normalno, je enosmerna komponenta časovnega poteka 
napetosti v sistemu enaka 0 V. Tega pa ne moremo trditi za efektivno vrednost napetosti, ki je 
sicer le matematično določena vrednost, a zato nič manj primerna za preučevanje stanja v 
sistemu. Efektivna vrednost napetosti je na 110 kV napetostnem nivoju  npr. 115 kV oz. 1,045 
pu in to je istočasno tudi vrednost v stacionarnem stanju, okoli katere v primeru motnje zaniha 
efektivna vrednost napetosti.  
V programu je določena na dokaj enostaven način, pri čemer smo imeli v mislih običajne signale 
iz elektroenergetskega sistema. Predpostavljeno je bilo, da je signal (npr. kolesni kot 
generatorja) nekaj časa v stacionarnem stanju, preden nastopi neka napaka oz. sprememba v 
omrežju. Ko se sistem po prehodnem pojavu spet ustali, se lahko nova obratovalna točka v 
splošnem razlikuje od prejšnje. V drugem stacionarnem stanju se lahko ustali, če pride do 
sprememb v topologiji omrežja, npr. pri izklopu ali vklopu katerega od vodov.  
Za določanje enosmerne komponente vzamemo prvi 1 % elementov celotnega signala; če je 
torej signal dolg 1500 vzorcev, vzamemo prvih 15 vnosov. Nato izračunamo aritmetično sredino 
teh elementov (µ) ter njihovo standardno deviacijo (σ). Če je standardna deviacija zelo nizka, to 
pomeni, da se signal v tem območju praktično ne spreminja – je stacionaren.  
Kot pokazatelj enosmerne komponente je bil izbran naslednji kriterij:         
Med testiranji se je namreč pokazalo, da je tako izbrano razmerje uporabno za analizo 
splošnega signala. Pripravljeni moramo biti namreč, da vrednost veličine, ki jo želimo analizirati, 
na začetku opazovanega intervala ni povsem konstantna. Zaradi množice vzrokov lahko 
izkazuje manjše nihanje, ki pa ne sme zmotiti našega algoritma. Cilj tega koraka je, da vrednost 
enosmerne komponente signala določimo čimbolj zanesljivo. Če bi kriterij preveč zaostrovali 
(nižali razmerje proti 0), bi prišli v situacijo, ko bi enosmerno komponento pravilno izračunali le v 
idealnih primerih, tj., ko je signal povsem konstanten. Če pa bi bila vrednost previsoka, to lahko 
pripelje do težav v določenih situacijah. Če se namreč analizirani signal ne nahaja v 
stacionarnem stanju pri času t = 0 s, ampak že izkazuje neko znatno nihanje, zaznavo 
enosmerne komponente raje izpustimo in analizo v celoti prepustimo Pronyjevemu algoritmu. 
Eno od potencialno problematičnih začetnih območij je označeno s črnim krogom. Če bi signal 
začeli opazovati šele pri 4,90 sekunde (slika 8) bi aritmetična sredina prve stotine (1 %) signala, 
ki znaša približno 0,83 pu, še zdaleč ne odražala pravilne enosmerne komponente signala 
(približno 0,78 pu). Ker pa je standardna deviacija tega odseka velika in zgornji kriterij ni 
izpolnjen, se enosmerna komponenta ne izračuna, ampak postavi na 0 pu.  
Če velja zgornja neenačba, kot enosmerno komponento celotnega signala vzamemo kar 
aritmetično sredino. Če je standardna deviacija prevelika in neenačba ni izpolnjena, enosmerno 




Slika 8: Primer celotnega originalnega signala z označenim delom, ki se uporablja pri izračunu enosmerne 
komponente celotnega signala. 
Glede na to, da v tem primeru upoštevamo celoten signal na sliki 8 dolžine 40 sekund, znaša 1 
% celotne dolžine 0,4 sekunde. Če vzorci signala med 0,0 sekunde in 0,4 sekunde ustrezajo 
zgornji neenačbi, se bo vrednost spremenljivke »offset« postavila na približno 0,78 pu – rdeča 
elipsa.  
Kot je razvidno iz slike 9, je bila iz celotnega signala že izločena enosmerna komponenta, saj se 
vrednost originalnega signala nekega električnega navora generatorja pred nastopom napake 
začne pri 0 pu in ravno tako konča pri približno 0 pu. 
 
Slika 9: Primer izhodnega signala iz funkcije PronyPrep.m, t. i. »vhodni signal«. 
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Vhodni signal dobimo tako, da omejimo celoten signal (t. i. »originalni signal«) s časoma t1 in t2. 
Uporabnik naj ju izbere tako, da se bo skoncentriral na tisti del signala, ki je glede na amplitudo 
dovolj »živahen«, da bo omogočal algoritmu zanesljivo zaznavanje in analizo nihajnih načinov. 
Za primer vzemimo zgornji odziv (slika 9). Če bi za začetni čas (t1) vzeli vrednost 15,0 sekunde 
in kot končno vrednost (t2) 25,0 sekunde, bi zagotovo dobili slabše rezultate. Nekateri izmed 
nihajnih načinov bi morda že izzveneli, poleg tega pa bi (sploh, če bi imeli kompleksnejši sistem) 
zaznali več nihajnih načinov, ki so v resnici nepomembni in jih navadno prištevamo med šum. 
 
3.1.3. Analiza signala 
Vhodni signal (slika 9, oranžna krivulja) je nato glavni vhodni podatek funkcije PronyAnalysis, ki 
je srce našega programa. Njena naloga je, da s Pronyjevim algoritmom določi, katere frekvence 
se nahajajo v signalu.  
Vrednost parametra N določimo posredno, saj je enaka številu vzorcev v vhodnem signalu oz. 
dolžini vektorja vrednosti (y). Z drugimi besedami, vrednost N določajo začetni (t1) in končni čas 
(t2) ter frekvenca vzorčenja. 
                         (28)  
 
Če je celoten vhodni signal dolg 20 sekund in je vzorčen s periodo 0,01 sekunde, to skupaj 
znese 2000 elementov. Poudarimo, da je vrednost signala ob času t1 vključena v vektor, 
medtem ko vrednost ob času t2 ni vključena. 
Spomnimo, da s parametrom L algoritmu povemo, s koliko različnimi ničlami naj opiše 
analizirani signal – enačba 14. V času razvoja kode je bilo ugotovljeno, da je najprimernejše, če 
se vrednost parametra določa relativno glede na vrednost N. Pokazalo se je, da lahko vrednost 
parametra L znaša med       in      , saj so v nasprotnem primeru rezultati zelo 
nepredvidljivi. Lahko bo napaka relativno nizka (v razponu nekaj procentov), še bolj verjetno pa 
bo izračun zgrešen za velikostni red ali dva. Poleg tega pa algoritem ne bo zaznal vseh v 
signalu vsebovanih načinov, če bo vrednost L prenizka. Če pa je vrednost zelo velika, bo 
nihajnih načinov preveč, predvsem pa se bo namesto enega vnosa pri neki frekvenci pojavljajo 
več vnosov (nihajnih načinov) z zelo različnimi amplitudami, ki povsem zameglijo realno stanje. 
Pri izračunih je bila pogosto uporabljena vrednost        , saj so bili rezultati ob taki 
nastavitvi točni pri zelo širokem naboru vhodnih signalov. Če vrednost N znaša 2000, je 
vrednost L enaka 600. Matematično gledano, se torej v matriki rezultatov, podobni tabeli 2, 
pojavi 600 vnosov, od katerih pa je le nekaj takih, ki za opis vhodnega signala podajajo 
uporabne informacije. 
Koraki izračunov v funkciji PronyAnalysis  posnemajo korake Pronyjeve analize, predstavljene v 
poglavju 2, zato jih ne bomo ponovno pojasnjevali. Edini izhod funkcije je matrika vrednosti, ki 
vsebuje 5 vrstic in L stolpcev. Zaradi nadaljnjega sklicevanja jo imenujmo matrika »Mat« – 
tabela 3. V vsakem stolpcu je en nihajni način, ki opisuje vhodno funkcijo. V splošnem ima 
nihajni način lahko frekvenco, enako 0 (monotoni nihajni način) ali različno od 0. Tiste nihajne 
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načine, ki imajo frekvenco, različno od 0, delimo še na dva dela, in sicer na pozitivne frekvence 
in njim nasprotne vrednosti. To izhaja iz dejstva, da kompleksne ničle polinomov vedno 
nastopajo v konjugiranih parih [8]. Kompleksne ničle  z negativno imaginarno komponento sicer 
k opisu signala ne prinesejo nič novega, saj tako koeficient dušenja kot (krožno) frekvenco 
nihajnega načina pove že njena kompleksno konjugirana vrednost. Kljub temu šele obe ničli 
skupaj predstavljata en oscilatorni nihajni način in sta posledično del matrike »Mat«. 
Amplituda                                                     
Koeficient dušenja [1/s]                                                        
Frekvenca [Hz]                                             
Fazni kot [°]                                              
Relativno dušenje                                                        
 
Tabela 3: Izsek primera matrike "Mat". 
3.1.4. Izločanje nepomembnih ničel in rekonstrukcija signala 
Dobro dušen sistem se po motnji ustali najkasneje po 20 sekundah. Za njegovo analizo 
zadostuje interval 15 sekund, običajno uporabljena perioda vzorčenja znaša 0,01 sekunde oz. 
frekvenca vzorčenja 100 Hz. Glede na to, da iščemo frekvence v velikostnem razredu 1 Hz, je 
omenjena frekvenca vzorčenja več kot dovolj velika. To pomeni, da je signal za analizo opisan s 
1500 vnosi – parameter N. Ker se vrednost parametra L navadno določi med        in        
(glej poglavje 3.1.3. »Analiza signala«), pomeni, da znaša v tem primeru med 150 in 600. 
Ravno toliko vnosov ima tudi matrika »Mat«. Za kvaliteten opis običajnega signala, ki izhaja iz 
EES z nekaj generatorji, pa navadno zadostuje od 3 do 10 nihajnih načinov.  
Izkaže se, da ima le nekaj nihajnih načinov iz matrike »Mat« frekvenco v območju, značilnem za 
stabilnost za majhne motnje, tj. nekje med 0 Hz in 3 Hz. Poleg tega ima približno polovica 
vnosov negativno frekvenco in nam tako ne povedo nič uporabnega. Če se premaknemo od 
frekvence do koeficientov dušenja, lahko ugotovimo, da so mnogi nihajni načini zelo močno 
dušeni, saj je njihov koeficient dušenja σ manjši od – 3. Če namesto koeficienta dušenja to 
izrazimo s časovno konstanto  , katere vrednost je določena s spodnjo enačbo, 
         (29) 
 
ugotovimo, da v času treh časovnih konstant (v tem primeru ene sekunde) vrednost amplitud 
(A) nihajnih načinov zaradi eksponentnega upadanja (enačba 1) izzveni na zanemarljivo raven: 




Posledično imajo vpliv le v prvih trenutkih po odpravi napake v omrežju oz. stikalni manipulaciji, 
ki sproži nihanje. Na pomembne in manj pomembne za opis vhodnega signala pa lahko 
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izračunane nihajne načine delimo tudi na podlagi njihove amplitude. Izkaže se, da imajo nihajni 
načini, ki so zares sestavni del vhodnega signala, vsaj za en velikostni razred višjo amplitudo od 
ostalih.  
Na podlagi zgornjih ugotovitev je bila napisana funkcija Reduc_Recon, katere naloga je, da iz 
vhodne matrike »Mat« izloči nihajne načine, ki ne prispevajo znatno k opisu vhodnega signala. 
Funkcija vsebuje privzete mejne vrednosti na podlagi katerih poteka filtriranje vnosov. Kot je bilo 
opisano v prejšnjem odstavku, poteka filtriranje na podlagi treh kriterijev, in sicer frekvence, 
koeficienta dušenja in amplitude. Najprej se izloči vse nihajne načine z negativnimi frekvencami 
ter nato še vse nihajne načine s  frekvenco, višjo od 3 Hz. Pri preostalih vnosih se v drugem 
koraku izloči vse, ki imajo koeficient dušenja nižji od – 3, torej so zelo močno dušeni.  
Najbolj problematičen je zadnji korak, ki opravlja izločanje na podlagi amplitude. S testiranji je 
bilo ugotovljeno, da je najboljši postopek za izločanje nihajnih načinov s (pre)nizkimi 
amplitudami povezan z nihajnim načinom z najvišjo amplitudo. Pri tem upoštevamo le nihajne 
načine, ki še niso bili izločeni v prejšnjih dveh korakih. Funkcija izloči vse preostale nihajne 
načine katerih amplituda ne dosega 1 % amplitude nihajnega načina z najvišjo amplitudo. 
Poudarimo, da to velja le za dušene nihajne načine, tj. tiste s σ < 0. Če imamo opravka z 
nestabilnimi nihajnimi načini (σ > 0), moramo postopati nekoliko drugače. Ti nihajni načini imajo 
v matriki »Mat« navadno nizko amplitudo, saj je amplituda nenegativna vrednost, določena v 
času t = t1, tj. ob začetku opazovanja signala. Če ima signal koeficient dušenja večji od 0, s 
časom narašča njegov maksimalni odklon od časovne osi. Posledično njegova vrednost na 
začetku opazovanega intervala lahko še ni vredna omembe, a z naraščanjem to lahko kaj hitro 
postane. Kriterij za izločanje moramo torej nekoliko prilagoditi. To je bilo storjeno tako, da pri 
takih nihajnih načinih upoštevamo njihovo vrednost ne na začetku opazovanega intervala, 
ampak na koncu, tj. pri času t2. Če vrednost amplitude nihajnega načina ob tem času znaša vsaj 
1 % amplitude katerega koli nihajnega načina v času t2, bo le-ta vključen v matriko »MAT«, ki 
vključuje vse nihajne načine, ki so pomemben del vhodnega signala. Pri analizi različnih 
primerov je bilo ugotovljeno, da tak pristop deluje. Ni mogoče, da bi s tem izpustili pomembno 
informacijo o nedušenem nihajnem načinu (nestabilnosti) znotraj vhodnega signala. Razlog je v 
tem, da bo tudi ob minimalni amplitudi ob času t1 in zelo majhnem koeficientu dušenja, a večjem 
od 0, zaradi eksponentne rasti vrednost dejansko prisotnega nedušenega nihajnega načina ob 
času t2 zagotovo dovolj velika, da bo vključen v končni matriki »MAT«. Če bi bila meja 
postavljena nižje, bi se v matriki rezultatov (»Mat«) še povečalo število nihajnih načinov, ki so 
plod numeričnih pogreškov algoritma in niso dejansko prisotni v signalu. Numerični pogreški so 
v glavnem posledica invertiranja matrik   in   – enačbi 13 in 17 – ter dejstva, da algoritem 
vedno poskuša najti L različnih ničel, četudi analizirani signal ne vsebuje toliko nihajnih načinov 







 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 
Amplituda                                               
Koeficient dušenja [1/s]                                                
Frekvenca [Hz]                                           
Fazni kot [°]                                        
Relativno dušenje                                            
 
Tabela 4: Primer matrike "MAT" 
Preden matriko »MAT« uporabimo kot reprezentativni opis vhodnega signala, moramo storiti še 
en korak povezan z monotonimi nihajnimi načini. Kot smo omenili že prej, izločimo vse 
oscilatorne nihajne načine, ki imajo frekvenco, nižjo od 0. Pri monotonih se izkaže, da moramo 
njihovo amplitudo deliti z 2 (jo razpoloviti), če želimo dobiti njihovo pravo vrednost v vhodnem 
signalu. Če monotono komponento namreč zapišemo v časovnem prostoru, dobimo: 
                      (31) 
 
Če to zapišemo v eksponentni obliki [1], ki smo jo vseskozi uporabljali pri izpeljevanju in 
zapisovanju, dobimo: 
                                (32) 
 
Kot vidimo, se amplitudi razlikujeta ravno za faktor 2. Pronyjev algoritem lastne vrednosti (ničle), 
ki imajo imaginarno komponento (krožno frekvenco) enako nič, razpozna kot eno ničlo, čeprav 
bi jo moral razpoznati kot eno dvojno ničlo. Tu se očitno skriva problem algoritma kot takega, ki 
je bil odpravljen na koncu ročno, brez posegov v korake algoritma. Še enkrat spomnimo, da 
tovrstnih problemov pri oscilatornih komponentah ni, saj algoritem eno oscilatorno komponento 
(pravilno) razpozna kot en kompleksno konjugiran par ničel in ne kot eno samo ničlo.   
Zdaj lahko »izčiščeno« matriko uporabimo pri rekonstrukciji vhodnega signala. Za vsak vključen 
nihajni način skonstruiramo harmonsko funkcijo za čase od t1 do tSIM s korakom T. Ta je 
praviloma enaka, kot je bila perioda vzorčenja vhodnega signala (TVZR). Začetni čas 
rekonstruiranega signala (t1) je enak začetnemu času vhodnega signala, tSIM pa je navadno 
nastavljen nekoliko višje od končnega časa vhodnega signala t2. To je smiselno predvsem 
zaradi opazovanja rekonstruiranega signala v nekaj sekundah po času t2, ko se mora praktično 
povsem prilegati originalnemu. Za podrobnejši opis glej poglavje 3.1.3. Analiza signala. Ko 
imamo enkrat znane vse parametre posameznih nihajnih načinov, lahko izračunamo vrednost 
vsakega nihajnega načina v časovnem prostoru za vsak inkrement časa (      ) – enačba 
33. Vrednost k predstavlja zaporedni element vektorja   , v katerega vrednosti zapisujemo, 
medtem ko T predstavlja časovni korak, s katerim je vzorčen časovni potek vsakega nihajnega 
načina. 




Da dobimo vrednost celotnega signala pri nekem času, moramo sešteti prispevke vseh   
vsebovanih nihajnih načinov – enačba 34. 
                                      (34) 
 
Za dokončno rekonstukcijo oz. prikaz poteka signala v časovnem prostoru pa moramo 
prispevke (od prvega do n-tega) še zložiti v vektor  – enačba 35. 
                           (35) 
 
Na izhod funkcije Reduc_Recon.m poleg matrike »MAT« pripeljemo še časovni potek vsakega 
nihajnega načina, časovni potek celotnega rekonstruiranega signala ter njim pripadajoč časovni 
vektor            s korakom T. Pri izrisovanju grafov je potrebno poznati še enosmerno 
komponento vhodnega signala ter časovni potek celotnega originalnega signala, tako izločeni 
del za čase od 0 do t1 kot vhodni signal za čase od t1 do t2 ter del, ki ga pri izračunih sicer nismo 
potrebovali, in sicer od časa t2 do zadnjega časovnega vnosa originalnega signala.  
Primer prikaza časovnih potekov vseh vsebovanih nihajnih načinov v nekem signalu vidimo na 
sliki 10. 
 
Slika 10: Primer časovnih potekov vsebovanih nihajnih načinov. 
Na sliki 11 je predstavljena primerjava rekonstruiranega signala (seštevek časovnih potekov 
posameznih nihajnih načinov), vhodnega signala v Pronyjev algoritem in odrezanega signala 
brez enosmerne komponente do časa t1. Ta dva skupaj tvorita prvi del originalnega signala (od 
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0 do t2), ki smo ga uvozili v Matlab. Samo ta del je pomemben za našo analizo. Prvi del nam 
služi za določanje enosmerne komponente, drugi del pa je predmet frekvenčne analize.  
 
Slika 11: Primer relevantnih signalov brez enosmerne komponente. 
Na zadnjem grafu (slika 12) lahko vidimo celoten originalni signal, ki je bil uvožen v Matlab s 
simulacijo v Netomacu. Z rdečo barvo je označen vhodni signal od časa t1 (5,0 s) do časa t2 
(15,0 s) ter z zeleno rekonstruiran signal za čas od t1 do tSIM (t2 + 5,0 s = 20,0 s). Tema je bila 
prišteta enosmerna komponenta, ki smo jo prej izločili iz originalnega signala in shranili (glej 
poglavje 3.1.2. Priprava na analizo) z namenom, da zagotovimo primerljivost in možnost 




Slika 12: Prikaz uspešnosti rekonstrukcije v primerjavi s celotnim originalnim signalom. 
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3.2. Izračun lastnih vrednosti za primerjavo s Pronyjevim 
algoritmom 
 
Za analizirane signale, ki so bili pridobljeni kot rezultati simulacij v Netomacu, lahko naredimo 
kontrolo izračunanih lastnih vrednosti s pomočjo Neve. To je programska oprema, ki omogoča 
analizo lastnih vrednosti sistema in je del Sincala oziroma Netomaca. Nihajni načini, ki smo jih 
določili s Pronyjevo analizo nekega signala iz simulacije, se morajo ujemati (v koeficientu 
dušenja in frekvenci) z lastnimi vrednostmi sistema. Situacija pa je nekoliko drugačna pri 
meritvah iz realnega EES. Tam nimamo lastnih vrednosti za kontrolo, če prej vsaj relevantni del 
sistema ni bil modeliran v Netomacu oz. Sincalu. 
Za interpretacijo lastnih vrednosti in lastnih vektorjev, ki jih izračuna Neva, je bila razvita 
posebna programska koda. Neva sama po sebi ne zagotovi dovolj podatkov za opis signalov v 
časovnem prostoru. Izračuna namreč lastne vrednosti sistema in njim pripadajoče leve in desne 
lastne vektorje. Kot smo že dejali, neposredno iz vsake lastne vrednosti sistema sledita 
koeficient dušenja in frekvenca. Torej nam za popolni opis nihajnega načina manjkata še 
amplituda in fazni kot. V literaturi [3] zasledimo naslednjo enačbo (36), ki nam opiše časovni 
potek i-tega nihajnega načina:   
                                (36) 
 
V njej je   levi lastni vektor in   desni lastni vektor,    predstavlja j-to lastno vrednost in n je 
skupno število lastnih vrednosti v sistemu. Skalarna vrednost     predstavlja i-ti element 
desnega lastnega vektorja, ki pripada j-ti lastni vrednosti, medtem ko je      vektor vrednosti 
spremenljivk stanja v stacionarnem stanju. 
Ne smemo pozabiti, da levi in desni lastni vektorji niso popolnoma definirani – manjka jim ena 
komponenta. Z drugimi besedami, imajo eno prosto dimenzijo, kar pomeni, da imajo lastni 
vektorji določeno le smer in ne absolutne vrednosti (dolžine). Zato se v praksi vektorje normira, 
in sicer tako, da je njihova absolutna vrednost enaka 1 ali pa je najvišja komponenta enaka 1. 
Razmerja med komponentami se seveda ohranijo. Težava pri tej enostavni enačbi je, da na 
podlagi rezultatov analize lastnih vrednosti ne moremo določiti deleža prisotnosti (uteži) 
posameznega nihajnega načina. Skratka, brez poznavanja nekih drugih podatkov, ki so seveda 
znani Netomacu, ne moremo samo z analizo lastnih vrednosti opraviti ponovne rekonstrukcije 
signala v časovnem prostoru. Poleg tega elektroenergetskega sistema ne moremo smatrati kot 
homogenega oz. za določitev odziva sistema ni dovolj le poznavanje matrike A, ampak je 
potrebno poznati tudi matriko B – enačba 37. 
                        (37) 
 
Matriki A in B sta Jacobijevi matriki delnih odvodov v neki ravnotežni točki   , okrog katere 
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analiziramo majhne spremembe. Še enkrat spomnimo, da imamo opravka z lineariziranim 
sistemom okoli neke delovne točke, sicer sploh ne bi mogli uporabljati linearne algebre. 
          ,          (38) 
 
V matriki A so zbrani parcialni odvodi sprememb vektorja stanj (  ) po vektorju stanj ( ), matrika 
B pa predstavlja parcialne odvode sprememb vektorja stanj (  ) po vektorju vhodov ( ). 
Več o linearizaciji sistema lahko najdemo v [1] in [3]. 
Primer primerjave izračunanih lastnih vrednosti s pomočjo Neve in frekvenčne analize signala s 
Pronyjevim algoritmom je predstavljen v poglavju »Primer 4 – Simulacije z Netomacom in 
rekonstrukcija z uporabo lastnih vrednosti«. Celotna primerjava frekvenčne analize z lastnimi 
vrednostmi je služila za preverjanje pravilnosti izračunov Pronyjevega algoritma, ki se morajo 
dokaj natančno skladati z lastnimi vrednostmi, predvsem pri imaginarnih komponentah lastne 
vrednosti oz. frekvencah nihajnih načinov. Poleg tega pa razvita programska koda za primerjavo 
metod pokaže na prednosti Pronyjeve analize. Iz analiziranih signalov lahko ugotovimo, kateri 
odzivi se najpogosteje pojavljajo v sistemu, saj je količina lastnih vrednosti, ki jih izračuna Neva 
pogosto zelo velika (npr. slika 31). Posledično ni vedno mogoče na enostaven način razbrati 
nihajnih načinov, na katere se je zaradi morebitnega slabega dušenja ali pogostega vzbujanja 




4. PRIMERI ANALIZIRANIH SIGNALOV 
4.1. Primer 1 – dvozbiralčni sistem 
 
Slika 13: Shema omrežja, uporabljenega v primeru 1. 
Na sliki 13 lahko vidimo shemo enostavnega elektroenergetskega sistema. Sistem je sestavljen 
iz dveh generatorjev, pripadajočih transformatorjev, enega daljšega daljnovoda in dveh bremen. 
Z namenom vzbuditi nihanje v sistemu je bil narejen tripolni kratek stik na najbolj pomembnem 
daljnovodu v sistemu, ki povezuje generatorja v enoten sistem (označeno z zeleno barvo). 
Kratek stik je trajal 100 ms. Z uporabo orodja Netomac je bilo izvoženih nekaj spremenljivk, 
denimo, časovni poteki kolesnih kotov, krožnih frekvenc in električnega navora.  
Prvo analizo smo naredili na odzivu kolesnega kota desnega generatorja (»G2«). Analiziran je 
bil samo en signal, in sicer za okno od 6,0 do 21,0 sekunde, kar nam je omogočilo, da je bila 
analiza bolj detajlna. 
 
Slika 14: Odziv kolesnega kota generatorja 2. 
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Ko izbiramo okno za analizo signala na sliki 14, je smiselno, da je začetni čas t1 večji od 5 
sekund, saj se tam šele pojavi napaka, ki ji sledi odziv. Priporoča se, da je začetni čas vsaj 0,5 
sekunde večji od časa, pri katerem se začne opazovani oscilatorni odziv. Če bodo znotraj 
intervala opazovanja kakršne koli nenadne spremembe signala, denimo skoki ob izklopu linije, 
bo to po vsej verjetnosti vplivalo na pravilnost rezultatov. Signal na sliki 14 pa ima tudi izrazito 
enosmerno komponento, kar povzroča dodatne težave, kot bomo videli v nadaljevanju.  
Vrednost t1 smo določili pri 6,0 sekunde, dolžino okna za analizo pa 15,0 sekunde. Napaka v 
omrežju se je zgodila pri 5,0 sekunde in je trajala do 5,1 sekunde. L smo postavili na 10 % 
vrednosti N, tj. 150. 
 
Slika 15: Osnovni, vhodni in rekonstruirani signal kolesnega kota generatorja 2 
Kot vidimo na sliki 15, sta si originalni in rekonstruirani signal precej podobna, tako na 
analiziranem intervalu kot tudi od 21. sekunde dalje. Z uporabo privzetih mejnih vrednosti (glej 
poglavje 3.1.4. »Izločanje nepomembnih ničel in rekonstrukcija signala«) za amplitude (0,01 
AMAX), frekvence (3 Hz) in koeficienta dušenja (–3/s), je skozi filtre prišlo 5 nihajnih načinov, ki 
so bili shranjeni v matriko „MAT“ – tabela 5. 
 Način 1 Način 2 Način 3 Način 4 Način 5 
Amp                                    
σ                                         
f                          
φ                                               
ξ                                    
 
Tabela 5: Nihajni načini, ki so bili najdeni v vhodnem signalu na sliki 3. 
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Vrednosti iz tabele 5 lahko predstavimo tudi v kompleksni ravnini. Hitro opazimo, da sta nihajna 
načina 4 in 5 frekvenčno precej blizu skupaj in istočasno imata oba znatno amplitudo. Glede na 
to, da imamo opravka s precej majhnim elektroenergetskim sistemom, obstaja velika verjetnost, 
da rezultati niso povsem pravilni. Sistem »n« generatorjev (brez regulatorjev) ima lahko 
kvečjemu »n-1« lastnih frekvenc. Oba generatorja v sistemu imata sicer tako napetostne kot 
turbinske regulatorje, kar nekoliko poveča število lastnih vrednosti. To lahko tudi dokažemo z 
izračunom lastnih vrednosti s pomočjo Neve. Najprej pa prikažimo vnose iz tabele 5 v 
kompleksni ravnini, iz katere je razvidno, da so vsi načini dobro dušeni, torej njihovo relativno 
dušenje (ξ) znaša več kot 5 % – slika 16. 
 
Slika 16: Poli iz tabele 5 v kompleksni ravnini. 
S pomočjo Neve je bilo najdenih 11 lastnih vrednosti, od tega 2 oscilatorni.                    , kar pomeni                              , kar pomeni             
Celotne rezultate lahko vidimo na sliki 17. Sedaj lahko natančneje primerjamo rezultate med 
seboj. Kot lahko vidimo, smo z obema načinoma izračunali frekvenco 0,073 Hz (način 3 – Prony 
in lastna vrednost 1 – Neva) in eno frekvenco okoli 1,35 Hz (načina 4 in 5 – Prony in lastna 




Slika 17: Lastne vrednosti opazovanega dvozbiralčnega sistema  izračunane z Nevo. 
Na splošno lahko rečemo, da je primer na sliki 14 zahteven za naš algoritem, saj ima izrazito 
enosmerno komponento. To je verjetno tudi razlog, da je algoritem namesto ene frekvence okoli 
1,35 Hz vrnil dve s podobno velikimi amplitudami, a zelo različnimi faznimi koti. Kot rečeno, 
gledano grafično, so rezultati zelo dobri (rekonstruirani signal je praktično enak vhodnemu), a 
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podrobnejši pregled nekoliko poslabša sliko. Na tem mestu lahko tudi podrobneje pojasnimo 
ozadje tega problema. To se pogosto zgodi, ko je vrednost parametra L velika glede na N, torej 
je razmerje večje od 0,3. Kot smo že pojasnili, z vrednostjo L določamo, koliko ničel (lastnih 
vrednosti) bo poskušal algoritem najti v vhodnem signalu. Ker je ta vrednost praviloma 
postavljena med nekaj 10 pa vse tja do 1000, to pomeni, da ima veliko nihajnih načinov zelo 
nizko amplitudo ali močno dušenje. Z drugimi besedami, njihov prispevek v rekonstruiranem 
signalu je zelo nizek. Istočasno pa se v okolici dejansko prisotnih frekvenc pojavijo tudi njim zelo 
podobne frekvence z nekoliko nižjo amplitudo. To si lahko predstavljamo podobno, kot da 
namesto impulza pri določeni frekvenci dobimo nekakšen zvon v njeni okolici. 
Kadar naletimo na tako težavo, je najprej smiselno preveriti pravilnost izračunane vrednosti 
enosmerne komponente signala oz. odmika od x osi. Če je izračunana pravilno, lahko znižamo 
še vrednost parametra L, a ne bolj kot na desetino vrednosti N (        ). Pogosto se je 
potrebno tudi vprašati o smiselni dolžini opazovanega intervala in času začetka opazovanja. V 
našem primeru se težava skriva v izračunu enosmerne komponente. 
 
Slika 18: Nihajni načini iz tabele 5, izrisani v časovnem prostoru. 
 
Kot vidimo na sliki 18, ima nihajni način 1 zelo podobne značilnosti kot enosmerna komponenta, 
kar je (približno) konstantna vrednost prek celotnega intervala. Izkaže se, da je bil »offset« 
signala zaradi majhnih oscilacij na začetku originalnega signala (slika 14, od 0 s do 2 s) 
izračunan napačno, saj je bila meja za njegovo določanje v programu postavljena prenizko. 
Količnik med standardno deviacijo in artimetično sredino vzorcev    je bil namreč večji od 0,03 
(glej poglavje 3.1.2. »Priprava na analizo«). Po manjši korekciji v programu lahko izračun 
poženemo ponovno in dobimo rezultate v tabeli 6. 
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 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 
Amp                                             
σ                                                 
f                       
φ                                                           
ξ                                            
 
Tabela 6: Rezultati Pronyjeve analize brez enosmerne komponente 
Kot vidimo, je slabo dušen način 1 (tabela 5) izginil, amplitude in faze ostalih pa so se nekoliko 
spremenile. Zaradi točnejših izračunov je v tabeli 6 zdaj 6 nihajnih načinov namesto 5. 
Koeficienti dušenja so v njej precej drugačni od tistih, ki jih je izračunala Neva (slika 17).  
Na tem mestu naj spomnimo, da Neva izračuna le lastne vrednosti (tj. koeficient dušenja – σ in 
krožno frekvenco – ω) in lastne vektorje, iz česar ne moremo neposredno sklepati, kakšna bo 




Slika 19: Nihajni načini iz tabele 6, izrisani v časovnem prostoru. 
 
Preden se posvetimo še ostalim signalom, naredimo še en primer, da pojasnimo nekaj 
značilnosti. Glede na to, da vsi nihajni načini, razen načina 2, popolnoma izzvenijo po približno 
7 sekundah, lahko rečemo, da je naš sistem dobro dušen. Če imamo opravka s tako situacijo je 
pomembno, da se z intervalom, ki zajema del signala za analizo, osredotočimo na tisti del 
originalnega signala, ki nas zanima. Namreč, če imamo opravka s signalom, ki ima na začetku 
intervala visoko amplitudo, ki se s časom hitro zmanjšuje, bo to pomenilo izgubo točnosti v delu 
okna z nižjimi amplitudami. Z drugimi besedami, nihajni načini z nižjo amplitudo bodo zaznani 
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slabše oz. sploh ne bodo zaznani. Kot vidimo na sliki 20, je bil fokus intervala premaknjen 
nekoliko naprej; začetek je bil izbran pri 8,0 sekunde, dolžina okna pa na 7,0 sekunde. Rezultati 
so predstavljeni v tabeli 7. Opazimo lahko, da so nekateri nihajni načini iz tabele 6 že izzveneli 
in zato niso več prisotni.  
 
 
Slika 20: Signal kolesnega kota generatorja 2, dolžina okna: 7 sekund. 
 
 Način 1 Način 2 Način 3 
Amp                          
σ                              
f                           
φ                                
ξ                          
 




Slika 21: Nihajni načini iz tabele 7, izrisani v časovnem prostoru. 
Nadaljujmo z drugim primerom, ki izhaja iz istega elektroenergetskega sistema z dvema 
generatorjema. Napaka, ki je bila simulirana, je popolnoma enaka kot v prejšnjem primeru, 
razlika pa je v tem, da smo namesto kolesnih kotov generatorjev opazovali njihove kotne 
hitrosti, ki so istočasno tudi časovni odvodi kolesnih kotov. Izbrani interval je bil dolg 10 sekund, 
z začetno točko pri 5,5 sekunde in končno pri 15,5 sekunde – slika 22. 
 
Slika 22: Osnovni, vhodni in rekonstruirani signal kotne frekvence generatorja 2. 
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 Način 1 Način 2 Način 3 
Amp                        
σ                         
f                         
φ                              
ξ                          
 
Tabela 8: Komponente vhodnega signala na sliki 22. 
 
 





Slika 24: Poli iz tabele 8 v kompleksni ravnini. 
 
Iz tabele 8 lahko vidimo, da je prisotna enaka frekvenca kot v prejšnjem primeru kolesnih kotov, 
in sicer način 3 s frekvenco nekaj nad 1,3 Hz. Še bolj zanimiva pa je zelo nizka frekvenca – 
način 2 z vrednostjo           . Oba generatorja pri tej frekvenci zanihata koherentno, iz 
česar lahko sklepamo, da je to posledica majhne inercije sistema. Ob pojavu motnje sistem ni 
zmožen ohraniti želene frekvence 50 Hz in kljub dejstvu, da sta oba generatorja opremljena s 




4.2. Primer 2 – trije povezani sistemi s po tremi generatorji 
 
 
Slika 25: Shema omrežja, uporabljenega v primeru 2. 
V drugem primeru bomo imeli opravka s precej večjim elektroenergetskim sistemom. Lahko 
rečemo, da sistem vsebuje 3 skupine treh generatorjev, ki so priključeni tudi na togo mrežo 
(slika 25). Odziv sistema je bil sprožen z izklopom linije (označeno z zeleno barvo) za 500 ms in 
nato ponovnim priklopom. Izklop je bil narejen pri 10,0 s, ponovni priklop pa pri 10,5 s.  
Analiziranih je bilo vseh 9 signalov kolesnih kotov generatorjev, čas simulacije je znašal 60 
sekund – slika 26. Iz grafa lahko hitro razberemo nekatere glavne značilnosti. Po odpravi 
napake pri 10,5 sekunde pride do precej živahnega odziva. Po 5 ali 6 sekundah se večina 
nihajnih načinov izniha, ostane le en, ki pa je izredno slabo dušen. Tudi 50 sekund po odpravi 





Slika 26: Časovni potek kolesnih kotov generatorjev v primeru 2 
Zdaj lahko podrobno analiziramo enega od signalov, npr. kolesni kot generatorja 7 (“s7”). 
Rezultati bi bili precej podobni za kateri koli generator v sistemu, kar bomo tudi videli v 
nadaljevanju. 
 
Slika 27: Osnovni, vhodni in rekonstruirani signal kolesnega kota generatorja 7. 
Za interval od t1 = 11,0 s in t2  = 26,0 s vidimo rezultate na sliki 27.  
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 Način 1 Način 2 Način 3 Način 4 Način 5 
Amp                                                       
σ                                               
f                                                
φ                                                   
ξ                                           
 
Tabela 9: Nihajni načini, najdeni v signalu 7 na sliki 27. 
 




Slika 29: Poli iz tabele 9 v kompleksni ravnini. 
Iz tabele 9 in slike 28 lahko vidimo, da imajo trije nihajni načini nekoliko višjo amplitudo (način 1, 
3 in 4) ter dva (2 in 5) nekoliko nižjo. Način 3 je še posebej problematičen, saj je izredno slabo 
dušen, njegovo relativno dušenje znaša le ξ = 0,83 %! Navadno smo zaskrbljeni že, če je kateri 
od nihajnih načinov v sistemu dušen slabše kot ξ = 3 %. V realnem EES bi morali ukrepati, 
denimo, vgraditi t. i. Power System Stabilizer na katerega od generatorjev oz. že v osnovi 
elektroenergetskega sistema ne bi projektirali tako, da bi se taki problemi sploh pojavili. 
Analiza lastnih vrednosti sistema s pomočjo Neve je dala 40 lastnih vrednosti, od katerih jih je 
imelo 27 koeficient dušenja nižji od     , slika 31. Nadalje jih je 9 nihajnih in 18 monotonih. 
Prva oscilatorna lastna vrednost je                  , njena frekvenca torej znaša           . Z uporabo Pronyja je bilo nekaj podobnega najdeno v načinu 2 (tabela 9), kar je 
dober znak za zanesljivost algoritma. Nadalje povejmo, da je bilo najdenih 8 lastnih vrednosti s 
frekvencami v območju med 1,0 Hz in 1,5 Hz. Teh frekvenc s Pronyjem nismo zaznali, saj ni 
nujno, da so vse lastne vrednosti vzbujene v vseh primerih. Že omenjeni način 3 je na sliki 
izražen z rdečo barvo in obkrožen z modrim krogom. Rdečo barvo program uporablja 
namensko, saj tako uporabnika opozori, da ima opravka z nihajnim načinom, ki utegne 
povzročiti nestabilnost v sistemu. 
Še vedno pa imamo nekaj možnosti za nadaljnjo raziskovanje. Za začetek lahko znižamo delež 
amplitude glede na največjo, ki jo mora imeti nihajni sistem, da je vključen v končno matriko 
»MAT«. Vrednost lahko iz 0,01 prestavimo na, denimo, 0,001. Rezultati so prikazani v tabeli 10. 
Kot vidimo, se pojavi še nekaj novih nihajnih načinov, ki pa imajo izrazito nizko amplitudo in 




 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 Način 7 Način 8 
Amp 1,9510 0,4073 6,1035 13,9994 0,7517 0,1374 0,0645 0,0914 
σ –0,0627 –1,1600 –0,0304 –0,4906 –0,6222 –0,8566 –1,5030 –1,7846 
f 0,0000 0,0000 0,5789 0,9952 1,1275 1,5257 2,0975 2,5227 
φ 0,00 0,00 51,16 –22,74 –60,27 20,27 79,62 97,36 
ξ 1,0000 1,0000 0,0083 0,0782 0,0875 0,0890 0,1133 0,1119 
 
Tabela 10: Nihajni načini signala 7 na sliki 27 v razširjeni matriki »MAT«. 
 
Naslednja možnost je, da zvišamo vrednost L – število iskanih nihajnih načinov oz. občutljivost 
algoritma. Iz izkušenj lahko rečemo, da to sicer poveča število nihajnih načinov v matriki 
»MAT«, a to navadno ne prispeva k boljšemu opisu signala oz. njegovih komponent. Rezultate 
pri dvigu vrednosti L na          vidimo v tabeli 11. 
 
 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 Način 7 Način 8 
Amp 1,5143 0,4387 0,3568 0,2463 0,1446 0,1493 6,0716 0,4841 
σ –0,0909 –0,4294 0,0153 –1,6644 –0,4323 –0,3458 –0,0299 –2,4920 
f 0,0000 0,0000 0,0000 0,0000 0,4214 0,5787 0,5792 0,7341 
φ 0,00 0,00 0,00 –180,00 –84,22 124,11 49,93 52,80 
ξ 1,0000 1,0000 –1,0000 1,0000 0,1612 0,0947 0,0082 0,4753 
 
 Način 9 Način 10 Način 11 Način 12 Način 13 Način 14 Način 15 Način 16 
Amp 2,7738 10,7545 1,5820 0,0824 0,0272 0,0276 0,0467 0,0121 
σ –0,7678 –0,4417 –0,6535 –1,2402 –0,4593 –1,0260 –2,2938 –1,7720 
f 0,9898 0,9960 1,1051 1,5275 1,5689 1,9538 2,0112 2,9924 
φ –0,42 –26,55 –64,43 –18,91 –12,35 –96,31 152,04 109,68 
ξ 0,1225 0,0704 0,0937 0,1282 0,0465 0,0833 0,1786 0,0938 
 
Tabela 11: Nihajni načini signala 7 na sliki 27, izračunani pri povečani občutljivosti algoritma. 
 
Kot lahko vidimo, se precej poveča število najdenih nihajnih načinov, ki pa imajo večinoma zelo 
nizke amplitude, tj. manj kot 1 kotno stopinjo (še vedno govorimo o kolesnemu kotu 
generatorja). Kljub temu pa lahko povežemo dodatne vnose v tabeli 11 (glede na tabelo 9) z 
lastnimi vrednostmi na sliki 31. Posledično lahko ugotovimo, da je algoritem pri povečani 
občutljivosti pravilno odkril dodatne lastne vrednosti, a te (pričakovano) k opisu signala niso 








Slika 31: Lastne vrednosti opazovanega sistema v primeru 2, izračunane z Nevo. 
Ena od možnosti, ki nam jih omogoča razvita programska koda, je tudi istočasno primerjanje 
več signalov. Naenkrat lahko analiziramo signale vseh generatorjev za isto časovno okno. Nato 
lahko predstavimo dobljene nihajne načine tako v časovnem prostoru kot tudi v kompleksni 
ravnini. Izračuni na naslednjih slikah so bili narejeni za časovno okno od 11,0 s do 26,0 
sekunde. Na sliki 32 lahko vidimo dve izraziti skupini ničel, izračunanih s Pronyjem – obkroženi 
z rdečo barvo. Na splošno lahko rečemo, da je pri obeh skupinah njihova frekvenca oz. krožna 
frekvenca, ki se nanaša na y osi, praktično enaka. Pri lastni vrednosti s frekvenco približno 0,58 
Hz (desni, manjši krog) pa je praktično enak tudi koeficient dušenja. To je tudi razlog, da se 
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vseh devet vnosov dobro prekriva in posledično delujejo kot eden, kar pa ne sme zavesti. 
Razlog za to gre verjetno iskati v dejstvu, da je ta nihajni način zelo slabo dušen in ima torej 
algoritem prek celotnega intervala opazovanja možnost pravilno zaznati koeficient. Ostali nihajni 
načini so bolje dušeni in vrednost mora biti pravilno izračunana v krajšem časovnem intervalu, 
kot je celoten opazovani interval od t1 do t2. Na omenjeni sliki vidimo še nekaj drugih nihajnih 
načinov, ki pa imajo zelo nizko amplitudo ter tako ne igrajo vidne vloge. Poleg tega se ne 
pojavljajo v vseh signalih. Če bi želeli zelo detajlno preučiti vsak posamezni signal, bi ga morali 
analizirati posamezno in ne skupaj z drugimi. Razvita programska koda to omogoča, ravno tako 
omogoča tudi poljubno nastavljanje začetnega časa okna in njegovo dolžino. 
 




Slika 33: Časovni poteki signalov kolesnih kotov in vsebovani nihajni načini, predstavljeni v kompleksni 
ravnini. 
Na sliki 33 lahko istočasno vidimo tako časovne poteke signalov kot njihove nihajne načine v 
kompleksni ravnini. Za prikaz je bila izbrana tretja skupina generatorjev, od generatorja 7 do 9. 
Vidimo lahko, da so izračunane komponente signalov dokaj podobne, kar je razvidno že iz 
grafov v spodnji vrstici (vrednosti v kompleksni ravnini), bolj natančen pregled nihajnih načinov 
pa je mogoč tudi s pomočjo tabele 12. Vsi signali imajo nihajna načina s frekvencama v okolici          in          ter monotonega s koeficientom dušenja približno          .  
Kolesni kot generatorja 7 
 
Način 1 Način 2 Način 3 Način 4 Način 5 
Amplituda 1,951 0,407 6,104 13,999 0,752 
σ –0,063 –1,160 –0,030 –0,491 –0,622 
f 0,000 0,000 0,579 0,995 1,128 
φ 0,000 0,000 51,161 –22,744 –60,265 
ξ 1,000 1,000 0,008 0,078 –0,088 
 Kolesni kot generatorja 8 
 
Način 1 Način 2 Način 3 Način 4 Način 5 
Amplituda 1,773 6,286 18,212 4,525 0,000 
σ –0,066 –0,030 –0,475 –0,771 0,000 
f 0,000 0,579 0,998 1,076 0,000 
φ 0,000 49,591 –39,077 118,711 0,000 




Kolesni kot generatorja 9 
 
Način 1 Način 2 Način 3 Način 4 Način 5 
Amplituda 1,806 0,495 6,086 13,280 0,000 
σ –0,065 –0,765 –0,030 –0,468 0,000 
f 0,000 0,000 0,579 0,996 0,000 
φ 0,000 0,000 51,056 –25,917 0,000 
ξ 1,000 1,000 0,008 0,075 0,000 
 




4.3. Primer 3 – dve področji s po dvema generatorjema 
V primeru na sliki 34 je nekoliko prilagojen sistem štirih generatorjev, ki je pogosto uporabljen v 
različnih analizah [1], [5]. Lahko rečemo, da imamo opravka z dvema skupinama dveh 
generatorjev, ki ju povezujeta dva daljnovoda. Nihanje sistema izzovemo z izklopom in 
ponovnim vklopom linije »L23« za 500 ms (označeno z zeleno barvo).  
 
Slika 34: Shema omrežja, uporabljenega v primeru 3. 
Glavni cilj tega primera je bil pokazati, da pri analizi s Pronyjevim algoritmom lahko uporabimo 
ne le kolesne kote ali kotno frekvenco generatorjev, ampak tudi druge signale. Uporabimo 
lahko, denimo, električni navor generatorjev ali pa efektivne vrednosti napetosti generatorskih 
zbiralk. Izračunane frekvence nihajnih načinov smo nato primerjali z lastnimi vrednostmi 
sistema.  
Začnimo z analizo časovnih potekov efektivne vrednosti napetosti v fazi R na vseh štirih 
generatorskih zbiralkah. Njihov odziv po stikalni manipulaciji lahko vidimo na sliki 35.  
 




Slika 36: Lastne vrednosti sistema, uporabljenega v primeru 3, izračunane z Nevo. 
Iz izračunanih lastnih vrednosti na sliki 36 lahko sklepamo, da bomo odkrili dva pomembna 
oscilatorna odziva v časovnem poteku napetosti, in sicer prvega s frekvenco okoli 0,57 Hz in 
drugega s frekvenco okoli 1 Hz. Za začetek je bila narejena analiza poteka napetosti na 
generatorju 3 (“s3” – rumena krivulja na sliki 35) za časovno okno od t1 = 4,0 s do t2 = 14,0 s. 




 Način 1 Način 2 Način 3 Način 4 
Amp                                
σ                                     
f                       
φ                                    
ξ                                 
 
Tabela 13: Nihajni načini v poteku efektivne vrednosti napetosti na zbiralki generatorja 3 
 
Za podrobnejšo analizo primera smo uporabili drseče časovno okno, ki zaporedno analizira isti 
signal za zaporedna časovna okna. Dolžina okna se med tem ne spreminja in znaša 15 sekund 
(v programu privzeta vrednost), kar pomeni, da je bil prvi analiziran interval od 5,0 do 20,0 
sekunde nato pa se je okno premikalo z 0,5-sekundnim korakom. Narejenih je bilo 10 analiz, 
torej je bil zadnji analiziran interval od 9,5 sekunde do 24,5 sekunde. Ker to za sabo potegne 
velike količine podatkov, bomo predstavili le 2 primera oz. okni, in sicer prvega ter zadnjega. 
 
 Način 1 Način 2 Način 3 Način 4 
Amp                                          
σ                                            
f                             
φ                                       
ξ                                 
 
Tabela 14: Nihajni načini, ki opisujejo vhodni signal na sliki 37. 
 
 
Slika 37: Osnovni, vhodni in rekonstruirani signal napetosti na generatorski zbiralki generatorja 3 – okno 1. 
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Slika 37 – prvo okno: lahko vidimo, da je rekonstrukcija signala v prvem delu uspela precej 
dobro, medtem ko je v drugem delu, od približno 18. sekunde dalje, rekonstrukcija nekoliko 
slabša. Algoritem je sicer našel štiri nihajne načine, dva oscilatorna in dva monotona.  
Rezultati za zadnje okno so nekoliko drugačni. Ker je bila amplituda nihajnega načina 4 že v 
prvem primeru dokaj nizka (tabela 14), je skoraj popolnoma izginila v zadnjem, desetem oknu 
(tabela 15). Monotonih nihajnih načinov ni več, imamo pa zato en nihajni način z zelo nizko 
frekvenco, ki ga Prony v prvem primeru ni zaznal. Omenjeni nihajni način v prvem oknu ni bil 
zaznan kljub dejstvu, da lahko na sliki 37 opazimo rahel odmik originalnega signala od časovne 
osi pri približno 32. sekundi. V primerjavi s prvim primerom je rekonstrukcija v drugem primeru 
od 18. sekunde dalje boljša. Kot smo že razložili, je to posledica tega, ker ima dominantna 
frekvenca okoli           v oknu 10 manjši vpliv kot v oknu 1. Algoritem ima zato manj težav 
z zaznavanjem preostalih frekvenc s precej nižjimi amplitudami. 
 Način 1 Način 2 Način 3 
Amp                        
σ                            
f                         
φ                               
ξ                         
 
Tabela 15: Nihajni načini, ki opisujejo vhodni signal na sliki 38. 
 
Slika 38: Osnovni, vhodni in rekonstruirani signal napetosti na generatorski zbiralki generatorja 3 – okno 10. 





Slika 39: Nihajni načini iz tabele 15, izrisani v časovnem prostoru. 
V primeru 3 pokažimo še spremembe v rezultatih, ki se pojavijo, če zvišamo vrednost parametra 
L. Uporabili smo enako časovno okno, kot je na sliki 37, tj. od 5,0 do 15,0 sekunde. Namesto 
minimalne priporočljive vrednosti         smo uporabili maksimalno priporočljivo vrednost        . S tem povečanjem občutljivosti algoritma za šibko zastopane nihajne načine lahko 
pričakujemo povečanje vnosov v tabeli z rezultati. Če tabelo 14 primerjamo s tabelo 16, vidimo, 
da ima ta res več vnosov. Dominanten nihajni način s frekvenco          je bil zaradi velike 
amplitude v obeh primerih zaznan dobro, medtem ko je bil oscilatorni nihajni način z zelo nizko 
frekvenco (način 2 – tabela 16) zaznan le v drugem primeru. Njegovo nezaznavanje v prvem 
primeru je tudi razlog za odstopanje rekonstruiranega signala od originalnega od 18. sekunde 
dalje – slika 37.  
 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 Način 7 
Amplituda                                                        
σ                                                         
f                                                  
φ                                                              
ξ                                                  
 






Slika 40: Nihajni načini iz tabele 16, izirisani v časovnem prostoru. 
Pokažimo še primer analize signalov električnega navora generatorjev 1 in 2. Rezultati za 3. in 
4. generator so sicer podobni. Izbrani časovni interval za analizo je bil od 5,0 s do 20,0 s. Na 
sliki 41 vidimo potek signalov v časovnem prostoru in njihovo rekonstrukcijo s Pronyjevim 
algoritmom. 
 
Slika 41: Časovni poteki originalnih (modra oz. oranžna črta), vhodnih (rdeča črta) in rekonstruiranih 
signalov (zelena črtkana črta) električnega navora generatorjev 1 in 2. 
62 
 
Tako iz ničel v kompleksni ravnini na sliki 42 kot tudi iz tabele 17 lahko vidimo, da se število 
najdenih nihajnih načinov med signaloma električnih navorov obeh generatorjev nekoliko 
razlikuje.  
 
Slika 42: Časovni poteki električnih navorov in vsebovani nihajni načini, predstavljeni v kompleksni ravnini. 
 
Generator 1 
 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 
Amplituda                                        
σ                                             
f                                         
φ                                             
ξ                                         
 
Generator 2 
 Način 1 Način 2 Način 3 Način 4 Način 5 Način 6 
Amplituda                                      
σ                                             
f                                       
φ                                                   
ξ                                            
 




Kljub temu lahko ugotovimo, da sta nihajna načina z najvišjo amplitudo znatno prisotna v obeh 
signalih. To sta način 3 s frekvenco            in način 4 s frekvenco          . Amplitude 
posameznih nihajnih načinov za vse generatorje sicer niso nujno enake, če parametri 
generatorjev niso enaki. Zanimivo pa je, da sta se pri generatorju 2 pojavila dva nihajna načina, 
ki ju pri generatorju 1 ni bilo zaznati. Kot lahko sklepamo iz velikosti amplitud in zaradi močnega 
dušenja teh dveh nihajnih načinov, imata ti dve frekvenci vpliv le na začetku vhodnega signala 
(od 5,0 s dalje). V treh do petih sekundah njihov vpliv postane povsem zanemarljiv.  
Za konec primerjajmo še rezultate, ki smo jih pridobili z analizo signalov efektivne vrednosti 
napetosti na generatorskih zbiralkah in električnega navora generatorjev. V preučevanju 
napetosti smo se osredotočili na generatorsko zbiralko 3, medtem ko smo se pri električnem 
navoru posvetili generatorjema 1 in 2. Poleg tega niso bili vsi signali analizirani za enako 
časovno okno, vendar je primerjava še vedno na mestu. Če primerjamo rezultate, zbrane v 
tabeli 17, z rezultati, zbranimi v tabelah od 13 do 16, ugotovimo, da je v vseh mogoče opaziti 
oscilatorna nihajna načina s frekvencama          in        . Ravno tako so precej 
podobni tudi pripadajoči koeficienti dušenja, ki se med seboj razlikujejo za največ 15 %. 
Pravilnost rezultatov preverimo z izračunanimi lastnimi vrednostmi sistema na sliki 36. Število 
monotonih lastnih vrednosti je sicer zelo veliko, a to je predvsem posledica večjega števila tako 
turbinskih kot napetostnih regulatorjev v sistemu. Če so vsi koeficienti negativni (ni težav s 
stabilnostjo), nas te lastne vrednosti praviloma ne zanimajo. Lastne vrednosti 1, 2, 3 in 4 pa so 
vse v večji ali manjši meri zastopane v analiziranih signalih. Poudarimo, da vse lastne vrednosti 
niso nujno zastopane v vseh odzivih, saj v konkretnem primeru lahko samo niso vzbujene. 
Zagotovo pa morajo imeti vsi nihajni načini svojega »dvojnika« med lastnimi vrednostmi, saj v 
nasprotnem primeru lahko upravičeno dvomimo v pravilnost rezultatov.  
Zgornje ugotovitve veljajo na splošno. Vse spremenljivke stanja v EES ob nizkofrekvenčnih 
nihanjih izkazujejo enake frekvence in posledično ni bistveno, katero od njih analiziramo. 
Zavedati se moramo le, da se zastopanost frekvenc nekoliko spreminja med spremenljivkami 
stanja. Posledično lahko pri električnem navoru neko frekvenco zaradi ravno dovolj velike 
amplitude še zaznamo, pri preučevanju kolesnega kota pa ne več. Pri pomembnejših nihajnih 
načinih pa je strah odveč, saj bodo pri vseh signalih amplitude zagotovo dovolj velike, da jih bo 
pravilno nastavljen algoritem zaznal. Če opazovana veličina zaniha za npr. 10 % glede na 
ravnovesno lego in k temu nihanju dominantni način prispeva 80 % amplitude, dva naslednja 
skupaj še 19,9 %, vsi ostali pa 0,1 %, bo algoritem zagotovo zaznal prve tri. Pri ostalih pa bo 
»zatajil« šele, če bo nek nihajni način predstavljal manj kot milijoninko skupnega prispevka k 
nihanju. Istočasno tudi ni bojazni, da jih bomo pri filtriranju matrike »Mat« izločili, saj je 
amplituda nihajnega načina z maksimalno amplitudo vsake spremenljivke stanja merilo pri 




4.4. Primer 4 – odziv realnega sistema na pojav kratkega stika 
 
V primeru 4 bomo analizirali nekoliko drugačen, a zato nič manj zanimiv signal. Signal je bil 
zajet iz simulacijskega modela sinhrono obratujočega EES skandinavskih držav, ki je bil v 
osnovi namenjen preučevanju vpliva morebitne vgradnje SVC-ja. Opisani primer prikazuje 
situacijo brez vgrajenega SVC-ja. Za razliko od prejšnjih primerov je bil simulirani sistem precej 
bolj obsežen od prejšnjih. 
Simuliran je bil kratek stik na daljnovodu, ki je nastopil pri 30,0 sekunde in trajal 100 ms, nato je 
bil okvarjeni daljnovod izključen in zaradi zazankanosti omrežja se je opazovana veličina – 
delovna moč – prerazporedila po ostalih daljnovodih. Na sliki 43 sta vidna prehodni pojav in 
nova stacionarna vrednost delovne moči na enemu od teh daljnovodov. 
 
Slika 43: Delovna moč na daljnovodu. 
Delovna moč se stabilizira pri skoraj štirikrat večji vrednosti. Dve različni stacionarni vrednosti 
sta določen izziv za naš algoritem, saj v spremenljivko »offset« zapiše vrednost pri 0,0 sekunde 
(113,4 MW), ki pa seveda ni enaka stacionarni vrednosti pri 70,0 sekunde. Meje še sprejemljive 
frekvence, koeficienta dušenja in amplitude nihajnih načinov so bile nastavljene tako kot v 
prejšnjih primerih (     ,        in            ). Občutljivost je ostala pri        . 
Rezultati analize so predstavljeni na sliki 44; kot začetni čas je bil izbran t1 = 32,0 s, kot končni 





Slika 44: Originalni, vhodni in rekonstruirani signal delovne moči na daljnovodu. 
Zelo zanimiv je pogled na sliko 44 in tabelo 18. Kot lahko opazimo, je nihajni način 1 monoton, z 
dušenjem, praktično enakim 0. Pravzaprav predstavlja enosmerno komponento, tj. skok do 
katerega je prišlo zaradi spremembe v omrežju oz. spremembe obratovalne točke pred koncem 
in po koncu prehodnega pojava. Opraviti pa imamo tudi z dvema oscilatornima odzivoma z 
relativno visokima amplitudama (način 2 in način 3). 
 Način 1 Način 2 Način 3 
Amplituda                           
σ                        
f                      
φ                          
ξ                       
 




Slika 45: Nihajni načini iz tabele 18, izirisani v časovnem prostoru. 
 
 
Slika 46: Nihajni načini iz slike 45, predstavljeni v komleksni ravnini. 
Nihajni načini so na sliki 45 predstavljeni v časovnem prostoru, na sliki 46 pa še v kompleksni 
ravnini. Kot lahko vidimo, nihajni način 2 ni prav dobro dušen, a še zadostuje minimalnim 
kriterijem – relativno dušenje ( ) je nižje od 5 %, a večje od 3 %. Ker ima način 1 tako frekvenco 





Za konec se lotimo še omejitev predstavljenega pristopa k analizi signalov. Ena od večjih težav, 
pri zajemanju realnih meritev iz sistema in kasnejši analizi je lahko povezana s šumom. Za 
potrebe analize stabilnosti za majhne motnje pa šum pri meritvah ni problematičen, saj vsebuje 
frekvence, ki so precej višje od 3 Hz (v rangu frekvence vzorčenja), poleg tega pa je amplituda 
šuma precej nizka v primerjavi s signali, ki jih želimo analizirati. Posledično šum na pravilnost 
frekvenčne analize ne vpliva, istočasno pa se morebitni dodatni vnosi v matriki z rezultati tudi ne 
bodo pojavili, saj bo naš filter izločil morebitne vnose, ki so posledica šuma.  
Naslednja stvar, ki lahko »zmede« algoritem, je povezana z različnimi nenadnimi spremembami 
veličin, ki so povezane s stikalnimi manipulacijami v omrežju. To še posebej velja za električne 
veličine, ki se lahko spreminjajo precej hitreje od mehanskih. Če opazujemo napetost na neki 
zbiralki, obstaja veliko večja verjetnost nenadnih sprememb zaradi drugih dogodkov v sistemu, 
kot če bi opazovali kolesni kot generatorja. Kolesni kot se zaradi navadno velike vztrajnosti 
generatorja, ne more spremeniti skočno. Ob kratkem stiku lahko napetost na neki zbiralki ali 
daljnovodu hitro upade, a se po odpravi napake tudi hitro vzpostavi. Podobna je tudi situacija pri 
merjenju toka na nekem daljnovodu. Tok ob kratkem stiku hitro naraste, pri izklopu daljnovoda 
pade na 0 in se po morebitnem avtomatskem ponovnem vklopu vrne v okolico prvotne 
vrednosti. Spomnimo, da za korektno frekvenčno analizo potrebujemo minimalno časovno okno 
10 sekund, v katerem ne sme prihajati do skočnih sprememb signala, ki bi bile posledica narave 
opazovane veličine ali odklopov elementov iz sistema. V prvo skupino spadajo napetosti in toki 
ter izračunane veličine, ki sledijo iz vrednosti napetosti in tokov, to so električni navor, električna 
moč ipd. V drugo skupino pa prištevamo predvsem izklope generatorjev zaradi neprimerne 
frekvence ali napetosti v sistemu.    
O prednostih in pomanjkljivostih različnih vrednosti parametra L smo povedali že veliko. Dejstvo 
je, da si prevelike vrednosti L ne želimo, ne samo zaradi preveč vnosov v matriki »MAT«, ki jo 
naredi nepregledno, ampak tudi zaradi nagnjenosti algoritma, da signal aproksimira z več 
nihajnimi načini, kot je to potrebno. Z grafičnega vidika deluje rekonstrukcija zelo uspešno, saj 
algoritem aproksimira vhodni signal z več različnimi komponentami, ki igrajo različno 
pomembne vloge prek različnih delov opazovanega časovnega okna. Seveda pa naš cilj ni 
optimalno posnemanje vhodnega signala z grafičnega vidika, ampak ugotoviti, katere frekvence 
in pripadajoče koeficiente dušenja vključuje. To je tudi razlog, da praviloma ni smiselno postaviti 
parametra L visoko in potem nihajne načine izločati z zaostritvijo kriterijev na podlagi amplitude, 
koeficienta dušenja in frekvence. Ne gre pozabiti niti na dejstvo, da je čas celotne simulacije 
močno odvisen od vrednosti L in N, saj matrike koeficientov z višanjem parametrov rastejo in za 
njihovo invertiranje procesor porabi lahko tudi več deset sekund.   
Eden od glavnih izzivov pri analiziranju signalov je prav gotovo določanje okna oz. vhodnega 
signala, da dobimo kar se da dober frekvenčni opis. Kot je bilo že omenjeno, je priporočljivo, da 
se z analizo začne vsaj 0,5 sekunde po začetku nihanja, ki bi ga radi opazovali. Tako se 
znebimo raznih vplivov, ki nimajo neposredne zveze s kasnejšim odzivom. Tak primer je, 
denimo, upad napetosti ob kratkem stiku ali pa večanje kolesnega kota ali hitrosti vrtenja 
generatorja zaradi kratkega stika in posledične nenadne razbremenitve nekje v električni bližini. 
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Ravno tako ni priporočljivo, da okno sega v področje, ko se je pojav že iznihal in se je signal že 
stabiliziral. Zaradi zelo nizke amplitude komponent v tem območju ima algoritem lahko težave z 
zaznavanjem koeficientov dušenja in frekvenc. Ravno tako se lahko zgodi, da algoritem slabše 
zazna nihajne načine, katerih frekvenca in amplituda sta znatno manjši od dominantnega. Zato 
je priporočljivo, da se z oknom koncentriramo na del signala, ki nas najbolj zanima. Podobno 
velja za dolžino samega okna, ki se je navadno gibala med desetimi in petnajstimi sekundami. Z 
oknom, krajšim od desetih sekund, tvegamo, da ne bomo zaznali najnižjih frekvenc, tj. nižjih od 
0,1 Hz. Medtem pa z oknom, daljšim od petnajst sekund, že tvegamo, da bomo imeli v oknu 
prevelik delež že stabiliziranega signala in posledično bomo netočno zaznali nihajne načine, ki 
se pojavljajo še v delu, kjer so še prisotne oscilacije. 
Razviti program bi lahko uporabljali tudi za ugotavljanje slabo dušenih nihanj v prenosnem 
omrežju. Z razvitim algoritmom bi lahko operaterji spremljati nekatere ključne parametre sistema 
v realnem času in zaznavali morebitne slabo oz. celo nedušene nihajne načine ter se ustrezno 
odzvali nanje. Izzivov, ki bi se ob tem pojavili, ne bi manjkalo. Prva težava bi se pojavila pri 
nastavitvah občutljivosti algoritma in dolžine drsečega okna za analizo, saj za zaznavanje 
tovrstnih motenj ne bi imeli veliko časa, če bi želeli ustrezno odreagirati nanje. Zaznavanje pa bi 
moralo biti ob tem zelo zanesljivo, poleg tega pa bi morali minimizirati lažne alarme, saj bi se le-
ti kaj hitro lahko pojavili ob raznih stikalnih manipulacijah. Naslednja težava bi bila povezana z 
amplitudo, frekvenco in koeficientom dušenja nihajnih načinov, na katere bi se koncentrirali. 
Podrobneje je to opisano v poglavju 3.1.4. Parametre algoritma bi verjetno nastavili nekoliko 
drugače kot smo jih za potrebe naše analize. V ospredju bi bili verjetno predvsem nihajni načini 
s pozitivnim koeficientom dušenja (   ) in tisti, ki imajo relativno dušenje ( ) nižje od 3 % ali 
5 %. Zanimiva bi bila tudi problematika izbire tipa veličin (kolesni koti generatorjev, 
frekvenca …), ki bi jih upoštevali pri analizah, ter lokacije v omrežju (generatorji, zbiralke …), ki 
bi jih smatrali kot reprezentativne.   
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Spodaj vidimo primer kode, ki jo moramo vključiti v zagonsko Netomacovo datoteko, da se 
časovni poteki izbranih spremenljivk shranijo v “NETWORK.LST” datoteko v privzetem 
drektoriju projekta. Spodnji primer kode izvozi časovni potek delovne moči generatorjev z imeni 
– “PAR1”, “PAR2”, “PAR3” in “PAR4”. 
$1......12......23......3AA1....12....23....34....45....56....67...78...89...9ZZ 
$ 
$ End of Controller in Loadflow 
 EVALUATE        TEST     N 
  
 T               ZEIT  
 PAR1            INPUT                        12    X00012 
 PAR2            INPUT                        12    X00013 
 PAR3            INPUT                        12    X00014 
 PAR4            INPUT                        12    X00015 
   
                 FORMAT    T     PAR1  PAR2  PAR3  PAR4 
 ('TIME,', F10.6,',PAR1,', F10.6,',PAR2,', F10.6,',PAR3,', F10.6, 
 ',PAR4,', F10.6)                 
FEND 
                 ENDE  




Spodnja koda na enostaven način prikazuje, kako so zgoraj omenjene funkcije uporabljene 
znotraj datotek oz. Matlabovih skript, ki jih uporabljamo kot krovno datoteko za izračun. 
Izpuščeni so bili določeni deli kode, predvsem tisti, ki služijo izrisovanju grafov in opozoril. To je 
bilo narejeno z namenom, da se ne odvrnemo od bistva. 
1=input('Enter t1:');             %cas pri katerem zacnemo gledati signal 
t2=input('Enter t2:');            %cas pri katerem koncamo s pregledom 
T_sam=0.01;                       %perioda vzorcenja nasega vhodnega signala 
t_sim=t2+5;                       %cas simulacije rekonstruiranega signala 
close all 
  
limSIG= -3;                   %MIN dusenje v matriki MAT; ce zelimo vzeti 
privzeto vrednost vpisemo NaN 
limF= 3;                      %MAX frekvenca v matriki MAT; ce zelimo vzeti 
privzeto vrednost vpisemo NaN 
limA= 0.01; 
  
%% GLAVNI DEL PROGRAMA - obdelava in rekonstrukcija 
input=[Cas; data(signal+1,:)];  
%iz zgornjih podatkov si poleg casa izberemo opazovan signal (vrstica matrike 




% odstejemo offset, odrezemo "nezanimiv" signal od 0 do vkljucno t1 in po 
zelji razredcimo  
        [outputUnC,outputCut,offset]=PronyPrep(input,t1,t2,T_sam);    
         
%Stevilo vzorcev, izbrani red sistema in zeljeni cas simulacije t_sim , ki ni 
nujno enak casu t2 (koncnemu casu vzorca)  
N=length(outputUnC); 
LprN=0.3; 
L=round(LprN*N);       
  
[Mat] = PronyAnalysis(outputUnC(2,:),L,N,T_sam);                
%Analiza in konstrukcija CELOTNE matrike nihajnih nacinov! 
 
[MAT,time,fun,FUN] = Reduc_Recon(Mat,limSIG,limF,limA,t1,t_sim,T_sam);  
%t_sim je cas simulacije, ki ni nujno enak casu t2 (koncnemu vzorcu!) 
 
V nadaljevanju sledijo še programske kode posameznih uporabljenih funkcij. 
PronyPrep.m 
function [outputUnC,outputCut,offset]=PronyPrep(inputSIG,t1,t2,T_sam) 
%Prilagoditev signala inputSIG za uporabo v PronyAnalysis 
%INPUT: surovi vhodni signal, prva vrstica mora predstavljati casovni vektor, 
druga vrstica pa vektor pripadajocih vrednosti; 
%t1: zacetni cas, pri katerem odrezemo signal "input";  
%t2: koncni cas pri katerem odrezemo input;  
%dt: frekvenca vzorcenja nad signalom "input". Ce je ne zelimo spreminjati 
lahko vpisemo 0  
%"Surovi" vhodni signal prilagodimo, in sicer najprej po casovni osi 
%izrezemo del, ki je za nas zanimiv, dolocimo zacetni in koncni cas t1 oz. 
%t2. Ce uporabimo vecjo periodo vzorcenja, tj. "dt" kot jo ima "input" 
%signal dodatno razredcimo. 
 
%% Inicializacija in javljanje morebitnih napak 
  
timePrp = inputSIG(1,:); 
valuesPrp = inputSIG(2,:); 
t_orig=timePrp(2)-timePrp(1);         
 
if t1==0                             




    error('Vneseni končni čas ne obstaja – vhodni vektor je prekratek. 




   error('Končni čas mora biti večji od začetnega') 
end 
if T_sam < t_orig 
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%% Izračunavanje enosmerne komponente, izrezovanje in prilagajanje vhodnega 
signala 
  
ind_S=round(t1/t_orig);                       
ind_F=round(t2/t_orig);  
                       
%OFFSET 
Z=round(0.01*length(timePrp));               




if abs(STD/MU) < crit 
    offset=MU; 
else 
    offset=0; 
end 
  
%Priprava vhodnega signala v algoritem 
for i=1:(length(valuesPrp)) 







    time_Cut(l)=timePrp(l); 

















time(k)=time_UnC(fac*k-fac+1);                  
values(k)=values_UnC(fac*k-fac+1); 
end 
         









function [Mat] = PronyAnalysis(y,L,N,dt) 
%Funkcija opravi Pronyjevo analizo in doloci pronyjeve koeficiente nad N 
vzorcev funkcije "y" 
%"y": vektor vrednosti, ki jih zelimo analizirati - podaja se brez casovnega 
vektorja; 
%"L"=red sistema s katerim zelimo operirati - stevilo vrstic matrike D oz. 
stevilo koeficientov a;  
%"N"=stevilo vzorcev, ki naj se upostevajo pri analizi - glej zagonsko 
datoteko 
%dt: perioda vzorcenja s katero je bil vzorcen "y", glej zagonsko datoteko 
 
%% Sestavimo vektor d in matriko D 
 
d=zeros(1,(N-L)); 
for K=1:(N-L)      




for M=1:(N-L)                                                                                                   
    for K=1:L 
        D(M,K)=y(L+(M-K));           
    end                              
end 
  
%% Izračun vektorja a in ničel polinoma - u 
d=d'; 
a = D\d;                             
     
p=[1,-a'];                          %karakteristicni polinom 
u=roots(p);                         %nicle karakteristicnega polinoma 
  
%% Izračun vektorja C 
y2=zeros(N,1); 
for i=1:N 




for i=1:N                            
    for j=1:L 
        u2(i,j)= u(j,1)^(i-1);       







%% Iz vektorja ničel (u) in vektorja C izračunamo vse parametre posameznih 
nihajnih načinov! 
A=abs(C)*2;                  
phi=angle(C)*180/pi;         
 
%izracunamo frekvenco in dusenje 
r=abs(u);                            
an=angle(u); 
freq=an/(2*pi*dt); 








    Mat(:,1)=A; 
    Mat(:,2)=sigma; 
    Mat(:,3)=freq; 
    Mat(:,4)=phi; 






function [MAT,time,fun,FUN] = Reduc_Recon(Mat,limSIG,limF,limA,t1,t_sim,dt)  
% Končna matrika koeficientov MAT in časovni potek rekonstrukcije – FUN, fun 
– časovni potek nihajnih načinov 
  












    limSIG=-3; 
end 
  
%% Odstranimo nepomembne nihajne načine 
for b=1:length(Mat(:,1)) 
    if Mat(b,3)< 0 || Mat(b,3)> limF || Mat(b,2)<limSIG      
         Mat(b,:)=0; 




Mat(all(Mat==0,2),:)=[];                         
  




Mat=sortrows(Mat,-1);                                            
 
for ii=1:length(Mat(:,1)) 
    koef(ii)=Mat(ii,1)*exp(Mat(ii,2)*(t_sim-t1));     
    if Mat(ii,1)>limA*max(Mat(:,1))                 
       criteriumM(ii)=1; 





    if koef(jj)>limA*koef1                      
        criteriumP(jj)=1;       
    end 
end 
Mat = VIModes(Mat,criteriumP,criteriumM);  
  
%Amplitudo enosmernih komponent moramo deliti z 2, saj model kot tak ne 
predvideva enosmernih signalov in  
%"ko prideta dve nicli iste lastne vrednosti skupaj na x os" jih uposteva 
dvojno!! 
 
for c=1:length(Mat(:,1))        
    if Mat(c,3)==0 
        Mat(c,1)=Mat(c,1)/2; 
    end 
end 
 
%% Urejevanje končnih matrik in izpis morebitnih opozoril 
if length(Mat(:,1))<1 




Mat=sortrows(Mat,3);                     
 
for e=1:length(Mat(:,1))  
        if(Mat(e,2)>0 && (Mat(e,3)>0));  
            warning('Imamo nihajnih način s pozitivnim dušenjem, način 
%i!',e) 













    end 
end 
for f=1:length(fun(1,:))                 
    time(f)=t1+f*dt; 








function [MAT22] = VIModes(Mat,criteriumP,criteriumM) 
%% Znebimo se nihajnih načinov na podlagi amplitude! 
Matrika=transpose(Mat); 
MAT22=zeros(5,50);                  %vzamemo si dovolj rezerve, ceprav ni 
tako pomembna (5 parametrov in predvidenih 50 nacinov)... 
  
i=1; 
for t=1:length(Matrika(1,:))             
if((Matrika(2,t))>0   && criteriumP(t)    ||   Matrika(2,t)<0 && 
criteriumM(t))      
%ce imamo kaksno pozitivno dusenje, ki bi lahko bilo nevarno ali če je 
dušenje negativno in ima istočasno vsaj znatno amplitudo                                                        
MAT22(:,i)=Matrika(:,t);     
        i=i+1;                                                                                   
    end 
end 
  
MAT22( :, any(MAT22,1)==0 ) =  
MAT22=transpose(MAT22);   
% Načine želimo imeti razporejene po vrsticah!           
end 
 
