Broad relaxation spectrum and the field theory of glassy dynamics for
  pinned elastic systems by Balents, Leon & Doussal, Pierre Le
ar
X
iv
:c
on
d-
m
at
/0
31
23
38
v1
  [
co
nd
-m
at.
dis
-n
n]
  1
3 D
ec
 20
03
Broad relaxation spectrum and the field theory of glassy dynamics for pinned elastic
systems
Leon Balents
Department of Physics, University of California, Santa Barbara, CA 93106–4030
Pierre Le Doussal
CNRS-Laboratoire de Physique The´orique de l’Ecole Normale Supe´rieure,
24 rue Lhomond, 75231 Cedex 05, Paris France.
(Dated: July 14, 2018)
We study thermally activated, low temperature equilibrium dynamics of elastic systems pinned
by disorder using one loop functional renormalization group (FRG). Through a series of increas-
ingly complete approximations, we investigate how the field theory reveals the glassy nature of the
dynamics, in particular divergent barriers and barrier distributions controling the spectrum of re-
laxation times. First, we na¨ively assume a single relaxation time τk for each wavevector k, leading
to analytical expressions for equilibrium dynamical response and correlations. These exhibit two
distinct scaling regimes (scaling variables Tkθ ln t and t/τk, respectively, with T the temperature, θ
the energy fluctuation exponent and τk ∼ e
ck−θ/T ) and are easily extended to quasi-equilibrium and
aging regimes. A careful study of the dynamical operators encoding for fluctuations of the relaxation
times shows that this first approach is unsatisfactory. A second stage of approximation including
these fluctuations, based on a truncation of the dynamical effective action to a random friction
model, yields a size (L) dependent log-normal distribution of relaxation times (effective barriers
centered around Lθ and of fluctuations ∼ Lθ/2) and some procedure to estimate dynamical scaling
functions. Finally, we study the full structure of the running dynamical effective action within the
field theory. We find that relaxation time distributions are non-trivial (broad but not log-normal)
and encoded in a closed hierarchy of FRG equations divided into levels p = 0, 1, . . . corresponding
to vertices proportional to the p-th power of frequency ωp. We show how each level p can be solved
independently of higher ones, the lowest one (p = 0) comprising the statics. A thermal boundary
layer ansatz (TBLA) appears as a consistent solution. It extends the one discovered in the statics
which was shown to embody droplet thermal fluctuations. Although perturbative control remains a
challenge, the structure of the dynamical TBLA which encodes barrier distributions opens the way
for deeper understanding of the field theory approach to glasses.
I. INTRODUCTION
Extremely slow dynamics is a ubiquitous property
of complex and disordered materials. Despite many
decades of research, current understanding of such glassy
motion is limited to phenomenological models,1 mean-
field theory ,2,3,4 and abstract caricatures in terms of
the dynamics of small numbers of degrees of freedom
in a complex energy landscape.5,6 Besides exact solu-
tions in one dimension (e.g. for the random field Ising
model7) little is known about the non-equilibrium be-
haviour of realistic models. True disordered materials,
from spin glasses to supercooled liquids to the pinned
elastic medium, involve extensive numbers of local de-
grees of freedom such as atoms and spins moving col-
lectively in a random environment,8,9,10 with either ex-
ternal or self-induced randomness. The pinned elastic
medium being the simplest model involving such physics
we study it as a prototype. It is of interest by itself
for numerous experimental systems such as vortex lat-
tices in superconductors,10,11 interfaces in magnets,12,13
charge density waves,14 Wigner crystals.15 The equation
of motion is
η∂turt = c∇2rurt + f(urt, r) + ζ(r, t), (1)
where u(r) is a height (or displacement) field, η a bare
frictional damping coefficient, c is the elastic modulus,
f(u, r) is the quenched random pinning force, and ζ(r, t)
is a thermal noise. Here r is he d-dimensional internal co-
ordinate of the elastic object. Both f and ζ are Gaussian
random variables with zero mean and second moment
f(u, r)f(u′, r′) = ∆(u− u′)δd(r − r′) (2)
〈ζ(r, t)ζ(r′, t′)〉 = 2ηT δd(r − r′)δ(t− t′), (3)
where T is the temperature and we set Boltzmann’s con-
stant kB = 1. The value of η generally sets the relaxation
time scale, e.g. here η = t0cΛ
2, t0 being the microscopic
time scale and Λ the short scale momentum cutoff. In
general, one may be interested in a variety of thermal
and sample-to-sample fluctuations of the system, as well
as various responses of the system to external probes.
We will focus on the simplest of the latter, described by
(linear) response functions,
Rrr′tt′ =
〈
∂ur(t)
∂ζr′(t′)
〉
(4)
in a given disorder realisation, and its disorder average,
Rrr′tt′ = Rr−r′,tt′ . (5)
2At equilibrium, both the single sample and the averaged
response functions become time translationally invariant,
Rr−r′,tt′ = Rr−r′,t−t′ and Rr−r′,tt′ = Rr−r′,t−t′ .
The equatiuon (1) has the usual Langevin form, and
guarantees the existence of a stable equilibrium prob-
ability distribution, provided, as assumed here, that
f(u, r) = −∂V (u, r)/∂u is of gradient form. The equilib-
rium distribution (strictly speaking defined in a finite size
sample) has the Boltzmann form p(u) ∝ exp(−H [u]/T ),
with
H [u] =
∫
ddr
[ c
2
|∇u|2 + V (u(r), r)
]
. (6)
Three universality classes of special interest are usually
considered: (i) short range disorder ∆(u) which describes
e.g. random bond (RB) disorder for magnetic domain
walls (ii) long range disorder which describes e.g. ran-
dom field (RF) disorder, and (ii) random periodic (RP)
∆(u) which describes pinned density waves or lattices.
Although these systems differ in their details, e.g. in
their roughness exponent u ∼ rζ , they do not yield qual-
itatively different behaviour in their dynamical response
studied here.
The aim of the present paper is to develop an ap-
proach based on the renormalization group (RG) to study
the low temperature dynamics of pinned elastic sys-
tems described by (1). Although we focus on equilib-
rium dynamics, some of our considerations are also rel-
evant for non-equilibrium relaxation. It was shown that
to describe the statics at equilibrium one needs to fol-
low the full correlator of the random potential (or the
random force) using a functional RG (FRG) method
in a d = 4 − ǫ expansion.16,17 Several extensions de-
scribe correlated disorder,18 the driven dynamics near
depinning19,20,21 and the small applied force, thermally
activated, creep regime.22 However until now the FRG
has not been used to study the dynamical response and
correlations in equilibrium or aging regimes, nor to probe
the crucial question of the distribution of the relaxation
times. These are important quantities directly probed
in experiments where the system is often dominated by
fluctuations or not able to reach equilibrium within the
experimental time scales. We investigate this problem in
three stages, of increasing accuracy (and, unfortunately,
complexity), only in the last stage attempt is made to be
exhaustive. A companion paper (Ref. 23) is devoted to
the statics. A short account of both works can be found
in Ref. 24. Some of the present considerations concerning
approximate schemes have also been discussed indepen-
dently in Ref.25 .
The first question investigated in the present paper is
the validity of the single time scale approximation within
the RG. Specifically, in the first part of our study (Sec-
tion II) we use, as was done in previous works,19,20,22
the simplifying hypothesis that the relaxation of each in-
ternal mode, of wavevector k, is controlled by a single
relaxation time scale τk. This allows to obtain closed
equations, within the one loop FRG, for the general two
time response and correlations, as measured in aging ex-
periments. It yields, in the equilibrium regime on which
focus from then on, interesting analytical expressions for
the equilibrium response and correlation which exhibit
two distinct scaling regimes with scaling variables kθ ln t
and t/τk, respectively (θ = d−2+2ζ is the energy fluctu-
ation exponent, and τk ∼ eck−θ/T ). However, several fea-
tures of these results are found to be unsatisfactory, such
as the non-monotonicity of the response as a function of
wavevector. A more complete description including time
scale fluctuations thus appears necessary.
That sample to sample fluctuations should play an im-
portant role both in the statics and dynamics of disor-
dered glasses is indeed expected from phenomenological
arguments, e.g. the droplet scenario,1,26 which appears
to describe simpler models such as (6) relatively well, at
least in low dimensions.27 Let us recall its main conclu-
sions. In its simplest form, it supposes the existence, at
each length scale L, of a small number of excitations of
size δΦ ∼ Lζ above a ground state, drawn from an energy
distribution of width δE ∼ Lθ with constant weight near
δE = 0. While typically the elastic manifold is localized
near a ground state, disorder averages of static thermal
fluctuations at a given scale are dominated by rare sam-
ples/regions with two nearly degenerate minima. For
example, as a simple but remarkable consequence, the
(2n)th moment of u fluctuations is expected to behave as
(〈u2〉 − 〈u〉2)n ∼ cn(T/Lθ)L2nζ . (7)
The droplet picture supposes that the long-time equilib-
rium dynamics is dominated by thermal activation be-
tween these quasi-degenerate minima controlled by bar-
riers of typical scale UL ∼ Lψ. Little is known about
the distribution of these barriers, but there is some
evidence28,29,30 that ψ ≈ θ. Even a modest distri-
bution of barriers, however, due to the Arrhenius law
τL ∼ eUL/T , yields relaxation time scales with an ex-
tremely broad distribution as T → 0. Some probes of
this broad distribution are the relaxation time moments
which may be defined in a variety of ways. One begins by
defining the relaxation time moments in a single sample,
〈tn〉L = L−(d+2)
∫ ∞
0
dt
∫ L
rr′
tnRrr′t, (8)
which, for a particular disorder realization, describe the
response of the center of mass coordinate to a (spatially)
uniform force. For n = 1 (〈t〉L) this gives one defini-
tion of the relaxation time of a single sample. A set
of disorder-averaged moments may be obtained then by
directly averaging the above objects, 〈tn〉L, giving the
averaged response of the system:
〈tn〉L = q2
∫ ∞
0
dt tnRq,t
∣∣∣∣
q=1/L
. (9)
Alternatively, the distribution (from sample to sample)
of the unaveraged relaxation time 〈t〉L is described by
3a second set of moments, 〈t〉nL. In general, one may
construct many such objects scaling dimensionally as
tn but with different physical content. Mathematically,
this is accomplished by averaging arbitrary products of
the single sample moments, i.e. 〈tp1〉L · · · 〈tpN 〉L, with∑N
j=1 pj = n. Any of these “n-th” moments may be-
have as ∼ eα(n)U0Lθ/T with α(n) ≥ n, or grow even
faster with ln τn ≫ Lθ, nor is it clear that the differ-
ent definitions for a given n exhibit the same growth.
Indeed, we will ultimately find different operators in a
dynamical field theoretic formulation corresponding to
each different type of moment, and some indications that
indeed different growth rates obtain for each of these.
A theory of these timescales is crucial to understanding
both equilibrium response and correlations and to near-
equilibrium phenomena such as creep.10,11,13,26 Exten-
sive calculations are possible in certain zero dimensional
toy models.49 Although some analytical results have been
obtained for d ≥ 1 within mean-field limits,31,32,33 these
do not include thermal activation over divergent barriers
(UL ∼ Lθ). The FRG16,19,20,21 on the other hand, ex-
tended to non-zero temperature ,18,22 seems to capture,
already at the level of the single time scale approxima-
tion the existence of these growing barriers. However
until now neither the rare events nor fluctuating barriers
have been obtained in this approach.
In the main part of our study (Sections III and IV)
we thus investigate how relaxation time distributions ap-
pear within the FRG. We first show that the equation
of motion (1) generates under coarse graining a random
friction term η(r) (equivalently a random relaxation time
τ ∼ 1/η). It is then natural to define, as a toy model, a
random friction model which, in the absence of pinning
disorder possesses a manifold of fixed points indexed by
the full coarse grained probability distribution of the fric-
tion. A highly non-trivial question is how this distribu-
tion will flow under RG due to feedback from non-linear
terms when pinning disorder is reintroduced. We con-
sider this question at the one loop level, in two stages.
In Section III we present a highly simplified analysis,
but with the merit of explicitly exhibiting the broadening
of the barrier distribution and allowing for some analyt-
ical expressions. It yields asymptotically a log-normal
distribution of relaxation times, i.e. a nearly gaussian
distribution of effective barriers centered around Lθ and
of typical fluctuations ∼ Lθ/2. Such a log-normal tail cor-
responds to the moment exponents α(n) = 2n2−n. This
is compared with numerical results28,29,30 in the case of
a directed polymer, where the width was fitted to ∼ Lθ.
The question of the width is important since a width
∼ Lθ/2 is not expected to be large enough to modify the
creep exponent, as can be seen from reexamining the cal-
culations of Ref. ,22 while a ∼ Lθ width29 would pose
a problem to this order. We derive, within the same
approximate scheme (Appendix E), closed equations for
correlations and response functions (the fact that the
width grows very fast can be exploited in a resumma-
tion of the fastest growing terms in the dynamical part
of the Martin Siggia Rose functional). We find that the
broadening is sufficiently fast to invalidate some of the
previous analysis, e.g. the existence of a t/τk scaling
regime).
Section IV contains the full systematic analysis of the
running dynamical effective action. It is found that re-
laxation times distributions are determined by a closed
hierarchy of FRG equations, each level p corresponding to
an increasing power of frequency ωp can be solved inde-
pendently of higher ones, the lowest one being the statics
p = 0. This hierarchy involves functions parameterizing
the local cross correlations between pinning disorder and
random relaxation times. The previous approximation
corresponds to projecting these FRG functions to their
values at zero, while in fact the full set of non-linear dif-
ferential equations obeyed by these functions need to be
solved, a formidably complex task. A thermal boundary
layer ansatz (TBLA) appears as a consistent solution. It
extends the one discovered in the statics which was shown
to reproduce droplet theory type behaviour in thermal
fluctuations. Here it yields a natural growth for mo-
ments of relaxation times measured by non-trivial expo-
nents α(n) 6= 2n2−n determined by eigenvalue problems.
Although perturbative control remains a challenge, the
structure of the dynamical TBLA which encodes for bar-
rier distributions opens the way for deeper understanding
of the field theory approach to glasses.
The detailed outline of the paper is as follows. In Sec-
tion II we recall the standard results of the FRG for the
equilibrium dynamics using a single relaxation time ap-
proach. We then give a qualitative derivation of the two
scaling regimes for the equilibrium response and correla-
tion functions. The detailed equations obeyed by these
functions are derived using a Wilson scheme in Appendix
A and their analytical form is analyzed in the equilib-
rium regime in Appendix A and in the aging regime in
Appendix B. In Section III we go beyond the single re-
laxation time approach. The random friction model is
introduced in Section III B. We then incorporate pinning
disorder in an approximate way in Section III C, analyze
the resulting distribution of relaxation times and show
that it become broad. The breakdown of the ωτk scaling
is analyzed in Section IIID. In Section IV we discuss
the systematics of the structure of the dynamical effec-
tive action. It does contain the statics which its recalled,
together with its thermal boundary layer ansatz solution,
in its equilibrium dynamics formulation in Section IVA.
Then in Section IVB-IVE we display the hierarchical
structure of the FRG equations and how a generalized
thermal boundary later structure appears as a consistent
solution determining the growth of the moments of the
relaxation times through non-trivial eigenvalue problems.
We conclude in Section V with some general remarks. Fi-
nally, a set of appendices elaborate on various details and
calculated related to the main text.
4II. SINGLE TIME-SCALE APPROXIMATION
At conventional pure critical points, scaling emerges
directly from the existence of a RG fixed point. More-
over, in an epsilon expansion, the scaling functions are
obtained to leading order by a simple matching proce-
dure (REF). The static equilibrium FRG for the ran-
dom elastic problem is, aside from the complication of a
functional fixed point, very similar to such an ordinary
RG calculation. The important distinction is the non-
analyticity of the T = 0 fixed point function ∆∗(u) which
at finite temperature results in a narrow boundary layer
for small u <∼ T˜lǫ, whose width continuously decreases
under the FRG as the running effective temperature T˜l
(see below) flows to zero. The corresponding growth of
the mean-squared curvature of the effective potential felt
by the manifold is a hint of unconventional behavior not
present in ordinary critical theories.
The influence of this divergence is very dramatic in the
dynamics. In this section, we attempt to naively extend
the conventional RG approach to calculating response
functions to the random manifold problem. This con-
ventional approach implicitly assumes the existence of a
single time-scale (at a given wavevector), as we shall soon
see. This assumption leads to somewhat unsatisfactory
results for the response function, forcing us to reconsider
the distribution of time-scales in Section III. Although
we will ultimately conclude that the single time-scale cal-
culation is fundamentally incorrect, it is useful to review
the methodology of this approach.
We begin by reviewing the basics of the FRG. We
employ the Martin-Siggia-Rose (MSR) formalism,34 in
order to use field-theoretic techniques. The MSR ap-
proach is based on the generating functional Z[h, hˆ] for
the disorder-averaged correlation and response functions,
Z[h, hˆ] =
∫
DuDuˆe
−S[u,uˆ]+
∫
rt
hˆrturt+hrtiuˆrt , (10)
where the dynamics in (1) is encoded in the action
S[u, uˆ] = S0[u, uˆ] + Sint[u, uˆ], with
S0[u, uˆ] =
∫
rt
iuˆrt
(
η∂t −∇2
)
urt
−ηT
∫
rt
(iuˆrt)(iuˆrt) (11)
Sint[u, uˆ] = −1
2
∫
rtt′
(iuˆrt)(iuˆrt′)∆(urt − urt′) (12)
where hˆ, h are source fields, and we have put a overbar
on the friction coefficient η → η to indicate the mean, i.e
that it is for now a constant uniform in space. As justified
below we have set c = 1. We use the Ito convention to
regularize equal-time response functions, i.e. Rq(t, t) = 0
and Rq(t
+, t) = 1/η. The disorder averaged response and
correlations are given by
Rq(t, t
′) =
δ〈uq(t)〉
δhq(t′)
= 〈uq(t)iuˆ−q(t′)〉S , (13)
Cq(t, t
′) = 〈uq(t)u−q(t′)〉 = 〈uq(t)u−q(t′)〉S . (14)
The FRG in its Wilsonian formulation begins by in-
troducing an ultraviolet (short distance) cut-off Λ on the
spatial Fourier wavevectors. In the FRG, this cut-off is
progressively reduced to Λl = Λe
−l (0 < l < ∞). At
each stage of the RG, the spatial Fourier components of
u, uˆ are divided into “slow” and “fast” modes, with mo-
menta in the range 0 < k < Λle
−dl and Λle
−dl < k < Λl,
respectively. The fast modes are then integrated out,
working perturbatively in Sint to one loop order, and l
is increased by dl. This leads, in the limit of infinitesi-
mal rescaling dl→ 0, to a smooth renormalization of the
effective action for the remaining slow modes, and hence
to continuous FRG equations for the running disorder
correlator ∆l(u).
Naive power counting (see e.g. Refs.16,17) indicates
that all terms beyond those in (11)-(12) are irrelevant,
so we for the moment neglect their generation under the
FRG. The flow of the random pinning correlator ∆l(u)
has been derived many times previously .18,19,20,22 It is
better expressed in terms of the dimensionless rescaled
pinning force correlator ∆˜l(u) defined such that:
∆l(u) =
Λǫ
Ad
e−ǫle2ζl∆˜l(ue
−ζl) (15)
with Ad = Sd/(2π)
d = 1/(2d−1πd/2Γ(d/2)), and reads:
∂l∆˜(u) = (ǫ − 2ζ)∆˜(u) + ζu∆˜′(u) + T˜l∆˜′′(u) (16)
+∆˜′′(u)(∆˜(0)− ∆˜(u))− ∆˜′(u)2 (17)
Here the fluctuation dissipation theorem ensures that the
temperature Tl = T is uncorrected but the effective di-
mensionless temperature T˜l = AdTΛ
d−2e−θl itself flows
to zero, controlled by the energy fluctuation exponent
θ = d − 2 + 2ζ, the temperature being formally irrele-
vant. Here and in the following we do not not make any
spatial or temporal rescalings of coordinates or momenta.
Study of the one loop FRG equation shows that, with
the proper value for the roughness exponent ζ ∼ O(ǫ) de-
pending on the universality class (RB,RF or RP), the di-
mensionless disorder correlator converges non-uniformly
to a nonanalytic “fixed-point” function ∆∗(u) formally
of order ∼ O(ǫ) as l → ∞, whose functional form is
not important for this discussion (see however Section IV
for much more details). The non-uniformity of this con-
vergence is due to a boundary-layer centered on u = 0,
whose width decreases continuously with scale.18,22 In
particular one can show that, to this order18,22:
lim
l→+∞
T˜l∆˜
′′
l (0)→ −χ2 (18)
Thus asymptotically the curvature of the correlator di-
verges with the scale (here χ = |∆′∗(0+)| is a constant
5depending of the universality class, e.g. for periodic sys-
tems χ = χ˜ǫ, ǫ = 4− d.
To one loop, all that remains is the renormalization of
the mean friction coefficient, since the elastic modulus
is fixed by Galilean invariance17,18,22 and the temper-
ature by the Fluctuation-Dissipation-Theorem (FDT).
This was determined in Refs. .18,19,20,22:
∂lη = Γlη, (19)
where Γl = −∆˜′′l (0) ∼l→+∞ χ2/T˜l thus grows with the
scale as:
Γl ∼ β˜eθl (20)
β˜ = T ∗/T (21)
where β˜ is the reduced bare inverse temperature and
T ∗ = χ2Λ2−d/Ad a non-universal temperature scale. (19)
implies activated scaling18,22 since the friction coefficient,
which plays the role of a time scale τ = η/Λ2, grows ex-
ponentially with the length el:
ηl = η0 exp
[
β˜
θ
(eθl − 1)
]
. (22)
(in d = 4 one has Γl = β˜e
2l/l2 and β˜ = χ˜2Λ−2/(TA4)).
Activated dynamics leads to ambiguities in a single
time-scale approach, as can be seen from a simple match-
ing argument. We consider for simplicity the equilib-
rium dynamics, in which the response and correlation
functions are time-translationally invariant (TTI). It is
then convenient to work in terms of both frequency ω
and wavevector. The usual RG considerations lead one
naively to expect that the response function obeys a re-
lation,
Rk(ω) = e
2lRkel(ωτl), (23)
where τl = e
2lηl/η0. We now obtain two inequivalent
scaling forms by matching. In particular, if we choose
kel = 1 (we set Λ = 1 for now), we find
R
(1)
k (ω) =
1
k2
R(1)(ωτk), (24)
with
τk =
1
k2
e
β˜
θ
(k−θ−1). (25)
If, however, we choose ωτl = 1, we find asymptotically
R
(2)
k = (
1
β˜
ln(
1
ω
))2/θR(2)( 1
β˜
kθ| lnω|). (26)
Note that these two forms cannot be related by redefining
the two scaling functions R(1/2), as can be seen from the
fact that ln(ωτk) ∼ lnω+(χ/θ)k−θ = (χ/θ+kθ| lnω|)/kθ,
which is not a function of kθ| lnω| only.
The inequivalence of (24,26) appears to point to the
existence of two scaling regimes, which we will call the
X and Y scaling limits. The first is formally defined by
defining the scaling variable Y = ωτk. With Y fixed and
ω, k → 0, one obtains the scaling regime in (24). The
second scaling regime obtains with X = kθ| lnω| fixed
and ω, k → 0. To reconcile the two regimes, note that
lnY ∼ (χ/θ + X)/kθ, so that for fixed X , as ω, k → 0
(the X scaling limit) Y →∞! The second scaling regime
((26)) thus appears to occur at the “boundary” (Y =∞)
of the first.
We have indeed verified this behaviour, and obtained
the analytical scaling forms similar to those in (24,26)
using FRG techniques under the assumption of a single
characteristic time scale parameterized by η. These cal-
culations are performed in Appendix A for equilibrium,
and in Appendix B for the more general nonequilibrium
situation. Interestingly, the general equations for the re-
sponse function in this approach share some similarities
to those arising in the (infinitely connected and/or large
N) mean field limit of a number of model glasses. As
discussed in Appendices A and B their solutions exhibit
several time regimes with various aging scaling forms and
also show differences compared to mean field.
Many features of these results, however, point to prob-
lems with the single time scale assumption, as also dis-
cussed in Appendix A. The real-time response function
is found to be an increasing function of wavevector at
fixed time in the logarithmic (X) scaling regime. This
somewhat unexpected (and possibly unphysical) behav-
ior is apparently a very general consequence of the mere
existence of two distinct scaling limits, and hence is in-
evitable given the single time scale approach. More sig-
nificantly, the appearance of a sharply-defined τk in the
mean response function (in the Y regime) is difficult to
understand on physical grounds. Even in (random) mod-
els involving only a small number of degrees of freedom,
while a given sample may be characterized by a longest
relaxation time, the sample to sample variations of this
would generally lead, as espoused in the introduction, to
the disappearance of such a time in the mean response. In
the collective elastic model considered here, interactions
between the enormous number of modes with differing
wavevector (and hence differing relaxation rates) would
only worsen the situation.
III. BROAD DISTRIBUTIONS OF TIME
SCALES: SIMPLIFIED APPROACH
A. distribution of relaxation times and the f-term
Up to this point, we have assumed that the dynamics
at each scale can be described by a single friction coef-
ficient τl = ηl, which corresponds to a sharply defined
time scale for relaxation. On general grounds, however,
we should expect extremely broad distributions of relax-
ation times. This follows simply from the Arrhenius law,
τk = τl=ln(k/Λ) ∼ τ0 exp(Uk/T ), (27)
6which estimates the time required to overcome an energy
barrier of height Uk at scale k. At low temperature, even
a modestly wide distribution of Uk gives rise to extremely
broadly distributed τk. If this distribution is sufficiently
broad, it is no longer adequately characterized by its av-
erage, and indeed many physical quantities may depend
upon the precise form of the distribution.
We now investigate how this distribution can be in-
corporated into the FRG treatment within the MSR for-
malism. We will consider a spatially varying friction co-
efficient η(r), with the equation of motion (1) modified
to
η(r)∂turt = c∇2rurt + f(urt, r) + ζ(r, t), (28)
where, in order to maintain the stationary equilibrium
Boltzmann probability distribution function, the noise
correlations are modified to
〈ζ(r, t)ζ(r′, t′)〉 = 2η(r)Tδd(r − r′)δ(t− t′). (29)
For simplicity, we will initially take η(r) to be identi-
cally and independently distributed at each r, according
to the distribution P (η). The distribution naturally en-
ters the MSR theory via its characteristic function, which
we parameterize by F (z):
∫ +∞
0
dηP (η)e−zη = e−F [z]. (30)
The Taylor series expansion of F (z) thereby gives the
connected cumulants of η,
F [z] =
∞∑
m=1
η(m)
(−1)m+1
m!
zm, (31)
where η(m) = [ηm]C is the m
th cumulant (connected)
moment of η. For the continuum field η(r), the analogous
expression is
exp(−
∫
r
η(r)z(r)) = exp(−
∫
r
F [z(r)]). (32)
We initially assume no cross-correlations between η(r)
and f(u, r), though these can to some extent be gener-
ated in perturbation theory. The single time scale model
studied in the previous Section (and Appendices A and
B) with η(r) = η corresponds to F (z) = ηz. Although
this is not essential, we shall assume here an initially
narrow (but not δ-function) distribution P (η). As shown
in Appendix C, even if initially F = ηz, a higher-order
analysis shows that a non-trivial distribution is generated
under coarse graining.
In the MSR formalism, the modified equation of mo-
tion, (28-29), is described by the action:
S0[u, uˆ] =
∫
rt
η iuˆrt∂turt−iuˆrtc∇2rurt−ηT iuˆrtiuˆrt,
(33)
Sint[u, uˆ] =
∫
r
F˜ [
∫
t
(iuˆrt∂turt − T iuˆrtiuˆrt)]
−1
2
∫
r,t,t′
(iuˆrt)(iuˆrt′)∆(urt − urt′). (34)
We have defined F [z] = ηz + F˜ [z] where F˜ [z] starts
with higher powers of z, to do perturbation theory using
the average friction coefficient. One immediate remark
is that the statistical tilt/translational symmetry (STS)
holds,27 thus c will not be corrected and so we set it to
c = 1. Note that the η kinetic term could equally well
be considered as an interaction term, in the spirit of a
“perturbation theory in iω” with bare propagator sim-
ply Rq,ω = 1/q
2 (in real time Rq(t, t
′) = 1/q2δ(t− − t′)).
Note also that for each realization, the instantaneous re-
sponse function satisfies
R(r, r′, t− t′ = 0+) = 1
η(r)
δ(r− r′). (35)
Averaging over disorder gives Rk(t− t′ = 0+) = 1/η.
Although it may seem obvious, it is important to stress
at this stage that the renormalized relaxation time mo-
ments are measurable quantities. One can define the
renormalized moments in the usual way from the effective
action Γ. Taking the same form as (34), one has
Γint = −η
(2)
2
∫
rtt′
uˆrtu˙rtuˆrt′ u˙rt + · · · (36)
with of course many higher order terms describing the
higher friction coefficient moments, momentum depen-
dence of vertices, etc. As usual in field theory, correla-
tion functions are exactly evaluated at tree level using
this effective action – thus the η(2) term here has the
meaning of a fully-renormalized second moment on the
scale of the system size (or infrared momentum cutoff).
One may then consider the physically defined relaxation
time from (8) and construct its second moment:
〈t〉2L =
1
L2(d+2)
∫
dtdt′ tt′
∫
r1r′1r
′
2
r2
〈ur1tuˆr′10〉〈ur2t′ uˆr′20〉.
(37)
On physical grounds, in equilibrium, we expect that the
latter product of response functions in two “replicas” is
the same as considering the product of two subsequent
responses in a single replica, provided the two response
measurements are taken far apart.
〈ur1tuˆr′10〉〈ur2t′ uˆr′20〉
= lim
τ→∞
〈ur1t+τ uˆr′1τur2t′ uˆr′20〉. (38)
This latter four-point function can be calculated using
the effective action above. One finds
lim
τ→∞
∫
r1r′1r
′
2
r2
〈ur1t+τ uˆr′1τur2t′ uˆr′20〉 (39)
= L2dRq0tRq0t′ + η
(2)Ld(Rq0 ∗ R˙q0)t(Rq0 ∗ R˙q0)t′ ,
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(b)(a)
FIG. 1: Top: graphical representation of the disorder vertex
(double lines) and of the F term vertex (the dots represent
the time derivatives) where the arrows represent a uˆ response
field and solid line a u field (arrows are along inreasing time).
Bottom: (a) corrections of the F term to itself at T = 0 which
vanish (b) corrections to order F 2 which also vanish (as all
orders do - see text).
where q0 ∼ 1/L is the infrared momentum cutoff, and ∗
denotes the convolution in the time domain. Integrating
over the time coordinates and using the result of statis-
tical translational symmetry R(q0, 0) = 1/q
2
0, one then
obtains
〈t〉2L ∼ (ηL2)2 + η(2)L4−d. (40)
For a not too broad distribution of friction coefficients
with scale-independent η(2), the correction due to η(2)
is vanishing for d > 4, and small compared to the first
“disconnected” term (scaling as 〈t〉L
2
) for any d. How-
ever, for the glassy dynamics studied here, we will find
η(2) is exponentially larger than η2 as a function of L, so
that in fact the second term is dominant. Thus the sec-
ond moment of the physical relaxation time 〈t〉2L indeed
measures the coupling constant η(2) as promised.
B. no pinning disorder: the random friction model
We now turn to the FRG analysis of the modified ac-
tion in (33-34). We first consider only the effects of ran-
domness in η, neglecting the pinning disorder ∆. This
defines a random friction model described by the MSR
action with ∆ = 0. Remarkably, the random friction
model represents an infinite manifold of fixed points pa-
rameterized by F [z]. Indeed, a diagrammatic treatment
explicitly shows the absence of renormalization of F [z]
order by order in F˜ . Despite this absence of renormaliza-
tion, the random friction model represents a non-trivial
interacting field theory.
For simplicity, we sketch this here for T = 0. In this
limit, the vertex is∫
r
F˜ [
∫
t
iuˆrt∂turt]. (41)
Diagrams occuring in the expansion of F are indicated
in Fig. 1 (a) and (b). The fields connected by dotted
lines occur at the same spatial point, solid lines with
and without arrows indicate u and uˆ fields, respectively.
Considering a product of the form∫
r1
(
∫
t1
iuˆr1t1∂t1ur1t1)
n1
∫
r2
(
∫
t2
iuˆr2t2∂t2ur2t2)
n2 , (42)
the only possible contractions contain products of the
type < ∂tjurjtj iuˆrktk > with no time loop allowed. Thus
all relative time integrals factor and one is left with prod-
ucts of integrals of the type
∫
t
∂tR(rj − rk, t) which van-
ish since the response function vanishes for t < 0 and
t → +∞ .35 Thus F does not correct F . However F
itself produces new terms such as:∫
r,t
iuˆrt∂
2
t urt (43)∫
r,t1,t2
iuˆrt1∂
2
t1urt1iuˆrt2∂
2
t2urt2 , (44)
obtained by time gradient expansions, with nonvanishing
coefficients (of the form ∼ ∫t t∂tR(rj − rk, t)), as well as
similar terms with higher order time derivatives (note
that similar terms containing also higher order spatial
gradients are also generated, but we will not consider
them as important here36). One can embed these new
terms into a new function:∫
r
F2[
∫
t
iuˆrt∂
2
t urt] (45)
and so on – the full systematics of these new terms will
be examined later in Appendix E and Section (IV). It
is important to note for consistency that there is also no
feedback from higher-derivative terms such as F2 back
into F . Graphically, as in Fig. 1 (a) and (b), one can
perform time integration by parts along each line joining
several vertices which leads to terms
∫
t ∂
p
t uˆt∂
q
t ut with p+
q > 1. Indeed a very useful rule is represented graphically
on Fig 2: one can simply shift the time derivative along
any internal response line to the external one (at T = 0
any diagram is a tree of such lines) since, schematically:
ut〈iuˆt∂t1ut1〉iuˆt1 = ut∂t1Rt1,tiuˆt1 (46)
= −ut∂tRt1,tiuˆt1 → ∂tutRt1,tiuˆt1 (47)
after integration by parts. In the Fourier domain, this
rule is just conservation of frequency along all solid lines,
since the interactions are all fully non-local in time and
therefore do not carry frequency.
To conclude, the apparent non renormalization of F [z]
makes it tempting to define a manifold of fixed point
theories indexed by F [z]. These fixed points are quite
interesting and non-trivial. For instance, the computa-
tion of the averaged response function at T = 0 can be
mapped exactly onto the problem of calculating the par-
tition function for a self-avoiding walk. This is developed
further in Appendix D.
8=
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FIG. 2: Shifting of a time derivative from an internal line (in
the middle) to an external one (right) along a line of response
functions at T = 0 (works for disorder as well as F vertices)
C. pinning disorder: distribution of barriers
We now consider the combined effects of the pin-
ning disorder and distribution of time scales. Because
the pinning disorder can be defined in a purely static
theory (using the equilibrium Bolzmann partition func-
tion), its renormalization is unaffected by the F term.
However, the converse is not correct. Due to the non-
renormalization of F in the random friction model, we
must consider only terms of order F p∆q, with q ≥ 1.
The leading non-vanishing terms correcting F at O(∆)
are linear in F , and are indicated diagrammatically in
Figs. 3,4. They are computed in detail in Appendix C
but one easily sees the structure of the result, thanks to
the property of shifting internal time derivatives (dots
in the figures) to the external ones, e.g. that the three
graphs in Fig. 3 have identical values.
There is a subtle distinction between the contributions
in Fig. 3 and those in Fig. 4. In particular, in the dia-
gram of Fig. 4, the pinning vertex suffers contractions be-
tween both of its independent time variables (i.e. graph-
ically both ends of the double-line) and the same time
variable (dotted leg) of the f-term vertex. The locality of
the response function therefore implies that the two inter-
nal times of the pinning force correlator are constrained
to be nearby, justifying a temporal gradient expansion
and hence giving a leading contribution proportional to
∆′′(0). In the diagrams of Fig. 3, by contrast, the two
times of the pinning vertex are contracted with different
legs of the F-term. These diagrams therefore generate in
fact more general terms involving ∆′′(ut − ut′) with free
integration over t and t′. If |ut − ut′ | is not extremely
small (within the boundary layer), this is a small correc-
tion lacking the singular temperature dependence. It is
thus not clear at this stage whether or not the graphs in
Fig. 3 should in fact be interpreted as renormalizations
of the F-term.
In fact, the true situation is more delicate, and will be
returned to in Sec.(IV). For the moment, however, we
will shut our eyes to this complication, and gain some
physical insight by taking into account both sets of di-
agrams as renormalizations of the f-term. Their sum,
integrated in the momentum shell, gives the following
correction to F :
δF [z] = −∆′′(0)SdΛd−4l dl(zF ′[z] + 2z2F ′′[z]). (48)
Here the F ′ and F ′′ terms comes from the diagrams in
Fig. 4,3, respectively. In agreement with (19) it can be
rewritten as
∂lFl[z] = (∂l ln ηl)(zF
′
l [z] + 2z
2F ′′l [z]). (49)
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FIG. 3: Graphs involving pinning disorder which correct the
F term proportionally to F ′′
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FIG. 4: Graphs involving pinning disorder which correct the
F term proportionally to F ′
Note that the disputed diagrams in Fig. 3 do not con-
tribute to the mean relaxation time due to the second
derivative of z, so that η is unambiguous. The RG equa-
tions for the connected moments, η(n), of η are thereby
obtained using (31) as
η
(n)
l ∼ η(n)0 (
ηl
η0
)2n
2−n. (50)
It is more convenient and physical to introduce the
random barrier U = ln η, and the barrier corresponding
to the average relaxation time Ul = ln ηl. Changing to
the energy variable v = ln z, and letting Gl(v) = Fl(e
v)
gives
∂UlGl[v] = 2G
′′
l [v]−G′l[v], (51)
i.e a diffusion with drift equation. Some physical under-
standing of G(v) can be obtained from the two extreme
limits,
G(v) ∼
{
ηev v → −∞
v − lnP (0) v →∞ , (52)
as can easily be found from (30), assuming a constant
probability density for small barriers, 0 < P (0) < ∞.
More generally, using (30) the diffusing and drifting “den-
sity” Gl is related to the barrier probability distribution
via
Gl[v] = − ln
∫
dUPl(U)e
−eU+v . (53)
9Formally, the solution of (51) is given by
Gl(v) =
∫
dw
1√
8πUl
exp
[
− (v − Ul − w)
2
8Ul
]
G0(w),
(54)
and inverting the results via (53) to obtain Pl(U). A
simple approximation may be applied in the regime of
large U ≫ Ul and Ul ≫ 1, in which Gl(v) ≪ 1. In
this case, it is valid (and justified a posteriori since the
distribution of barriers become broad) to replace e−e
U+v
by θ(U < −v) and thus one gets that Pl(U) ≈ G′l(−U).
This yields (via (54) or directly differentiating (51))
Pl(U) ≈ 1√
8πUl
exp(− (U + Ul)
2
8Ul
), U >∼ Ul. (55)
Note that this asymptotic form reproduces all cumulants,
η
(n)
l = (exp(nU))C ∼ exp((2n2 − n)Ul) as expected.
(55) is clearly not exact. Indeed, a breakdown of (55)
is inevitable on physical grounds, since the mean/typical
barrier cannot be negative! It suggests a distribution of
barriers with a width proportional to
√
Ul, and hence
a peaked distribution (since the mean barrier ∝ Ul).
Nevertheless, it does represent a very broad (in fact log-
normal) renormalized distribution of characteristic times
η. While there is no reason to believe that such a log-
normal tail is exact, the true distribution of relaxation
times will certainly be very broad, with significant con-
sequences for the average response functions.
D. Breakdown of ωτk scaling
The first consequences of this broad distribution occur
in the variance η(2) of the relaxation time, and hence at
O(ω2) in the response function. We therefore examine
more carefully the O(ω2) terms in the dynamical action,
but for the moment still neglecting the full functional
dependence of these terms (i.e. on ut − ut′). In the
kinetic part of the action (representing relaxation times
and their fluctuations), we include the following terms:
Skin =
∫
rt
[
η iuˆrt∂turt +D iuˆrt∂
2
t urt
]
−η
(2)
2
∫
rt1t2
iuˆrt1∂t1urt1iuˆrt2∂t2urt2 . (56)
One has in general, defining 〈tn〉R =
∫
t t
nRk(t)/
∫
tRk(t):
〈t〉R = η (57)
〈t2〉R − 〈t〉2R = η2 − 2D (58)
There is no generic constraint on the sign of D. If the
inverse response function contained only the two above
terms (η and D), then causality requires D to be positive
( similar to an inertial term) .37 Since in general these are
only trucation of an infinite series of terms in power of
iω, the only constraint is causality, i.e. that all poles
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FIG. 5: Correction to the (iω)2 term in the response function
coming from the second moment η(2) of the relaxation time
distribution
in ω lie on the same side of the real axis. These three
couplings satisfy the following closed RG flow equations
to first order in ∆:
∂lDl = ΓlDl − ΓlΛ−2l η2l −AdΛd−2l η(2)l (59)
∂lηl = Γlηl, (60)
∂lη
(2)
l = 6Γlη
(2)
l , (61)
where Γl = −∆˜′′l (0) ∼ β˜eθl and the correction to D from
η(2) is the graph represented in Fig. (5).
For η(2) = 0 the equations for Dl and ηl, which can be
obtained e.g. from (A2, A6) by expansion to second order
in iω, are consistently solved with Dl ∼ Λ−2l η2l , in the
limit of large l, where ηl = η0 exp[β˜(e
θl−1)/θ], consistent
with the Taylor expansion of the putative scaling function
g(y = iωτk) given in (A9) based on the single time scale
analysis (A9).
For η(2) > 0, however, the broad distribution of re-
laxation times completely alters the situation. From
the above equations, η
(2)
l ∼ η(2)0 (ηl/η0)6, and hence
η
(2)
l ≫ η2l (the mere exponential prefactors are negligi-
ble) at large l. Thus the feedback of η(2) in D dominates
the renormalization of D, and at large l one finds:
Dl ∼ AdΛ
d−2
l
6Γl
η
(2)
0 (
ηl
η0
)6 (62)
Thus, allowing for fluctuations in relaxation times in-
validates the ωτk scaling form already at order ω
2!
It is still possible, within the approximation scheme of
the present Section, to obtain an equation for the disorder
averaged response function. This is explored further in
Appendix E.
IV. DISTRIBUTION OF TIME SCALES: FULL
STRUCTURE OF THE DYNAMICAL FIELD
THEORY
We have established the mechanism for breakdown of
the unphysical ωτk scaling regime and described the in-
dications of a broad distribution of timescales within the
FRG. However, to properly determine this distribution
and its consequences, e.g. on the mean response func-
tion, requires a much more complete analysis. While we
have unfortunately so far been unable to carry this pro-
gram to completion, in this section we will detail the for-
mal structure within which this analysis must be carried
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out. In particular, we shall see that the distribution of
relaxation times and its consequences is encoded within
the boundary layer (BL) regime already present in the
statics. An understanding of the equilibrium dynamics
is therefore contingent first upon an understanding of the
static BL, and we first describe the rather complex struc-
ture therein. Following this discussion, we show how the
BL regime recurs in dynamical theory, and show how
it can be formulated to describe broad distributions and
non-trivial scaling of the moments of the relaxation time.
A. statics thermal boundary layer
In the appropriate limit the dynamical theory should
reproduce the results for the corresponding statics quan-
tity. We can therefore benefit from the knowledge of the
thermal boundary layer in the statics. To do so let us
review how the static disorder correlations are encoded
in the dynamical formalism.
At equilibrium, the part of the dynamical action con-
taining the static disorder correlations comprises those
terms with no explicit time derivatives, and reads:
Sint = −1
2
∫
rt1t2
iuˆrt1iuˆrt2∆(urt1 − urt2)−
1
6
∫
rt1t2t3
iuˆrt1iuˆrt2iuˆrt3S
(3)
d (urt1 , urt2 , urt3)− .. (63)
This form is easily understood as arising from the cumulants of the pinning force. The relation was given for the
second cumulant in (3) and for higher ones it reads:
f(u1, r1)..f(uk, rk)
c
= (−)kS(k)d (u1, · · · , uk)δd(r1, · · · , rk) (64)
with S
(2)
d (u, u
′) ≡ ∆(u−u′) as (3). Dues to statistical translational invariance S(k)(u1, · · · , uk) = S(k)(u1+v, · · · , uk+v)
and satisfy reflection symmetry S(k)(−u1, · · · ,−uk) = (−)kS(k)(u1, · · · , uk). The cumulants higher than second are
generated by coarse graining, and are thus included here from the start.
The static problem being defined from the equilibrium Boltzmann measure (cf 6), deals not with the distribution
of the random force but with that of the random potential
V (u1, r1)..V (uk, rk)
c
= (−)kS(k)(u1, · · · , uk)δd(r1, · · · , rk). (65)
Since f(u, r) = −∂uV (u, r) one has:
∆(u) = −R′′(u) (66)
S
(3)
d (u1, u2, u3) = ∂1∂2∂3S
(3)(u1, u2, u3) (67)
and so on.
It is straighforward to derive the one loop FRG equation in the Wilson scheme for these cumulants using the
dynamical formulation. They are conveniently expressed using rescaled cumulants:
S
(k)
d [ua1 , · · · , uak ] = A1−kd Λd+k(ζ−θ)l S˜(k)d [ua1Λζl , · · · , uakΛζl ]
and read, for the second and third cumulant:
∂l∆˜(u) = (ǫ− 2ζ + ζu∂u)∆˜(u) + T˜l∆˜′′(u) + 2S˜100(0, u, 0)− ∆˜′(u)2 − ∆˜′′(u)(∆˜(u)− ∆˜(0)) (68)
∂lS˜(u1, u2, u3) = (−2 + 2ǫ− 3ζ + ζui∂ui)S˜(u1, u2, u3) +
1
2
T˜l(S˜200(u1, u2, u3) + S˜020(u1, u2, u3)
+S˜002(u1, u2, u3))− 1
24
∆˜(0)(S˜200(u1, u2, u3) + S˜020(u1, u2, u3) + S˜002(u1, u2, u3))
−1
4
∆˜(u1 − u2)S˜110(u1, u2, u3)− 1
4
∆˜′′(u1 − u2)(S˜(u1, u1, u3)− S˜(u1, u2, u3))
−1
4
∆˜′(u1 − u2)(S˜010(u1, u2, u3)− S˜100(u1, u2, u3) + S˜010(u1, u1, u3) + S˜100(u1, u1, u3)) (69)
where we have denoted S
(3)
d = S and we have suppressed explicitly the feedback of the fourth cumulant S
(4)
d into
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the third one. One can check that this gives exactly the
derivatives (67 ) of the one loop FRG equations for the
static correlators R and S(3) displayed in (6,7) in Ref.24.
These relations (67 ) should indeed be preserved by RG
at equilibrium.
As discussed in Ref. 23 when all arguments of these
functions are distinct and order one conventional scaling
holds. That is, at large scales for which Tl → 0, the func-
tions S˜(k) approach well defined nonanalytic fixed point
forms S˜(k)∗. Moreover, naively these can be organized
in an ǫ = 4 − d expansion in which S˜(k)∗ ∼ ǫk, k ≥ 3.
Naively this would allow the truncation of the hierarchy
of FRG equations for the S˜(k), neglecting feedback of the
k > p cumulants with an accuracy of O(ǫp). However,
the convergence to these values is highly non-uniform as
mentionned in Section II since at non-zero temperature
these functions remain analytic at u = 0. A detailed
analysis of the static hierarchy of FRG equations relat-
ing these cumulants revealed the existence of a thermal
boundary layer (TBL) of the form:
∆˜(u) = ∆˜∗(0)− T˜lf(u˜) (70)
u˜ = ǫχ˜u/T˜l (71)
for u˜ = O(1), T˜l ≪ ǫ2 and f an analytic function with
f(x) ∼ |x| at large x to match the cusp of the zero tem-
perature solution. For higher cumulants the very uncon-
ventional TBL scaling implies that it is no longer legit-
imate to neglect the feedback of higher cumulants (the
n-th cumulants gets a feedback from the n and n + 1
ones). Therefore, we are unable to truncate and solve
the hierarchy of FRG equations. Instead, in Ref. 23 we
argued for the consistency of a thermal boundary layer
ansatz (TBLA), which for the force cumulants reads:
S˜
(k)
d (u1, · · ·uk) =
{
fk + (χ˜ǫ)
k−2Tls
(k)
d (u˜1, · · · u˜k) k even
(χ˜ǫ)k−2Tls
(k)
d (u˜1, · · · u˜k) k odd
, (72)
where sd are well defined functions of order one in the
TBL u˜ ∼ 1. The set of (l-dependent) constants,
f2p = S˜
(2p)
d (0, · · · , 0)/(χ˜ǫ)2p (73)
with f2 = ∆˜(0)/(χ˜ǫ)
2, have the meaning of the lin-
earized random force cumulants within the zero temper-
ature Larkin description. As discussed in Ref. 23 the
crucial difference with the naive dimensional reduction
result, where the f2p are unrenormalized, is that they get
feedback from the TBL functions and acquire non-trivial
asymptotic values.
The TBLA encodes a huge amount of physics – in par-
ticular, all the distributions of minima degeneracy re-
sponsible for large thermal fluctuations in the droplet
picture, as detailed in Ref. 23. For instance, averages
such as (7) can be estimated using the TBLA, the coeffi-
cients cn being in principle determined by the functions
s(k).
This already non-trivial structure must now be gener-
alized to intrinsically dynamical quantities.
B. dynamical hierarchy of kinetic coefficients
In a conventional dynamical renormalization group in
the MSR formalism a succession of individual terms are
added to the action corresponding to increasingly high
frequency kinetic coefficients, e.g. for a particle the
Stokes drag, inertial mass, ... For the disordered elastic
manifold however we recognize that these kinetic coeffi-
cients have a broad distribution characterized by an infi-
nite set of cumulants and cross-correlations, which more-
over can be non-trivial functions of displacement field
differences. The latter dependence was neglected in the
approximate treatment of Section III. The need for treat-
ing it was already indicated in the ambiguities in the
diagrams of Fig. 3. Each of these cumulants and cross-
correlations appears as a distinct interaction function in
the MSR action.
By symmetry (time translation and STS, statistical
reflection, causality) alone, the set of all such interactions
contributing to the effective action at zero temperature
can be written as
S =
∞∑
n=1
∑
P={pk
i
}
∫
rt1···tn
iuˆrt1 · · · iuˆrtn
S
(n)
P (urt1 , ..urtn)
+∞∏
k=1
n∏
i=1
(∂ktiurti)
pki (74)
where pki ≥ 0 and from STS symmetry, the S(u1 +
u, ..un + u) = S(u1, ..un) are translationnally invariant,
and statistical reflection implies the full action is also
invariant under (uˆ, u) → (−uˆ,−u). The random force
correlators correspond to
S
(n)
P=0(u1, · · · , un) = S(n)d (u1, · · · , un), (75)
where P = 0 above indicates the function with pki =
0 for all i, k. Other terms correspond to intrinsically
dynamical cumulants.
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It is instructive to begin the characterization of such
terms at T = 0 by listing all possible forms in order
of increasing number m of time derivatives and order of
cumulant (i.e. the number of independent times which
equals the number of uˆ fields at T = 0). Each term in (74)
can be assigned m =
∑n
i=1
∑+∞
k=1 kp
k
i . For organisational
purposes it is convenient to rewrite the action of (74) in
a schematic (but transparent) notation, first expanding
in number of cumulants:
S = iuˆ1(k
2 +Σ(∂1))u1 + Sint (76)
Σ(s) = ηs+Ds2 + .. (77)
Sint = −1
2
iuˆ1iuˆ2S12 − 1
6
iuˆ1iuˆ2iuˆ3S123 − .. (78)
with s = iω. Here the subscripts 1, 2, ... refer to different times being independently integrated over in the action at
same space point r (further integrated on). The S12... are then functions of the u1, u2, ... and their time derivatives.
We then expand each of these in increasing number m of time derivatives:
S12 = ∆(u12) + (u˙1 − u˙2)G(u12) + u˙1u˙2A(u12) + (u˙21 + u˙22)B(u12) + (u¨1 − u¨2)C(u12) + . . . (79)
S123 = S(u1, u2, u3) + 1
3
(u˙1H(u1;u2, u3) + u˙2H(u2;u3, u1) + u˙3H(u3;u1, u2)) + u˙1u˙2W (u1, u2;u3) + .. (80)
. . . (81)
As discussed above, each new term in (79,81) corresponds to statistical properties of the random kinetic coefficients
and forces in a renormalized equation of motion, in particular,
· · ·+D(u, r)u¨ + η(u, r)u˙ = ∇2u+ f(u, r) + g(u, r)u˙2 + · · ·+ ζ(r, t), (82)
with
D(u, r) = D, η(u, r)f(u′, r′)
c
= −G(u− u′)δ(r − r′), η(u, r)η(u′, r′)c = A(u− u′)δ(r − r′), (83)
g(u, r)f(u′, r′)
c
= B(u − u′)δ(r − r′), f(u, r)D(u′, r′)c = C(u − u′)δ(r − r′), (84)
η(u1, r1)f(u2, r2)f(u3, r3)
c
=
1
3
H(u1;u2, u3)δ(r1 − r2)δ(r2 − r3) (85)
η(u1, r1)η(u2, r2)f(u3, r3)
c
=
1
3
W (u1, u2;u3) (86)
In the approximate treatment of Sec. III, η(2) hence corre-
sponds to A(u) approximated as A(0). Note that it is the
small argument behavior of A(u) (and its higher cumu-
lant analogues) that is related to the physically interest-
ing second (higher) relaxation time moment η(2) ∼ 〈t〉2c
(η(n) ∼ 〈t〉nc). Hence these relaxation times are encoded
within the BL regime of these functions. This was also
apparent from the na¨ive renormalization of η by ∆′′(0),
also a BL quantity. We will return to the problem of the
dynamic BLs in G(u), A(u), . . . momentarily.
Although it is convenient as above for the purpose of
enumerating terms in the dynamical action to first sep-
arate by cumulant index n and then by number of time
derivatives m, conceptually we analyze them in the op-
posite scheme, i.e. collecting all terms of a given m, and
organising these afterward in order of n. This scheme is
clearly convenient insofar as the first term (m = 0) of
each of the S12···n corresponds to the n-th term of the
static cumulant hierarchy, so that the set of terms with
m = 0 satisfies a closed hierarchy of FRG equations in-
dependent of those with m > 0. We now demonstrate
diagrammatically that, at zero temperature, a similar
property holds for m > 0. In particular, all terms of
any given m will satisfy a closed hierarchy of FRG equa-
tions containing only terms with m′ ≤ m. Thus, one
may imagine (dream of?) solving the FRG equations up
to level m, then using this solution to complete a closed
set of FRG equations for level m+1, and iteratively solv-
ing for higher and higher m.
This closure relies on the rule of conservation of pow-
ers of frequency, established in Sec. III. Recall that this
occurs because at T = 0, the correlation function van-
ishes, and all contractions take the form of causal re-
sponse functions. Thus no closed time loops can ap-
pear in any diagram. This implies that internal time
derivatives which appear in any diagram appear as fac-
tors of frequency of some external leg to which they are
13
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FIG. 6: Compact notation for a generic vertex at T = 0.
(a)
(b)
(c) 
+ ...
FIG. 7: One loop diagrams which correct the effective action
at T = 0: the internal lines contain the full response function
and the graphs are 1P irreducible. Graph (a) is a “tadpole”.
Graphs (b) and (c) (and higher orders) correct terms with
n ≥ 1, 2, 3 respectively.
connected. In any case, this rule implies that, since all
terms in the action have m ≥ 0, terms with m′ > m can
never reduce their number of time derivatives by con-
traction with another vertex at T = 0, and hence cannot
renormalize m-vertices. This is true to all orders for dia-
grams with any number of loops. The frequency conser-
vation rule implies in fact a more detailed result. If the
quadratic terms in Σ(s) (η,D, . . .) are regarded them-
selves as coupling constants38 (with m = 1, 2, . . .), then
each term in the FRG equation for any quantity at level
m is a product of factors for which the total frequency
level (i.e.
∑
mi for all terms i in the product) is exactly
m. Thus a static quantity (e.g. ∆) can renormalize a dy-
namic one (e.g. G,η) only in combination (i.e. multiplied
by) another dynamic quantity, and so on.
One can also establish a set of rules to understand
how cumulants with different n are connected in the
FRG equations. At T = 0, this process is highly con-
strained, since each contraction involves one response
function, which removes one uˆ, it is straightforward to
count the possible connections. We will restrict our at-
tention to one loop diagrams, anticipating future nonper-
turbative exploration using the exact RG,23,39 in which
only these appear (and in any case only these are con-
sistently treated in the Wilsonian scheme of this paper).
The counting is illustrated for such one loop diagrams
in Figs. 6,7. One readily sees that when N vertices are
combined in this manner, the resulting vertex which is
renormalized in the effective action contains a total num-
ber of independent times (or uˆ factors) n =
∑N
i=1 ni−N ,
due to the N response functions appearing in the loop.
With these rules in mind, we can describe the structure
of the FRG hierarchy as far as the feeding of terms of a
given m,n into other m′, n′. We note symbolically by
Snm the terms with n response fields and m time deriva-
tives. The term η is S11 , the response function is the
quadratic part of S1m (we note R
−1 = quad(S1m)) and
the cumulants η(n) are included in Snn . From the above
discussion, neglecting rescaling terms, the structure of
the FRG equations reads
δS(n)m = S
(n+1)
m +
m∑
m′=0
n+1∑
n′=1
S
(n′)
m′ S
(n+2−n′)
m−m′ +
∑
m′+m′′≤m
∑
n′+n′′≤n+2
S
(n′)
m′ S
(n′′)
m′′ S
(n+3−n′−n′′)
m−m′−m′′ + · · · . (87)
It is straightforward to see that this series contains a
finite number of terms for any givenm,n. Let us suppose
that an N -loop term exists, such that each vertex making
it up has ni time integrations. Suppose of these N ver-
tices, ni > 1 for N
′ of them and ni = 1 for the remaining
N−N ′. Then n =∑Ni=1 ni−N = N−N ′+∑N ′i=1 ni−N =∑N ′
i=1(ni − 1). Hence at most N ′ ≤ n. Now the remain-
ing N −N ′ ≥ N −n vertices have only one time integra-
tion. Since there are no allowed local terms without time
derivatives, these must each havemi ≥ 1, i.e. m ≥ N−n.
Turning this around, N ≤ m + n, so that the series of
one loop diagrams terminates at at most (m+n)th order.
Clearly from (87), each order contains a finite number of
terms, so that the one loop FRG equations are finite.
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1. terms proportional to frequency m = 1
We will now examine level m = 1 and m = 2 of the
hierarchy. For m = 1 we will restrict to study the FRG
equation for terms with n ≤ 2 for which we need terms
up to n = 3:
S
(1−3)
1 =
∫
rt
η iuˆrtu˙rt − 1
2
∫
rt1t2
iuˆrt1iuˆrt2(u˙rt1 − u˙rt2)G(urt1 − urt2)−
1
6
∫
rt1t2t3
iuˆrt1iuˆrt2iuˆrt3 u˙rt1H(urt1, urt2 , urt3)
(88)
where G(−u) = −G(u).
The renormalisation of η and G is determined by a standard if cumbersome one loop calculation performed in the
Appendix F. The corresponding graphs are represented in Fig. 8 and 9. From dimensional analysis and the structural
form of the FRG equation (87) we see that and G and H as single frequency m = 1 terms will be fed by O(η∆2) and
O(η∆3) respectively. Hence, given the rapid growth of η with scale, we expect these functions to be at least growing
as η with scale. We thus defined rescaled functions:
Gl(u) = ηl
Λ2−dl e
ζl
Ad
G˜(ue−ζl) (89)
Hl(u1, u2, u3) = ηl
Λ4−2dl e
2ζl
A2d
H˜(u1e
−ζl, u2e
−ζl, u3e
−ζl)
in terms of which one finds the flow equation40 for η and G˜(u):
∂lη = (G˜
′(0)− ∆˜′′(0))η (90)
∂lG˜ = (−2 + ǫ− ζ)G˜ + ζu∂uG˜− 2∆˜′′G˜+ (∆˜(0)− ∆˜)G˜′′ − 3∆˜′G˜′ − G˜′(0)G˜− G˜′(0)∆˜′
+∆˜′(2∆˜′′(0) + 2∆˜′′) + S˜110(0, 0, u) +
1
3
(H˜010(u, 0, 0)− 2H˜001(0, u, 0)− H˜100(0, u, 0)), (91)
Because of the above rescaling (89) no explicit η appear
in (91)
Since G˜′(0) appears on the same footing as ∆˜′′(0) ∼
1/T˜l in (90) it is natural to expect it to grow unbound-
edly with scale in the same fashion. Indeed inspection
of (91) reveals that G˜ is fed by a term explicitly propor-
tional to ∆˜′′(0) which can consistently be balanced by
the G˜′(0) term appearing in the first line of the same
equation. Therefore we are led to expect that G˜ itself,
like ∆˜ should exhibit a thermal boundary layer and the
effect of temperature will be essential in understanding
the structure properly. We will come back after taking a
brief look at the m = 2 terms.
2. terms proportional to square frequency m = 2
The m = 2 terms, restricting to n ≤ 2 -th order cumu-
lant read:
S
(1−2)
2 =
∫
rt
iuˆrtDu¨rt−1
2
∫
rt1t2
iuˆrt1iuˆrt2[u˙rt1 u˙rt2A(urt1−urt2)+(u˙2rt1+u˙2rt2)B(urt1−urt2)+(u¨rt1−u¨rt2)C(urt1−urt2)] (92)
The renormalisation of D and of the functions A,B
and C via a one loop calculation is performed in the
Appendix. It turns out to be convenient to define:
B1(u) = B(u)− 1
2
C′(u) (93)
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FIG. 8: Shown is the G vertex (top image with no alphabetic
label), and diagrammatic corrections to η. Graphs (a-d) are
contributions from tadpoles of the G vertex (note that (a) and
(c) cancel by the same mechanism as dimensional reduction,
and that (d) vanishes upon integration by parts on internal
line). Graph (e) is the contribution from η∆.
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FIG. 9: Corrections to G.
which simplifies the equations, the physics being ex-
plained below. We define rescaled quantities as follows:
D = Λ−2l D˜ (94)
A(u) =
Λ−dl
Ad
A˜(ue−ζl) , B1(u) =
Λ−dl
Ad
B˜1(ue
−ζl)
C(u) =
Λ−dl e
ζl
Ad
C˜(ue−ζl) (95)
Wl(u1, u2, u3) = η
2
l
Λ2−2dl e
ζl
A2d
W˜ (u1e
−ζl, u2e
−ζl, u3e
−ζl)
and one finds:
∂lD˜ = (−2− ∆˜′′(0))D˜ − A˜(0) + C˜′(0)− η2(2G˜′(0)− ∆˜′′(0)) (96)
together with the FRG coupled flow equations for A˜(u),B˜(u) and C˜(u) which read:
∂lA˜ =
(− d+ ζu∂u − 2∆˜′′(0)− 4∆˜′′)A˜− 4∆˜′A˜′ + (∆˜(0)− ∆˜)A˜′′ (97)
+η2
(
2 G˜′(0) G˜′ + 5 G˜′2 − 4G˜′ ∆˜′′(0)− 8G˜′ ∆˜′′ + 2∆˜′′2 + 4 G˜ G˜′′ − 4∆˜′ G˜′′)
∂lB˜1 =
(− d+ ζu∂u − 3(∆˜′′ + ∆˜′′(0)))B˜1 + 3∆˜′′B˜1(0)− 4∆˜′B˜′1 + (∆˜(0)− ∆˜)B˜′′1 + A˜(0)∆˜′′ (98)
+η2
(− G˜′(0)G˜′ − G˜′2 − G˜G˜′′ + 2G˜′∆˜′′(0) + G˜′(0)∆˜′′ + G˜′∆˜′′ + ∆˜′G˜′′ − ∆˜′′(0)∆˜′′)
∂lC˜ =
(− ζ − d+ ζu∂u − ∆˜′′(0)− 2∆˜′′)C˜ + ∆˜′A˜(0)− ∆˜′C˜′(0)− 3∆˜′C˜′ + (∆˜(0)− ∆˜) C˜′′ + 2D˜ ∆˜′ (∆˜′′(0) + ∆˜′′)
+η2
(− 2 G˜ G˜′(0) + 4∆˜′ G˜′(0)− 2 G˜ G˜′ + 2∆˜′ G˜′ + 2G˜ ∆˜′′(0)− 3∆˜′ ∆˜′′(0) + 2G˜ ∆˜′′ − 2∆˜′ ∆˜′′) (99)
From these equations we expect exponential growth of
D˜, A˜, B˜, C˜ at least as fast as η2 due to the feeding terms.
We expect from the considerations of Section III that the
growth is actually faster. Indeed considering the A flow
equation at the origin gives ∂lA˜(0) = −6∆˜′′(0)A˜(0) keep-
ing the largest terms of order 1/T˜l and neglecting feeding
terms. Note the similarity to the result of Section III.
While we expect this qualitative behaviour, the precise
nature of the growth is more subtle due to the fact that
at non-zero temperature A(0) no longer satisfies a closed
16
equation. We will discuss this in more details below.
Let us close this Section by noticing that all non-trivial
terms in the r.h.s. of the above set of FRG equations (β-
functions) for G, A, B and C cancel when one chooses:
G˜(u) = ∆˜′(u) (100)
A˜(u) = −η2∆˜′′(u) (101)
C˜ = D˜∆˜′(u) (102)
B˜1 = D˜
1
2
∆˜′′(u) (103)
H˜(u1, u2, u3) = 3S˜100(u1, u2, u3) (104)
W˜ (u1, u2, u3) = −3S˜110(u1, u2, u3) (105)
and furthermore the flow of the kinetic coefficients sim-
plify into:
∂lη = 0 (106)
∂lD = 0 (107)
This remarkable property, which serves as a useful check
on the RG equations, can be understood in terms of a
simple integrable model which is studied in the Appendix
G (which has very different physics from the one studied
here).
C. dynamical thermal boundary layer
1. dynamical action at non-zero temperature and FDT
At T > 0 two new effects must be taken into account
not present at T = 0. First, in addition to the kinetic
coefficients studied above one must take into account a
variety of thermal noise terms. In the dynamical action
this corresponds to terms with two or more uˆ field having
the same time argument. Second, new thermal contrac-
tions are possible using the non-zero correlation function
〈uu〉 of the Gaussian theory. We first focus on the for-
mer, and discuss the additional contractions at the end
of this subsubsection. The action takes the general form:
S =
∞∑
n=1
∑
P={pk
i
},R={rk
i
}
∫
rt1···tn
iuˆrt1 · · · iuˆrtn
S
(n)
P,R(urt1 , ..urtn)
+∞∏
k=0
n∏
i=1
(∂kti iuˆrti)
rki (∂ktiurti)
pki
(108)
with p0i = 0 and the r
k
i ≥ 0 are integers. The S(n)P,R are
translationnally invariant functions. Compared to the
T = 0 action it has additional powers of uˆi and pos-
sibly their time derivatives (such vertices are shown in
Fig. 10). There is a temperature homogeneity degree
s =
∑
k
∑
i r
k
i such that the term is ∼ T s. The stan-
dard thermal noise corresponds to S
(1)
P=0,R = −ηT , with
rki = 2δk0δi1.
In order to maintain the Fluctuation Dissipation The-
orem (FDT) there are relations between these vertices.
A useful symmetry which constrains the allowed form of
these terms is:
iuˆrt → iuˆr,−t − λru˙r,−t (109)
urt → ur,−t (110)
(we mean u˙−t = u
′(−t)). For actions with no explicit
time dependence, such as considered here, one can then
later make a change of variables t→ −t in integrals over
times. We apply this to the bare action (11 - 12). Con-
sider first the infinitesimal variation of the interaction
term:
δSint = −
∫
r
λr
∫
t1,t2
iuˆrt1u˙rt2∆(urt1 − urt2) +O(λ2)
= −
∫
r
λr
∫
t1,t2
iuˆrt1∂t2R
′(urt1 − urt2) +O(λ2), (111)
using ∆(u) = −R′′(u), a consequence of potentiality.
This integrates to a boundary term which is a function
only of the coordinates u and corresponds to the energy
difference between the initial and final times(see below).
Hence the interaction term is invariant for an arbitrary
(r-dependent) λr. Unfortunately, this large symmetry is
quadratically broken by (11). First, the variation of the
elastic term vanishes (up to boundary terms) only for
spatially constant λr = λ. Thus the full action for η = 0
has a continuous global λ-symmetry (109). This can be
used e.g. to put constraints on the terms appearing in the
FRG equation order by order in η .41 More importantly,
the remaining terms in the action are only invariant un-
der a discrete transformation, specifically (109) with:
λ =
1
T
(112)
Note that they are, however, exactly invariant (no bound-
ary term).
Having established the invariance of the bare model
under the symmetry (112) we know that it should be
preserved under renormalisation. We must thus under-
stand the consequences of this symmetry for a more gen-
eral effective action. The relation to FDT is apparent
since, performing the transformation in the path integral
defining the response function one finds:
Rt2−t1 = 〈iuˆt1ut2〉 (113)
= 〈(iuˆ−t1 − u˙−t1)u˙−t2〉 = Rt1−t2 +
C˙t1−t2
T
(114)
i.e. the FDT relation for two point functions. The same
is obtained from considering the action of the symmetry
(112) on a general form (i.e. non-local in time) for the
quadratic part of the effective action functional.42
We now discuss more precisely the conditions on the
boundary terms which relate this symmetry to the FDT.
This is simplest to see first in the context of the theory
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before averaging over disorder. Let us define the Ito path
integral:
Z(uf , tf ;ui, ti) =
∫ u(tf )=uf
u(ti)=ui
DuˆDue−SV (115)∫
dufZ(uf , tf ;ui, ti) = 1 (116)
the (normalized) conditional probability to find the sys-
tem in state uf at time tf given that it is in state ui
at time ti. Here SV is the MSR dynamical action in a
given disorder realisation. By construction the Boltz-
mann measure is the stationary distribution for this
Z(uf , tf ;ui, ti) regarded as an evolution operator:∫
dufZ(uf , tf ;ui, ti)e
−(H(ui)−H(uf ))/T = 1(117)
Note that if under the transformation above SV → SV +
δSV where δSV = δSV [ui, uf ] is a function only of ui and
uf (boundary term) one has:
Z(uf , tf ;ui, ti) = Z(ui, tf ;uf , ti)e
−δSV , (118)
since t is changed to −t and thus boundary times ti and
tf must be interchanged. Interchanging ui and uf in
(117) and using ( 118) the normalization condition (116)
is found to hold only if:
δSV [ui, uf ] =
1
T
(H(utf )−H(uti)) (119)
If on the other hand δSV depends also on the time deriva-
tives at the boundary, then the FDT may or may not be
satisfied depending on the precise nature of the boundary
terms.41
Upon averaging over disorder eSV+δSV
V
= eS+δS , the
shift δS obtained after transformation on the disorder
averaged MSR action. It is readily seen that for the bare
action, δS is a sum of a single time integral cross correla-
tion boundary term (and one response field) and a term
with no time integral representing the second cumulant
of the random portential V (u). More generally if one
performs the transformation (109) on the coarse grained
model, one must obtain a δS which is a sum of bound-
ary terms, each containing less response fields than time
integrals. The n-th cumulant of the renormalized static
disorder can then be retrieved from the corresponding
boundary term with no time integral and 1/T n factor.
We are now prepared to discuss one how can construct
the effective action at finite temperature taking into ac-
count the constraints from the FDT. It is useful to note
that from the fundamental fields iuˆ and u two linear com-
binations transform simply under the symmetry (112)
u˙ → −u˙ (120)
Y = 2T iuˆ− u˙ → 2T iuˆ− u˙ (121)
Terms in the effective action which are exactly invari-
ant (i.e. whose variation do not produce any boundary
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FIG. 10: Compact notation for a generic vertex at T > 0.
(e)
(c)
(a) (b)
(d)
FIG. 11: One loop diagrams which correct the effective action
at T > 0 (in addition to the one for T = 0): the internal
lines contain the full response function and the graphs are 1P
irreducible. (a -b) are the tadpoles using the full correlation
function (the only possible ones as (d) should not be counted
as it is a two loop diagram). (c) is the generic new one loop
diagram at T > 0 with two vertices (e) is one example of
expanding the full correlation
terms) must involve uˆ only in the combination 2T iuˆ− u˙.
Examples will be constructed below.
It is clear from these considerations that non-zero T
terms can have time derivatives replaced by T uˆ. There-
fore it is natural to group terms which formerly (at
T = 0) were organized by the frequency power m by
the more general index:
M = Nuˆ − n+m, (122)
where Nuˆ is the number of uˆ fields appearing in the term
and n the number of independent times, as before. Terms
with a givenM,n can mix under the FDT transformation
(112).
Let us start with M = 1 and n = 2. The only possible
combination of the above invariants is, using symbolic
notations as above:
S
(2)
T,1 =
(2T iuˆ1 − u˙1)2 − u˙21)
8T
iuˆ2G(u1 − u2) + (1↔ 2)
= −1
2
iuˆ1iuˆ2[(u˙1 − u˙2)− T (iuˆ1 − iuˆ2)]G(u1 − u2)
(123)
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recovering the zero temperature G term together with a
non-zero T partner term. Note that at time t1 we have
used the invariant combination Y 2, taking care to remove
the piece proportional to u˙21 since there must be at least
one response field at every time. This is not possible
whenever there is an odd total number of fields u˙ and uˆ
at any particular time. Thus the iuˆ2 above cannot be
embedded in a term exactly invariant. Hence G(u) must
be a total derivative and the above term gives a non-
vanishing boundary variation under the transformation
(112). This term can also be understood before disorder
averaging. It corresponds to replacing the naive zero T
dynamical term η(u, r)iuˆu˙ corresponding to the damping
in (82) by the invariant combination:∫
rt
η(urt, r)
(u˙2rt − (2T iuˆrt − u˙rt)2)
4T
(124)
Note that expanding out the factor in this term demon-
strates that including u dependence in the damping coef-
ficient has given rise to a white thermal noise which (for
D(u, r) = g(u, r) = 0 ) has u-dependent variance:
〈ζ(r, t)ζ(r′, t′)〉 = 2η(u, r)Tδ(t− t′)δ(r − r′) (125)
The fact that G(u) is a total derivative then follows sim-
ply from its interpretation as a cross cumulant of η(u, r)
and the conservative random pinning force f(u, r). Based
on this reasoning it is clear that the function B(u) and
C(u) must also be total derivatives.
Note that the finite T partner of the G term is gener-
ated in parallel to it from graphs of the form (e) in Fig. 11.
One easily checks that it corrects the temperature term
by δηT uˆuˆ where δη corresponds to the correction (90)
from G′(0) so as to maintain FDT relation.
Let us now examine the terms M = 2 and n = 2.
One can write the possible terms in a way which makes
apparent the invariants:
S
(2)
T,2 = −
1
2
(u˙21 − (2T iuˆ1 − u˙1)2)
4T
(u˙22 − (2T iuˆ2 − u˙2)2)
4T
A(u1 − u2) (126)
+
(2T iuˆ1 − u˙1)u˙21 − (2T iuˆ1 − u˙1)3
8T
iuˆ2B1(u1 − u2) + (1↔ 2) (127)
− (2T iuˆ1 − u˙1)u˙
2
1
4T
iuˆ2
C′(u1 − u2)
2
− (2T iuˆ1 − u˙1)u¨1
4T
iuˆ2C(u1 − u2) + (1↔ 2) (128)
in a way such that unwanted terms (with no uˆ field associ-
ated to a time) cancel explicitly, apart from the last terms
where they combine to gives rise to a boundary term
1
2∂t1(u˙
2
1C(u1 − u2)). Accordingly, the B has been split-
ted into B(u) = B1(u) + C
′(u)/2. The function B1(u)
must be a total derivative (see above) and its variation
yields a boundary term. However, the invariance of the
part cubic in the field in the B1 term is exact, which can
be traced to an exactly invariant term in the unaveraged
dynamical action:
(2T iuˆrt − u˙rt)u˙2rt − (2T iuˆrt − u˙rt)3
4T
g(urt, r)(129)
Expanding all terms above one can write explicitly:
S
(2)
T,2 = S
(2)
T=0,2 +
T
2
((iuˆ1)
2iuˆ2u˙2 + (iuˆ2)
2iuˆ1u˙1)A(u1 − u2)− T
2
2
(iuˆ1)
2(iuˆ2)
2A(u1 − u2) (130)
+
3
2
T ((iuˆ1)
2iuˆ2u˙1 + (iuˆ2)
2iuˆ1u˙2)B1(u1 − u2)− T 2((iuˆ1)3iuˆ2 + iuˆ1(iuˆ2)3)B1(u1 − u2) (131)
Note that C does not give any bulk contribution at non-
zero temperature. The FDT constraint only requires
some boundary noise term for C. This is because C
alone, with A = B1 = 0 corresponds to a conservative
dynamics.41
These considerations show that to the order studied
the T > 0 dynamical action is fully specified by the T = 0
action and the FDT constraints. Thus we do not need
to introduce at this stage any new operator associated to
finite T .
Having established that we are working with an appro-
priate action (and hence have not neglected any pertinent
coupling constants/functions), we turn briefly to the ef-
fects of additional thermal contractions upon the FRG
19
equations. Up to this point, the only such contractions
we have included are the “diffusion” terms (T˜l∆˜
′′ etc.)
in the FRG equations for each coupling function. It ap-
pears natural to neglect most effects of temperature since
it is an irrelevant variable under the FRG, while clearly
these diffusion terms are crucial, since they are necessary
to stabilize the boundary layer. Within this treatment,
the zero temperature rule of conservation of powers of
frequency still holds. More generally, however, one can a
priori perform thermal contractions that feed downward
(i.e. reduce the number of time derivatives) in the fre-
quency hierarchy, in particular by thermally contracting
fields containing time derivatives. For some simple such
contractions, a preliminary calculation shows that a can-
cellation in fact occurs amongst the different “partners”
required by the FDT, eliminating the unwanted mixing.
We do not have, however, a general argument for such
a mechanism of cancellation. Due to the complications
of such a more general analysis, we will however proceed
assuming this is generally true. We comment briefly fur-
ther on this in the conclusion.
D. dynamical boundary layer analysis: terms
associated with averaged relaxation time
Having established that to this order no new terms
arise due to temperature we now attempt to study the
structure of the thermal boundary layer in the operators
studied so far.
We consider the level m = 1 in some detail. We add
the effect of temperature to lowest naive order which is
to add to the right hand side of (91) the term T˜ G˜′′(u),
originating from the simple tadpole contraction of the G
vertex.
From examination of this equation we expect that G˜(u)
supports a thermal boundary layer form for u ∼ T˜l/ǫ
G˜(u) = ǫχ˜g(
ǫχ˜u
T˜l
) (132)
with g(0) = 0, g(x) an analytic function at x = 0, odd
and positive for x > 0. It should match the fixed point
form outside the boundary layer. For u ∼ O(1) and T˜l ≪
ǫ we expect ∆˜(u), G˜(u) ≪ ∆˜′′(0) ∼ G˜′(0) ∼ ǫ2χ˜2/T˜l.
Thus in the outer region only three out of the several
terms involving ∆˜ and G˜ are non-negligible. For now
we neglect feeding from third cumulants functions S and
H , we return to them below. The fixed point for G(u)
outside the TBL is then trivially:
G
∗
(u) =
(
2∆˜′′(0)
G˜′(0)
− 1
)
∆˜′∗(u) (133)
Since at small argument ∆˜′∗(u) = −ǫχ˜ it follows that
g(x)→ g+∞ = 1 − 2∆˜
′′(0)
G˜′(0)
a constant, for large x. Using
the TBL form to evaluate G˜′(0) yields:
g+∞ = 1+
2
g′(0)
(134)
To analyze the boundary layer equation, we use the
form (70) for ∆˜ and similar forms for the third cumulant
functions (72) for S˜ and:
H˜(u1, u2, u3) = (ǫχ˜)
2h(u˜1, u˜2, u˜3) (135)
u˜ =
ǫχ˜u
T˜l
(136)
The TBL equation for g(x) is then found to be:
0 = 2f ′′g + 3g′f ′ + g′(0)(f ′ − g) + g′′(1 + f) + 2f ′(f ′′(0) + f ′′) (137)
+s110(0, 0, u˜) +
1
3
(h010(u˜, 0, 0)− 2h001(0, u˜, 0)− h100(0, u˜, 0)), (138)
where s(u1, u2, u3) = s
(3)
d (u1, u2, u3), all these terms be-
ing multiplied by ǫ3χ/T˜l while the terms originating from
rescaling are proportional to ǫ. This form will thus hold
at scales such that T˜l ≪ ǫ2.
For given functions f, s, h this equation is an eigen-
value problem for determining g′(0). This can be seen
since for large x the linear problem has one exponen-
tially growing solution, in addition to the one matching
the outer solution which converges to a constant. Thus
g′(0) must be tuned to select that solution. We illus-
trate this behaviour in the approximation of neglecting
all third cumulant functions. Then we recall that f sat-
isfies:
f ′2 + f ′′(1 + f) = 1. (139)
whose solution is f(x) =
√
1 + x2−1. Since, as discussed
earlier G is a total derivative, it is possible to integrate
the boundary layer equation once, and defining g = −f ′+
γ′ one obtains:
(1 + f)γ′′ + 2f ′γ′ − g′(0)γ + (2f − 1)(1 + g′(0)) = 0
with γ(0) = γ′(0) = 0. One interesting solution but unre-
lated to the physics of interest here is γ = 0, g′(0) = −1,
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i.e. g = −f ′. It corresponds to an integrable set of
models with a single exponential relaxation, which ex-
actly obey the full FRG equations to one loop, and is
studied in Appendix. A shooting procedure gives a solu-
tion g(x) satisfying the proper boundary conditions with
g′(0) = 2.646± 0.001.
Thus we find that the growth of ηl is determined by:
∂lηl =
ǫ2χ˜2
T˜l
(f ′′(0) + g′(0))ηl (140)
yielding:
ηl ∼ exp(α(1) β˜e
θl
θ
) (141)
Clearly α(1) = 3.646 is a non-trivial number.
E. terms associated with second moment of
relaxation time
We now turn to the consideration of terms with m = 2.
As emphasized in Section II the principal quantities of
interest are the cumulants of the friction, the second one
being embodied in A(u). The quantities B1 and C also
appear at this order, complicating the analysis. Since
these embody somewhat different physics we will focus
initially on A(u) which fortunately satisfies equation (97)
which is independent of B1 and C.
We add the effect of temperature to lowest naive or-
der which is to add to the right hand side of (97,98,99)
the terms T˜ A˜′′(u), T˜ B˜′′1 (u), T˜ C˜
′′(u), respectively. These
originate from the simple tadpole contractions.
1. second moment of relaxation time: A(u)
In the previous Section III we pointed out the rapid di-
vergence of the moments of the friction (relaxation time)
η, η(2) = A(0), · · · driven by the low temperature diver-
gence of ∆˜′′(0). In doing so we neglected all functional
dependence (such asA(u)). In the previous subsection we
reconsidered the growth of the average friction η, which
clearly does not itself has any functional dependence. In-
stead the deviations of its growth from the prediction
of Section III arise from a secondary mechanism of the
feedback of G˜′(0) into η. Physically it corresponds to the
cross correlationG of the friction η(u, r) with the random
force f(u, r) producing an increased growth of η.
We would now like to reconsider the growth of the
second moment A(0) = η(2) including functional depen-
dence. In this case already the leading effect of enhance-
ment due to the divergence of ∆˜′′(0) is non-trivial. Thus
we will focus on it here primarily ignoring secondary ef-
fects of cross correlations between the random friction
coefficient and the random force. In general these cross
correlation effects enter the flow of A through G, H and
W defined in (81). Terms involving H and W have al-
ready been dropped in (97) for A. We will initially keep
terms involving G in (97) but will drop them at a later
stage of the analysis. It is not clear at this stage whether
keeping these terms without simultaneously including the
ones due to H and W would be consistent.
We then note that A˜(u) satisfies a closed equation once
G˜(u) is known. We first consider the nature of its solu-
tion for u ∼ 1 outside the TBL. Doing so one notes the
presence of several large terms proportional to ∆˜′′(0),
G˜′(0). Balancing these large terms, we obtain the solu-
tion outside the TBL:
Al(u) ∼ η2l g∞G˜∗′ = −η2l g2∞∆˜∗′′ (142)
where g∞ was defined above. Note that, as was the case
for G˜ the convergence is very rapid due to the homoge-
neous part ∂A = −2G˜′(0)A. The important feature of
this result is that A(u) is of order η2l outside the TBL.
We are going to search for a TBL solution for A which
grows faster:
A˜(u) = ηλl
ǫ2χ˜2
T
h(
ǫχ˜u
T˜l
) (143)
with λ > 2. In order to match the above solution outside
the TBL one should have h(∞) = 0. The TBL equation
for h then reads:
(−λ(f ′′(0) + g′(0)) + 2f ′′(0) + 4f ′′)h
+(1 + f)h′′ + 4f ′h′ = 0 (144)
Due to the presumed faster growth of A˜ than η2l (λ > 2)
the feeding terms in (97) are negligible and have been
dropped. As discussed above, since our principal inter-
est is to compare the growth of the second relaxation
moment parameterized by A(0) relative to the growth
of the mean η, to be consistent we drop the analogous
renormalization of η by G˜′(0), i.e. set g′(0) = 0 in (144).
Numerical solution then yields:
λ = 2.64.. (145)
The analysis is thus consistent since we find λ > 2. To
the order considered we therefore have:
η2l ∼ η2.64..l ≫ η2l . (146)
This gives, in the present approximation α(2)/α(1) =
2.64. As seen in the previous subsection we expect both
α(2) and α(1) to be both increased by inclusion of the
effect of cross-correlations of friction and random force.
2. growth of other O(ω2) kinetic coefficients: D,B,C
Due to the feedback of A(0) into D we expect D to
grow at least as fast as ηλl . In the simplest scenario,
indeed, all ω2 quantities would scale the same in the same
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manner. However, we see no general reason why this need
be the case. Indeed, examination of B1 and C using the
same truncation scheme as for A, shows that they grow
faster. We sketch this analysis here. Consider first C˜(u),
which also feeds into the inertial massD. We assume C˜ ∼
ηµ, with µ > λ > 2. With such growth of C˜, the feedback
of C˜′(0) into D˜ will overwhelm all other feeding terms,
and we expect D˜ = ηµD, with D scale independent. It
is then natural to define C˜(u) = −D˜C(u). (96) becomes
∂lD = (−2 + µ(G˜′(0)− ∆˜′′(0))− C ′(0))D. (147)
Thus to leading order in 1/T˜l, one needs
C
′
(0) = µ(G˜′(0)− ∆˜′′(0)). (148)
Using the above forms, C satisfies
∂C =
(
2− d+ ζ∂u − ∆˜′′(0) + µ(∆˜′′(0)− G˜′(0))− 2∆˜′′
)
C + T˜lC
′′
−∆˜′C′(0)− 3∆˜′C′ + (∆˜(0)− ∆˜)C′′ − 2 ∆˜′ ∆˜′′(0)− 2∆˜′ ∆˜′′ (149)
to leading order, i.e. dropping terms ∼ η2−µ, ηλ−µ, and
neglecting feedback from higher cumulants as before. As
for G and A, the outer solution for u ∼ O(1) is readily
found equating the large terms ∼ ∆˜′′(0) + C′(0) ∼ 1/T˜l:
C ∼ C˜
′(0) + 2∆˜′′(0)
(µ− 1)∆˜′′(0)− µG˜′(0)∆˜
′(u) u ∼ O(1).
(150)
As before, for small u we make a TBL ansatz,
C(u) = ǫχ˜c(ǫχ˜u/T˜l), (151)
which yields an equation very similar to (138) for g(x):
(1 + f)c′′ + 3f ′c′ + (f ′′(0)− µ(f ′′(0) + g′(0)) + 2f ′′)c− f ′(2f ′′(0)− c′(0) + 2f ′′) = 0. (152)
We require, to match (150), that c goes at a constant at
large argument, and c(0) = 0 since c is an odd function.
Furthermore, from (148), we have c′(0) = −µ(f ′′(0) +
g′(0)). This formulates an eigenvalue problem for µ. As
above, to solve, we use the (approximate) form for f(x)
in (139) and, for consistency as before set g′(0) = 0. A
shooting procedure gives µ = 3.377, indeed greater than
λ as required for consistency. In summary we find the
growth of the kinetic coefficients:
C˜(u) ∼ D˜ ∼ η3.377l (153)
Finally, we discuss the growth of B˜1. Since it is fed by
A˜(0), it must grow at least as fast as ηλ, so all other feed-
ing terms on the last line of (98) are certainly negligible.
Remarkably, even in the presence of the thermal T˜lB˜
′′
1
term an asymptotically (for large l) exact solution can be
found. In particular, one finds that the homogeneous (in
B˜1) part of the B˜1 equation has an exact eigenfunction
which is just B˜1(u, l) = B˜1(l), a constant independent of
u. This turns out to be the most unstable eigenfunction,
with eigenvalue −d − 3∆˜′′(0). The exponential growth
of this unstable eigenfunction is faster than that of A˜(0),
and hence dominates the flow at large scales. Hence,
writing this relative in terms of ηl (neglecting the g
′(0)
renormalization of η as before), one finds
B˜1(u) = B˜1(0)η
3
l . (154)
V. CONCLUSION
We have through a series of successively better approx-
imations arrived at a description of the growth of the mo-
ments of relaxation times (friction coefficient) encoded as
eigenvalues of functional FRG equations. This final stage
of analysis was carried out only for the mean and variance
– the extension to higher moments is a formidable techni-
cal challenge. Nevertheless, already at this level we have
observed how these functional eigenvalue problems pro-
vide a mechanism for describing a broad but non-trivial
(i.e. not log-normal) distribution of time scales. This
is at variance with numerous other existing examples of
systems exhibiting simpler log-normal tails which can be
obtained from simpler non-linear sigma model diagram-
matic calculations, such as in disordered conductors.51 A
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similar log-normal tail was indeed obtained in Section III
from an approximate truncation of the FRG equation. A
rather strong physical difference from the aforementioned
quantum diffusion problem is the rapid exponential scale
dependence of the relaxation times for θ > 0, very dif-
ferent from the logarithmic dependence of two dimen-
sional weak localization corrections. It is an open ques-
tion whether some less trivial distribution might arise at
the metal-insulator transition in d > 2 and whether sim-
ilar functional renormalization ideas might be useful in
this context.
Many outstanding issues and extensions remain. Of
these, the most fundamental are germane to both the
dynamics and the statics.23,24 In particular the very ba-
sic problem of perturbative control of the theory (most
interestingly in the ǫ-expansion) remains unsolved. This
question, and the associated matching problem of relat-
ing e.g. random force quantities like the fk in (72) de-
fined deep within the boundary layer at u = 0 to the zero
temperature ones occurring far outside for u ∼ O(1) are
better addressed in the simpler context of the statics. We
will refrain from commenting further upon them here.
Of the problems specific to the dynamics, perhaps most
important is a systematic treatment of all thermal terms
in the FRG. We have begun this program by classify-
ing all operators associated with “thermal noises” in the
effective action (Sec. IVC1) consistent with the FDT.
However, up to this point we have included the effects
of non-zero temperature only through the leading “diffu-
sion” terms (T˜l∆˜
′′ etc.) in the FRG equations for each
coupling function. As discussed in Sec. IVC1, while this
assumption is natural, we do not at this stage have a
general justification for it. The importance of additional
thermal contractions thus remains an important issue for
further investigation.
Once these basic remaining issues in the FRG formula-
tion are resolved, the present methods offer the opportu-
nity to explore numerous physical problems. Obviously,
equilibrium response and correlation functions are of con-
siderable interest. Perhaps the approximate techniques
of Section III (and Appendix E) may have an extension
to the full functional description. It will also be valuable
to reinvestigate the response to a uniform applied force
in the creep regime,22 in light of the full dynamical struc-
ture of the thermal boundary layer exposed here. Appli-
cations of these ideas to non-equilibrium response and
aging is also tantalizing. Similar approaches should be
applicable to quantum problems in the Keldysh formal-
ism. These and other applications of the present formu-
lation certainly provide a broad scope for future progress
in understanding glassy dynamics.
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APPENDIX A: SINGLE TIME SCALE
CALCULATIONS: EQUILIBRIUM
1. analytical results for the equilibrium response
function
It is interesting to observe how the two putative scal-
ing regimes described in Sec. II arise in a detailed calcu-
lation of the mean response function. To do so, we de-
velop an FRG scheme to calculate directly the response
function at arbitrary ω, k within the scaling regimes de-
scribed above. It is necessary to follow the flow of the full
wavevector and frequency dependence of the “kinetic”
part of the MSR action. We therefore generalize the form
in (11) to:
Sl0[u, uˆ] =
∫
r,r′,tt′
iuˆrt(R
−1
l )rt,r′t′ur′t′
−ηT
∫
r,t
(iuˆrt)(iuˆrt), (A1)
where, in a slight abuse of notation, we have denoted the
quadratic MSR kernel by R−1. Using (A1), we extend
the FRG analysis leading to (15) to derive an RG equa-
tion for the response function. As before, the strategy
is to integrate out spatial Fourier modes Λ > k > Λe−l,
but now keeping the explicit time dependence. At this
stage, we will not assume time-translational invariance,
though we will specialize to this at a later stage. The
FRG equation for R−1l is
∂lR
−1
q,l (t, t
′) = −ΓlΛ4l (RΛl,l(t, t′)−δt,t′
∫ t
ti
dt′′RΛl,l(t, t
′′))
(A2)
where ti is an initial time at which the system is prepared
in some as yet unspecified state (or distribution of states).
(A2) is obtained formally by computing the correction to
the (inverse) response function upon integrating out the
modes in the shell, and using definitions (15) and (21).
We perform this integration perturbatively in ∆ (to first
order), which gives the lowest order term in ǫ.
At the end we want the true response function Rq(t, t
′).
It will be obtained by integrating the flow from l = 0 with
the initial condition:
Rq,l=0(t, t
′) = e−q
2(t−t′)θ(t− t′) (A3)
setting η0 = 1 for convenience, up to the scale l
∗ such
that Λe−l
∗
= q.
Rq(t, t
′) = Rq,l=ln(Λ/q)(t, t
′) (A4)
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This amounts to neglect contributions coming from the
modes k < q, as is usually done in the RG. These are
examined below.
Although the initial condition in (A3) is time-
translationally invariant (TTI), the solution of the RG
equation does not in general remain so, due to the pres-
ence of the initial time ti. This leads to the aging proper-
ties to be discussed in the Appendix B. The TTI regime
is recovered in the limit ti → ∞ (for large but fixed fi-
nite size system) where one can set Rk(t, t
′) = Rk(t− t′).
Then (A2) can be Fourier transformed in t−t′, Rk(iω) =∫
t>0
Rk(t)e
−iωt (i.e Laplace transformed with s = iω) to
obtain
R−1k (iω) = iω + k
2 +Σk(iω) (A5)
∂kΣk(iω) = β˜k
3−θ(
1
iω + k2 +Σk(iω)
− 1
k2 +Σk(0)
)
(A6)
where we have defined a “self-energy” Σk(iω) with ini-
tial condition Σk=1(iω) = 0. To obtain (A6) one writes
Σk(iω) =
∫ ln(Λ/k)
0
∂lR
−1
k,l (iω), uses the Fourier tranform
of (A2) and differentiate w.r.t. k (we set from now on
Λ = 1). One can check that consistently Σk(0) = 0, as
requested by the statistical tilt symmetry, which we use
from now on. Apart special cases43 (A6) does not ad-
mit analytical solution and we now analyze the various
regimes of interest.
From (A6) one first finds the small ω behaviour of
R−1k (iω) as:
R−1k (iω) = k
2 + iωηk +O(ω
2) (A7)
where ηk satisfies ∂kηk = −β˜k−1−θηk which yields ηk =
k2τk, i.e one recovers as expected the single caracteristic
time scale τk given by (25).
To analyze further the higher order terms in iω from
(A6), we first consider the scaling regime iω, k2 ≪ 1 with
y = iωτk fixed (which implies iω ≪ k2). Making the
scaling ansatz
Σk(iω) = k
2g(y), (A8)
in (A6) gives the closed differential equation yg′ = g/(1+
g), which has the implicit solution (taking into account
the behavior of Σ for iω → 0 from (A6))
geg = y. (A9)
(A8-A9) correspond to the Y scaling limit of Sec. II.
(A8) is valid for finite y. As y → ∞, we enter the
logarithmic (X scaling limit) scaling regime, in which
the scaling variable x = k(ln(1/iω)/β˜)1/θ is fixed and
iω, k2 ≪ 1. Since g(y) → ∞ in this limit, the first term
on the right hand side of (A6) can be neglected, leading
to the ansatz
Σk(iω) = β˜k
2−θf(x). (A10)
with (2 − θ)f + xf ′ = −1 from (A6) which determines
the form of the scaling function f(x) as:
f(x) =
1
2− θ
[(xc
x
)2−θ
− 1
]
, (A11)
and the constant xc = (1/θ)
1/θ is determined by match-
ing to (A8). This regimes exists only for:
k < xc(ln(1/iω)/β˜)
−1/θ (A12)
and thus corresponds to the limit of small wavevectors at
fixed ω, or to relaxation times τ ≪ τk (τ ∼ eβ˜(x/k)−θ for
x < xc). When x→ x−c one crosses over to the Y regime.
We can check that these results merge smoothly with
the result directly obtained at the upper critical dimen-
sion d = 4. There the equation for Σk(iω) becomes:
∂kΣk(iω) = β˜
k
(ln(1/k))2
(
1
iω + k2 +Σk(iω)
− 1
k2
),
(A13)
which yields the same two scaling regimes, the first one
with τk ∼ k−2 exp(β˜/(2k2(ln(1/k))2)) and the same scal-
ing function g(y) (A9) and the second one reading:
Σ(k) =
β˜
ln(1/k)
(−1 + 2 ln(1/k)
ln(ln(1/iω)/β˜)
) (A14)
We now turn to the calculation of the response function
in the time domain. Consider first the regime Y = t/τk
fixed and t → ∞, k ≪ 1. Inverse Laplace-Fourier trans-
forming (A5) and using (24) gives the scaling form
Rk(t) =
1
k2τk
G(Y), (A15)
with
G(Y) = 1
2πi
∫ i∞+γ
−i∞+γ
eyY
1 + g(y)
. (A16)
While we have not performed a complete analysis of the
integral in (A16), the large time behavior can be ex-
tracted .44 For Y ≫ 1, the integral is dominated by the
vicinity of the branch point on the real negative axis at
y = −1/e, leading to
Rk(t) ∼ 1
k2τk
(
t
τk
)1/2
exp
[
− t
eτk
]
, t≫ τk. (A17)
In the logarithmic scaling regime, we cannot simply
invert the Fourier space result in (A10), as it does not
extend over the entire frequency interval. Instead, we re-
turn to the defining RG equation for R−1k (t), (A2). By in-
verting this formal equation, and again integrating down
to scale k, we obtain an equation for Rk(t) directly:
∂kRk(t) = −2kRk ∗t Rk (A18)
−β˜k3−θ(Rk ∗t Rk ∗t Rk −Rk ∗t Rk
∫
t′>0
Rk(t
′))
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where ∗τ denotes a convolution. Note that, aside from
the momentum-dependence of the prefactors and the ab-
sence of derivative terms, (A18) bears a formal similarity
to the mode-coupling equations of mean field models. In
order to match the scaling expected from the above log-
arithmic frequency regime, we make the ansatz
Rk(t) ∼ 1
t(ln t)2−2/θβ˜2/θ
F [X = 1
β˜
kθ ln t] (A19)
with F [0] a constant. Inserting this in (A18), it is
permissible to drop the first two terms in the loga-
rthmic scaling regime, and moreover to approximate∫ t
0
dt′R(t− t′)R(t′) ≈ 2R(t) ∫ t
1
dt′R(t′). This yields:
θXF ′[X ] = 2F [X ]
∫ X
0
dzz−(2−2/θ)F [z]. (A20)
The solution is∫ +∞
ln(X
2−θ
θ F [X ])
dh√
(2 − θ)2 + 4θeh = −
(
1
θ
)
ln(X/X ∗),
(A21)
where X ∗ = 1/θ is the boundary of the regime, at which
F (X ) diverges, signaling the onset of a regime of faster
relaxation onto the regime Y.
Having computed the response function Rk(t) in the
equilibrium TTI regime, we also obtain the time depen-
dence of the connected correlation defined as Ck(t) =
〈uk(t)u−k(0)〉 − 〈uk(t)〉〈u−k(0)〉, with Ck(t → +∞) = 0
and Ck(t = 0) the equilibrium connected correlation.
Indeed they are simply related through the fluctuation
dissipation relation ∂tCk(t) = −TRk(t) or, in frequency
space,
Ck(iω) =
−T
iω
(Rk(iω)−Rk(−iω)) (A22)
2. discussion
We now pause and comment on the results of the FRG
calculations we have just obtained. Let us first men-
tion the nice features before stressing the unsatisfactory
points below.
First we note that the Wilson scheme used directly
on the response function within the single time scale as-
sumption indeed yields, as we anticipated from general
arguments in Sec. II, two distinct scaling regimes, the
Y = t/τk regime and the X = kθ ln t regime, with scal-
ing forms in (A8,A10,A15,A19) . The scaling functions
themselves were found to be non-trivial, with interesting
analytical structure. While the existence of the Y = t/τk
regime seems to be a straightforward consequence of the
assumption of a single time scale τk, the emergence of the
X ∼ kθ ln t regime within this hypothesis is less obvious.
Within the Wilson scheme, it seems to result from the
system keeping a memory of a whole spectrum of smaller
relaxation times τ ∼ (τk)x/xc , x < xc, generated during
the coarse graining procedure and naturally appears here
(while one would naively expect the largest one only, τk to
play a role). It does have the form of activated dynamics
since the scaling variable is truly X = (T/T ∗)kθ ln t and
thus corresponds to crossing barriers of heigth ∼ k−θ.
That such an activated regime should exist is physically
rather natural. Indeed we expect from simple droplet
arguments that the equilibrium dynamics of mode k at
large time difference (in general t − t′, denoted here t)
is dominated by the rare active configurations with (at
least) two quasi-degenerate low free energy states at scale
L ∼ 1/k of the system. The probability to find two nearly
degenerate minima (on the scale of the thermal energy T )
at scale 1/k is ∼ Tkθ. One expects these two minima to
be separated by a barrier Ub also scaling like Ub ∼ k−θ
and thus when T ln t > Ub equilibrium thermally acti-
vated motion back and forth over this barrier45 becomes
active and gives rise to time-dependent correlations on
the scale ln t ∼ k−θ. Our analytical result thus exhibits
the correct scaling behaviour and it is thus encouraging
that such barrier crossing behaviour and scaling comes
out of the present RG calculation.
Upon a closer look to our results in the X regime, ev-
erything works as if there is an effective distribution of
smaller barriers Ub = x
′k−θ with a distribution of relax-
ation times τ = eβ˜Ub for 0 < x′ < xc. The total weight
of this distribution being only ∼ Tkθ it can be written
as kθ/β˜φ(x′). φ(x′) diverges at x′ = xc. This is easily
seen, e.g. on the form for the correlations. Indeed, using
the above FDT relation one obtains:
Ck(t1)− Ck(t2) = T
k2
kθ
β˜
∫ kθ ln t2/β˜
kθ ln t1/β˜
du
u2−
2
θ
F (u) (A23)
for the correlations in the logarithmic regime. In this
expression, the T/k2 equilibrium correlation is usually
explained as T/k2 = (1/kd+2ζ)(Tkθ), i.e the product of
the size of a positional fluctuation between two degen-
erate states at scale k and the probability of this active
configuration to occur. Thus we see that there is here
an additional reduction by an extra factor Tkθ, the to-
tal weight of barriers much smaller than τk (note that
the above correlation variations within regime X are sub-
dominant compared to the ones in regime Y, which really
account for all but a small fraction of the total variation).
Similarly one sees that the response corresponding to a
barrier x′k−θ can be written as:
1
k2
1
1 + iωeβ˜x′k−θ
=
1
k2
1
1 + eβ˜k−θ(x′−x)
→ 1
k2
θ(x− x′)(A24)
as k → 0 with x = kθ ln(1/iω)/β˜. Thus averaging with
the weight 1
β˜
kθφ(x′)dx′ yields exactly our result Rk(iω)
in regime X if one chooses:∫ x
0
φ(x′)dx′ =
2− θ
(xcx )
2−θ − 1 (A25)
Another puzzling feature of the above results is the
nonmonotonicity of the above scaling functions. As dis-
cussed below this is directly related to the assumption of
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a single time scale, and has prompted us to reconsider
the whole calculation (at a high price of technical dif-
ficulty) in Section III. We see from (A6) that Σk(iω)
is a decreasing function of k always and that Rk(iω)
at fixed iω is an increasing function of k for k small
enough. Correspondingly, the real-time solution Rk(t)
is an increasing function of k at fixed t throughout the
logarithmic regime and also in the short-time portion of
the t ∼ τk regime. Similarly, (A23) implies that the
correlations are also increasing functions of k at fixed t.
While this behavior is unexpected, we are presently un-
sure whether it is in fact unphysical. What is clear is
that it is a consequence of the single time scale assump-
tion. Indeed, the rather simple and apparently physical
expression Rk(t) = e
−t/τk/(k2τk) is also increasing with
k for small t/τk. It appears that one can argue fairly
generally that, provided there exists a long-time regime
with a well-defined τk, the response must be increasing
with k for t/τk <∼ 1.
As discussed at length in the text, one does expect
that the single time scale description is unsufficient and
one should instead consider a distribution of time scales.
Let us examine the question of monotonicity when Rk(t)
is simply a superposition of elementary relaxation pro-
cesses. Discarding the subdominant k−2 prefactor and
writing τk = e
UL where L = 1/k is the scale, one can
consider the average:
Rk(t) =
∫
dUPL[U ]e
−te−U−U (A26)
It is dominated by the saddle point U∗(L, t) solution of:
te−U − 1 + ∂U lnPL[U ] = 0 (A27)
and the condition for Rk(t) to be an increasing function
of L is
∂LPL[U
∗] > 0 (A28)
For a gaussian lnPL[U ] = −(U − Lθ)2/(2sLα) and
t = 0 (the worse point) one finds U∗ = Lθ − sLα and
lnPL[U
∗] = −Lθ + s2Lα. Thus one needs α ≥ θ. Note
however that this supposes the gaussian to hold down to
U∗ < 0, which may not be the case in general. On the
other hand the only real condition concerns the mono-
tonicity of the scaling function itself. Thus, one way to
reduce the effect of nonmonotonicity is to increase the
width of the distribution of time scales.
To close this discussion, it is useful to contrast the
present situation of an elastic system with fast growing
barriers with what happens in the marginal case θ = 0.
This is realized for a periodic model in d = 2, e.g. for the
line of fixed points of the Cardy Ostlund model. There
of course one expect a single scaling regime compatible
with simple matching arguments. Setting θ = 0 in (A6)
one finds the exact solution:
k2 = (1 +
Σk(iω)
iω
)−2/β˜(1 + iω
2
2 + β˜
) (A29)
− 2
2 + β˜
(iω +Σk(iω)) (A30)
obtained writing −d(k2)/dΣ = (2/β˜)(1 + k2(iω +Σ)−1).
For ω ≪ 1 this yields the scaling form
Σk(iω) = k
2g(y = iωk−z), z = 2 + β˜
y = g(1 +
2
2 + β
g)β/2 (A31)
where z is the equilibrium dynamical exponent (note that
for β → +∞ one recovers (A9). The self energy nicely
interpolates between Σk(iω) ∼ iωk−β˜ at small iω ≪ kz
(as also obtained from considering the flow of the uniform
ηl ∼ eβ˜l) and Σk(iω) ∼ ( z2 )β˜/z(iω)2/z at large iω ≫ kz.
¿From there one obtains the response function Rk(t) =
kβ˜G(tk−z), which is found to decay as in (A17) with τk ∼
k−z and a characteristic time (1 + 2/β˜)β˜/2τk (instead of
eτk obtained for β˜ → +∞, and which behaves as:
Rk(t) ∼ t−β˜/z (A32)
in the limit 1 ≪ t ≪ k−z. The function G obeys the
equation:
β˜G + (2 + β˜)YG′ = (−2 + β˜)G ∗Y G − β˜G ∗Y G ∗Y G
(A33)
Note that such as scaling function G of Y = tkz leads to
a trivial scaling regime in X = ln t/ ln(1/k) reduced to a
delta function at X = −z. Note finally that even in this
case, the scaling regime Rk(t) is again nonmonotonous:
it vanishes at k = 0, increases up to k∗, with t(k∗)z = zβ˜
and decreases beyond.
APPENDIX B: SINGLE TIME SCALE
CALCULATIONS: NONEQUILIBRIUM AND
AGING
1. response function and various regimes
The RG recursion relation for the response function
derived above was not restricted to equilibrium, and
it is thus interesting to write down the corresponding
equations (for response and correlations) in the full non-
equilibrium regime. Within the intrinsic limitations of
the single time scale approach, this allows in principle to
acces the aging properties of the system.
To obtain closed equations for the two time response
function Rk(t, t
′) one again iterates (A2) from the same
(TTI) initial condition Rk,l=0(t, t
′) = θ(t − t′)e−k2(t−t′)
up to l = ln(1/q), keeping ti finite and making no TTI
assumption. Thus the response satisfies the differential
equation:
R−1k (t, t
′) = δtt′(∂t′ + k
2) + Σk(t, t
′) (B1)
∂kΣk(t, t
′) = β˜k3−θ(Rk(t, t
′)− δtt′
∫ t
ti
dt′′Rk(t, t
′′))
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where matrix multiplication and inversion is with respect
to (t,t’). It is more convenient to avoid the two time self
energy and write a closed equation for Rk(t, t
′) as:
∂kRk(t, t
′) = −2k(Rk · Rk)(t, t′) (B2)
−β˜k3−θ((Rk ·Rk ·Rk)(t, t′)
−
∫ t
t′
dt1Rk(t, t1)Rk(t1, t
′)
∫ t1
ti
dt′′Rk(t1, t
′′))(B3)
with initial condition Rk=1(t, t
′) = θ(t − t′)e−k2(t−t′).
The full analysis of this equation is quite complicated
and we have not attempted it. We will give only a few
features, at a naive level, which remain to be confirmed
by a more detailed analysis left for the future.
The function Rk(t, t
′) depends on three variables but
in the limit k ≪ 1, t′ − ti ≫ 1, t − t′ ≫ 1 we expect
that it takes scaling forms depending only on two vari-
ables. What these variables really are depends on the
time regime, and one can identify several possible time
regimes and subregimes. They can be classified as fol-
lows, where we indicate the form expected for the re-
sponse function Rk(t, t
′), by order of increasing time and
time differences:
(I)
ln t′
ln τk
< 1,
(Ia)
ln(t− t′)
ln t′
< 1 :
g(kθ ln(t− t′), ln(t−t′))ln t′
(t− t′) lnγ(t− t′)
(Ib) t− t′ ∼ t′ : h(k
θ ln(t− t′), t−t′t′ )
(t− t′) lnδ(t− t′)
(Ic)
ln t
ln t′
> 1,
ln t
ln τk
< 1 :
f(kθ ln t, ln tln t′ )
t′ lnα t′
(Id) t ∼ τk :
m(kθ ln t′, tτk )
t′ lnψ t′
(B4)
(II) t′ ∼ τk,
(IIa)
ln(t− t′)
ln τk
< 1 :
F (kθ ln(t− t′), t′τk )
(t− t′) lnb(t− t′)
(IIb) t− t′ ∼ τk
G( t−t′τk , t−t
′
t′ )
k2τk
(B5)
(III)
ln t′
ln τk
> 1 equilibrium Rk(t− t′)
(IIIa)
ln(t− t′)
ln τk
< 1
F (kθ ln(t− t′))
(t− t′) ln2−2/θ(t− t′)
(IIIb) t− t′ ∼ τk
G( t−t′τk )
k2τk
Regime (III) is the equilibrium TTI regime, where the
only dependence is in t− t′. There are two scaling forms
possible corresponding to the two subregimes X (IIIa)
and Y (IIIb) studied in Appendix A. Fully equilibrated
regime (III) is expected here for very large times t >
t′ ≫ τk, and is somehow at variance with mean field
models (where one always expect aging, e.g. for t ∼
t′, even for very large t’). In regimes (I) and (II) the
mode k at t′ has not yet equilibrated, and the scaling
functions ar now also function of kθ ln t′ (regime I) or
t′/τk (regime II), in addition of being functions of t−t′. In
both regimes (I) and (II) if t−t′ is small one expects some
kind of equilibrium regime. Indeed for t − t′ ∼ O(1) we
expect that there will be a fully TTI equilibrium regime,
but it is also expected to be nonuniversal. A universal,
quasi-equilibrium regime is expected however for t− t′ ∼
t′u < t′, u < 1 (regimes (I a) and (II a)). As the time
difference increases it should crossover at t − t′ ∼ t′ to
an intermediate aging regime (regimes (I b) and (II b)).
Regime I is most complex as there one expects two later
regimes as t − t′ ∼ t ∼ t′v, v > 1 crossing over to yet
another scaling regime when t reaches τk. It is interesting
to note that either in Sinai model46 or even more clearly
in the 1D random field Ising model7 such regimes are
also expected, some have been studied demonstrated and
studied in details (there is also an equilibration time scale
analogous to τk).
In the determination of all the above regimes the quan-
tity:
µk(t) =
∫ t
ti
dt′′Rk(t, t
′′) (B6)
which appears in (B3) plays an important role. It is a
function of t alone. It satisfies the equation:
∂kµk(t) =
∫ t
ti
dt1Rk(t, t1)[−2kµk(t1) (B7)
−β˜k3−θ(µk(t1)2 −
∫ t1
ti
dt′Rk(t1, t
′)µk(t
′))]
Its value can be understood by using the STS covariance
under urt → urt + vr, where vr is an arbitrary func-
tion. In a general non-equilibrium situation, the STS
gives constraints relating different initial conditions at
t = ti. It can be written as lnZ[hkt, hˆkt, uk,t=0 = 0] =
Z[hkt + k
2vk, hˆkt, uk,t=0 = vk]−
∫
kt hˆktvk, where the ini-
tial condition is explicitly indicated. It thus immediately
yields:
µk(t) =
1
q2
(1− δ < uq(t) >
δuq(ti)
) (B8)
When t1 ≫ τk we expect that the influence of the ini-
tial condition on mode k has been washed out, and
we find the equilibrium constraint limt→+∞ µk(t) =∫ +∞
0 Rk(τ)dτ = 1/k
2 (which, combined with FDT gives
Ck(0)− Ck(∞) = T/k2). Thus, we expect µk(t) to take
the form:
µk(t) = k
−2+σm(kθ ln t)
ln t
ln τk
< 1 (B9)
µk(t) = k
−2M(t/τk) t ∼ τk (B10)
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with M(∞) = 1 and a reduction kσ in the short time
regime compared to asymptotic one, with an interpre-
tation in terms of the susceptibility to initial condition
being almost 1, presumably with some rare (droplets ?)
configurations exhibiting decorrelation.
To discuss the specific choice of the scaling functions
and prefactors we proceed as follows. Let us consider
regime (I). We have found that with the forms of the
prefactors in subregimes (I c) and (I a) indicated above
we could obtain from (B7) non-trivial equations for the
scaling functions. The regime (I b) is then necessary
to match (I c) and (I a). Next, with the forms con-
jectured for (Ia,b,c) the terms in (B7) scale respectively
as 1, k2−θ(1−αi), k4−θ−2θ(1−αi), k2−θ−θ(1−αi)+σ (where
the first term is the derivative) with αi = γ, δ, α re-
spectively in each subregime. Thus either σ ≤ θ/2 and
θ(1 − α) = 2 − θ + σ and only the last term counts
or σ ≥ θ/2 and θ(1 − α) = 2 − θ/2 (in equilibrium
regime III one had σ = 0 leading to α = 2 − θ/2).
Here, we see that if µk(t) is determined by an inte-
gration over regimes (Ia,b,c) as is natural, it implies
σ = 2−maxαi=γ,δ,α θ(1−αi), and one sees that σ = θ/2
and:
γ = δ = α =
3
2
− 2
θ
(B11)
is the only solution. Note that this contradicts the naive
expectation that the form in the quasi equilibrium regime
(I a) would scale as the equilibrium form IIIa (they differ
by a power of a ln(t − t′)): to get γ = 2 − 2/θ would
require σ = 0, and some argument that the value of µk(t)
is controlled by t − t′′ in the short time non-universal
regime.
Accepting the above scenario as reasonable we find the
equation for the scaling function f(x, u) as:
θx∂xf(x, u) = β˜x
2(1−α) × ( (B12)∫ 1
u
du1
uα1
f(x, u1)f(xu1,
u
u1
)
∫ u1
0
du2
uα2
f(xu1,
u2
u1
)
−
∫ 1
u
du1
uα1
∫ u1
u
du2
uα2
f(x, u1)f(xu1,
u2
u1
)f(xu2,
u
u2
))
The 0 bound in the integral really comes from the ration
ln ti/ ln t assumed to be very small. The first term in the
right hand side of (B3) gives a subdominant contribution.
Similar equations hold for the other regimes. We have
not attempted to analyze further these equations at this
stage. This would be necessary to fully confirm the self
consistency of the scenario proposed here.
2. correlation function
Let us now indicate the RG equation obeyed by the
correlation function. It is obtained from considering the
full local quadratic term in the running effective action:
− 1
2
∫
r,t>ti,t′>ti
(iuˆrt)(iuˆrt′)Ul(t, t
′) (B13)
One can also decompose it as Ul(t, t
′) = Vl(t, t
′) + ∆l(0)
by extracting the persistent part (disorder), requiring
that limt,t′,t−t′→+∞ Vl(t, t
′) = 0. To lowest order O(∆)
Ul is corrected and flows as follows:
∂lUl(t, t
′) = −ΓlΛ4l (
1
2
CΛe−l,l(t, t) +
1
2
CΛe−l,l(t
′, t′)
−CΛe−l,l(t, t′)) (B14)
where we assumed a flat initial condition urt=0 = 0 (oth-
erwise it should be added) and to this order Ul remains
local. The persistent part of (B14) yields ∂l∆l(0) =
−TΓlΛ2l in agreement with (15), (17) (using that the per-
sistent part of the parenthesis in (B14) is the equilibrium
connected correlation Ceq,c
Λe−l ,l
= TlΛ
−2e2l). Substracting
it yields the flow of Vl. One closes the equations deter-
mining Cl, Ul using Ck,l(t, t
′) = [Rk,l · Ul · Rk,l](t, t′).
Equivalently one can separate the effect of the ran-
dom force part of the disorder in the correlation and
write Ck,l(t, t
′) = C˜k,l(t, t
′) + ∆l(0)µk,l(t)µk,l(t
′) (with
µk,l(t) =
∫ t
0 dt
′Rk,l(t, t
′)) write two closed equations for
C˜l and Vl using C˜k,l(t, t
′) = [Rk,l · Vl ·Rk,l](t, t′).
Proceeding as above, to determine the correlation one
defines Uk = Ul=ln(Λ/k) (similarly for Vk) and obtains:
∂kUk(t, t
′) = β˜k3−θ(
1
2
Ck(t, t) +
1
2
Ck(t
′, t′)− Ck(t, t′))
(B15)
with Ck,l=ln(Λ/k)(t, t
′) = Ck(t, t
′), which should be solved
along with:
Ck(t, t
′) =
∫ t
ti
dt1
∫ t′
ti
dt2Rk(t, t1)Uk(t1, t2)Rk(t
′, t2)
(B16)
with initial conditions at k = 1:
Uk(t, t
′) = 2ηT δtt′ +∆(0) (k = 1) (B17)
Ck(t, t
′) =
T
k2
(e−k
2|t−t′| − e−k2(t+t′))
+
∆(0)
k4
(1− e−k2t)(1 − e−k2t′) (k = 1) (B18)
Using the equation for ∂kRk one can also write the closed
equation for Ck(t, t
′) as:
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∂kCk(t, t
′) =
∫
t1,t2>ti
[Rk(t, t1)Ck(t2, t
′) +Rk(t
′, t1)Ck(t2, t)]× [−2kδt1,t2 − β˜k3−θ(Rk(t1, t2)− δt1,t2
∫ t1
0
dt′′Rk(t1, t
′′))]
+β˜k3−θRk(t, t1)Rk(t
′, t2)(
1
2
Ck(t1, t1) +
1
2
Ck(t2, t2)− Ck(t1, t2)) (B19)
and initial condition (B18). Alternatively, one can work
with C˜k and Vk, which have a more complicated equation
but simpler initial conditions:
Vk(t, t
′) = 2ηT δtt′ (k = 1) (B20)
C˜k(t, t
′) =
T
k2
(e−k
2|t−t′| − e−k2(t+t′)) (k = 1)
One easily checks that upon the assumption of time
translational invariance as should hold in the equilibrium
regime, the equation for Ck(t, t
′) = Ck(t − t′) becomes,
as expected, equivalent to the one for Rk(t − t′) via the
FDT relation. Further study of the nonequilibrium equa-
tions, including the determination of the FD violation ra-
tio X(t, t′) in the various regimes is left for forthcoming
publications.
APPENDIX C: CORRECTIONS TO F -TERM BY
PINNING DISORDER
Let us give some details about the calculation of the
graphs in Figs. 3,4. The correction to the effective action
to lowest order in T coming from the cross term F∆
reads:
δΓ = 〈1
2
∫
r,r1,t,t′
(iuˆrt + iδuˆrt)(iuˆrt′ + iδuˆrt′)∆(urt − urt′ + δ(urt − urt′))
×F [zr1 +
∫
t1
iδuˆr1t1∂t1ur1t1 +
∫
t1
iuˆr1t1∂t1δ ur1t1 +
∫
t1
iδuˆr1t1∂t1δ ur1t1 ]〉1PIδu,δuˆ (C1)
with zr =
∫
t iuˆrt∂turt and the averages over δu, δuˆ are restricted to 1-particle irreducible graphs. This splits into
contributions corresponding to graphs (a,b,c) in Fig. (3) which evaluate respectively as (dropping all terms which do
not correct F ):
δΓ(a) =
1
2
∫
r,r1,t,t′
iuˆrtiuˆrt′
1
2
∆′′(0) < (δurt − δurt′)2F [zr1 +
∫
t1
iδuˆr1t1∂t1ur1t1 ] >
= −1
2
∆′′(0)R2q,ω=0
∫
r
(z2rF
′′[zr]−
∫
tt′
iuˆrt′iuˆrt(∂turt)
2) (C2)
δΓ(b) =
1
2
∫
r,r1,t,t′
∆(urt − urt′) < iδuˆrtiδuˆrt′F [zr1 +
∫
t1
iuˆr1t1∂t1δur1t1 ] >
=
1
2
R2q,ω=0
∫
r,t,t′
∂t∂t′(∆(urt − urt′))iuˆrtiuˆrt′F ′′[zr] (C3)
δΓ(c) =
1
2
2
∫
r,r1,t,t′
iuˆrt < iδuˆrt′∆(urt − urt′ + δurt − δurt′)
F [zr1 +
∫
t1
δiuˆr1t1∂t1ur1t1 +
∫
t1
∂t1δur1t1 iuˆr1t1 ] >= R
2
q,ω=0
∫
r,t,t′
iuˆrtiuˆrt′∂turt∂t′∆
′(urt − urt′)F ′′[zr] (C4)
as well as the graph in Fig. 4:
δΓ(3) =
1
2
2
∫
r,r1,t,t′
iuˆrt < iδuˆrt′∆(urt − urt′ + δurt − δurt′)F [zr1 +
∫
t1
δiuˆr1t1∂t1δur1t1 ] >
=
∫
r,t,t′
iuˆrt∂t′∆
′(urt − urt′)F ′[zr]
∫
t1
Rq,t−t1Rq,t1−t′ (C5)
This yields the result (48) in the text.
APPENDIX D: MAPPING OF RANDOM
FRICTION MODEL ONTO POLYMER AND
RELATED PROBLEMS
The random friction model (in its non-trivial T = 0
limit) can be mapped formally onto various other prob-
lems, such as, after disorder averaging, the statistical me-
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chanics of a pure self interacting chain (e.g. a self avoid-
ing walk problem) or, prior to averaging, to some random
diffusion models, e.g. depolarisation of a spin diffusing
in a random magnetic field. Concerning its behaviour
one should distinguish between the genuine model (with
a fixed distribution P (η)) and the effective one which ap-
pear as a coarse grained version of the pinning problem,
in which P (η) flows and becomes very broad.
First setting P (r, t) ∼ η(r)urt one sees that (28) (with
f(r, u) = 0 and T = 0) is the Fokker-Planck equation
∂tP = ∇D(r)(∇ + ∇V (r))P for the diffusion of a par-
ticle with a random diffusion coefficient D(r) = 1/η(r)
in a random potential V (r) = −lnη(r), of equilibrium
measure Peq(r) = e
−V (r) = η(r). When η(r) is uncorre-
lated from site to site one does not expect any anomalous
behaviour in any dimension, except if the distribution of
η has broad tails (e.g. algebraic would yield anomalous
power law diffusion). In the effective model V (r) be-
comes gaussian and grows with scale which corresponds
to a particle localized in some regions of space.
A complementary picture can be developed based on
a mapping onto a self-interacting chain. The response
function Rrt,r′t′ = dδurt/dh|h=0 of this model is obtained
by solving:
(η(r)∂t −∇2)δurt = hδ(r − r′)δ(t− t′) (D1)
with initial condition δurt=0 = 0. This implies δurt = 0
for all t < t′. Thus the response is a function of t − t′
alone and its Laplace-Fourier transform s = iω in any
given random environment, can be written as:
Rrr′(s) =< r| 1−∇2 + sη(r) |r
′ >
=
∫ +∞
0
du < r|e−uH |r′ > (D2)
where H = −∇2 + sη(r), which has a positive spec-
trum for s > −s∗. The value s∗ at which H develops
an eigenstate of zero eigenvalue (e.g. s∗ = 1/ηmax in
the “classical” limit c→ 0) gives the large time decay of
Rrr′(t) ∼ e−s∗t.
We can also write, in the Fourier domain, using the
Feynman Kac formula:
Rrr′(iω) =
∫ +∞
0
due−(µ+iωη)u
∫ x(u)=r
x(0)=r′
Dx(v)
exp(−
∫ u
0
dv(
1
4
(
dx
dv
)2 + iωδη(x(v)))) (D3)
with the “time” variables u and v. We have splitted
η(x) = η+δη(x) for convenience and added a small mass
term µ for convenience. In this form the problem has the
form of a spin decoherence problem, the integral being
dominated by paths which average well over the random
relaxation times, rather than paths with multiple returns
to the same region which average poorly and then can-
cel incoherently (details about the mapping and special
distribution of noise can be found in47).
Averaging over disorder leads, for small disorder, to:
Rr−r′,ω =
∫ +∞
0
due−(µ+iωη)uZ(r − r′, u, g = 1
2
ω2η2)
Z(r − r′, u, g) =
∫ x(u)=r
x(0)=r′
Dx(v) (D4)
exp(−
∫ u
0
dv
1
4
(
dx
dv
)2 −
∫ u
0
dvdv′gδ(x(v) − x(v′)))
which is the partition function of a self avoiding walk
in the Edwards representation. We have retained only
the second moment η2 of δη(x), but of course the full
interaction could be written using F [z]. The theory is
described by a non-trivial fixed point in d < 4 (related
to the n = 0 O(n) model with mass (µ + iωη) and cou-
pling g˜ ∼ gΛ4−d). This is compatible with the previous
conclusions for the F theories using perturbation theory
if we take t as a simple index, with no power counting
dimension (it plays a role somewhat similar to the replica
index a). The correction to g by g2 comes from the con-
traction of two η2 vertices, of the form δ(ω
2η2) = ω
4η22
and is indeed logarithmically divergent in d = 4. Note
that the mass term is thus relevant at the fixed point
g˜ = g∗.
This analysis yields information at finite time. The
Ginsburg criterion gives the critical regime as r >
g−1/(4−d) or u > g−2/(4−d), in which Z(r− r′, u, g) takes
the scaling form
Z(r, u, g) = u−νdF [ru−ν ]Z(q = 0, u, g) (D5)
Z(q = 0, u, g) ∼ uγ−1e−sc(g)u (D6)
with sc(g) = cg for d > 2, sc(g) = cg ln(1/g) for d = 2
and sc(g) = cg
2/3 for d = 1. Thus for d > 2 we expect
that:
Rq,ω ≈ 1
iηω + cη2ω2 + q2
(D7)
in the non-critical regime, while we expect:
Rq=0,ω ≈
(
1
iηω + cη2ω2
)γ
(D8)
i.e, Rq=0,t ∼ tγ−1e−cη2t/η in the critical regime, and for
q > 0, the appropriate scaling function of rt−ν .
The critical regime correspond to:
ηω > (
η2
η2
)2/d (D9)
which for the genuine model gives a singularity only at
finite (true) time (see however47 for possibly more radical
effect of non-gaussian disorder). However in the limit of
very broad disorder, as in the effective model, one has
η2 >> η
2 and thus the critical singularity moves to small
ω.
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Note that for d < 2 the behaviour is more radical as
one expects, e.g. in d = 1:
Rq,ω ≈ 1
iηω + c(η2)2/3ω4/3 + q2
(D10)
Thus to conclude, in the absence of pinning disorder
at T = 0 the F term is preserved but generate higher
order time derivative terms. The theory can be rescaled
so as to possess a non-trivial finite ω, finite disorder term,
which presumably in d > 2 produces only preexponential
algebraic corrections to the leading behaviours given by
the most relevant η term. For the effective model this
critical behaviour should be observable even at small ω.
APPENDIX E: FULL FLOW OF THE
TRUNCATED EFFECTIVE ACTION
In this appendix we discuss an approach to the cal-
culation of the mean response function extending the
approximate FRG scheme of Section III, but still ne-
glecting the functional dependence of operators consid-
ered in Section IV. In Section III the broad distribution
of time scales was embodied in the so-called F term.
We uncover here an interesting structure of additional
operators in the spirit of the more complete set of mo-
ments 〈tp1〉L · · · 〈tpN 〉L discussed in the introduction. Re-
call that in Sec. III B, we showed that, although the F
term did not renormalize itself, it did generate higher
derivative terms. Such terms can contribute to the fre-
quency dependence of the response function. We studied
in the previous Appendix the response function of the
pure random friction model, which does generate higher
derivative terms, but neglects the scale dependence gen-
erated by the pinning disorder. Here we consider these
two effects in tandem, hence modifying the results for
Rk(t), Rk(ω) within the purely random friction model.
While we have not been able to obtain simple expres-
sions in this more complete (albeit still non-functional)
approximation, one can go quite far in reducing the prob-
lem to one of applied mathematics.
1. Generalized random friction model
To proceed further one needs to construct a more sys-
tematic approach where all possible important terms in
the dynamical action functional are included. We will
generalize the F term (at zero temperature for simplic-
ity) in the form:
Skin =
∞∑
n=1
∑
p1···pn≥1
F
(n)
p1···pn
∫
rt1···tn
iuˆrt1 · · · iuˆrtn
×∂p1t1 urt1 · · · ∂pntn urtn , (E1)
and we will often denote by m = p1 + · · · + pn the total
number of time derivative in a given term of the sum.
m=7
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FIG. 12: Graphical representation of an F vertex Fnp1,..pn
with n = 4, p1 = 1, p2 = 2, p3 = 1, p4 = 3, m =
∑
i
pi = 7.
Dots represent the number of time derivatives (i.e power of
frequency factor), each leg has a different frequency.
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FIG. 13: Compact notation for a generic F vertex. The
open circle represents an F vertex with an arbitrary number
of legs n not shown. On incoming (u) lines, an arbitrary
number of time derivatives (powers of ω) are indicated by an
open square.
This form of the action neglects terms with products of
time derivatives of urt at the same time, as well as sta-
tistically translationally invariant functional dependence,
e.g. on urt1−urt2 . However, it does include considerably
more physics, and as we will see, enough generality to ap-
proach the problem of computing the averaged response
functions. This kinetic part of the action corresponds to
the following generalization of the random friction model:
+∞∑
m=1
ηm(r)∂
m
t urt = ∇2urt + F (urt, r) (E2)
with [ηp1(r1)...ηpn(rn)]C = n!(−1)n+1Fnp1,..pnδr1,···,rn .
The response function is related to the lowest (n = 1)
member of this hierarchy via
R−1k (iω) = k
2 + Σ˜k(iω) (E3)
= Σ˜k(iω) =
∞∑
m=1
F (1)m (iω)
m. (E4)
and within the Wilson scheme the true physical response
function R−1k (iω) is obtained via the same formula using
the running F
(1)
m |l=ln(Λ/k). This is represented graphi-
cally in Fig. 14.
One can carry perturbation theory using the general-
ized F . The vertices are shown in Figs. 12,13. In this
notation, there are a variety of important one loop di-
agrams to be considered. These are shown in Fig. 15.
Schematically, these contributions give rise to an RG
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FIG. 14: Graphs with only n = 1 vertices which enter in the
response function (a) and its self energy (b).
(b)
(c)
(d)
(e)
(a)
FIG. 15: One-loop diagrammatic contributions to the F
terms. The diagrams in (a)-(e) represent contributions to
F of order F , ∆F , F 2, F 2∆, and F 2∆2, respectively.
equation for the F
(n)
m of the form
∂lF
(n)
m = ∆F
(n)
m + F
(n+1)
m + F
(n′)
m′ F
(n+2−n′)
m−m′
+∆F
(n′)
m′ F
(n+1−n′)
m−m′ +∆
2F
(n′)
m′ F
(n−n′)
m−m′ + · · ·(E5)
In (E5), we have neglected coefficients, powers of l, and
fine distinctions such as the precise form of ∆ which ap-
pears in a given term. Repeated (primed) indices other
than m and n are summed. The pure random friction
model contains only those diagrammatic contributions
with no pinning disorder ∆ = 0. Thus only the second
and third terms in (E5) are taken into account for in-
stance by the mapping to a polymer problem in the pre-
vious appendix. Note that there are no terms of O(F∆2)
contributing to the renormalization of F , which follows
diagrammatically because one needs at least two F ’s to
put boxes (time derivatives) on the incoming legs origi-
nating from the two pinning disorder vertices.
A beautiful simplicity arises due to the extremely
broad distribution of timescales in the RG, and can be
seen from the structure of (E5). In particular, we note
that the total number of powers of ω is conserved by
all terms. Moreover, from the prior analysis, we expect
η(m) ∼ η2m2−ml . We thus conjecture that all F (n)m scale
in this way independently of n, i.e. F
(n)
m ∼ η2m2−ml (see
below to see that this scaling is indeed self-consistent).
Under this assumption, the terms involving more than
two F ′s in (E5) can be seen to be strongly subdominant,
which follows from the convexity of the 2m2 −m factor
in the exponential. Thus the super-exponential (Gaus-
sian) growth of the moments of the timescales, which is
directly connected to the broad distribution of relaxation
times, plays a key role in simplifying the structure of the
RG.
One can thus restrict the analysis to the linear part in
F of the full one-loop RG equation. Note that this indeed
combines the effects of pinning disorder and the “up-
ward” feedback of the random friction model – the first
two terms in (E5). The linearized RG equation reads:
∂lF
(n)
p1···pn = Γl(2n
2 − n)F (n)p1···pn (E6)
+(n+ 1)αe−(d−2)l
n∑
r=1
pr−1∑
q=1
F
(n+1)
p1···pr−1(pr−q)pr+1···pnq
,
where α = Λd−2Ad. The general study of this equation is
again highly difficult but we see that it does have special
solutions where the F
(n)
{pi}
depend only upon m =
∑
i pi.
From the above consideration about the asymptotic be-
haviour it is rather natural to look for such solutions.
Thus we let F
(n)
{pi}
= F
(n)
l,m . Then the linear RG equation
(E6) becomes:
∂lF
(n)
l,m = Γl(2n
2−n)F (n)l,m+(n+1)αe−(d−2)l(m−n)F (n+1)l,m .
(E7)
This is much easier to solve and the attentive reader will
easily find that this infinite hierarchy of differential flow
equations is solved asymptotically by the ansatz
F
(n)
p1···pn =
[
β˜
α
e(d−2+θ)l
]n−m(
ηl
η0
)2m2−m
η˜
(m)
0 (−1)m+1anm,
(E8)
where m =
∑n
i=1 pi. The a
n
m coefficients are given by
anm =
m!
n!
m−1∏
r=n
1
2m+ 2r − 1 =
m!(2m+ 2n− 3)!!
n!(4m− 3)!! . (E9)
The η˜
(m)
0 coefficients are not determined by the asymp-
totic analysis. In principle, they should be matched at
some scale l∗ > 0 to the form of the F
(n)
m coefficients de-
termined by the early stages of renormalization, in which
the linearized RG equation used to obtain them is not
valid. One might imagine beginning with a model in
which the bare relaxation time was distributed with cu-
mulants η
(m)
0 , and naively η˜
(m)
0 ≈ ηm0 . We will use this
prescription below purely in order to simplify notation.
However, a more detailed analysis of the early stages of
renormalization is in fact required to discern whether this
is indeed correct.
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2. Equation for the equilibrium response function
We are now in a position to extract the response func-
tion. Applying (E4,E8-E9) for n = 1 gives the response
as an infinite series in iω:
R−1k (iω) =
∑
m
(−1)m+1η(m)0 exp
[
(2m2 −m)Uk
+[γ − (d− 2 + θ)l − ln(1/iω)]m
]
,(E10)
where Uk ≡ Ul=ln(Λ/k).
Since it is not easy to resum this series, and its con-
vergence properties are unclear, we now reformulate the
above calculation in a functional way, in hopes of sur-
mounting the limitations of the expansion in terms of
moments of relaxation times. Let us introduce the gen-
erating function
G(iω, z) =
∑
m≥n≥1
(iω)m−nznFnml, (E11)
which conveniently captures both the F term (and hence
distribution of relaxation times) and the response func-
tion:
F (z) = G(0, z), (E12)
iη0ω +Σk(iω) =
∂
∂z
G(iω, z)|z=0 . (E13)
Multiplying (E7) by the appropriate powers of z and iω
and summing gives the flow equation
∂lG = Γl(z∂zG+ 2z
2∂2zG) (E14)
+αe−(d−2)l {iω∂iω [iω(∂zG− ∂zG|z=0)]} .
This is somewhat simplified by defining the derivative
H(iω, z) = ∂zG(iω, z),
∂lH = Γl(H+5z∂zH+2z
2∂2zH)+αe
−(d−2)liω∂iω (iω∂zH) .
(E15)
A hopefully illuminating change of variables is to define
u = ln(1/iω), (E16)
v = ln(z/iω)− (θ + d− 2)l ± ln(α/χ). (E17)
Then K(u, v) = H(iω, z), and obeys
∂UlK = K+3∂vK+2∂
2
vK+(∂u−∂v)
(
e−v∂vK
)
, (E18)
where ∂lUl = χe
θl as before. Note that the F term is
recovered in the limit v → ∞ and u − v = ln z + const.
is fixed, in which the second term is negligible. In that
limit, we recover the diffusion with drift equation (51),
and the appropriate solution is K(u, v) = Φ(v − u) =
F ′(ev−u). More general solutions of (E18) remain to be
found.
APPENDIX F: ONE LOOP HIERARCHY: METHOD OF CALCULATION
In this Appendix we show how the systematic calculation of the one loop correction to the dynamical effective
action can be organized, and sketch explicit calculation on the simplest examples. We focus on T = 0.
The schematic form of the dynamical action S is given in the text in (77) as a sum of terms containing an increasing
number of independent times (cumulants):
S = iuˆ1S1 − 1
2
iuˆ1iuˆ2S12 − 1
6
iuˆ1iuˆ2iuˆ3S123 − .. (F1)
We use the same schematic notation where the indices 1, 2, 3.. are short hand notations for t1, t2, t3.., space coordinate
and all time and space integrations are implicit. From (77) S1 is parameterized by an infinite set of kinetic coefficients
η,D, .., S12 by a set of second cumulant functions ∆, G,A,B,C, .., S123 by a set of third cumulants H,W, .. etc.. (from
(79)).
In a first stage we write the total one loop corrections to the action as the sum of tadpoles, two vertex loop, three
vertex triangles etc.. with either S12 or S123 (and so on..) type vertices using the full response function R12, inverse of
iuˆ1S1, to contract the vertices (internal lines). Enumerating possible contractions and performing some combinatorics,
yields upon grouping resulting terms by number of independent times:
δS1 = − < iuˆ2S12 > (F2)
δS12 =< iuˆ3S123 > +[1
2
S34 < S12iuˆ3iuˆ4 > + < S24iuˆ3 >< S13iuˆ4 >] (F3)
δS123 = [1
2
S45 < S123iuˆ4iuˆ5 > +3 < S14iuˆ5 >< S235iuˆ4 > +3
2
< S12iuˆ4iuˆ5 > S345] (F4)
+[2 < S34iuˆ5 >< S15iuˆ6 >< S26iuˆ4 > +3 < S12iuˆ4iuˆ6 >< S34iuˆ5 > S56]
where additional (time) indices are integrated over Note that S1 is corrected only by tadpoles, S12 by tadpoles and
two vertex loops, and so on..
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In this formula notations such as, e.g. < S12uˆ3uˆ4 > denote the sum of all possible contractions of the uˆ fields with
the u fields inside the bracket (at T = 0 these are the only possible contractions). Since S12 = S12[u12, u˙1, u˙2, u¨1, u¨2, ..]
is an explicit function of u12 = u1 − u2, and time derivatives of u1 and u2 (and similarly for all other vertices) one
may write the sum of all possible contractions as:
< iuˆ2S12 >=
(
R12∂u12 + (∂1R12)∂u˙1 + (∂
2
1R12)∂u¨1
)S12 + .. (F5)
We recall that here causality R22 = 0 restricts contractions only with u1 (first term), u˙1 (second term) etc..
The next stage is to make apparent η, D etc.. and thus to define the expansion:
R12 =
1
k2
(δ12 +
+∞∑
p=1
Ap∂
p
1δ12) (F6)
k2R(s) =
k2
k2 +Σ(s)
= 1 +
+∞∑
n=1
(−1)nk−2nΣ(s)n = 1 +
+∞∑
p=1
Aps
p (F7)
A1 = −k−2η , A2 = −k−2D + k−4η2 (F8)
The momentum structure of the one loop diagrams being trivial, within Wilson one can replace k = Λl everywhere. As
explained in the text this expansion in power of frequency can be done consistently and corresponds diagrammatically
to expansion in number of dots.
One then evaluate the contractions shifting time integrations. Let us illustrate this on simple examples.
The corrections to η and D can be obtained from (F2) using (F5). One has:
δS1 = −(R12∂u12 + (∂1R12)∂u˙1 + (∂21R12)∂u¨1)S12 (F9)
= −[(δ12 +A1∂1δ12 +A2∂21δ12)∂u12S12 + (∂1δ12 +A1∂21δ12)∂u˙1S12 + ∂21δ12∂u¨1S12] (F10)
= −δ12[(1 +A1∂2 +A2∂22)∂u12S12 + (∂2 +A1∂22)∂u˙1S12 + ∂22∂u¨1S12] (F11)
In the second line we have used the expansion (F6) and in the last line we have used that ∂1R12 = −∂2R12 and
integrated by parts over t2. Then time derivatives on the vertex S12 can be evaluated and tranformed into derivatives
w.r.t. fields as:
∂2 ≡ ∂2S12 = (−u˙2∂u12 + u¨2∂u˙2)S12 (F12)
∂22 ≡ ∂22S12 = (−u¨2∂u12 + u˙22∂2u12)S12 (F13)
At all stages of the calculation we can drop all terms containing more than a fixed number (here 2) of time derivatives
since they will contribute only to higher order terms in the effective action. Putting everything together we obtain:
δη = G′(0)− η∆′′(0) (F14)
δD = −A(0) + C′(0)− 2ηk−2G′(0)−∆′′(0)(k−2D − k−4η2) (F15)
which, in terms of rescaled quantities, yield the (90,96) in the text.
Next we want to evaluate the corrections to second cumulant functions ∆, G,A,B,C encoded in δS12.
We start by the simplest, the tadpole, which yields the feedback of third cumulants into second ones.
δ|tadpoleS12 =< S123uˆ3 >= (R13∂u1S123 + ∂1R13∂u˙1S123 +R23∂u2S123 + ∂2R23∂u˙2S123 (F16)
= 2δ13[(1 +A1∂3)∂u1 + ∂3∂u˙1 ]S123 (F17)
= 2δ13[∂u1 +A1u˙3∂u3∂u1 + u˙3∂u3∂u˙1 ]S123 (F18)
with ∂3 = u˙3∂u3 . This gives the 2S
′
1(0, 0, u) term in the equation (68) for ∆ and the H feeding term in the equation
for G (we have not explicitly computed the feeding of W into A,B,C but it is easily obtained from the above).
Next we need the S212 corrections to S12 which yield all non linear terms in (91,97,98,99) for G,A,B,C. The
corresponding correction to δS12 consists in the two terms in the square bracket in (F3). The full calculation being
tedious we only indicate here how one shuffles time integrals in the first term (denoted δ1S12). Starting from:
δ1S12 = 1
2
S34 < S12uˆ3uˆ4 >= 1
2
S34[(R14 −R24)∂u12 + ∂1R14∂u˙1 + ∂2R24∂u˙2 + ∂21R14∂u¨1 + ∂22R24∂u¨2 ] (F19)
×[(R13 −R23)∂u12 + ∂1R13∂u˙1 + ∂2R23∂u˙2 + ∂21R13∂u¨1 + ∂22R23∂u¨2 ]S12
34
using again identities such that ∂1R14 = −∂4R14, expanding the R and integrating by parts over t4 and t3 one can
write
δ1S12 = 1
2
S34[(1 +A1←−∂4 +A2←−∂4
2
)(δ14 − δ24)∂u12 + (←−∂4 +A1←−∂4
2
)(δ14∂u˙1 + δ24∂u˙2) +
←−
∂4
2
(δ14∂u¨1 + δ24∂u¨2)]
×[(1 +A1←−∂3 +A2←−∂3
2
)(δ13 − δ23)∂u12 + (←−∂3 +A1←−∂3
2
)(δ13∂u˙1 + δ23∂u˙2) +
←−
∂3
2
(δ13∂u¨1 + δ23∂u¨2)]S12 (F20)
This is then in the form where, as above, all time derivatives can be replaced by derivatives over fields acting either
on S12 or S34 using identities such as (F12) together with ∂4∂3S34 = −u˙3u˙4∂2u34S34. The evaluation of the second
term in (F3) proceeds similarly and the sum of the two yields the (91,97,98,99) in the text. Note that causality must
be enforced at each step of the calculation.
APPENDIX G: INTEGRABLE
“UNIRELAXATIONAL MODEL”
In this section we introduce a set of integrable models
in various dimensions which can be used as a check of the
FRG equations derived in this paper. This models have
a remarkable property that despite being random the dy-
namics is extremely simple and the relaxation time scales
are simply that of a single mode generalized oscillator.
Let us consider first the toy model in zero dimension:
η(ut)∂tut = f(ut)−m2ut (G1)
with f(u) = −V ′(u), when:
η(u) = η(1 −m−2f ′(u)) (G2)
it can be rewritten:
∂t(f(ut)−m2ut) = −m
2
η
(f(ut)−m2ut) (G3)
which can be integrated exactly, yielding a pure expo-
nential relaxation with a single time scale:
f(ut)−m2ut = e−t
m2
η (f(u0)−m2u0) (G4)
Drawing F (u) = f(u) − m2u as a function of u we see
that all initial conditions starting in an interval between
two adjacent minima and maxima and which contains a
zero of F (u), will converge exponentially to this zero of
F (u).48 Thus, if F (u) has several zeroes the convergence
will be to minima and maxima of the potential energy
H(u) = V (u) + 12m
2u2 (depending on initial condition).
This should not be a surprise since in that case η(u)
changes sign so the dynamics is no more dissipative. One
can then extend the system to non-zero temperature T >
0, imposing FDT with a stationary measure e−H(u)/T by
adding ζt to the right hand side of (G1) with correlations:
〈ζtζt′〉 = 2Tη(u) (G5)
Note that this means imaginary noise at points where
η(u) is negative. Thus the convergence to the maxima of
V (u) is killed by interference effects.
The exact response function associated to the u field
can be obtained for this model at T = 0. Upon adding
an infinitesimal perturbation ht on the r.h.s. of (G1) the
change δu is such that:
(f ′(ut)−m2)δut = −m2
∫
t′
R
(0)
tt′ ht′ (G6)
where ut is given by (G4) and R
(0)
tt′ =
1
η e
−tm
2
η . The
disorder averaged response function is thus:
Rtt′ = (1− f
′(ut)
m2
)−1R
(0)
tt′ (G7)
In the large time limit time translational invariance is
restored and one finds:
Rtt′ = R
(0)
tt′ (G8)
This a consequence of the following property:
(1− f
′(ut)
m2
)−1 = 1 (G9)
where for each realization of the random function f(u),
ut is the solution of:
f(ut) = m
2ut (G10)
and the average is taken w.r.t. any translationally invari-
ant distribution for f(u).
A similar model may be introduced in arbitrary dimen-
sion. It is defined as:
ηF˙rt = −Frt + ζrt (G11)
Frt = ∇2urt + f(urt, r) (G12)
This yields the equation of motion:
−η∇2u˙rt − ηf ′(urt, r)u˙rt = ∇2urt + f(urt, r) + ζrt
(G13)
This is identical in form to the model discussed in the
text with the exception that the damping coefficient is
wave vector q dependent and vanishes as q2. Upon aver-
aging over disorder one obtains an MSR action identical
to the model studied in the text apart from the q2 mean
damping with:
G(u) = η∆′(u) (G14)
A(u) = −η2∆′′(u) (G15)
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and no other higher order vertex for a gaussian dis-
tributed f (more general expressions can be easily ob-
tained for non-gaussian distributions). The bare response
function of this model factors as:
Rqω =
1
q2(1 + ηiω)
(G16)
Similar arguments as above yield that this is also the
exact response.
The one loop Wilson FRG of this model is very similar
to the one performed for the model in the text. Since the
relaxation time is dimensionless in this model vertices
such as G and A scale identically to ∆. Hence the appro-
priate rescaled functions for these vertices are G˜ ∼ Λ−ǫl G,
A˜ ∼ Λ−ǫl A. The one loop FRG equations are identical
to the one given in the text for G˜ and A˜ apart from the
(linear) rescaling part (not involving ζ) being identical
to that for ∆˜. One can then check that the relation:
G˜(u) = ∆˜′(u) (G17)
A˜(u) = −η2∆˜′′(u) (G18)
specific to this model, are indeed exactly preserved by
the FRG, as announced in the text. Computing the cor-
rection to the self energy yields:
∂lΣ(ω) = AdΛ
d−2
l [∆
′′(0)(R(ω)−R(0)) (G19)
+G′(0)(2iωR(ω)− iωR(0)) +A(0)ω2R(ω)]
One then checks that this exactly vanishes using A(0) =
−η2∆′′(0), G′(0) = η∆′′(0) and the above exact form for
R(ω).
This model can be further generalized to include sec-
ond time derivative terms D 6= 0. Adding the term DF¨rt
to the l.h.s. of (G11) one obtains the model in the text
with η → q2η and D → q2D in the bare inverse re-
sponse function. Similar arguments yield invariance of
the FRG function within the manifold (100 ) given in
the text (third cumulants have also been included).
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