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1. Introduction
Let r, n be two positive integers. In [1], Haering–Oldenburg introduced a class of finite dimensional algebrasBr,n called
the cyclotomic BMW algebras in order to study the link invariants. Such algebras are associative algebras over an integral
domain Rwith parameters ωa, a ∈ Z and invertible parameters q, %, q− q−1 and uj, 1 ≤ j ≤ r .
The main purpose of this paper is to study the representation theory for Br,n over a field. The first problem we have to
face is the freeness ofBr,n over an integral domain. Motivated by [2], we introduce certain conditions onΩ = {ωa | a ∈ Z}
and %, which will be called the u-admissible conditions forΩ ∪ {%} [3]. Under such conditions, we shall prove that Br,n is
free over an integral domain Rwith rank rn(2n− 1)!!. In fact,Br,n is cellular over R.
In order to prove this result, we construct, under certain assumptions, a class of irreducible representations forBr,n called
the seminormal representations. Using Wedderburn–Artin Theorem for semisimple finite dimensional algebras, we prove
that the dimension ofBr,n over a field is no less than rn(2n−1)!!. We also find a subset ofBr,n, say S, which spansBr,n over
an integral domain R. By using the classical branching rule for cyclotomic Brauer algebras in [4], we see that the cardinality
of S is rn(2n − 1)!!. So, we are able to prove the freeness of Br,n over R with rank rn(2n − 1)!!. In fact, S is a cellular basis.
Using the results on the representation theory of cellular algebras in [5], we find the relationship between the irreducible
modules for Ariki–Koike algebras and those forBr,n. Finally, we use Ariki,Mathas’s results on the classification of irreducible
modules for Ariki–Koike algebras to classify the irreducibleBr,n-modules over a field.
We organize the paper as follows: In Section 2, we recall the definition of Br,n over an integral domain. We also give
the explicit definition for u-admissible conditions. Under this assumption together with those given in Definition 3.4 and
Assumption 3.17, we construct the seminormal forms forBr,n in Section 3. In Section 4, we construct the quotient modules
for Br,n. At the end of Section 4, we prove that Br,n is cellular in the sense of [5]. Finally, we classify the irreducible Br,n-
modules in Section 5.
When we wrote the paper in 2007, we received Dr. Shona Yu’s Ph.D thesis entitled ‘‘The cyclotomic Bir-
man–Murakami–Wenzl Algebras’’ [6]. In her thesis, Yu has proved that Br,n is cellular by using arguments on tangles and
diagrams. Goodman andHauchild [7–9] have also studied the cyclotomic BMWalgebras and have proved thatBr,n is weakly
cellular. However, there are some differences between our results. For example, in Definition 2.1, we assume that ω0 ∈ R
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and δ ∈ R is invertible whereas in [6,8], Yu (resp. Goodman et al.) assumed that ω0 is invertible and did not assume (resp.
assumed) that δ ∈ R is invertible. Also, it is difficult to check whether Yu’s definition of ‘‘admissible condition’’ is the same
as our u-admissible conditions in 2.29.1
In the current version of the paper, we cite [6, Lemma 2.7] instead of our similar result for odd r which appeared in the
first version of the paper. So, we are able to classify the irreducibleBr,n-modules for arbitrary r . We take this opportunity to
thank Dr. Yu. Finally, we remark that one can also use Yu’s cellular basis together with our arguments in Section 5 to classify
the irreducibleBr,n-modules under her assumptions.
Finally, we remark that Si and the first author have determined explicitly whenBr,n is semisimple over a field. Further,
they have determined the blocks for Br,n provided that the Ariki–Koike algebra Hr,n is semisimple. Details will appear
elsewhere.
2. Cyclotomic BMW algebras
In this section, we shall recall the definition of cyclotomic Birman–Murakami–Wenzl algebras Br,n over an integral
domain. We also give some restrictions on the parameters which will be called u-admissible conditions.
Definition 2.1. Suppose that R is an integral domain which contains units q, u1, . . . , ur , %, δ with δ = q − q−1. Fix
Ω = {ωa|a ∈ Z} ⊆ R such that ω0 = 1 − δ−1(% − %−1). The cyclotomic BMW algebras Br,n is the unital associative
R-algebra generated by {Ti, Ei, X±1j |1 ≤ i < n and 1 ≤ j ≤ n} subject to the following relations:
(a) XiX−1i = X−1i Xi = 1 for 1 ≤ i ≤ n.
(b) (Kauffman skein relation) 1 = T 2i − δTi + δ%Ei, for 1 ≤ i < n.
(c) (braid relations)
(i) TiTj = TjTi if |i− j| > 1,
(ii) TiTi+1Ti = Ti+1TiTi+1, for 1 ≤ i < n− 1,
(iii) TiXj = XjTi if j 6= i, i+ 1.
(d) (Idempotent relations) E2i = ω0Ei, for 1 ≤ i < n.
(e) (Commutation relations) XiXj = XjXi, for 1 ≤ i, j ≤ n.
(f) (Skein relations)
(i) TiXi − Xi+1Ti = δXi+1(Ei − 1), for 1 ≤ i < n,
(ii) XiTi − TiXi+1 = δ(Ei − 1)Xi+1, for 1 ≤ i < n.
(g) (Unwrapping relations) E1Xa1E1 = ωaE1, for a ∈ Z.
(h) (Tangle relations)
(i) EiTi = %Ei = TiEi, for 1 ≤ i ≤ n− 1,
(ii) Ei+1Ei = Ei+1TiTi+1 = TiTi+1Ei,for 1 ≤ i ≤ n− 2.
(i) (Untwisting relations)
(i) Ei+1EiEi+1 = Ei+1 for 1 ≤ i ≤ n− 2,
(ii) EiEi+1Ei = Ei, for 1 ≤ i ≤ n− 2.
(j) (Anti-symmetry relations) EiXiXi+1 = Ei = XiXi+1Ei, for 1 ≤ i < n.
(k) (Cyclotomic relation) (X1 − u1)(X1 − u2) · · · (X1 − ur) = 0.
Remark 2.2. It is possible to show that Br,n are the same as those originally introduced by Häring-Oldenburg in [1]. Note
that Häring-Oldenburg did not assume that δ is invertible. Instead he assumed that ω0 is invertible.
It follows from (k) and (g) that ωa, a ∈ Z<0 can be determined by ωa, a ∈ Z≥0 if E1 is torsion free over R.
Lemma 2.3. There is a unique R-linear anti-isomorphism ∗ : Br,n −→ Br,n such that T ∗i = Ti, E∗i = Ei and X∗j = Xj for all
positive integers i < n and j ≤ n.
Proof. By checking the defining relations for Br,n, ∗ is an R-linear anti-automorphism if EiTi+1Ti = EiEi+1 = Ti+1TiEi+1 for
1 ≤ i ≤ n− 2, which can be verified directly. 
Lemma 2.4. Given positive integers k and a with k ≤ n− 1. Then
(1) TkXak = Xak+1Tk +
∑a
i=1 δX
i
k+1(Ek − 1)Xa−ik ,
(2) T−1k X
a
k = Xak+1T−1k +
∑a
i=1 δX
a−i
k+1(Ek − 1)X ik,
(3) EkXak Tk = %EkX−ak + δ
∑a
i=1 EkX
a−i
k EkX
−i
k − δ
∑a
i=1 EkX
a−2i
k .
(4) TkX−ak = X−ak+1Tk −
∑a
i=1 δX
−a+i
k+1 (Ek − 1)X−ik ,
1 In [10], Goodmanproved that ouru-admissible condition is the same as Yu’s admissible condition under the assumption that (1) R is an integral domain;
(2) δ is invertible.
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(5) T−1k X
−a
k = X−ak+1T−1k −
∑a
i=1 δX
−i
k+1(Ek − 1)X−a+ik ,
(6) EkX−ak Tk = %EkXak − δ
∑a
i=1 EkX
−i
k EkX
a−i
k + δ
∑a
i=1 EkX
a−2i
k .
(7) T−1i = Ti − δ + δEi, for 1 ≤ i < n.
Proof. (1) can be proved by induction on a. (2) follows from (1) and 2.1(b). Applying anti-automorphism ∗ on (1), we get
the formula for Xak Tk. Multiplying Ek on such a formula, we get (3). (4) follows from (1). (5) follows from (4) and 2.1(b). (6)
follows from (4). (7) can be verified by 2.1(b), (h). 
Let Z(Br,k−1) be the center of Br,k−1. We are going to work with formal (infinite) linear combinations of elements in
R[X±11 , . . . , X±1n ][[y]] where y is an indeterminate. In other words, we consider the formal power series with coefficients
in R[X±11 , . . . , X±1n ]. For example, we use 1y−Xk to denote 1y
∑∞
i=0 X
i
ky
−i. Also, we use 1yXk−1 to denote
∑∞
i=0(Xky)−i−1. In any
case, we only consider the formal power series
∑∞
i=−∞
ai
yi
such that ai = 0 for all i ≥ 0 except finite number of positive
integers i. If we use y−1 instead of y, then ai = 0 for all non-positive integers i except finite number of integers i.
Lemma 2.5. Given two integers k ≥ 1 and a ≥ 0. Then there is a ω(a)k ∈ Z(Br,k−1) ∩ R[X±11 , . . . , X±1k−1] such that EkXak Ek =
ω
(a)
k Ek. Moreover, the generating series W˜k(y) =
∑∞
a=0 ω
(a)
k y
−a satisfies
W˜k+1(y)+ δ−1% − y
2
y2 − 1 =
(
W˜k(y)+ δ−1% − y
2
y2 − 1
)
· (y− Xk)
2
(y− X−1k )2
· y− q
−2X−1k
y− q−2Xk ·
y− q2X−1k
y− q2Xk . (2.6)
Proof. We prove the result by induction on k. When k = 1, the result follows from Definition 2.1(g). Suppose that we have
already proved the result for all positive integers which are strictly less than k+ 1. In order to prove the result for k+ 1, we
start with the identity
1
y− Xk+1 Tk = Tk
1
y− Xk − δ
1
yXk − 1Ek
1
y− Xk +
δXk+1
(y− Xk)(y− Xk+1) , (2.7)
which can be verified as follows. Multiplying (y− Xk+1)(yXk − 1) (resp. (y− Xk)) on the left (resp. right) of (2.7), and using
Definition 2.1(f), (j) yields an identity.
Multiplying (2.7) on the left by Ek and replacing y by y−1, we have that
Ek
1
1
y − Xk+1
Tk = EkTk 11
y − Xk
− δEk 11
yXk − 1
Ek
1
1
y − Xk
+ Ek δXk+1
( 1y − Xk)( 1y − Xk+1)
. (2.8)
Since EkTk = %Ek, we rewrite (2.8) as follows:
Ek
y
1− yXk+1 Tk = %Ek
y
1− yXk − δEk
y
Xk − yEk
y
1− yXk + Ek
δy2Xk+1
(1− yXk)(1− yXk+1) . (2.9)
Since EkXk = EkX−1k+1, (2.9) becomes
Ek
yXk
Xk − yTk = %Ek
y
1− yXk − δEk
y
Xk − yEk
y
1− yXk + Ek
δy2
(1− yXk)(Xk − y) . (2.10)
By induction assumption on k,
Ek
y
Xk − yEk = −W˜k(y)Ek.
Multiplying y−1 on both sides of (2.10), we have
Ek
(
1+ y
Xk − y
)
Tk = %Ek 11− yXk + δW˜k(y)Ek
1
1− yXk + Ek
δy
(1− yXk)(Xk − y) .
Since EkTk = %Ek, the above equation can be read as
Ek
y
Xk − yTk = %Ek
1
1− yXk − %Ek + δW˜k(y)Ek
1
1− yXk + Ek
δy
(1− yXk)(Xk − y) .
So,
Ek
y
Xk − yTk = %Ek
yXk
1− yXk + δW˜k(y)Ek
1
1− yXk + Ek
δy
(1− yXk)(Xk − y) .
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Multiplying−y−1 on both sides of the above equality, we have
Ek
1
y− Xk Tk = Ek
(
%Xk
yXk − 1 −
δ
(y− Xk)(yXk − 1)
)
+ δ W˜k(y)
y
Ek
1
yXk − 1 . (2.11)
By (2.11),
Ek+1Tk
1
y− Xk TkEk+1 = Ek+1EkT
−1
k+1
1
y− Xk TkEk+1
= Ek+1
[
Ek
1
y− Xk Ek − δEk
1
y− Xk Tk
]
Ek+1 + δ%−1Ek+1 1y− Xk
= AEk+1
where
A = W˜k(y)
y
+ %
−1δ
y− Xk −
%δXk
yXk − 1 +
δ2
(yXk − 1)(y− Xk) −
δ2W˜k(y)
y(yXk − 1) . (2.12)
Multiplying Tk on the right of (2.7) and using (2.7)–(2.11), we have
Tk
1
y− Xk Tk =
1
y− Xk+1 + δTk
1
y− Xk −
δ2XkXk+1
(y− Xk)2(y− Xk+1) −
δ2Xk
(y− Xk)(yXk − 1)Ek
1
y− Xk −
%δXk
yXk − 1Ek
− δ
y− Xk Tk
Xk
y− Xk +
%δ
yXk − 1Ek
Xk
yXk − 1 −
δ2
yXk − 1Ek
1
(y− Xk)(yXk − 1) +
δ2W˜k(y)
y(yXk − 1)Ek
1
yXk − 1 .
So,
Ek+1Tk
1
y− Xk TkEk+1 =
(
1
y
− δ
2Xk
(y− Xk)2
)
Ek+1
y
y− Xk+1 Ek+1 +
(
%−1δ
y− Xk +
δ2ω0Xk
(y− Xk)2 +
δ2(X2k − 1)y
(yXk − 1)2(y− Xk)2
− %δXk
yXk − 1 −
%−1δXk
(y− Xk)2 +
%δXk
(yXk − 1)2 +
δ2W˜k(y)
y(yXk − 1)2
)
Ek+1
= AEk+1,
where A is defined in (2.12). So,(
1
y
− δ
2Xk
(y− Xk)2
)
Ek+1
y
y− Xk+1 Ek+1 =
(
− %
−1δ
y− Xk +
(% − δ)δXk
(y− Xk)2
+ δ
2y(1− Xk)2
(yXk − 1)2(y− Xk)2 +
%δXk
yXk − 1 −
%δXk
(yXk − 1)2 −
δ2W˜k(y)
y(yXk − 1)2 + A
)
Ek+1.
Simplifying the above equality yields
Ek+1
y
y− Xk+1 Ek+1 = W˜k+1(y)Ek+1,
where W˜k+1(y) satisfies the recursive relation (2.6).
Note that XkTj = TjXk and XkEj = EjXk for all positive integers j ≤ k − 2. By induction assumption and (2.6), ω(a)k+1
commutates with E1, . . . , Ek−2 and T1, . . . , Tk−2. In order to verify
ω
(a)
k+1Y = Yω(a)k+1, for Y ∈ {Tk−1, Ek−1}, (2.13)
we use the following series∑
m≥0
amzm = (1+ Xk−1z)(1+ Xkz)
(1+ X−1k−1z)(1+ X−1k z)
,
where z ∈ {−y−1,−q±2y},
a0 = 1, a1 = Xk−1 + Xk − X−1k−1 − X−1k ,
a2 = XkXk−1 − X−1k X−1k−1 − (X−1k + X−1k−1)(Xk + Xk−1 − X−1k − X−1k−1)
am = −(X−1k−1 + X−1k )am−1 − X−1k−1X−1k am−2, form ≥ 3.
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By induction, we have Ek−1aj = ajEk−1 = 0 for all non-negative integers j.
We verify Tk−1am = amTk−1 for allm ≥ 0 by induction onm. There is nothing to be proved whenm = 0 since a0 = 1. By
Definition 2.1(f),{
Tk−1(Xk−1 + Xk) = (Xk−1 + Xk)Tk−1 + δ(XkEk−1 − Ek−1Xk)
Tk−1(X−1k−1 + X−1k ) = (X−1k−1 + X−1k )Tk−1 + δ(X−1k−1Ek−1 − Ek−1X−1k−1).
So, Tk−1a1 = a1Tk−1. Whenm ≥ 2, since Tk−1 commute with XkXk−1 and X−1k X−1k−1, we have, by induction assumption that
Tk−1am − amTk−1 = (X−1k−1 + X−1k )am−1Tk−1 − Tk−1(X−1k−1 + X−1k )am−1
= (X−1k−1 + X−1k )am−1Tk−1 − (X−1k−1 + X−1k )Tk−1am−1 − δ(X−1k−1Ek−1 − Ek−1X−1k−1)am−1 = 0.
Using (2.6) twice, we have
W˜k+1(y)+ δ−1% − y
2
y2 − 1 =
(
W˜k−1(y)+ δ−1% − y
2
y2 − 1
)
(y− Xk)2
(y− X−1k )2
· y− q
−2X−1k
y− q−2Xk ·
y− q2X−1k
y− q2Xk
× (y− Xk−1)
2
(y− X−1k−1)2
· y− q
−2X−1k−1
y− q−2Xk−1 ·
y− q2X−1k−1
y− q2Xk−1 . (2.14)
Thus, Tk−1, Ek−1 commutewith the right hand side of (2.14). By induction assumption, Tk−1, Ek−1 commuteswith W˜k−1(y),
it has to commute with W˜k+1(y). Thus, ω(a)k+1 commutes with Tk−1 and Ek−1.
Let
gk(Xk) = (y− X−1k )2(y− q−2Xk)(y− q2Xk).
By (2.6),
W˜k+1(y)gk(Xk) = W˜k(y)gk(X−1k )+ (Xk − X−1k )δ2y((δ−1ρ − 1)y2 − δ−1ρ).
Comparing the coefficients of yj for j ≤ 4 on both sides of the last equation and using the induction on j, we can verify
ω
(a)
k ∈ R[X±11 , . . . , X±1k−1]. 
Corollary 2.15. If a ∈ Z, then
(a) EkXak T
±1
k−1Ek =
∑a
i=−a fiX
i
k−1Ek;
(b) EkXak T
±1
k+1Ek =
∑a
i=−a giX
i
k+2Ek,
where fi, gi ∈ Z(Br,k−1) ∩ R[X±11 , . . . , X±1k−1] for −a ≤ i ≤ a.
Proof. Both (a) an (b) follow from Lemma 2.4(1) (2) (4) (5) and Lemma 2.5 and Definition 2.1. 
By Lemma 2.5, we have
W˜k(y)+ δ−1% − y
2
y2 − 1 =
(
W˜1(y)+ δ−1% − y
2
y2 − 1
) k−1∏
i=1
(y− Xi)2
(y− X−1i )2
· y− q
−2X−1i
y− q−2Xi ·
y− q2X−1i
y− q2Xi . (2.16)
In the remainder of this section, we give the definition of admissible and u-admissible conditions on the parameters
ωa, a ∈ Z and %.
Lemma 2.17. If E1 is torsion-free over R, then
(a)
∑r
s=0(−1)r−sσr−s(u)ωs+b = 0, for all b ∈ Z, where σi(u) is the ith basic symmetric polynomial in u1, u2, . . . , ur .
(b) ωa = ω−a +∑ai=1 %−1δ(ωa−iω−i − ωa−2i).
Proof. Acting E1 on both sides of Xb1
∏r
i=1(X1− ui) = 0 for b ∈ Z (resp. Lemma 2.4(1) for k = 1) and using Definition 2.1(g),
(h) and (j) yields
r∑
s=0
(−1)r−sσr−s(u)ωs+bE1 = 0,
ωaE1 = ω−aE1 +
a∑
i=1
%−1δ(ωa−iω−i − ωa−2i)E1.
(2.18)
Since we are assuming that E1 is torsion-free, (a)-(b) follow. 
H. Rui, J. Xu / Journal of Pure and Applied Algebra 213 (2009) 2262–2288 2267
Definition 2.19. The parametersωa ∈ R, a ∈ Z are called admissible if they satisfy the relations given in Lemma 2.17(a)-(b).
We introduce the u-admissible conditions on the parametersωa, a ∈ Z and %which guarantees the freeness ofBr,n over
Rwith rank rn(2n− 1)!!. This can be seen by Theorem 4.19.
Definition 2.20. Suppose R is an integral domain which contains the units q, (q − q−1), ui, 1 ≤ i ≤ r such that ui 6= uj
whenever i 6= j. Let F be field of fraction of R. Let
γi =
(
γr(ui)+ δ−1%(u2i − 1)
∏
j6=i
uj
)∏
j6=i
uiuj − 1
ui − uj ∈ F
and γr(z) = 1 for 2 - r and−z, otherwise. We define %, ωa ∈ F for all a ∈ Z such that
(1) ωa =∑rj=1 uaj γj,
(2) %−1 = α∏rl=1 ul where α ∈ {1,−1} if 2 - r and α ∈ {q−1,−q}, otherwise.
By definition, both % and %−1 are in R. We are going to prove that ωa ∈ R for all a ∈ Z. First, we define certain symmetric
polynomials as follows.
Definition 2.21. Suppose x = (x1, x2, . . . , xr) are variables. For any non-negative integer a, define Qa(x),Q ′a(x) such that
r∏
i=1
y− xi
xiy− 1 =
∞∑
a=0
Qa(x)ya,
r∏
i=1
xiy− 1
y− xi =
∞∑
a=0
Q ′a(x)y
a.
(2.22)
We set Qa(x) = Q ′a(x) = 0 if a < 0. For each non-negative integer a, it is not difficult to verify that Qa(x) (resp. Q ′a(x)) is
a symmetric polynomial in variables x1, x2, . . . , xr (resp. x−11 , . . . , x−1r ). Further,
Q ′a(x) = Qa(x−11 , . . . , x−1r ).
Lemma 2.23. Given two integers a and b with a ≥ 0 and b > 0. We have
ωa =

A+
a−1∑
k=0
1+ (−1)k
2
Qa−1−k(u)− δ−1%δa0, if 2 - r,
A−
a∑
k=0
1+ (−1)k
2
Qa−k(u)− δ−1%δa0, if 2 | r,
(2.24)
and
ω−b =

B+
b−1∑
k=0
1+ (−1)k
2
Q ′b−1−k(u), if 2 - r,
B−
b−2∑
k=0
1+ (−1)k
2
Q ′b−2−k(u), if 2 | r,
(2.25)
where
A = 1+ (−1)
a
2
+ δ−1%Qa(u)
r∏
i=1
ui,
B = 1+ (−1)
b
2
− δ−1%Q ′b(u)
r∏
i=1
ui.
In particular, ωa ∈ R for all a ∈ Z.
Proof. For any a ∈ Z≥0, we define
fa(z) = γr(z)z
a
z2 − 1
r∏
l=1
ulz − 1
z − ul + δ
−1%za−1
r∏
l=1
ul(ulz − 1)
z − ul .
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Then ωa =∑ri=1 Resz=ui fa(z)dz. By residue theorem for complete non-singular curves for fa(z),
ωa =

−
∑
v∈{∞,±1}
Resz=v fa(z)dz, if a > 0,
−
∑
v∈{∞,±1,0}
Resz=v fa(z)dz if a = 0.
(2.26)
We have Resz=0f0(z)dz = δ−1%. When r is odd, Resz=1fa(z)dz = − 12 and Resz=−1fa(z)dz = − (−1)
a
2 . On the other hand,
−z−2fa(z−1) = z−aϕ1(z)+ z−a−1ϕ2(z),
where
ϕ1(z) = (z2 − 1)−1
r∏
l=1
z − ul
ulz − 1
ϕ2(z) = −δ−1%
r∏
l=1
(z − ul)ul
ulz − 1 .
Also, we have (ϕ2(z))(a)|z=0 = −a!δ−1%∏rl=1 ulQa(u) and
(ϕ1(z))(a−1)|z=0 =
a−1∑
k=0
(
a− 1
k
)(
1
z2 − 1
)(k) ( r∏
l=1
z − ul
ulz − 1
)(a−1−k)∣∣∣∣∣∣
z=0
=
a−1∑
k=0
(
a− 1
k
)
(−1)k!1+ (−1)
k
2
(a− 1− k)!Qa−1−k(u)
= −(a− 1)!
a−1∑
k=0
1+ (−1)k
2
Qa−1−k(u).
Note that Resz=∞fa(z)dz = Resz=0z−aϕ1(z)dz + Resz=0z−a−1ϕ2(z)dz. So,
Resz=∞fa(z)dz = −
a−1∑
k=0
1+ (−1)k
2
Qa−1−k(u)− δ−1%
r∏
l=1
ulQa(u).
Now (2.24) for odd r follows immediately from (2.26).
When r is even, γr(z) = −z. When we compute Resz=∞fa(z)dz, we need compute (ϕ1(z))(a)|z=0. Therefore, we need use
a instead of a− 1 in (2.24) for odd r . This implies the result for (2.24) in the case 2 | r .
One can verify (2.25) by similar arguments as above. Since Qa(u) (resp. Q ′a(u)) are polynomials in variables u1, u2, . . . , ur
(resp. u−11 , . . . , u−1r ), ωa ∈ R for all a ∈ Z. 
Definition 2.27. LetΩ = {ωa ∈ R | a ∈ Z}. Let % ∈ R. We sayΩ ∪ {%} is u-admissible if ωa, a ∈ Z and % are defined in the
Definition 2.20.
In Definition 2.20, we have assumed that ui 6= uj if i 6= j. However, by Lemma 2.23, we can remove this assumption.
Motivated by Nazarov’s work on Brauer algebras in [11], we define two generating functions
w˜1,+(y) =
∞∑
a=0
ωay−a
w˜1,−(y) =
∞∑
a=1
ω−ay−a.
In fact, we have W˜1(y) = w˜1,+(y).
Lemma 2.28. Suppose y is an indeterminant. ThenΩ ∪ {%} is u-admissible if and only if % is given in the Definition 2.20 and
w˜1,+(y) = y
2
y2 − 1 − δ
−1% +
(
δ−1%
r∏
l=1
ul + yγr(y)y2 − 1
)
r∏
l=1
ul
r∏
l=1
y− u−1l
y− ul ,
w˜1,−(y) = 1y2 − 1 + δ
−1% − 1r∏
l=1
ul
(
δ−1%
r∏
l=1
ul − y
γr(y)(y2 − 1)
)
r∏
l=1
y− ul
y− u−1l
.
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Proof. When r is odd, we have
∑∞
a=0
1+(−1)a
2 y
−a = y2
y2−1 . By (2.22),
%
r∏
l=1
ul
∞∑
a=0
δ−1Qa(u)y−a = δ−1%
r∏
l=1
u2l
r∏
l=1
y− u−1l
y− ul ,
and
∞∑
a=0
a−1∑
k=0
1+ (−1)k
2
Qa−1−k(u)y−a = (y−1 + y−3 + · · ·)
∞∑
a=0
Qa(u)y−a
= y
y2 − 1
r∏
l=1
ul
r∏
l=1
y− u−1l
y− ul .
Taking the sum of the above equalities and using (2.24) yields the formula for w˜1,+(y) in the case r is odd. Similarly, one can
verify the formulae in other cases. 
Corollary 2.29. Ω ∪ {ρ} is u-admissible if and only if
(a) % is given in the Definition 2.20,
(b) For any non-negative integer a ≤ r − 1, ωa is determined by w˜1,+(y),
(c) Ω is admissible.
Proof. ‘‘H⇒’’ We have[
w˜1,+(y)− y
2
y2 − 1 + δ
−1%
] [
w˜1,−(y)− 1y2 − 1 − δ
−1%
]
= y
2
(1− y2)2 − δ
−2. (2.30)
Multiplying (1− y2)2 on both sides of (2.30) and comparing the coefficients of yi, i ≤ 4 on both sides of such an equality,
we obtain Lemma 2.17(b). If ωa =∑rj=1 uaj γj where γj’s are given in the Definition 2.20, then
r∑
a=0
(−1)r−aσr−a(u)ωa+b =
r∑
a=0
(−1)r−aσr−a(u)
r∑
j=1
ua+bj γj
=
r∑
j=1
(
r∑
a=0
(−1)r−aσr−a(u)uaj
)
ubj γj
= 0.
This proves Lemma 2.17(a). So,Ω is admissible.
‘‘⇐H’’ Conversely, if Ω is admissible, then ωa for all a ∈ Z are determined by ω0, ω1, . . . , ωr−1, uniquely. This implies
the result. 
3. The seminormal representations ofBr,n(u)
The main purpose of this section is to construct the seminormal representations for Br,n over a field R under certain
conditions. We start by recalling some combinatorics.
A partition ofm is a sequence of non–negative integers λ = (λ1, λ2, . . .) such that λi ≥ λi+1 for all positive integers i and
|λ| := λ1 + λ2 + · · · = m. Similarly, an r-partition ofm is an ordered r-tuple λ = (λ(1), . . . , λ(r)) of partitions λ(s) such that
|λ| := |λ(1)| + · · · + |λ(r)| = m. LetΛ+r (m) be the set of all r-partitions ofm.
If λ and µ are two r-partitions we say that µ is obtained from λ by adding a box if there exists a pair (i, s) such that
µ
(s)
i = λ(s)i + 1 and µ(t)j = λ(t)j for (j, t) 6= (i, s). In this situation we will also say that λ is obtained from µ by removing
a box and we write λ ⊂ µ and µ \ λ = (s, i, λ(s)i + 1). We will also say that the triple (s, i, λ(s)i + 1) is an addable (resp.
removable) node of λ (resp. µ) which is in the i-th row, λ(s)i + 1-column of the s-th component of λ (resp. µ).
Fix an integer m with 0 ≤ m ≤ b n2c. Let λ ∈ Λ+r (n − 2m). It has been defined in [2] that an n-updown λ-tableau, or
more simply an updown λ-tableau, is a sequence t = (t0, t1, t2, . . . , tn) of r-partitions where tn = λ and the r-partition ti
is obtained from ti−1 by either adding or removing a box, for i = 1, . . . , n. When i = 0, we always assume that ti = ∅. Let
T udn (λ) be the set of n-updown λ-tableaux.
There is an equivalence relation
k∼ on T udn (λ), which has been defined in [2]. Suppose s, t ∈ T udn (λ). Then t k∼ s if tj = sj
whenever 1 ≤ j ≤ n and j 6= k, for s, t ∈ T udn (λ). The following result has been proved in [2].
Lemma 3.1. Suppose s ∈ T udn (λ)with sk−1 = sk+1. Then there is a bijection between the set of all addable and removable nodes
of sk−1 and the set of t ∈ T udn (λ) with t k∼ s.
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Suppose that t ∈ T udn (λ) where λ ∈ Λ+r (n − 2f ) and 0 ≤ f ≤ b n2c. For each positive integer k ≤ n, either tk ⊂ tk−1 or
tk−1 ⊂ tk. We define
ct(k) =
{
usq2(j−i), if tk \ tk−1 = (i, j, s),
u−1s q
−2(j−i), if tk−1 \ tk = (i, j, s). (3.2)
We call ct(k) the content of k in t. Let α = (i, j, s). We also define
cλ(α) =
{
usq2(j−i), if α is an addable node of λ,
u−1s q
−2(j−i), if α is a removable node of λ. (3.3)
We write c(α) instead of cλ(α) if there is no confusion.
Definition 3.4. The parameters q and u = (u1, . . . , ur) are generic for Br,n if (1) o(q2) > 2n and (2) |d| ≥ 2n whenever
there exists d ∈ Z such that either uiu±1j = q2d1R and i 6= j, or ui = ±qd · 1R.
Lemma 3.5. Suppose that the parameters q and u are generic for Br,n. Let s, t ∈ T udn (λ) where λ ∈ Λ+r (n − 2f ) and
0 ≤ f ≤ b n2c. Then
(a) s = t if and only if cs(k) = ct(k), for all positive integers k ≤ n.
(b) cs(k) 6= cs(k+ 1), for all positive integers k < n.
(c) if sk−1 = sk+1 then cs(k) 6= ct(k)±1, whenever t k∼ s and t 6= s,
(d) ct(k) 6= ±q±1 for all positive integers k ≤ n.
Proof. (a)–(c) can be proved by the arguments similar to those in [2]. The key point is that the assumptions imply that the
contents of the addable and removable nodes in λ are distinct so an up-down λ-tableau s is uniquely determined by the
sequence of contents cs(k), for k = 1, . . . , n. (d) can be verified by direct computation. 
Unless otherwise stated, we fix a λ ∈ Λ+r (n − 2f ). Motivated by Ariki, Mathas and Rui’s work on cyclotomic
Nazarov–Wenzl algebras in [2], we introduce the following rational functions in an indeterminate y. Such functions will
play a key role in the construction of seminormal representations ofBr,n.
Definition 3.6. Suppose that s ∈ T udn (λ). For 1 ≤ k ≤ n, define rational functionsWk(y, s) by
Wk(y, s) = y
2
y2 − 1 − δ
−1% +
(
δ−1%
r∏
i=1
ui + yγr(y)y2 − 1
)
r∏
i=1
ui
∏
α
y− c−1(α)
y− c(α) ,
where α runs over the addable and removable nodes of the r-partition sk−1.
Lemma 3.7. Suppose λ is an r-partition. Then∏
α
c(α) =
r∏
i=1
ui (3.8)
where α runs over all addable nodes and removable nodes of λ.
Proof. It is known that the number of addable nodes of a partition, say µ, is equal to the number of the removable nodes
of µ plus 1. We arrange the removable nodes (resp. addable nodes) of µ from top to bottom. Therefore, we assume that
(p, ri, si), 1 ≤ i ≤ k (resp. (p, ai, bi), 1 ≤ i ≤ k+ 1) are all removable (resp. addable) nodes of λ(p), the pth component of λ.
We have a1 = 1, bk+1 = 1, ai = ri−1 + 1 and sj = bj − 1 for 2 ≤ i ≤ k+ 1 and 1 ≤ j ≤ k. By (3.3),
∏
α
c(α) = upq
2(
k+1∑
i=1
(bi−ai)+
k∑
i=1
(ri−si)) = up.
Multiplying the previous equality for all positive integers p ≤ r yields (3.8). 
Lemma 3.9. Suppose that q and u are generic. Let s ∈ T udn (λ) and 1 ≤ k ≤ n. Then
Wk(y, s)
y
=
∑
α
(
Resy=c(α)
Wk(y, s)
y
)
· 1
y− c(α) ,
where α runs over the addable and removable nodes of sk−1.
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Proof. Since u and q are generic, c(α) are pairwise distinct for different addable and removable nodes α of λ. Further, we
have c(α) 6∈ {0,±1}. Therefore, we can write
Wk(y, s)
y
= a+ b
y
+ c
y− 1 +
d
y+ 1 +
∑
α
(
Resy=c(α)
Wk(y, s)
y
)
· 1
y− c(α) ,
for some a, b, c, d ∈ R, where α runs over the addable and removable nodes of sk−1. In order to prove the result, we
need verify a = b = c = d = 0. In fact, a = limy→∞ Wk(y,s)y = 0. We have b = Resy=0Wk(y,s)y = −δ−1% +
δ−1%
∏r
i=1 u
2
i
∏
α c(α)
−2 (3.8)= −δ−1% + δ−1% = 0. One can verify c = d = 0 similarly. 
The following definition is the same as those for cyclotomic Nazarov–Wenzl algebras if we use our rational functions
Wk(y, s) instead of those for cyclotomic Nazarov–Wenzl algebras in [2]. In the remaining part of this section, we assume
that R is large enough such that
√
Es,s(k), bs(k), which will be defined later on, are in R.
Definition 3.10. Let λ ∈ Λ+r (n−2f ) for some non-negative integer f ≤ b n2c. Assume that k is a positive integer with k ≤ n.
If s, t ∈ T udn (λ)with sk−1 = sk+1, then we define the scalars Est(k) ∈ R by
Est(k) =

Resy=cs(k)
Wk(y, s)
y
, if s = t,√
Ess(k)
√
Ett(k), if s 6= t and t k∼ s,
0, otherwise.
We remark thatwe have to fix the choice of square roots
√
Ess(k), for s ∈ T udn (λ) and 1 ≤ k ≤ n, whichwewill illustrate late.
In [2], there is no definition for Ess(k) under the assumption sk−1 6= sk+1. In the current paper, we do not need such a
definition either.
If r is odd, then ρ−1 ∈ {u1 · · · ur ,−u1 · · · ur}. It follows from Definition 3.6 that
Ess(k) =

1
%cs(k)
(
cs(k)− cs(k)−1
δ
+ 1
)∏
α
cs(k)− c(α)−1
cs(k)− c(α) , if %
−1 = u1 · · · ur ,
1
%cs(k)
(
cs(k)− cs(k)−1
δ
− 1
)∏
α
cs(k)− c(α)−1
cs(k)− c(α) , if %
−1 = −u1 · · · ur ,
(3.11)
where α runs over all addable and removable nodes of sk−1 with α 6= sk \ sk−1.
If r is even, then %−1 ∈ {q−1u1 · · · ur ,−qu1 · · · ur}. So,
Ess(k) =

1
%δ
(
1− q
2
cs(k)2
)∏
α
cs(k)− c(α)−1
cs(k)− c(α) , if %
−1 = q−1
r∏
i=1
ui,
1
%δ
(
1− 1
q2cs(k)2
)∏
α
cs(k)− c(α)−1
cs(k)− c(α) , if %
−1 = −q
r∏
i=1
ui,
(3.12)
where α runs over all addable and removable nodes of sk−1 with α 6= sk \ sk−1.
It follows from Lemma 3.5 and (3.11)–(3.12) that
Est(k) 6= 0, if s k∼ t. (3.13)
Rewriting Lemma 3.9 yields the following equality:
Wk(y, s)
y
=
∑
t
k∼ s
Ett(k)
y− ct(k) . (3.14)
Given two partitions s and twrite s	 t = α if either t ⊂ s and s \ t = α, or s ⊂ t and t \ s = α.
LetSn be the symmetric group in n letters. As a Coxeter group,Sn is generated by si := (i, i+ 1) subject to the relationss
2
i = 1, if 1 ≤ i ≤ n− 1,
sisj = sjsi if |i− j| > 1
sisjsi = sjsisj, if |i− j| = 1.
Let s ∈ T udn (λ) with sk−1 6= sk+1, for some k, 1 ≤ k < n. Suppose that sk 	 sk−1 and sk+1 	 sk are in different rows and
in different columns. It is defined in [2] that
sks = (s1, . . . , sk−1, tk, sk+1, . . . , sn) ∈ T udn (λ)
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where tk is the r-partition which is uniquely determined by the conditions tk 	 sk+1 = sk−1 	 sk and sk−1 	 tk = sk 	 sk+1.
If the nodes sk 	 sk−1 and sk+1 	 sk are either in the same row, or in the same column, then sks is not defined.
In the remainder of this section, we assume that q and u are generic.
Definition 3.15. Let s ∈ T udn (λ)with sk−1 6= sk+1, for some k, 1 ≤ k < n. We define
as(k) = δcs(k+ 1)cs(k+ 1)− cs(k) and bs(k) =
√
1− as(k)2 + δas(k).
We will fix the choice of square root for bs(k) in Assumption 3.17. Since q and u are generic, by Lemma 3.5(b), cs(k + 1) −
cs(k) 6= 0. So, the formula for as(k)makes sense.
As in [2], we do not define as(k) and bs(k)when sk−1 = sk+1. The following result can be verified easily.
Lemma 3.16. Suppose that s ∈ T udn (λ) and 1 ≤ k < n. Then:
(a) If sks is defined then cs(k) = csks(k+ 1) and cs(k+ 1) = csks(k); consequently, asks(k) = δ − as(k).
(b) If sks is not defined then as(k) ∈ {q,−q−1} and bs(k) = 0.
Finally, if sk−1 = sk+1 and t k∼ s, where 1 ≤ k < n, we set
Tst(k) = δ Est(k)− δstcs(k)ct(k)− 1 .
Note that cs(k)ct(k) 6= 1 by Lemma 3.5.
Wewill assume that we have chosen the square roots in the definitions of bs(k) and Est(k) so that the following equalities
hold.
Assumption 3.17 (Root Conditions). We assume that the ring R is large enough so that
√
Ess(k) ∈ R and bs(k) =√
1− as(k)2 + δas(k) ∈ R, for all s, t ∈ T udn (λ) and 1 ≤ k < n, and that the following equalities hold:
(a) If sk−1 6= sk+1 and sks is defined then bsks(k) = bs(k).
(b) If sk−1 6= sk+1 and s l∼ t, where |k− l| > 1, then bs(k) = bt(k).
(c) If sk−1 6= sk+1, sk 6= sk+2 and sks and sk+1s are both defined then bsk+1s(k) = bsks(k+ 1).
(d) If sk−1 = sk+1 and sk = sk+2 then√Ess(k)√Ess(k+ 1) = 1.
(e) If sk−1 = sk+1, tk−1 = tk+1 and Ess(k) = Ett(k) then√Ess(k) = √Ett(k).
(f) If sk−1 = sk+1, sk = sk+2 and t k+1∼ s, u k∼ s with skt and sk+1u both defined and skt = sk+1u then bt(k)√Ett(k+ 1) =
bu(k+ 1)√Euu(k).
In the remaining part of this section, we assume that (1) the Assumption 3.17; (2)Ω ∪{%} is u-admissible. The following
is the main result of this section.
Theorem 3.18. Let ∆(λ) be the R-vector space with basis {vs|s ∈ T udn (λ)}. Then∆(λ) becomes aBr,n-module via
• Tkvs =

∑
t
k∼ s
Tst(k)vt, if sk−1 = sk+1,
as(k)vs + bs(k)vsks, if sk−1 6= sk+1,
• Ekvs =

∑
t
k∼ s
Est(k)vt, if sk−1 = sk+1
0, if sk−1 6= sk+1,
• Xivs = cs(i)vs,
for 1 ≤ k < n and 1 ≤ i ≤ n. When sks is not defined, we set vsks = 0.
Definition 3.19. We call ∆(λ) the seminormal representation of Br,n(u) with respect to λ for λ ∈ Λ+r (n − 2f ), and
0 ≤ f ≤ b n2c.
Definition 3.20. Let W˜k(y) be defined in Lemma 2.5. We define W˜k(y, s) ∈ R((y−1)) by W˜k(y)vs = W˜k(y, s)vs.
Proposition 3.21. Given an s ∈ T udn (λ) and a positive integer k ≤ n, we have Wk(y, s) = W˜k(y, s).
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Proof. Since we are assuming thatΩ ∪ {%} is u-admissible, by Lemma 2.28 and (2.16), we have
W˜k(y, s)+ δ−1% − y
2
y2 − 1 = A ·
r∏
`=1
(y− u−1` )
(y− u`)
k−1∏
i=1
(y− cs(i))2
(y− cs(i)−1)2 ·
y− q−2cs(i)−1
y− q−2cs(i) ·
y− q2cs(i)−1
y− q2cs(i)
where
A =
(
%δ−1
r∏
`=1
u` + yγr(y)y2 − 1
)
r∏
`=1
u`.
By arguments similar to those for [2, 4.17] we can verify that
W˜k(y, s)+ δ−1% − y
2
y2 − 1 = A
∏
α
y− c(α)−1
y− c(α) ,
where α runs over the addable and removable nodes of sk−1. This provesWk(y, s) = W˜k(y, s). 
One can verify the following result by similar arguments to those for [2, 4.18].
Corollary 3.22. Suppose that s ∈ T udn (λ) and that 1 ≤ k < n and a ≥ 0. Then EkXak Ekvs = ω(a)k Ekvs.
Lemma 3.23. Suppose that s ∈ T udn (λ) with sk−1 = sk+1 and sk = sk+2. Then Ess(k)Ess(k+ 1) = 1.
Proof. By (2.6) and Proposition 3.21,
Wk+1(y, s)+ δ−1% − y
2
y2 − 1 =
(
Wk(y, s)+ δ−1% − y
2
y2 − 1
)
(y− cs(k))2
(y− cs(k)−1)2
(y− q−2cs(k)−1)
(y− q−2cs(k))
(y− q2cs(k)−1)
(y− q2cs(k)) ,
whereWk(y, s) is given by Definition 3.6. Note that cs(k)cs(k+ 1) = 1 and
Ess(k+ 1) = Resy=cs(k+1)
Wk+1(y, s)
y
= Resy=cs(k)−1
Wk+1(y, s)
y
.
There are four cases we need to discuss:
Case 1. 2 - r and %−1 = u1u2 · · · ur :
Ess(k+ 1) =
(
δ−1cs(k)+ cs(k)
2
1− cs(k)2
)
%−1
∏
t
k∼ s,t6=s
cs(k)−1 − ct(k)−1
cs(k)−1 − ct(k)
×
(
cs(k)−1 − cs(k)
) cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
= %δcs(k)
2
cs(k)2 + δcs(k)− 1
∏
t
k∼ s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1 =
1
Ess(k)
.
Case 2. 2 - r and %−1 = −∏rl=1 ui:
Ess(k+ 1) =
(
−δ−1cs(k)+ cs(k)
2
1− cs(k)2
)(
−%−1
) ∏
t
k∼ s,t6=s
cs(k)−1 − ct(k)−1
cs(k)−1 − ct(k)
×
(
cs(k)−1 − cs(k)
) cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
= %δcs(k)
2
cs(k)2 − δcs(k)− 1
∏
t
k∼ s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1 =
1
Ess(k)
.
Case 3. 2 | r and %−1 = q−1∏rl=1 ui:
Ess(k+ 1) =
(
qδ−1cs(k)− cs(k)1− cs(k)2
)
q%−1
∏
t
k∼ s,t6=s
cs(k)−1 − ct(k)−1
cs(k)−1 − ct(k)
×
(
cs(k)−1 − cs(k)
) cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
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= %δcs(k)
2
cs(k)2 − q2
∏
t
k∼ s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1 =
1
Ess(k)
.
Case 4. 2 | r and %−1 = −q∏rl=1 ui:
Ess(k+ 1) =
(
−q−1δ−1cs(k)− cs(k)1− cs(k)2
)(
−q−1%−1
) ∏
t
k∼ s,t6=s
cs(k)−1 − ct(k)−1
cs(k)−1 − ct(k)
×
(
cs(k)−1 − cs(k)
) cs(k)−1 − q−2cs(k)−1
cs(k)−1 − q−2cs(k)
cs(k)−1 − q2cs(k)−1
cs(k)−1 − q2cs(k)
= %δcs(k)
2
cs(k)2 − q−2
∏
t
k∼ s,t6=s
cs(k)− ct(k)
cs(k)− ct(k)−1 =
1
Ess(k)
.
We remark that we use Lemma 3.1, (3.8) and (3.11)–(3.12) when we verify the equalities in cases 1–4. 
The following result can be proved by similar arguments to those for [2, 4.20]. The only difference is that we use our
rational functionsWk(y, s) instead of those for cyclotomic Nazarov–Wenzl algebras.
Lemma 3.24. Fix an integer k with 1 ≤ k < n− 1 and suppose that s, t, u ∈ T udn (λ) such that sk−1 = sk+1, sk = sk+2, t k+1∼ s,
u
k∼ s and that skt and sk+1u are both defined with skt = sk+1u. Then
bt(k)2Ett(k+ 1) = bu(k+ 1)2Euu(k).
The following combinatorial identities will be used in the proof of Theorem 3.18.
Proposition 3.25. Suppose that s, t′ ∈ T udn (λ) with sk−1 = sk+1, sk 6= sk+2, t′ k∼ s and t′ 6= s, where 1 ≤ k < n− 1. Then the
following identities hold:
(a)
∑
t
k∼ s
Ett(k)
cs(k)ct(k)−1 = δ−1% + 1cs(k)2−1 ,
(b)
∑
t
k∼ s
Ett(k)
(cs(k)ct(k)−1)2 =
cs(k)2+1
(cs(k)2−1)2 − δ−1% + (
1
δ2
− cs(k)2
(cs(k)2−1)2 )
1
Ess(k)
,
(c)
∑
t
k∼ s
Ett(k)
(cs(k)ct(k)−1)(ct(k)ct′ (k)−1) =
cs(k)ct′ (k)+1
(cs(k)2−1)(ct′ (k)2−1)
− δ−1%.
Proof. Evaluating both sides of (3.14) at y = cs(k)−1 and usingDefinition 3.6 gives (a). By Proposition 3.21 and Corollary 3.22
we have
Ek
1
(y− Xk)(v − Xk)Ekvs =
1
v − y
(
Wk(y, s)
y
− Wk(v, s)
v
)
Ekvs.
Comparing the coefficients of vs on both sides of this equation yields∑
t
k∼ s
Ett(k)
(y− ct(k))(v − ct(k)) =
1
v − y
{
Wk(y, s)
y
− Wk(v, s)
v
}
.
Let y = cs(k)−1. We use (a) to rewrite the above equality and obtain the following equality:
∑
t
k∼ s
Ett(k)
(1− cs(k)ct(k))(v − ct(k)) =
Wk(v, s)+ δ−1% − v2v2−1
v(1− vcs(k)) − v
−1δ−1% + v + cs(k)
(v2 − 1)(1− cs(k)2) . (3.26)
Setting v = ct′(k)−1 gives (c). Now we set v = cs(k)−1. There are four cases we need to discuss.
When 2 - r and
∏r
l=1 ui = %−1, it follows from (3.26) that∑
t
k∼ s
Ett(k)
(1− cs(k)ct(k))2 + δ
−1% − 1+ cs(k)
2
(1− cs(k)2)2
= %−1
(
δ−1cs(k)+ cs(k)
2
1− cs(k)2
)∏
t
k∼ s
t6=s
cs(k)−1 − ct(k)−1
cs(k)−1 − ct(k)
−cs(k)−2
cs(k)−1 − cs(k)
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= cs(k)
2 − δcs(k)− 1
δ(cs(k)2 − 1)2 %
−1cs(k)2
∏
t
k∼ s
ct(k)−2
∏
t6=s
ct(k)− cs(k)
ct(k)−1 − cs(k)
= cs(k)
2 − δcs(k)− 1
δ(cs(k)2 − 1)2 %cs(k)
2
∏
t6=s
ct(k)− cs(k)
ct(k)−1 − cs(k) by (3.8)
=
(
δ−2 − cs(k)
2
(1− cs(k)2)2
)
1
Ess(k)
by (3.11).
This proves (b) under the assumption 2 - r and
∏r
l=1 ui = %−1. One can verify (b) in other cases. 
We are going to check that the action ofBr,n(u) on∆(λ) respects the defining relations ofBr,n(u).
Lemma 3.27. Suppose s ∈ T udn (λ). Then
(a) E2i vs = ω0Eivs, for 1 ≤ i < n.
(b) E1Xk1E1vs = ωkE1vs, for k ∈ Z.
(c) (X1 − u1)(X1 − u2) · · · (X1 − ur)vs = 0.
(d) XiXjvs = XjXivs for 1 ≤ i, j ≤ n.
(e) EiXiXi+1vs = XiXi+1Eivs = Eivs, 1 ≤ i ≤ n− 1.
(f) (TiXi − Xi+1Ti)vs = δXi+1(Ei − 1)vs, for 1 ≤ i ≤ n− 1.
(g) (XiTi − Ti+1Xi)vs = δ(Ei − 1)Xi+1vs, for 1 ≤ i ≤ n− 1.
(h) TkXlvs = XlTkvs if l 6= k, k+ 1.
(i) EkEk±1Ekvs = Ekvs.
(j) EkTkvs = %Ekvs = TkEkvs.
(k) TiTjvs = TjTivs if |i− j| > 1.
(l) XiX−1i = X−1i Xi = 1 for 1 ≤ i ≤ n.
Proof. We have already proved (a) and (b) for k > 0 in Corollary 3.22. (c)–(h) and (l) can be verified easily. By (c), we have
(b) for all k ∈ Z with k < 0. (i)–(k) can be proved by arguments similar to those in [2, 4.23,4.25, 4.27a]. When we prove (j)
we need to use Proposition 3.25(a) instead of [2, 4.21a]. 
It remains to check the defining relations (b), (c)(ii), (h)(ii) in Definition 2.1.
Lemma 3.28. Suppose that s ∈ T udn (λ). Then (T 2k − δTk + δ%Ek)vs = vs.
Proof. We prove the result by computing the coefficient of vt in the expression of (T 2k − δTk + δ%Ek)vs. There are two cases
we have to discuss as follows.
Case 1. sk−1 6= sk+1: Then Ekvs = 0. If sks is not defined then as(k) ∈ {q,−q−1} and bs(k) = 0 (see Lemma 3.16). So,
(T 2k − δTk + δ%Ek)vs = vs. If sks ∈ T udn (λ) then by the choice of the square roots in Assumption 3.17(a) we have
(T 2k − δTk + δ%Ek)vs = (Tk − δ)
(
as(k)vs + bs(k)vsks
)
= as(k)
(
as(k)vs + bs(k)vsks
)
− δ
(
as(k)vs + bs(k)vsks
)
+ bs(k)
(
asks(k)vsks + bsks(k)vs
)
= vs (by Lemma 3.16).
Case 2. sk−1 = sk+1: We have
(T 2k − δTk + δ%Ek)vs =
∑
t
k∼ s
∑
v
k∼ s
Tsv(k)Tvt(k)
 vt − δ∑
t
k∼ s
Tst(k)vt + %δ
∑
t
k∼ s
Est(k)vt.
The coefficient of vs in (T 2k − δTk + δ%Ek)vs is equal to 1 since∑
v
k∼ s
Tsv(k)Tvs(k)− δTss(k)+ %δEss(k)
=
∑
v
k∼ s
δ2Ess(k)Evv(k)
(cs(k)cv(k)− 1)2 −
δ2(Ess(k)− 1)
cs(k)2 − 1 + δ%Ess(k)+
δ2(1− 2Ess(k))
(cs(k)2 − 1)2
= δ2Ess(k)
(
1+ cs(k)2
(1− cs(k)2)2 +
1
δ2Ess(k)
− cs(k)
2
(1− cs(k)2)2Ess(k)
)
+ δ
2(1− 2Ess(k))
(1− cs(k)2)2 +
δ2(Ess(k)− 1)
1− cs(k)2 (by Proposition 3.25(b))
= 1.
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If t
k∼ s and t 6= s then the coefficient of vt in (T 2k − δTk + δ%Ek)vs is zero since∑
v
k∼ s
Tsv(k)Tvt(k)− δTst(k)+ δ%Est(k)
=
∑
v∼s
s6=v6=t
δ2Esv(k)Evt(k)
(cs(k)cv(k)− 1)(cv(k)ct(k)− 1) +
δ(Ess(k)− 1)
cs(k)2 − 1
δEst(k)
cs(k)ct(k)− 1
+ δEst(k)
cs(k)ct(k)− 1
δ(Ett(k)− 1)
ct(k)2 − 1 −
δ2Est(k)
cs(k)ct(k)− 1 + δ%Est(k)
= δ2Est(k)
(∑
v∼s
Evv(k)
(cs(k)cv(k)− 1)(cv(k)ct(k)− 1) −
1
(cs(k)2 − 1)(cs(k)ct(k)− 1)
− 1
(ct(k)2 − 1)(cs(k)ct(k)− 1) −
1
cs(k)ct(k)− 1 + δ
−1%
)
= δ2Est(k)
(∑
v∼s
Evv(k)
(cs(k)cv(k)− 1)(cv(k)ct(k)− 1) −
cs(k)ct(k)+ 1
(cs(k)2 − 1)(ct(k)2 − 1) + δ
−1%
)
= 0 (by Proposition 3.25(c)).
Therefore, (T 2k − δTk + δ%Ek)vs = vs. 
Proposition 3.29. Suppose that s ∈ T udn (λ). Then
(a) Ek+1Ekvs = TkTk+1Ekvs.
(b) Ek+1Ekvs = Ek+1TkTk+1vs.
Proof. (a) We assume that sk−1 = sk+1 since otherwise Ek+1Ekvs = TkTk+1Ekvs = 0. Let s˜ ∈ T udn (λ) be such that s˜ k∼ s and
s˜k = sk+2. Note that Ekvs = 0 for any s ∈ T udn (λ)with sk−1 6= sk+1. So,
TkEk+1Ekvs − δEk+1Ekvs + δEkvs = (Tk − δ)Ek+1Es,s˜(k)vs˜ + δ
∑
t
k∼ s
Est(k)vt
= (Tk − δ)Es,s˜(k)
∑
t
k+1∼ s˜
Es˜t(k+ 1)vt + δ
∑
t
k∼ s
Est(k)vt
= Es,s˜(k)Es˜,s˜(k+ 1)
∑
t
k∼ s˜
Ts˜t(k)vt +
∑
t
k+1∼ s˜,t6=s˜
Es,s˜(k)Es˜,t(k+ 1)(at(k)vt + bt(k)vskt)
− δEs,s˜(k)
∑
t
k+1∼ s˜
Es˜t(k+ 1)vt + δ
∑
t
k∼ s
Est(k)vt.
If skt is defined, for t in the second sum, then (skt)k 6= sk+2 and u = sk+1skt is also defined. Further, we have u k∼ s˜ and u 6= s.
Similarly,
Tk+1Ekvs = Ess˜(k)
∑
t
k+1∼ s˜
Ts˜t(k+ 1)vt +
∑
t
k∼ s˜,t6=s˜
Est(k)
(
at(k+ 1)vt + bt(k+ 1)vsk+1t
)
.
Weare going to compare the coefficients ofvt in both TkEk+1Ekvs−δEk+1Ekvs+δEkvs and Tk+1Ekvs. Note that Es˜s˜(k)Es˜s˜(k+1) =
1 by Lemma 3.23.
Case 1. t = s˜: Since cs˜(k)cs˜(k + 1) = 1, the definitions and the remarks above show that the coefficient of vt in
TkEk+1Ekvs − δEk+1Ekvs + δEkvs is equal to
Ess˜(k)Es˜s˜(k+ 1)(Ts˜s˜(k)− δ)+ δEs,s˜(k) = Ess˜(k)
(
δEs˜s˜(k+ 1) Es˜s˜(k)− 1cs˜(k)2 − 1 − δEs˜s˜(k+ 1)+ δ
)
= Ess˜(k) δ(Es˜s˜(k+ 1)− 1)cs˜(k+ 1)2 − 1
= Ess˜(k)Ts˜s˜(k+ 1)
which is the coefficient of vt in Tk+1Ekvs.
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Case 2. t
k∼ s˜ and t 6= s˜: Now, cs˜(k) = ct(k+2) and ct(k+1) = ct(k)−1, so the coefficient of vt in TkEk+1Ekvs−δEk+1Ekvs+δEkvs
is
Ess˜(k)Es˜s˜(k+ 1)Ts˜t(k)+ δEst(k) = Ess˜(k)Es˜s˜(k+ 1) δEs˜t(k)cs˜(k)ct(k)− 1 + δEst(k)
= δEst(k) 11− cs˜(k)−1ct(k)−1
= δEst(k) ct(k+ 2)ct(k+ 2)− ct(k+ 1)
= Est(k)at(k+ 1)
which is the coefficient of vt in Tk+1Ekvs.
Case 3. t
k+1∼ s˜ and t 6= s˜: Since ct(k)cs˜(k+ 1) = 1, the coefficient of vt in TkEk+1Ekvs − δEk+1Ekvs + δEkvs is
(at(k)− δ)Es˜t(k+ 1)Ess˜(k) =
(
δct(k+ 1)
ct(k+ 1)− ct(k) − δ
)
Es˜t(k+ 1)Ess˜(k)
= Ess˜(k) δEs˜t(k+ 1)ct(k+ 1)cs˜(k+ 1)− 1
= Ess˜(k)Ts˜t(k+ 1)
which is the coefficient of vt in Tk+1Ekvs.
Nowsuppose that skt is defined and let u = sk+1sktbe as above. Then the coefficient ofvskt in TkEk+1Ekvs−δEk+1Ekvs+δEkvs
is
Ess˜(k)Es˜t(k+ 1)bt(k) =
√
Ess(k)
√
Ett(k+ 1)bt(k)
= √Ess(k)√Euu(k)bu(k+ 1)
= Esu(k)bu(k+ 1),
where the second equality comes from Assumption 3.17(f). As skt = sk+1u this is the coefficient of vskt in Tk+1Ekvs.
In summary, we have proved that (TkEk+1Ek − δEk+1Ek + δEk)vs = Tk+1Ekvs. By Lemmas 3.27 and 3.28(j),
Ek+1Ekvs = (T 2k − δTk + δ%Ek)Ek+1Ekvs
= Tk(TkEk+1Ekvs − δEk+1Ekvs + δEkvs)
= Tk(Tk+1Ekvs) = TkTk+1Ekvs,
and (a) follows.
In order to prove (b), we need to consider four cases as follows:
Case 1. sk = sk+2 and sk−1 = sk+1: We have
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = Ek+1EkTss(k+ 1)vs − δEk+1Ekvs + δEk+1vs
= (Tss(k+ 1)− δ)Ek+1Ess(k)vs + δEk+1vs
= ((Tss(k+ 1)− δ)Ess(k)+ δ)Ek+1vs
= δcs(k+ 1)
2
cs(k+ 1)2 − 1 (1− Ess(k))Ek+1vs
= δ(Ess(k)− 1)
cs(k)2 − 1 Ek+1vs
= Tss(k)Ek+1vs = Ek+1Tkvs.
Case 2. sk 6= sk+2 and sk−1 = sk+1: Define s˜ ∈ T udn (λ) to be the unique updown tableau such that s˜ k∼ s and s˜k = sk+2. Then
s˜ 6= s and
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = Ek+1Ek(as(k+ 1)vs + bs(k+ 1)vsk+1s)− δEk+1Ekvs
= (as(k+ 1)− δ)Ek+1Ess˜(k)vs˜
= δEss˜(k)cs(k+ 1)
cs(k+ 2)− cs(k+ 1)Ek+1vs˜
= δEss˜(k)
cs(k)cs˜(k)− 1Ek+1vs˜
= Tss˜(k)Ek+1vs˜ = Ek+1Tkvs˜
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where the last second equality uses the facts that cs(k+ 1)cs(k) = 1, cs(k+ 2) = cs˜(k) and (sk+1s)k−1 6= (sk+1s)k+1.
Case 3. sk = sk+2 and sk−1 6= sk+1: Let s˜ ∈ T udn (λ) such that s˜ k+1∼ s and s˜k+1 = sk−1. Then
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = Ek+1EkTss˜(k+ 1)vs˜ + δEk+1vs
= Tss˜(k+ 1)Es˜s˜(k)Ek+1vs˜ + δEk+1vs
= Tss˜(k+ 1)Es˜s˜(k)
∑
t
k+1∼ s˜
Es˜t(k+ 1)vt + δ
∑
t
k+1∼ s
Est(k+ 1)vt
and Ek+1Tkvs = Ek+1(as(k)vs + bs(k)vsks) = as(k)
∑
t
k+1∼ s Est(k + 1)vt since (sks)k 6= (sks)k+2. However, since cs˜(k + 1) =
cs(k)−1, we have
Tss˜(k+ 1)Es˜s˜(k)Es˜t(k+ 1)+ δEst(k+ 1) = δ
√
Ess(k+ 1)√Ett(k+ 1)
cs(k+ 1)cs˜(k+ 1)− 1 + δEst(k+ 1)
= δcs(k+ 1)
cs(k+ 1)− cs(k)Est(k+ 1) = as(k)Est(k+ 1).
So, Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = Ek+1Tkvs.
Case 4. sk 6= sk+2 and sk−1 6= sk+1: Under our assumptions, we have Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = bs(k +
1)Ek+1Ekvsk+1s and Ek+1Tkvs = bs(k)Ek+1vsks. If (sk+1s)k−1 6= (sk+1s)k+1 then (sks)k 6= (sks)k+2. So, Ek+1EkTk+1vs−δEk+1Ekvs+
δEk+1vs = 0 = Ek+1Tkvs.
Suppose now that (sk+1s)k−1 = (sk+1s)k+1 and let s˜ ∈ T udn (λ) be the unique updown tableau such that s˜ k∼ sk+1s and
s˜k = sk+2. Set t = sks and u = sk+1s and observe that Assumption 3.17(f) hold, so that bt(k)√Ett(k+ 1) = bu(k+1)√Euu(k).
As bs(k) = bt(k) and bs(k+ 1) = bu(k+ 1). By Assumption 3.17(d), together with the fact that t′ k+1∼ s˜ if and only if t′ k+1∼ sks,
we have
Ek+1EkTk+1vs − δEk+1Ekvs + δEk+1vs = bs(k+ 1)Ek+1
∑
t′ k∼ s˜
Eut′(k)vt′
= bs(k+ 1)Eus˜(k)Ek+1vs˜
= bs(k+ 1)Eus˜(k)
∑
t′ k+1∼ s˜
Es˜t′(k+ 1)vt′
= bs(k)
∑
t′ k+1∼ s˜
Ett′(k+ 1)vt′
= bs(k)Ek+1vsks = Ek+1Tkvs.
In summary, we have proved that Ek+1EkTk+1vs− δEk+1Ekvs+ δEk+1vs = Ek+1Tkvs for any s ∈ T udn (λ). So, Ek+1Tk(Tk+1vs) =
(Ek+1EkTk+1 − δEk+1Ek + δEk+1)(Tk+1vs). Now, (b) follows from Lemmas 3.28 and 3.27 (i) (j), immediately. 
Lemma 3.30. Suppose that s ∈ T udn (λ)with sk−1 6= sk+1 and sk 6= sk+2, where1 ≤ k < n−1. Then TkTk+1Tkvs = Tk+1TkTk+1vs.
Proof. One can verify the result without difficult if he uses the arguments in the proof of Lemma [2, 4.28]. We only give an
example to illustrate it and leave the others to the reader.
Suppose that either sks is not defined, or sks is defined and (sks)k 6= (sks)k+2. In this case, the formulae for TkTk+1Tkvs
and Tk+1TkTk+1vs are exactly the same as those given in the proof of [2, 4.28] up to the definitions of at(k), bt(k) etc. We can
verify TkTk+1Tkvs = Tk+1TkTk+1vs by comparing the coefficients of vu on both sides of the above equality. For example, we
need to show
as(k)2as(k+ 1)+ asks(k+ 1)(1− as(k)2 + δas(k))
= as(k)as(k+ 1)2 + ask+1s(k)(1− as(k+ 1)2 + δas(k+ 1)) (3.31)
whenwe prove that the coefficients of vs in TkTk+1Tkvs = Tk+1TkTk+1vs are equal. In our case, as(k) = δc(β)(c(β)−c(α))−1,
as(k+ 1) = δc(γ )(c(γ )− c(β))−1, ask+1s(k) = asks(k+ 1) = δc(γ )(c(γ )− c(α))−1 if we write sk 	 sk−1 = α, sk+1 	 sk =
β, sk+2 	 sk+1 = γ . By direct computation, we can verify (3.31) easily. 
Lemma 3.32. Suppose that s ∈ T udn (λ) and that either sk−1 = sk+1 and sk 6= sk+2, or sk−1 6= sk+1 and sk = sk+2, for
1 ≤ k < n− 1. Then TkTk+1Tkvs = Tk+1TkTk+1vs.
Proof. The result can be proved by arguments given in the proof of [2, 4.29]. Since it does not involve huge computation,
we include a proof here.
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Case 1. sk+1s is defined: Suppose first that sk−1 = sk+1 and sk 6= sk+2. Then t = sk+1s ∈ T ud(λ) is well-defined. Furthermore,
tk 6= tk+2 and tk−1 6= tk+1, so TkTk+1Tkvt = Tk+1TkTk+1vt by Lemma 3.30. Now, Tk+1vt = at(k + 1)vt + bt(k + 1)vs and
bt(k+ 1) 6= 0. Therefore
TkTk+1Tkvs = 1bt(k+ 1)TkTk+1Tk
(
Tk+1vt − at(k+ 1)vt
)
= 1
bt(k+ 1)
(
Tk(Tk+1TkTk+1)vt − at(k+ 1)(TkTk+1Tk)vt
)
= 1
bt(k+ 1)
(
Tk(TkTk+1Tk)vt − at(k+ 1)(Tk+1TkTk+1)vt
)
by Lemma 3.30. Hence, using Lemma 3.28 twice,
TkTk+1Tkvs = 1bt(k+ 1)
(
(1+ δTk − %δEk)Tk+1Tkvt − at(k+ 1)(Tk+1TkTk+1)vt
)
= 1
bt(k+ 1)
(
Tk+1Tk(1+ δTk+1 − %δEk+1)vt − at(k+ 1)(Tk+1TkTk+1)vt
)
= 1
bt(k+ 1) (Tk+1TkTk+1)
(
Tk+1vt − at(k+ 1)vt
)
= (Tk+1TkTk+1)vs
as required.
The case when sk−1 6= sk+1 and sk = sk+2 can be proved similarly.
Case 2. sk+1s is not defined: This is equivalent to saying that the two nodes sk+2 	 sk+1 and sk+1 	 sk are either in the same
row or in the same column. Therefore, either sk ⊂ sk+1 ⊂ sk+2 or sk ⊃ sk+1 ⊃ sk+2. Note that in either case sk−1 = sk+1, so
we have
Ekvs =
∑
t
k∼ s
t6=s
Est(k)vt + Ess(k)vs.
Using Proposition 3.29, Lemma 3.27(j) twice, we have TkTk+1TkEkvs = %TkTk+1Ekvs = %Ek+1Ekvs = Tk+1Ek+1Ekvs =
Tk+1TkTk+1Ekvs.
Suppose that t
k∼ s and t 6= s. Since the two boxes sk+2 	 sk+1 and sk+1 	 tk belong to different rows and columns, sk+1t
is well-defined and tk−1 = tk+1. By Case 1, Tk+1TkTk+1vt = TkTk+1Tkvt. Consequently, Tk+1TkTk+1Ess(k)vs = TkTk+1TkEss(k)vs.
Canceling the non-zero factor Ess(k) shows that TkTk+1Tkvs = Tk+1TkTk+1vs. 
Proposition 3.33. Suppose that 1 ≤ k < n− 1 and s ∈ T udn (λ). Then TkTk+1Tkvs = Tk+1TkTk+1vs.
Proof. By Lemmas 3.30 and 3.32, we need to consider the case when sk−1 = sk+1 and sk = sk+2. By Proposition 3.29(a) and
Lemma 3.27(j),
Tk+1TkTk+1Ekvs = Tk+1Ek+1Ekvs = %Ek+1Ekvs = %TkTk+1Ekvs = TkTk+1TkEkvs.
Therefore,
(
Tk+1TkTk+1 − TkTk+1Tk
)Ess(k)vs + ∑
t
k∼ s,t6=s
Est(k)vt
 = 0.
Now, if t
k∼ s and t 6= s then TkTk+1Tkvt = Tk+1TkTk+1vt by Lemma 3.32. Consequently, TkTk+1Tkvs = Tk+1TkTk+1vs since
Ess(k) 6= 0. This completes the proof. 
Proof of Theorem 3.18. We have already checked the defining relations forBr,n on∆(λ). So,∆(λ) is aBr,n(u)-module, as
we wanted to show. 
Lemmas 3.34 and 3.38 show that we can chose ui, q ∈ R such that (1) q,u are generic, (2) the root conditions hold in R.
Lemma 3.34. Suppose that R = R. We choose q, ui ∈ R+ with q > 1 and u(−1)r+1i > 1 such that the following conditions hold:
(a) |logq2u1| > · · · > |logq2ur | ≥ n,
(b) |logq2ui| − |logq2ui+1| ≥ 2n
(c) %−1 = q− (−1)
r+1
2
∏r
l=1 ul.
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We have
(1) q and u are generic.
(2) Assume that s ∈ T udn (λ) and 1 ≤ k < n.
(a) 1− as(k)2 + δas(k) ≥ 0, if sk−1 6= sk+1,
(b) Ess(k) > 0, if sk−1 = sk+1.
In particular, the Root Condition Assumption 3.17 holds if we choose positive square roots
√
bs(k) ≥ 0 and√Ess(k) > 0.
Proof. If uiu±1j = q2d, then |d| = |logq2(uiu±1j )| = |logq2ui ± logq2uj| ≥ ||logq2ui| − |logq2uj|| ≥ 2|i − j|n ≥ 2n. Suppose
that ui = qd with 1 ≤ i ≤ r . Since |logq2ui| ≥ n, |d| ≥ 2n. So q,u are generic.
In order to prove (2), we start with the case sk−1 6= sk+1. Let α = sk 	 sk−1 and β = sk+1 	 sk. Define S = {a ∈ R+ ‖
logq2a| ≥ 1}. By the definitions of c(α) and c(β), c(β)c(α)−1 = u±1i u±1j q2(±k±l) for some integers i, j, k and l. We want to
prove c(β)c(α)−1 ∈ S. There are two cases we need to discuss:
Case 1. u±1i u
±1
j = 1: In this case, α and β are in the same component of λ. Also, both α and β are either removable nodes or
addable nodes of λ. By Lemma 3.5 c(β)c(α)−1 6= 1. Therefore, c(β)c(α)−1 = q2(±k±l) ∈ S.
Case 2. u±1i u
±1
j 6= 1: We have
|logq2(u±1i u±1j q2(±k±l))| = | ± logq2ui ± logq2uj ± k± l|
≥ |logq2ui ± logq2uj| − |k± l| ≥ 2n− |k± l| ≥ 1.
Hence, c(β)c(α)−1 ∈ S. So,
1− as(k)2 + δas(k) = (c(β)− q
−2c(α))(c(β)− q2c(α))
(c(β)− c(α))2
= (c(β)c(α)
−1 − q−2)(c(β)c(α)−1 − q2)
(c(β)c(α)−1 − 1)2 > 0.
Now, we prove Ess(k) > 0. Since we are assuming that |logq2ui| − |logq2ui+1| ≥ 2n, |logq2ut ± logq2ut ′ | ≥ 2n if t ′ 6= t .
Therefore, the signs of logq2u
±1
t u
±1
t ′ q
2(±c±d) and±logq2ut ± logq2ut ′ are the same. In other words,
u±1t u±1t ′ q
2(±c±d) − 1
u±1t u±1t ′ − 1
> 0. (3.35)
Similarly, we can verify
u±2t q2(±c±d) − 1
u±2t − 1
> 0. (3.36)
Next we consider the case sk−1 = sk+1. Let α = sk 	 sk−1 and λ = sk−1. Write α = (i, j, t).
Let utq2ci , for 1 ≤ i ≤ l + 1, be the contents of the addable nodes of λ(t) and let u−1t q−2dj , for 1 ≤ j ≤ l, be the contents
of the removable nodes of λ(t). We may assume that
c1 > d1 > · · · > cl > dl > cl+1.
Let εt be the sign of the product of
c(α)c(β)−1
c(α)−c(β) , where β runs over all of the addable and removable nodes of λ
(t) such that
β 6= α. First we consider εt ′ where t ′ 6= t . By (3.35), εt ′ is equal to either the sign of
(u−1t u−1t ′ − 1)l
(u−1t − u−1t ′ )l
(u−1t ut ′ − 1)l+1
(u−1t − ut ′)l+1
= ut ′ − ut
1− utut ′
or the sign of
(utu−1t ′ − 1)l
(ut − u−1t ′ )l
(utut ′ − 1)l+1
(ut − ut ′)l+1 =
1− utut ′
ut ′ − ut .
Note that the signs of 1−utut′ut′−ut and
ut′−ut
1−utut′ are the same.
Suppose t ′ < t . There are four cases we have to discuss.
• Both t ′ and t are odd. Then ut ′ > ut and utut ′ > 1.
• t ′ is odd and t is even. Then ut ′ > ut and utut ′ > 1.
• t ′ is even and t is odd. Then ut ′ < ut and utut ′ < 1.
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• Both t ′ and t are even. Then ut ′ < ut and utut ′ < 1.
So, εt ′ < 0 if t ′ < t . When t ′ > t , we switch the role between t and t ′. So, εt ′ > 0. Hence∏
t ′ 6=t
εt ′ = (−1)t−1.
Suppose c(α) = utq2ci , for some i. εt is equal to the sign of
l+1∏
k=1,
k6=i
u2t q
2(ci+ck) − 1
ut(q2ci − q2ck)
l∏
k=1
q2(ci−dk) − 1
utq2ci − u−1t q−2dk
.
By (3.36), it is equal to the sign of
l+1∏
k=1,
k6=i
1
q(2ci−2ck) − 1
l∏
k=1
(q2(ci−dk) − 1)
so εt = (−1)i−1(−1)i−1 = 1.
If c(α) = u−1t q−2dj , for some j, then εt is equal to the sign of
l∏
k=1,
k6=j
u−2t q−2(dj+dk) − 1
u−1t (q−2dj − q−2dk)
l+1∏
k=1
q2(ck−dj) − 1
u−1t q−2dk − utq2ck
.
By (3.36), it is equal to the sign of
l∏
k=1,
k6=j
1
q−2(dj−dk) − 1
l+1∏
k=1
(q2(ck−dj) − 1).
So εt = (−1)l−j(−1)l+1−j = −1. In summary, we have proved
∏
1≤t ′≤r
εt ′ = (−1)t−1, if c(α) = utq2ci for some i ,∏
1≤t ′≤r
εt ′ = (−1)t , if c(α) = u−1t q−2dj , for some j.
(3.37)
We determine the sign of Ess(k) as follows.
Case 1. r is odd and %−1 =∏rl=1 ui:
Ess(k) = 1
%c(α)
(
c(α)− c(α)−1
δ
+ 1
)∏
β 6=α
c(α)− c(β)−1
c(α)− c(β)
= 1
%δc(α)2
(c(α)2 + δc(α)− 1) c(α)r∏
l=1
ul
∏
β 6=α
c(α)c(β)− 1
c(α)− c(β)
= 1
δc(α)
(c(α)− q−1)(c(α)+ q)
∏
β 6=α
c(α)c(β)− 1
c(α)− c(β) .
On the other hand, under our assumption, we have
• c(α) < q−1 if either 2 | t and c(α) = utq2ci or 2 - t and c(α) = u−1t q−2di for some i,
• c(α) > q−1 if either 2 - t and c(α) = utq2ci or 2 | t and c(α) = u−1t q−2di for some i.
Since we are assuming that q > 1, δ > 0. By (3.37), Ess(k) > 0 as required.
Case 2. r is even and %−1 = q−1∏rl=1 ui:
Ess(k) = 1
%δ
(
1− q
2
c(α)2
)∏
β 6=α
c(α)− c(β)−1
c(α)− c(β)
= 1
%δc(α)2
(c(α)2 − q2) c(α)r∏
l=1
ul
∏
β 6=α
c(α)c(β)− 1
c(α)− c(β)
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= 1
δqc(α)
(c(α)+ q)(c(α)− q)
∏
β 6=α
c(α)c(β)− 1
c(α)− c(β) .
On the other hand, under our assumption, we have
• c(α) < q if either 2 | t and c(α) = utq2ci or 2 - t and c(α) = u−1t q−2di for some i,
• c(α) > q if either 2 - t and c(α) = utq2ci or 2 | t and c(α) = u−1t q−2di for some i.
Since we are assuming that q > 1, δ > 0. By (3.37), Ess(k) > 0 as required. 
The following result can be proved similarly.
Lemma 3.38. Suppose that R = R. We choose q, ui ∈ R+ with 0 < q < 1 and u(−1)r+1i > 1 such that the following conditions
hold:
(a) | logq2 u1| > · · · > | logq2 ur | ≥ n,
(b) | logq2 ui| − | logq2 ui+1| ≥ 2n,
(c) %−1 = −q (−1)
r+1
2
∏r
l=1 ul.
We have
(1) q and u are generic.
(2) Assume that s ∈ T udn (λ) and 1 ≤ k < n.
(a) 1− as(k)2 + δas(k) ≥ 0, if sk−1 6= sk+1,
(b) Ess(k) > 0, if sk−1 = sk+1.
In particular, the Root Condition 3.17 holds if we choose positive square roots
√
bs(k) ≥ 0 and√Ess(k) > 0.
4. A cellular basis ofBr,n(u)
Throughout this section, unless otherwise stated, we always assume that R is an integral domain, which contains units
%, q, q− q−1, and ui, 1 ≤ i ≤ r . LetΩ = {ωa ∈ R | a ∈ Z}.
The main purpose of this section is to construct a cellular basis for Br,n. First, we recall the definition of Ariki–Koike
algebras Hr,n(u) := Hr,n in [12]. By definition, it is the unital associative R-algebra generated by y1, . . . , yn and
g1, g2, . . . , gn−1 subject to the following relations:
(a) (gi − q)(gi + q−1) = 0, if 1 ≤ i ≤ n− 1,
(b) gigj = gjgi, if |i− j| > 1,
(c) gigi+1gi = gi+1gigi+1, for 1 ≤ i < n− 1,
(d) giyj = yjgi, if j 6= i, i+ 1,
(e) yiyj = yjyi, for 1 ≤ i, j ≤ n,
(f) yi+1 = giyigi, for 1 ≤ i ≤ n− 1,
(g) (y1 − u1)(y1 − u2) . . . (y1 − ur) = 0.
Proposition 4.1. Given a positive integer n ≥ 2. Let En = Br,nE1Br,n be the two-sided ideal of Br,n generated by E1. Then
there is an R-algebra isomorphism εn : Hr,n ∼= Br,n/En such that
εn(gi) = Ti + En and εn(yj) = Xj + En,
for 1 ≤ i < n and 1 ≤ j ≤ n.
Proof. Let S = {Xj+En, Ti+En | 1 ≤ i ≤ n−1, 1 ≤ j ≤ n}. ByDefinition 2.1, S generatesBr,n/En. Therefore, εn is an algebraic
epimorphism. We claim thatBr,n/En is free over Rwith rank rnn!. In fact, we considerBr,n/En over R0 := Z[u±1, q±1, δ−1]
where δ = q− q−1. Further, we assume that u, q are indeterminates. We have constructed the seminormal representations
for Br,n with respect to all λ ∈ Λ+r (n − 2f ), 0 ≤ f ≤ b n2c under the conditions in Definition 3.4 and Assumption 3.17.
In particular, we have seminormal representations of Br,n over R. As R is not finitely generated over Q, we can take r + 1
algebraically independent transcendental real numbers vi ∈ R and q˜. We define R1 = Z[v±11 , v±12 , . . . , v±1r , q˜±1, δ−1].
Since we need only the seminormal representations ∆(λ) for λ ∈ Λ+r (n), we do not assume Ω ∪ {%} is v-admissible. By
Lemmas 3.34 and 3.38, ∆(λ) are Br,n/En-modules for all λ ∈ Λ+r (n) over the field R. By Wedderburn–Artin theorem for
semisimple finite dimensional algebra,
dimRBr,n/〈E1〉 ≥ rnn!.
So, the image of an R-basis ofHr,n has to be R-linear independent, and hence R1-linear independent. Therefore, Br,n/En is
free over R1 with rank rnn!.
Note that R1 ∼= R0 as rings. So, Br,n(u) over R0 is isomorphic to Br,n(v) over R1 as R0-modules. The corresponding
isomorphism sends ui (resp. q) to vi (resp. q˜). So,Br,n/En is free over R0 with rank rnn!.
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Now, suppose that R is an arbitrary integral domain. Then we consider R as an R0-algebra by letting the parameters u, q
acting on R as the corresponding parameters, say u and q (by abusing of notation. Then we have an algebraic epimorphism
from Br,n,R/En to Br,n,R0/En⊗R0 R. By arguments similar to those for Ariki–Koike algebra in [12], one can check easily that
Br,n,R/En can be spanned by rnn! elements as an R-module. So, the epimorphism has to be an isomorphism. 
In [12], Ariki and Koike have proved that Ariki–Koike algebraHr,n is free over R. Given two standard λ-tableaux s, t for an
r-partitionλ of n. It has been defined in [13] that Ariki–Koike algebraHr,n has a Jucys–Murphy basis {mst | s, t ∈ T std(λ), λ ∈
Λ+r (n)}where
mst = gd(s)−1 ·
r∏
s=2
as−1∏
i=1
(yi − us)
∑
w∈Sλ
ql(w)gw · gd(t), (4.2)
and as−1 = |λ(1)| + · · · + |λ(s−1)|.
Suppose that f is a non-negative integer with f ≤ b n2c. Let Bf be the subgroup of Sn generated by {sn−1} ∪
{sn−2i+2sn−2i+1sn−2i+3sn−2i+2 | 2 ≤ i ≤ f }. Let τ = ((n− 2f ), (2f )) and define
Df ,n =
{
d ∈ Sn
∣∣∣∣tτd = (t1, t2) is a row standard τ -tableau and thefirst column of t2 is increasing from top to bottom
}
.
Lemma 4.3. Suppose that 0 ≤ f ≤ b n2c. Then
Df ,n =
{
sn−2f+1,if sn−2f+2,jf · · · sn−1,i1sn,j1
∣∣∣∣1 ≤ if < · · · < i1 ≤ n;1 ≤ ik < jk ≤ n− 2k+ 2; 1 ≤ k ≤ f
}
. (4.4)
Proof. It has been proved in [2] thatDf ,n is a complete set of right coset representatives forSn−2f ×Bf inSn. So,
#Df ,n = |Sn||Sn−2f ||Bf | =
n!
(n− 2f )!f !2f .
LetD ′f ,n be the set given in the right hand of (4.4). Then #D
′
1,n =
( n
2
)
. In general, since we are assuming that 1 ≤ if < jf ≤
n− 2f + 2, if ∈ {1, 2, . . . , n− 2f + 1}. There are n+ 2− 2f − if choices for jf . In this case, by induction assumption, there
are #Df−1,n−if choices for the sequences i1, j1, . . . , if−1, jf−1 which satisfy the inequalities in (4.4). So,
#D ′f ,n = (n− 2f + 1)#D ′f−1,n−1 + · · · + 1 · #D ′f−1,2f−1.
By induction assumption on #D ′f−1,k for 2f − 1 ≤ k ≤ n− 1,
#D ′f ,n =
n∑
k=2f
(k− 2f + 1)(k− 1)!
(k− 2f + 1)!(f − 1)!2f−1 .
By induction on n, we have #D ′f ,n = n!(n−2f )!f !2f = #Df ,n. SinceDf ,n ⊇ D ′f ,n,Df ,n = D ′f ,n. 
We denote by
Nr =
{
i ∈ Z | −
⌊ r
2
⌋
+ 1
2
(1+ (−1)r) ≤ i ≤
⌊ r
2
⌋}
. (4.5)
For any positive integers i, j, write
si,j =
{si−1si−2 · · · sj, if i > j,
1, if i = j,
sisi+1 · · · sj−1 if i < j.
For each d = sn−2f+1,if sn−2f+2,jf · · · sn−1,i1sn,j1 ∈ Df ,n, let κd be the n-tuple (k1, . . . , kn) such that ki ∈ Nr and ki 6= 0 only
for i = i1, i2, . . . , if . Note that κdmay be equal to κe although e 6= d for e, d ∈ Df ,n. We set Xκd =∏ni=1 Xkii . By Definition 2.1,
TdXκd = Tn−2f+1,if X
kif
if
Tn−2f+2,jf · · · Tn−1,i1X
ki1
i1
Tn,j1 , (4.6)
where Ti,j = Tsi,j . For convenience, let
Nf ,nr = {κd | d ∈ Df ,n}. (4.7)
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Definition 4.8. Given a positive integer f ≤ b n2c. Let
E f = En−1En−3 · · · En−2f+1 and Bfr,n = Br,nE fBr,n.
If f = b n2c ∈ Z, then we setBf+1r,n = 0. If f = 0, we set E f = 1 andBfr,n = Br,n.
Lemma 4.9. Suppose that d ∈ Df ,n with 0 ≤ f ≤ b n2c. Then E f Xκd I ⊂ Bf+1r,n where I is the image 〈E1〉 in Br,n and 〈E1〉 is the
two-sided ideal of Br,n−2f generated by E1.
Proof. The result follows since E f Xκ commutes with B′r,n−2f which is the subalgebra of Br,n generated by Ti, Ei, Xj for
1 ≤ i ≤ n− 2f − 1 and 1 ≤ j ≤ n− 2f . 
By Proposition 4.1 and Lemma 4.9, there is a well-defined R-module homomorphism σf : Hr,n−2f −→Bfr,n/Bf+1r,n , for
each non-negative integer f ≤ b n2c, such that
σf (h) = E f εn−2f (h)′ +Bf+1r,n , for h ∈ Hr,n−2f ,
where εn−2f (h)′ is the image of εn−2f (h) inBr,n.
For each w ∈ Sn, let Tw = Ti1 · · · Tik if si1si2 · · · sik is a reduced expression of w in Sn. By Matsumoto’s theorem (see
e.g. [14, 1.2.2]), Tw ∈ Br,n is independent of the reduced expression ofw.
Definition 4.10. Suppose that λ ∈ Λ+r (n− 2f ), with 0 ≤ f ≤ b n2c. For each pair (s, t) of standard λ-tableaux define
Mst = Td(s)−1MλTd(t), whereMλ =
r∏
s=2
as−1∏
i=1
(Xi − us)
∑
w∈Sλ
ql(w)Tw.
For 0 ≤ f ≤ b n2c let pif ,n : Bfr,n−→Bfr,n/Bf+1r,n be the corresponding projection map ofBr,n-bimodules.
Lemma 4.11. Suppose that λ ∈ Λ+r (n− 2f ), with 0 ≤ f ≤ b n2c. For any s, t ∈ T std(λ),
(a) E fMst = MstE f ∈ Bfr,n.
(b) σf (mst) = pif ,n(E fMst).
By Definition 4.8, there is a filtration of two-sided ideals ofBr,n as follows:
Br,n = B0r,n ⊃ B1r,n ⊃ · · · ⊃ Bb
n
2 c
r,n ⊃ Bb
n
2 c+1
r,n = 0.
Definition 4.12. Suppose that 0 ≤ f ≤ b n2c and λ ∈ Λ+r (n− 2f ). DefineBD(f ,λ)r,n to be the two-sided ideal ofBr,n generated
byBf+1r,n and S where
S = {E fMst | s, t ∈ T std(µ) and µ ∈ Λ+r (n− 2f )with µ D λ}.
We also defineBB(f ,λ)r,n =∑µBλBD(f ,µ)r,n , where in the sum µ ∈ Λ+r (n− 2f ).
Lemma 4.13 has been proved by Yu [6] without assuming that ω0 is invertible. In the previous version of this paper, we
proved a result which is similar to Lemma 4.13 for odd r .
Lemma 4.13 ([6, Lemma 2.7]). N is a right Br,n-module if N is the R-submodule generated by B′r,n−2f E f TdXκd , for all d ∈ Df ,n
and κd ∈ Nf ,nr .
Let Vn,f be defined in page 29, line 4 in [6] and let ∗ be the R-linear anti-involution defined in Lemma 2.3. Define
V ∗n,f = {h∗ | h ∈ Vn,f }. Then {E f TdXκd | d ∈ Df ,n, κd ∈ Nf ,nr } = V ∗n,f . One can verify this fact via (4.4) and defining
relations forBr,n in Definition 2.1.
Proposition 4.14. Suppose that s ∈ T std(λ). We define∆s(f , λ) to be the R-submodule of BD(f ,λ)r,n /BB(f ,λ)r,n spanned by
{E fMstTdXκd +BB(f ,λ)r,n |(t, d, κd) ∈ δ(f , λ)},
where δ(f , λ) = {(t, d, κd)|t ∈ T std(λ), d ∈ Df ,n and κd ∈ Nf ,nr }. Then∆s(f , λ) is a right Br,n-module.
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Proof. By Lemmas 4.11(a) and (4.13), E fMstTdXκdh + BB(f ,λ)r,n can be written as an R-linear combination of elements
MstB′r,n−2f E f TeXκe +BB(f ,λ)r,n for e ∈ Df ,n and κe ∈ Nf ,nr . By Lemma 4.11(b),
MstB′r,n−2f E
f ≡ E f εn−2f (mstHr,n−2f ) (mod BB(f ,λ)r,n ),
where mst is given in (4.2). Finally, using Dipper–James–Mathas’s result on Murphy basis for Ariki–Koike algebras in [13]
yields
MstB′r,n−2f E
f TeXκe +BB(f ,λ)r,n ∈ ∆s(f , λ).
So,∆s(f , λ) is a rightBr,n-module. 
Proposition 4.15. Let ∗ : Br,n → Br,n be the R-linear anti-involution in Lemma 2.3. Suppose 0 ≤ f ≤ b n2c andλ ∈ Λ+r (n−2f ).
ThenBD(f ,λ)r,n /B
B(f ,λ)
r,n is spanned by the elements
{XκeT ∗e E fMstTdXκd +BB(f ,λ)r,n |(t, κd, d), (s, κe, e) ∈ δ(f , λ)}. (4.16)
Proof. LetW be the R-submodule of BD(f ,λ)r,n /B
B(f ,λ)
r,n spanned by the elements in (4.16). By Proposition 4.14,W is both left
and right Br,n-submodule of B
D(f ,λ)
r,n /B
B(f ,λ)
r,n . As the generators {E fMst + BB(f ,λ)r,n } of BD(f ,λ)r,n /BB(f ,λ)r,n are contained in W ,
W = BD(f ,λ)r,n /BB(f ,λ)r,n . 
Definition 4.17. Let Λ+r,n = {(f , λ) | 0 ≤ f ≤ b n2c and λ ∈ Λ+r (n − 2f )}. If (f , λ) ∈ Λ+r,n and (s, κe, e), (t, κd, d) ∈ δ(f , λ)
then we define
C (f ,λ)(s,κe,e)(t,κd,d) = XκeT ∗e E fMstTdXκd .
We recall the definition of cellular algebra in weak version as follows.
Definition 4.18 ([5]). Let R be a commutative ring and A an R-algebra. Fix a partially ordered set Λ = (Λ,D) and for each
λ ∈ Λ let T (λ) be a finite set. Finally, fix Cλst ∈ A for all λ ∈ Λ and s, t ∈ T (λ).
Then the triple (Λ, T , C) is a weakly cell datum for A if:
(a) {Cλst | λ ∈ Λ and s, t ∈ T (λ)} is an R-basis for A;
(b) Let ABλ = R-span{Cµuv | µ B λ and u, v ∈ T (µ)}. There is an R-linear anti-involution on A such that (Cλst)∗ ≡
Cλts(mod A
Bλ), for all λ ∈ Λ and all s, t ∈ T (λ).
(c) for all λ ∈ Λ, s ∈ T (λ) and a ∈ A there exist scalars rtu(a) ∈ R such that
Cλsta =
∑
u∈T (λ)
rtu(a)Cλsu (mod A
Bλ).
Furthermore, each scalar rtu(a) is independent of s. An algebra A is aweakly cellular algebra if it has a weakly cell datum and
in this case we call {Cλst | s, t ∈ T (λ), λ ∈ Λ} a weakly cellular basis of A.
The weakly cellular algebra has been mentioned in [9]. It has been pointed out in [9] that all the results in [5] for the
representation theory of cellular algebras are still true. Now, we recall the representation theory of cellular algebras in [5].
Every irreducible A-module arises in a unique way as the simple head of some cell module. For each λ ∈ Λ fix s ∈ T (λ) and
let Cλt = Cλst + ABλ. The cell modules of A are the modules ∆(λ) which are the free R-modules with basis {Cλt | t ∈ T (λ)}.
The cell module∆(λ) comes equipped with a natural bilinear form φλ which is determined by the equation
CλstC
λ
t′s ≡ φλ
(
Cλt , C
λ
t′
) · Cλss (mod ABλ).
The form φλ is A-invariant in the sense that φλ(xa, y) = φλ(x, ya∗), for x, y ∈ ∆(λ) and a ∈ A. Consequently,
Rad∆(λ) = {x ∈ ∆(λ) | φλ(x, y) = 0 for all y ∈ ∆(λ)}
is an A-submodule of ∆(λ) and Dλ = ∆(λ)/ Rad∆(λ) is either zero or absolutely irreducible. Graham and Lehrer have
proved that {Dλ | Dλ 6= 0} consists of a complete set of pairwise non-isomorphic irreducible A-modules.
The following result is the the main result of this section.
Theorem 4.19. Let R be an integral domain which contains the invertible elements q, u1, u2, . . . , ur and q− q−1. Suppose that
Ω ∪ {%} is u-admissible. Let Br,n be the cyclotomic BMW algebras over R. ThenBr,n is free over R with
C = {C (f ,λ)(s,κe,e)(t,κd,d) | (s, κe, e), (t, κd, d) ∈ δ(f , λ), where (f , λ) ∈ Λ+r,n}
as its an R-basis. Further, C is a weakly cellular basis of Br,n(u).
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Proof. By Proposition 4.15,Br,n is an R-module spanned byC . First, we assume R = R0where R0 = Z[u±1, q±1, (q−q−1)−1]
and u, q are indeterminates over Z. we prove that C is R0-linear independent. As R is not finitely generated over Q, we can
take r + 1 algebraically independent transcedental real numbers vi ∈ R and q˜. We define R1 = Z[v1, v2 . . . , vr , q˜±1, (q˜ −
q˜−1)−1]. Then there is a ring isomorphism between R1 and R0. Therefore, Br,n over R0 is isomorphic to Br,n over R1 as
R0-algebra.
We have constructed the seminormal representations forBr,n with respect to all λ ∈ Λ+r (n−2f ), 0 ≤ f ≤ b n2c under the
conditions thatΩ ∪ {%} is u-admissible together with those given in Definition 3.4 and Assumption 3.17. We remark that it
is the place we need to assume thatΩ ∪ {%} is u-admissible. In particular, by Lemmas 3.34 and 3.38, we have seminormal
representations ofBr,n overR. We remark thatwe are assuming thatΩ∪{%} is v-admissible. By induction, one can use same
arguments in the proof of [2, 5.3] to show that∆(λ) are irreducibleBr,n-modules for all λ ∈ Λr(n− 2f ) and 0 ≤ f ≤ b n2c.
Further,∆(λ) 6∼= ∆(µ) if λ 6= µ. By Wedderburn–Artin theorem on semisimple finite dimensional algebras,
dimRBr,n ≥ dimRBr,n/ RadBr,n ≥
∑
(f ,λ)∈Λ+r,n
#T udn (λ)
2 = rn(2n− 1)!!,
the last equality follows from classical branching rule for cyclotomic Brauer algebras, whichwas proved in [4, Theorem5.11].
Therefore, dimRBr,n = rn(2n− 1)!! and C is R1-linear independent. So is over R0. This shows that C is an R0 basis ofBr,n.
Now, suppose that R is an arbitrary integral domain. Then we consider R as an R0-algebra by letting the parameters u, q
acting on R as the corresponding parameters, say u and q (by abusing of notation). Then we have an algebraic epimorphism
from Br,n,R to Br,n,R0 ⊗R0 R. By Proposition 4.15, C spans Br,n,R. So, the epimorphism has to be an isomorphism. Further,
by Proposition 4.15, C is a weakly cellular basis of Br,n as required. We remark that Mλ is not stable under the action of ∗.
In fact, we have (E fMλ)∗ ≡ E fMλ(mod Bf+1r,n ).2 The reason is that (Mλ)∗ ≡ Mλ(mod 〈E1〉). One can verify it by using the
equality Tk−1Xk−1Xk = XkXk−1Tk−1 and Tk−1(Xk−1 + Xk) = (Xk−1 + Xk)Tk−1 + δ(XkEk−1 − Ek−1Xk). 
The weakly cellular basis given in the Theorem 4.19 is the same as that in [6, 5.6]. One can verify this by using our (4.4).
We remark that Yu did assume that ω0 is invertible when she constructed the weakly cellular basis, whereas in our setting,
we do not need it. Of course, we need Lemma 2.7 in [6] in the proof of Theorem 4.19. Finally, we remark that Yu used a
different method to prove Theorem 4.19.
5. Classification of the irreducibleBr,n(u)-modules
In this section, we assume that F is a field which contains invertible elements u1, . . . , ur , q and q− q−1. We also assume
thatΩ ∪ {%} ⊂ F is u-admissible. LetBr,n be defined over F . By Theorem 4.19,Br,n is a a cellular algebra. This enable us to
use the results in [5] to classify the irreducibleBr,n-modules over F . We remark that all modules considered in this section
are right modules.
Lemma 5.1. Given a positive integer f ≤ b n2c. We have E fBr,nE f = Br,n−2f E f .
Proof. First, we assume that f = 1. Note that
Br,n−2En−1 = En−1Br,n−2En−2En−1 ⊆ En−1Br,nEn−1.
So, the result follows if we prove the inverse inclusion.
By Lemma 4.13 for f = 1, En−1Br,n ⊆ N1 where N1 is the R-submodule of Br,n generated by Br,n−2En−1TaXκa where
a ∈ D1,n. By the definition of D1,n, we can write a = sn−1,isn,j with 1 ≤ i < j ≤ n and Xκa = Xkai . So, we need to verify
En−1TaXκaEn−1 ∈ Br,n−2En−1. When i ≤ n − 2, we have XκaEn−1 = En−1Xκa . Note that the usual BMW algebra [21] is a
subalgebra ofBr,n. By Lemma 5.1 forB1,n (which is a well-known result), we have En−1TaXκaEn−1 ∈ Br,n−2En−1. If i = n−1,
then j = n and hence En−1TaXκaEn−1 = En−1Xkan−1En−1 ∈ Br,n−2En−1 by Lemma 2.5. This proves the result for f = 1. Using
the result for f = 1 repeatedly, we have E fBr,nE f = Br,n−2f E f for all positive integers f ≤ b n2c. 
For any s, t ∈ T std(λ), letmst be defined in (4.2). It has been proved in [13] that∪λ∈Λ+r (n){mst | s, t ∈ T std(λ)} is a cellular
basis for Hr,n. Let ∆(λ) be the cell module of Hr,n defined by this cellular basis. Let φλ be the corresponding symmetric
associative bilinear form. Let φf ,λ be the symmetric associative bilinear form on the cell module ∆(f , λ) which is defined
via the cellular basis ofBr,n given in Theorem 4.19.
Lemma 5.2. Assume that (f , λ) ∈ Λ+r,n.
(a) Let f 6= n/2. Then φf ,λ 6= 0 if and only if φλ 6= 0.
(b) If ωa 6= 0 for some non-negative integer a ≤ r − 1, then φn/2,0 6= 0.
(c) If ωi = 0 for all non-negative integers i ≤ r − 1, then φn/2,0 = 0.
2 We take this opportunity to thank Dr. S. Yu who pointed out this fact to the first author of this paper.
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Proof. (a) can be proved by arguments similar to those for [15, 3.1]. We leave the details to the reader. In order to prove (b),
we assume that ` ∈ Z and k ∈ Z≥0. Let Ek = E1E3 · · · E2k−1. We have
ω
(`)
2k+1Ek+1 = E2k+1X`2k+1Ek+1 = E2k+1X`2k+1E2k−1E2kE2k−1E2k+1Ek−1
= E2k+1E2k−1X`2k−1E2kE2k−1E2k+1Ek−1
= E2k−1X`2k−1E2k+1E2kE2k+1E2k−1Ek−1
= E2k−1X`2k−1Ek+1 = E2k+1E2k−1X`2k−1E2k−1Ek−1
= Ek+1X`1E1 = ω`Ek+1.
Sincewe are assuming thatΩ∪{%} isu-admissible, by Theorem4.19,C is an F-basis ofBr,n. Note that Ek+1 ∈ C ,ω(`)2k+1 = ω`.
So,
φ n
2 ,0
(E
n
2 , E
n
2 X`n−1 · · · X`3X`1 ) = (ω`)
n
2 6= 0.
This proves (b).
Suppose that α, β ∈ Nf ,nr for f = n/2. Using Lemma 5.1 repeatedly, we have, for anyw ∈ Sn
E
n
2 Xα · Tw · XβE n2 = E n2 hE1
for some h ∈ Br,2. By direct computation, E1hE1 = 0 for all h ∈ Br,2, forcing E n2 hE1 = 0. Therefore, φ n2 ,0 = 0. This proves
(c). 
Lemma 5.2 sets up a relationship between the irreducibleBr,n-modules and the irreducibleHr,n−2f -modules for all non-
negative integers f ≤ b n2c. Note that we can keep the assumption that ui = qki , ki ∈ Z by using Dipper–Mathas’s Morita
equivalence theorem forHr,n−2f [16]. In ‘‘semisimple bottom case’’, such a result was proved in [17]. By [18,19], irreducible
Hr,n−2f -modules are indexed by u-Kleshchev r-multipartitions of n− 2f .
Theorem 5.3. Let Br,n be the cyclotomic BMW algebra over F .
(a) If n is odd, then D(f ,λ) 6= 0 for any (f , λ) ∈ Λ+r,n if and only if λ is u-Kleshchev multipartitions of n − 2f in the sense of
[18]. So, the non-isomorphic irreducible Br,n-modules are indexed by (f , λ) where 0 ≤ f ≤ b n2c and λ are u-Kleshchev
multipartitions of n− 2f .
(b) Suppose that n is an even number.
(i) If ωi 6= 0 for some non-negative integers i ≤ r − 1, then D(f ,λ) 6= 0 for any (f , λ) ∈ Λ+r,n if and only if λ is u-Kleshchev
multipartitions of n− 2f . So, the non-isomorphic irreducibleBr,n-modules are indexed by (f , λ) where 0 ≤ f ≤ n2 and
λ are u-Kleshchev multipartitions of n− 2f .
(ii) Suppose ωi = 0 for all non-negative integers i ≤ r − 1. Let (f , λ) ∈ Λ+r,n with (f , λ) 6= ( n2 ,∅). Then D(f ,λ) 6= 0 if
and only if λ is u-Kleshchev multipartitions of n− 2f . Further, D(n/2,∅) = 0. So, the set of all pair-wise non-isomorphic
irreducibleBr,n-modules are indexed by (f , λ) where 0 ≤ f < n2 and λ are u-Kleshchev multipartitions of n− 2f .
Proof. By Lemma 5.2, one can find the relationship between φf ,λ and φλ. By [19], φλ 6= 0 if and only if λ is a u-Kleshchev
multipartition. Now everything in this Theorem follows. 
As mentioned before, our cellular basis is the same as that in [6, 5.6] if ω0 ∈ F∗. If one rewrites Yu’s basis elements as
ours, one can get a similar result to Theorem 5.3 under the assumption that ω0 ∈ F∗.
We close the paper by giving a criterion onBr,n being quasi-hereditary in the sense of [20].
Corollary 5.4. Suppose that Br,n is defined over the field F .
(a) Suppose that ωi 6= 0 for some i, 0 ≤ i ≤ r − 1. ThenBr,n is quasi-hereditary if and only if o(q2) > n and |d| ≥ n whenever
uiu−1j − q2d = 0 and d ∈ Z with 1 ≤ i 6= j ≤ r.
(b) Suppose that ωi = 0 for all i, 0 ≤ i ≤ r − 1. ThenBr,n is quasi-hereditary if and only if n is odd and o(q2) > n and |d| ≥ n
whenever uiu−1j − q2d = 0 and d ∈ Z with 1 ≤ i 6= j ≤ r.
Proof. Note that Br,n is cellular. By [5, 3.10], Br,n is quasi-hereditary if and only if the non-isomorphic irreducible Br,n-
modules are indexed by Λ+r,n. So, the result follows from Theorem 5.3. In this case, the Ariki–Koike algebras Hr,n−2f ,
0 ≤ f ≤ bn/2c are semisimple. 
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