A generalization of the Flow-box Theorem is given. The assumption of a C 1 vector field V is relaxed to a local Lipschitz condition on V . The theorem holds in any Banach space.
Introduction
Our motivation is to study differential equations of the type
where V : X → X. Here X is usually taken to be R n , but the main theorem of this paper is proven with little extra effort on a Banach space. A Banach space is a real normed vector space, complete in its norm. V is called the vector field associated with the differential equation. A solution to the vector field with initial condition x 0 ∈ X is a curve x : I → X where I is an open subinterval of R containing 0, x (0) = x 0 , and which satisfies (1) for all t ∈ I.
The Picard-Lindelöf Theorem 1 given below states that if V is locally Lipschitz-continuous then a unique solution x exists for every initial condition x 0 ∈ X.
The traditional Flow-box Theorem asserts that if V is a C 1 vector field and x 0 ∈ X is not an equilibrium, i.e., V (x 0 ) = 0, then there is a diffeomorphism which transfers the vector field near x 0 to a constant vector field 2 . With regard to dynamical systems, the importance of the theorem is that it qualitatively characterizes the flow generated by V near any non-equilibrium point as trivial. I.e., the dynamic near all non-singular points is topologically conjugate to translation.
For a merely Lipschitz-continuous vector field, such a transferring diffeomorphism need not exist. We will show that for every non-equilibrium there exists a lipeomorphism (a bijective Lipschitz map whose inverse is also Lipschitz) which locally transfers the Lipschitz vector field to a constant vector field. Therefore the topological conjugacy with translation still holds when the vector field is not smooth.
To demonstrate this, we first define how and when such a lipeomorphism can transfer vector fields. The proof of our theorem then exploits the PicardLindelöf Theorem. Roughly, the trick in constructing the flow box is to track solutions to a hyperplane "perpendicular" to the vector V (x 0 ). This is a more elementary approach than traditional proofs which employ the Implicit Function Theorem or Inverse Function Theorem requiring differentiability.
Lipschitz Flow-box Theorem
for all x 1 , x 2 ∈ X. A map f is locally Lipschitz if each x ∈ X has a neighborhood on which f is Lipschitz. A lipeomorphism is an invertible Lipschitz map between metric spaces whose inverse is also Lipschitz.
1 Also known as The Cauchy-Lipschitz Theorem, The Fundamental Theorem of Differential Equations, or the Local Existence and Uniqueness Theorem. It is proven, e.g., in [1, p. 188] .
2 For manifolds the Flow-box Theorem states that for any C 1 vector field with V (x) = 0 there is a chart around x on which V is constant. [1, p. 194 ], e.g., gives a proof for C ∞ Banach manifolds; though they use the term "Straightening-out Theorem".
For open sets
Lipeomorphisms are not always strong enough to guarantee such a transfer of vector fields. However for any given Lipschitz vector field V on a Banach space we will construct a lipeomorphism which does transfer V to a constant vector field in the following sense.
Definition 1 Let U and W be subsets of a normed vector space X. Let V : U → X be a vector field and let φ : U → W be a lipeomorphism. For w ∈ W we write φ * (V ) (w) = x if there exists δ > 0 and a curve c :
So φ * (V ) is not always defined, since such a curve c may not exist for each w ∈ W . However, if such a curve exists φ * (V ) (w) is well defined since every other curve c with c (0) = φ −1 (w) and c
When U is open and φ is a diffeomorphism, φ * (V ) is automatically defined on all of W and obviously coincides with the usual definition of the transferred vector field derived from dφ given in (2).
Denote the open ball in X about x 0 ∈ X with radius r by
Theorem 2 (Picard-Lindelöf) Let X be a Banach space and let x 0 ∈ X. Let V : B (x 0 , r) ⊂ X → X be a Lipschitz map, and let M be such that V (x) ≤ M for all x ∈ B (x 0 , r). Then there exists a unique solution to V with initial condition
Proof. See, e.g., [1, p. 188 ] for the idea. The following well-known result (also given in [1, p. 189] ) is used in the proof of the main theorem.
Lemma 3 Let V be a K-Lipschitz vector field defined on an open subset of a Banach space. Let σ x and σ y be solutions to V for initial conditions x and y with interval I ∋ 0 contained in their common domains. Then
K|t| for all t ∈ I. Now we are ready to prove our main result. Proof. We may assume without loss of generality 3 that x 0 = 0 and V (0) = z and z = 1. We will make several successive refinements of a neighborhood of 0 in constructing U and the lipeomorphism φ.
By the Hahn-Banach Theorem there exists a continuous R-linear map χ : X → R with χ (z) = 1 and |χ (x)| ≤ x for all x ∈ X. By the continuity of V there is some r 1 > 0 such that
3 Details: The translation to 0 and the dilation to norm one are obvious. The intermediate transferring diffeomorphism A which takes V (0) = y to a linearly independent z requires a little more. Consider the function ψ from the subspace spanned by y and z to R given by ψ (ay + bz) := b − a. Extend ψ to a continuous linear functional on X with the Hahn-Banach Theorem. Then A : X → X given by A (x) := x + ψ (x) (y − z) is its own inverse and does the job.
for all x in the open ball B (0, r 1 ). We can also assume r 1 is chosen so the Lipschitz condition for V is met on all of B (0, r 1 ) with constant K.
By Theorem 2 for each x ∈ B (0, r 1 /2) a solution σ x to V exists, defined on (−T, T ) where T = r 1 2 (Kr 1 + 1) . This is because for each such x we have B (x, r 1 /2) ⊂ B (0, r 1 ) and V (y) ≤ Kr 1 + V (0) for all y ∈ B (0, r 1 ). Further, these solutions remain in B (0, r 1 ). Denote the hyperplane in X which is the kernel of χ by Π := {x : χ (x) = 0} .
With r 3 = min
Thus there exists a t ∈ (−2r 3 , 2r 3 ) such that χ (σ x (t)) = 0, i.e., σ x (t) ∈ B (0, r 1 ) ∩ Π. Furthermore the speed of σ x is less than 2 so that the distance from x to σ x (t) has 4r 3 as an upper bound 4 . Thus the distance from 0 to σ x (t) is less than 5r 3 ≤ r 1 2 and so σ x (t) ∈ B (0, r 1 /2) ∩ Π. Due to the uniqueness of solutions σ σx(t) (−t) = x so that x ∈ R and the claim is proven.
Next we define φ and check its lipeomorphy. For each x ∈ U there exists a unique t x ∈ (−T, T ) such that
φ is 1-1. To see this suppose φ (x) = φ (y). Then p x − p y = (t y − t x ) z. Applying χ yields t x = t y so that p x = p y . By the uniqueness of solutions to V we get x = σ px (t x ) = σ py (t y ) = y.
To show Lipschitz continuity we will use Lemma 3. Pick x, y ∈ U.
for all t ∈ (−T, T ),
Next, using the bound on speed V (x) < 2 gives
K|ty| ≤ x − y 5e K|ty| .
Since |t y | < T, defining
Using Lemma 3 again, we get
and the bound on speed V (x) < 2 gives
Define the projection π : X → Π along z by π (q) := q − χ (q) z. This is a linear map and continuous since
Now check that φ * (V ) (w) = z for all w ∈ W := φ (U). I.e., if c is a curve in U for which c (0) = x and c ′ (0) = V (x) then c is tangent to σ x at 0 and so φ•c has derivative z at 0. To see this, note that φ (σ x (t)) = t σx(t) z+p σx(t) . But p σx(t) = p x for small enough |t| (i.e., while σ x (t) stays in U), and t σx(t) = t x +t. Thus and such that for all p ∈ B (p x , s 3 ) we have σ p (t x ) − σ px (t x ) < > 0 we have B (φ (x) , s 4 ) ⊂ W. To see this notice any member of B (φ (x) , s 4 ) may be written uniquely as p + tz for some p ∈ Π and t ∈ R. Then
Remark 5 The Hahn-Banach theorem is essential for this proof. On a Hilbert space or R n with arbitrary norm, however, an obvious modification 5 yields a proof which does not rely on the Axiom of Choice.
This final proposition guarantees that solutions to vector fields and (lipeomorphically) transferred vector fields are transferred back and forth by φ Proposition 6 Let U and W be subsets of a normed vector space X. Let V : U → X be a vector field and let φ : U → W be a lipeomorphism. Assume φ * (V ) is defined on all of W . Then σ : (−δ, δ) → U is a solution to V if and only if φ • σ : (−δ, δ) → W is a solution to φ * (V ).
Proof. Let K be a Lipschitz constant for φ and φ −1 . First assume σ : (−δ, δ) → U is a solution to V . Pick t ∈ (−δ, δ). Since φ * (V ) is defined at φ • σ (t), by definition there exists a c with c (0) = σ (t) and c ′ (0) = V (σ (t)) = σ ′ (t) and such that (φ • c) ′ (0) = φ * (V ) (φ • σ (t)). 
