We say a zero-one matrix A avoids another zero-one matrix P if no submatrix of A can be transformed to P by changing some ones to zeros. A fundamental problem is to study the extremal function ex(n, P ), the maximum number of nonzero entries in an n × n zeroone matrix A which avoids P . To calculate exact values of ex(n, P )
Introduction
In this paper, we study matrices or arrays with only two distinct entries, 0 and 1, that avoid certain patterns. We say that a 0-1 matrix A contains another 0-1 matrix P if A has a submatrix that can be transformed into P by changing any number of ones to zeros. Otherwise, A is said to avoid P .
We are interested in algorithms to determine whether an n × n input matrix A avoids a fixed pattern P . Algorithms for pattern containment are naturally related to the classical matrix extremal problem, which seeks to find maximum number of nonzero entries in an n × n zero-one matrix A which avoids P . This maximum number is called the extremal function ex(n, P ).
Extremal theory of matrices have been well-studied. Füredi and Hajnal conjectured that ex(n, P ) = O(n) for all permutation matrices P [3] . Klazar showed that this conjecture implies the Stanley-Wilf conjecture [6] . Marcus and Tardos proved the Füredi and Hajnal conjecture [8] and hence settled the Stanley-Wilf conjecture. Keszegh conjectured that ex(n, P ) = O(n) for all tuple permutation matrices P [5] . Geneson proved that the conjecture is true [4] .
Extremal theory of zero-one matrices have found applications to areas such as computational geometry and graph theory. For instance, extremal
functions have been used to analyze the complexity of an algorithm for computing a shortest rectilinear path aviding rectilinear obstacles in the plane [9] . Furthermore, if we associate two dimensional 0-1 matrices with ordered bipartite graphs by relating rows and columns to the two ordered partite sets of vertices and interpreting ones as edges, then this extremal problem can be viewed as the Turán extremal problem for ordered bipartite graphs [10] .
When R k,ℓ is a k × ℓ matrix of all ones, the extremal problem ex(n, R k,ℓ ) is the matrix version of the classical Zarankiewicz problem. Kővári, Sós, and
) on ex(n, R k,ℓ ) [7] . A lower bound Ω(n 2− k+ℓ−2 kℓ−1 ) was also known [2] . For bounding extremal functions ex(n, P ) of forbidden 0-1 matrices P , it can be useful to calculate exact values of the extremal function for small values of n. One way to do this is to check whether any of the n × n matrices with k ones avoid P for increasing values of k. To determine whether a n × n zero-one matrix A contains a k × ℓ zero-one matrix P , the naive algorithm would be to check every k × ℓ submatrix of A to see if any of them can be changed to P by changing some ones to zeroes. This algorithm takes
For specific patterns P , we can come up with faster algorithms to see if an n × n matrix A contains P . We define a zero-one rectangular matrix to be an L-shaped pattern if its first column and last row are both full of ones and it has zeroes elsewhere. More generally, we call a zero-one rectangular matrix a cross pattern if it has one row and one column both full of ones and zeroes elsewhere. We are also interesting in studying identity matrices, which are square matrices with ones on the diagonal and zeroes everywhere else, an example of permutation matrices in the Füredi and Hajnal conjecture [3] . A j-tuple identity matrix is obtained by replacing each 1 in an identity matrix with a column of j ones and each 0 in the identity matrix with a column of j zeroes. Tuple identity matrices are a special case of the tuple permutation matrix studied by Geneson [4] .
When P is a column of all ones R k,1 , an identity matrix, a tuple identity matrix, an L-shaped pattern, or a cross pattern, we present algorithms to determine whether an n×n 0-1 matrix A contains P with worst case running time of O(n 2 ). This is significant, because the containment algorithm for any pattern P must runs in worst case Ω(n 2 ), as we show in this paper. Therefore, the worst case running time for these patterns is Θ(n 2 ), the lowest possible order a containment algorithm can achieve.
When P is a k × ℓ all-ones matrix R k,ℓ , we present an algorithm that runs in time O(n min(k,ℓ)+1 ), which is still an improvement on the naive algorithm, which runs in time O(n k+ℓ ).
Our algorithms that we present are signficant because running these efficient algorithms may help us obtain data to improve known bounds on the matrix extremal function. For instance, if we run our algorithm for containment of R k,ℓ we should be able to obtain exact values of ex(n, R k,ℓ ) for small values of n. This test data may give us insight on how to narrow the gap between the known upper and lower bounds of O(n
) and Ω(n
Our paper is organized as follows. In section 2, we use the extremal function to obtain preliminary bounds on containment algorithm complexity. In particular, we establish the worst case running time of Ω(n 2 ) of any containment algorithm. In section 3, we present our containment algorithms for
several specific patterns P and analyze their complexity. We present Θ(n 2 )
algorithms for a column of all ones, an identity matrix, a tuple identity matrix, an L-shaped pattern, and a cross pattern and a higher order algorithm for a rectangular all-ones matrix.
Containment algorithm complexity in terms of extremal functions
In this section, we use the extremal function ex(n, P ) to obtain upper and lower bounds on the complexity of an algorithm to determine containment of P . Our first result shows that any containment algorithm has at least quadratic running time.
Theorem 2.1. For any n × n matrix A and any pattern P , an algorithm to determine whether A contains P has worst case Ω(n 2 ).
Proof. Any containment algorithm has to check at least n 2 − ex(n, P ) entries to declare that A avoids P . Otherwise, if the algorithms skip ex(n, P ) + 1 elements, then in the worst case these skipped entries are all 1-entries and form a submatrix containing P . If P is a a × b matrix, then we have
by [7] and since R a,b contains P . Therefore, it follows that the proportion of entries of A that must be checked before concluding that A avoids P is close to 1. This means that the running time to determine whether A contains P is Ω(n 2 ) for any pattern P .
Our next result bounds the complexity of the containment algorithm in terms of the extremal function and the complexity in terms of the number of 1-entries.
Theorem 2.2. Let f be an increasing function. If A is an n × n matrix with x one-entries such that there is an O(f (x)) algorithm that decides if the given x ones contain P then there is an O(n 2 + f (ex(n, P ))) algorithm that decides if A contain P .
Proof. First count the number of 1-entries in A, and if there are more than ex(n, P ) ones in A, then A contains P . It takes O(n 2 ) time to count the 1-entries of A. Otherwise, A has at most ex(n, P ) ones. Now we can determine whether these at most ex(n, P ) ones contain P in O(f (ex(n, P )))) time. Thus the total running time of our algorithm is O(n 2 + f (ex(n, P ))).
Our theorem above establishes the existence of a quadratic containment algorithm for certain patterns with linear extremal function.
Corollary 2.3. If ex(n, P ) = O(n) and there is an O(x 2 ) algorithm to determine whether the x one-entries in an n×n matrix A contain P , then there is an algorithm running in time Θ(n 2 ) to determine whether A contains P .
Proof. Theorem 2.2 shows that there is an algorithm running in time O(n 2 + n 2 ) = O(n 2 ) and Theorem 2.1 shows that this algorithm must run in time Ω(n 2 ) .
We can also establish a weaker bound of o(n 4 ) for more general patterns P .
Corollary 2.4. For any pattern P , if there is an O(x 2 ) algorithm to determine whether the x one-entries in an n × n matrix A contain P , then there is an o(n 4 ) algorithm to determine whether A contains P .
Proof. If P is of size k×ℓ, then R k,ℓ contains P so that ex(n,
In the next section, we present algorithms for many specific patterns P with running time of O(n 2 ). It thereby follows from Theorem 2.1 that their worst case running time is precisely Θ(n 2 ).
3 Algorithms for specific patterns P
In this section, for special k × ℓ matrices P we improve the O(n k+ℓ ) running time in the naive containment algorithm. For P a column of all-ones, an identity matrix, a tuple identity matrix, an L-shaped pattern, or a cross pattern, we present algorithms that determine whether a n × n zero-one matrix A contains P in O(n 2 ) time. It follows from Theorem 2.1 that their running time is Θ(n 2 ), the lowest possible order for a containment algorithm.
When P is a k × ℓ matrix, our best algorithm runs in time O(n min(k,ℓ)+1 ), which is still an improvement on the naive O(n k+ℓ ) running time.
The easiest case is when P is a column of ones.
Theorem 3.1. If P is a k × 1 all ones matrix, then there is an O(n 2 )
algorithm to determine whether an arbitrary n×n zero-one matrix A contains P .
Proof. For a n×n zero-one matrix A there is an O(n 2 ) algorithm which scans
A column by column, and whenever it finds any column of A with at least k ones, it stops and determines A contains P . Otherwise A doesn't contain P after the algorithm scans through all the columns.
We present a more complicated algorithm to determine containment of an identity matrix.
Theorem 3.2. If P is an identity matrix, then there is an O(n 2 ) algorithm to determine whether an arbitrary n × n zero-one matrix A contains P .
Proof. Let P be a k ×k identity matrix. We maintain an array D Now we generalize our algorithm for the identity matrix to also work for the tuple identity matrix.
Theorem 3.3. If P is a tuple identity matrix, then there is an O(n 2 ) algorithm to determine whether an arbitrary n × n zero-one matrix A contains P .
Proof. Let P be a jk×k tuple identity matrix, which is obtained by replacing each one of a k × k identity matrix with a j × 1 all ones matrix and each zero of the identity matrix with a j × 1 all zeroes matrix. The following algorithm, similar to the algorithm for the identity matrix, determines whether Now we present an algorithm for containment of L-shaped patterns that also has complexity O(n 2 ).
Proof. Let P be a m × n matrix that is an L-shaped pattern of ones with
Keep n counters, one for each column. Scan A row by row from bottom to top. If a row has k ≥ n ones, at column indices x 1 , . . . , x k , then increment each of the counters x 1 , . . . , x k−n+1 by 1. Also for any of the column counters x k−n+2 , . . . , x k which are already positive, increment them by one as well.
Otherwise if a row has k < n ones, increment any of the counters x 1 , . . . , x k which are already positive by one. Whenever a counter hits m, A contains P . It is easy to see that this algorithm has complexity O(n 2 ). Now we generalize our result for L-shaped patterns to cross patterns.
However, our algorithm for general cross patterns is more complex than our algorithm above for L-shaped patterns. Finally, we present a containment algorithm for a rectangular matrix of all ones. This algorithm does not run in O(n 2 ) time, however.
Theorem 3.6. If P is a k×ℓ matrix of all ones, then there is an O(n min(k,ℓ)+1 ) algorithm to determine whether an arbitrary n×n zero-one matrix A contains P .
Proof. An algorithm with complexity O(n 3 ) and memory O(n 2 ) can decide whether a given matrix A contains P if P is a k × 2 all-ones matrix. It scans A row by row and keeps 
Conclusion and Open Problems
In this paper, we analyzed the complexity of algorithms which determine whether a given n × n matrix contains a specific pattern P . We gave Θ(n 2 )
algorithms for basic patterns P such as identity matrices, tuple identity matrices, column all ones matrices, L-shaped matrices, and cross-patterns. We also obtained an O(n min(k,ℓ)+1 ) algorithm when P is a k × ℓ all-ones matrix.
For which patterns P do we have a containment algorithm running in time Θ(n 2 )? To answer this question, it may be useful to rephrase the question in terms of the number of 1-entries in A. Given a 0-1 matrix A with the 1-entries e 1 , . . . , e x , when can we determine whether A contains P with an O(x)
algorithm? This will guarantee an O(n 2 ) containment algorithm. For any 0-1 matrix A with the 1-entries e 1 , ..., e x , can we can always determine whether A contains P with an O(x 2 ) algorithm? If this is true, then for patterns P with ex(n, P ) = O(n) we would have an O(n 2 ) containment algorithm.
We know that our O(n 2 ) algorithms have the most efficient worst-case running time for any containment algorithm. However, it is not clear whether our O(n min(k,ℓ)+1 ) algorithm for P an all-ones k × ℓ matrix can be improved.
Our only known lower bound on an algorithm for this pattern P is Ω(n 2 ).
Therefore, we ask: what is the fastest running time for an algorithm to determine whether a n × n matrix A contains a k × ℓ matrix B with all ones?
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