An AR(1) model with ARCH(1) error structure is known as the first-order double autoregressive (DAR(1)) model. In this paper, a conditional likelihood based method is proposed to obtain inference for the two scalar parameters of interest of the DAR(1) model. Theoretically, the proposed method has rate of convergence   
Introduction
ARCH error structure was first introduced to econometric models by Engle [1] as a way of unleashing the constant variance assumption. Weiss [2] studied the AR models with ARCH error structure. A special case of Weiss [2] model is the AR(1) model with ARCH(1) error structure, which is also known as the first-order double autoregressive (DAR(1)) model. The DAR(1) model can be expressed as: . This type of model is widely used for fitting financial time series data because the influence of the empirical observations is part of the source for volatility. Guégan & Diebolt [3] derived the sufficiency condition for the weak stationary DAR(1) model to be , and Borkovec & Klüp-pelberg [4] proved that it is also the necessity condition for the model. In Section 2, some asymptotic likelihood-based inference procedures for a general model are reviewed. In Section 3, a modified signed log conditional likelihood ratio statistic for the weak stationary DAR(1) model is derived. The proposed method, theoretically, has rate of . A real-life example is presented in Section 4 to illustrate the implementation of the proposed method and also to show that results obtained from the methods discussed in this paper can be quite different. Results from Monte Carlo simulation studies are also presented in Section 4 to illustrate the extreme accuracy of the proposed method even when the sample size is small. Some concluding remarks are given in Section 5. overall maximum likelihood estimate (MLE) of  , and an estimate of the variance of  is
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estimate of  for a given  , and Although the Wald method is simple to u e major disadvantages is that the methodology is not invariant to reparameterization. Moroever, th ld method does not take into consideration of the effect of the nuisance parameter. For a scal miliar measure that is invariant to reparameterization is the signed log-likelihood ratio (SLR) statistic:
With regularity conditions as stated in DiCiccio, Field & Fraser [7] , r is also asymptotically distributed as the standard normal distribution. Hence, a  
and the corresponding p-value function for  is
It is well-known that both the Wald method and the 
is considered as the tangent direc- 
Moreover, by the chain rule in differentiation, determinant of the observed information matrix in
and sim minan isance observed information matrix, ilarly, the deter t of the nu
Hence   * r , which has rate of convergence
onfi-, and also the p-value function for   can be obtained. 
A Modified Log Conditional Likelihood
and the  ˆ,
is (see the bottom of the page)
Ling [5] showed that the e pectation of x  is asymptotically equal to  , and inst
as the asympotitic variance for  , he showe at d th
Since this asymptotic variance of  still involves the unkn arameter own p  , Ling [5] further proposed to use Hence,   r  can be calculated from (3). Moreover, 
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Thus Q can be obtained from (7) with
the modified signed log conditio  can be calculated from (5) Anderson [13] considered the closing prices of the Impeary, 1 calibra t secutive data points after a log transformation. A scatter plot for the calibrated data is rial Chemical Industries (I.C.I.) for the period 25 August, 1972 to 19 Janu 973. Instead of using the raw data, we use the ted data, which is obtained by aking the difference of two con shown in Figure 2 .
Numerical Studies
The DAR (1) is the proposed method based on Equation (5), SLR is t e signed log-likelihood ratio statistic (3) , simulation studies show that BN is remarkably accurate even when the sample size is small. As n increases, there is significant improvement on the precision of both the SLR method and the Ling's method in terms of both cental coverage and average bias but the results are still not as accurate as those obtained by the proposed method.
Conclusion
A conditional likelihood based method is proposed to obtain confidence intervals for and for   of the weak stationary DAR(1) model. Theoretically, the pro- Table 5 . Simulation results for some interior points of the DAR(1) model when n = 50. Table 8 . Simulation results for some boundary points of the DAR(1) model when n = 400. 
