In this paper, we derive approximate moments of progressively type-II right censored order statistics from the generalized linear exponential distribution.
Introduction
The exponential distribution is the most frequently used distribution in reliability theory and applications. The linear exponential distribution, having exponential as special case, has many applications in applied statistics and reliability analysis. It possesses several important statistical properties, and yet exhibits great mathematical tractability.
Also, it has the ability to model failure rate which are quite common in reliability and biological studies.
In this paper, we derive approximate moments of progressively type-II right censored order statistics from the generalized linear exponential distribution. The best linear unbiased estimates and the maximum likelihood methods are used to drive the point estimators of the scale and location parameters from considered distribution. Several interesting mathematical results for inference procedures have been developed by the authors, see, for example, [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , and [12] . [13] have derived approximate moments of progressively type-II right censored order statistic from the Weibull Gamma distribution and using these moments to derive the best linear unbiased estimates and maximum likelihood estimates.
In addition, we use Monte-Carlo simulation method to make comparison between the MSE of BLUEs and MLEs. Finally, we determine the optimal progressive censoring scheme and present numerical example to illustrate the developed inference procedures. 
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See [2] .
It can be noted that the moments can not be derived in closed forms, so the relation between the generalized linear exponential distribution and uniform distribution is used to derive approximate moments. 
The Approximate Moments
Since, the joint density function of the form (3) is more difficult to use it to find the moments, so we get relationship between the generalized linear exponential distribution and uniform distribution. Let ( ) ( ).
We use this relation to find the mean, variance and covariance of the generalized linear exponential distribution. In [2] , Gibbons and
Chakraborti have derived exact and explicit expressions for the single and product moments of progressively type-II right censored order statistics from ( )
These expressions, will enable us to derive approximate means, variances and covariances of progressively type-II right censored order statistics from the generalized linear exponential distribution using the two theorems in [1] , pages 134-135.
For this purpose, let us use these notations:
and U's are progressively type-II right censored order statistics from ( ).
are progressively type-II right censored order statistics from the generalized linear exponential distribution.
Then we get the following expressions:
where 
.
These expressions, will used to derive the best linear unbiased estimators BLUEs for the location ( ) µ and scale ( ) σ parameters of the generalized linear exponential distribution.
Estimations of Scale and Location Parameters
The best linear unbiased and maximum likelihood methods are used to obtain estimates of the location ( ) µ and scale ( ) σ parameters. Let the probability density function be:
the distribution function is:
Best linear unbiased estimates (BLUEs)
Suppose that
is a progressively type-II right censored order statistics of size m from a sample of size n with progressive censoring scheme ),
drawn from the generalized linear exponential distribution whose pdf given in (9) and cumulative distribution function given in (10) .
Notice that we may not be able to write down explicit expressions for the BLUEs of µ and σ however, so a simulation study is considered to obtain the BLUEs of µ and σ using 
where ( ) 
Maximum likelihood estimates
… taken from the generalized linear exponential distribution whose probability function is given by (9) and the cumulative distribution function is given by (10) .
The likelihood function can be written in the form:
is normalizing constant in (4), see [2] .
The likelihood function to be maximized for estimators of µ and σ (which we will denoted by μ and σ ) is given by:
For simplicity, we use i X instead of .
The log-likelihood function can be written in form:
and hence we have the likelihood equations for µ and σ to be
and
The MLEs of μ and σ can be obtained by solving the likelihood equations. Since Equations (14) and (15) cannot be solved analytically, so we can use MATLAB program to solve these equations.
Simulation Study
A comparison between the MSEs of BLUEs and MLEs is made through a Monte Carlo simulation study. In the following, we present a simulation algorithm used to generate progressively type-II right censored samples from generalized linear exponential distribution.
Simulation algorithm
By using the algorithm given in [2] , the following steps are used to generate progressively type-II right censored order statistics from generalized linear exponential distribution.
(1) Generate m independent uniform ( ), Table 1 .
By using the BLUEs presented in Equations (11), (12) and Table 1 The MSEs of the BLUEs and MLEs are tabulated in Table 6 .
Discussion of the results
In Table 1 , n denotes the sample size and m denotes the number of removable during the different schemes considered in the table.
From the numerical results presented in Tables 2-5 we can conclude the following:
(1) As a check of the entries of Tables 2, 3 Table 6 , we see that as n increases, the mean square error By making use of Equations (11) and (12), and using the coefficients i A and i B given in Table 3 
Optimal Censoring Scheme
We aim in the following section to determine the optimal progressive censoring scheme for some practical choices of n and m when progressive type-II right censored samples are from generalized linear exponential distribution. Our focus on the variance-covariance matrix of the BLUEs for the location and scale parameter in the generalized linear exponential distribution. Choosing the optimal censoring scheme in different related problem has received considerable by [2] , [14] .
For various choices of m and n, possible censoring schemes are considered and the variances and covariance of the BLUE's arising from these censoring schemes are determined. The optimal censoring schemes and their efficiencies with respect to the minimum trace of the variancecovariance matrix are presented in Tables 7 and 8.   Tables 9 and 10 give coefficients of the progressive type-II right censored order statistics for BLUE's of the location and scale parameters for various schemes considered along with the variances and covariance of the BLUEs.
In Tables 7 and 8 efficiencies for the trace-optimal schemes (that is, the scheme for which minimum trace of the variance-covariance matrix of BLUE's is attained for some values of m and n) with respect to the conventional type-II right censoring schemes are shown on the first line of each box, and the actual traces corresponding to these optimal schemes are shown on the second line. From tables, as one would expect, as m increases (with n being held constant), the gain in efficiency over the conventional scheme decreases, that is, the smaller the proportion of failure times an experimenter would like to observe, the more precision can be gained by employing optimal progressive type-II right censoring over conventional type-II right censoring. Also, as n increases (with m being constant), the gain in trace-efficiency increases.
Looking at the trace-optimal schemes denoted with a + in Tables 9 and 10, it quite evident that for small values of m, a scheme by which all but m−1 surviving units are randomly removed after the first observed failure ( )
will result in the best precision of BLUE's. Also, shows least precise censoring scheme with respect to the trace. Tables 9 and 10 Table 2 . Coefficients of the BLUEs of µ and σ from the generalized linear exponential distribution using the first scheme when 0 = µ and Table 3 . Coefficients of the BLUEs of µ and σ from the generalized linear exponential distribution using the second scheme when 0 Table 4 . Coefficients of the BLUEs of µ and σ from the generalized linear exponential distribution using the third scheme when 0 = µ and 1 = σ Table 5 . Coefficients of the BLUEs of µ and σ from the generalized linear exponential distribution using the fourth scheme when 0 = µ and 1 = σ 
