We consider a monotone operator of the form Au = −div(a(x, Du)) , with Ω ⊆ R N and a :
Introduction
In this paper we study the asymptotic behaviour of the solutions of elliptic nonlinear systems, of M equations and N variables, on varying domains with Dirichlet boundary condition. Namely, let Ω be a bounded open subset of R N and let 1 < p < +∞ . We regard A as a vector monotone operator defined from
The function a: Ω × M M ×N → M M ×N is a Carathéodory function which satisfies the standard assumptions of strong monotonicity and Hölder continuity (see (i)-(iv) in Section 5). Given an arbitrary sequences of open subsets Ω n of Ω and given an arbitrary f ∈ W −1,p (Ω, R M ) , we consider the solutions u n of the following systems with Dirichlet boundary condition
We set u n = 0 in Ω \ Ω n and regard the sequence (u n ) as a sequence in W 1,p 0 (Ω, R M ) . Our results describe the asymptotic behaviour of (u n ) as n → ∞ and characterize the limit function as the solution of a variational "limit problem".
The main result of this paper is given by the following compactness theorem. 
By L p µ (Ω, R M ) we denote the the standard L p spaces with respect to the measure µ. Note that in this general case the usual "extra term" is given by Ω F (x, u)v dµ.
The problem considered in the present paper has been studied, under various degree of generality, by many authors, with several approaches and in different frameworks. Most of the known results are given under assumptions involving the geometry or the capacity of the closed sets Ω \ Ω n , which in general imply that the measure µ in the limit problem is a Radon measure (see for instance [20] , [22] , and [7] for the linear case, and [24] - [27] , [21] , and [3] , for monotone operators).
The class M p 0 (Ω) described above includes also measures which take the value +∞ on large families of sets; in this way, Dirichlet problems in subdomains of Ω can be written in the form (1.2) for a suitable choice of µ. Indeed, it is easy to see that, if E is a closed subset of Ω and the measure µ is defined by (1.3) µ(B) = 0 if C p (B ∩ E) = 0 +∞ otherwise, for every Borel subset B of Ω , where C p denote the p -capacity, then problem (1.2) is equivalent to
In view of the latter remark, the compactness result above will be proved in a more general formulation (see Theorem 6.4) for a sequence of problems of the type (1.4)
which for a suitable choice of (µ n ) in M p 0 (Ω) reduce to (1.1), and includes also Schrödinger systems with positive oscillating potentials. A further motivation for the study of problem (1.4) is given by the recent applications to a relaxed formulation of some optimal design problems (see for instance [2] ).
The compactness result in the setting of (1.4) was first proved for the scalar case M = 1 , using Γ -convergence techniques, in [13] and [14] when p = 2 and A is a symmetric linear elliptic operator, and in [10] if A is p − 1 homogeneous, under the assumption that it is the subdifferential of a convex functional.
These results were generalized using Tartar's energy method in [11] for the general scalar linear case, and subsequently for the nonlinear case under an assumption of homogeneity of order p − 1 for the operator A (see [15] and [16] ). In these cases the extra term which appears in the limit problem is proved to be of the form Ω |u| p−2 uv , dµ . The case of systems is much less investigated. Previous results have been obtained only in the framework of linear symmetric elliptic operators in [18] . Further reference on this subject can be found in the book [9] and in the papers [11] and [16] , which contain a wide bibliography.
Our result provides a description of the limiting behaviour of sequences of Dirichlet boundary value problems not only for monotone operators of Leray-Lions type, but it also covers the case of systems related to linear possibly non-symmetric operators or nonlinear homogeneous operators, which were not included in previous results. The proof follows the lines of [3] , where Theorem 1.1 is obtained in the scalar case, under some additional assumptions on the sequence (Ω n ) which imply in particular that the measure µ in the limit problem is bounded. The idea of the proof is essentially to compare our sequence of problems with a sequence of model problems for which the behaviour is known (for instance scalar problems with the p -Laplace operator).
In Section 2 we recall some preliminary result and notation and in Section 3 we state some known result in the study of the asymptotic behaviour of scalar problems with the p-Laplace operator.
Section 4 is dedicated to a careful study of the behaviour of a sequence of "correctors" for the pLaplace operator, as introduced in [16] . In Section 5 we state the problem and we prove, following the line of [1] and [16] , that a sequence of solutions of problems (1.4) which converges weakly in W 1,p (Ω, R M ) , converges also strongly in W 1,r (Ω, R M ) for every r < p (see Proposition 5.4 ). In Section 6 we prove the compactness result. In Section 7 we prove a correctors result, in the general context of nonlinear monotone vector operators. Indeed, the sequence of gradients (Du n ) of solutions of problems (1.1) converges to Du a priori only weakly in L p by Theorem 1.1. Hence to obtain a strong convergence it is necessary to add a further sequence which depends only on the limit function u . The construction of such a sequence is provided by Theorem 7.1 and is new also in the case of linear systems. For previous correctors results see e.g. [7] , [11] , [3] . Section 8 is devoted to the analysis of some special cases. In particular we obtain a simpler form for the extra term and for the correctors in the linear case and in the homogeneous case, in agreement with the previous scalar results. The structure of the extra term is proved to depend only on the asymptotic behaviour of the function a(x, ξ) for ξ → ∞ (see Section 9) . In the last section our result is applied also to the treatment of asymptotic problems in a class of pseudomonotone operators. The extension to the general pseudomonotone operators for the scalar case can be found in [5] . Throughout the paper we treat in detail only the case p ≥ 2 . The case 1 ≤ p < 2 can be treated in a similar way, after proper modification on the growth and coerciveness hypotheses for the operator A. The changes in the proofs can be easily performed using Proposition 3.2 of [17] .
Notation and Preliminaries
Let N and M be two positive integers, N ≥ 2 , by M M ×N we denote the space of M × N real matrices.
Let Ω be a bounded open subset of R N . We denote by W
the usual Sobolev spaces (of R M -valued functions), and by
we denote respectively the space of all functions in
with compact support in Ω and the space of all functions which belong to
for every open set U ⊂⊂ Ω . When p = 2 we adopt the standard notation
and 
When we consider space of scalar functions (M = 1 ), we omit R M in the notations above.
Let u ∈ W 1,p (Ω) and k ∈ R, by T k u we shall denote the truncation at the level k which is the
we shall denote by {a ≤ |u| ≤ b} A the set of all x ∈ A such that a ≤ |u(x)| ≤ b. When A = Ω we shall omit Ω in the notation above.
By o m,n (resp. o n ) we shall denote a sequence of real numbers such that lim
If E ⊆ Ω , the (harmonic) p-capacity of E in Ω , denoted by C p (E) , is defined as the infimum of
over the set of all functions u ∈ W 1,p 0 (Ω) such that u ≥ 1 a.e. in a neighbourhood of E . We say that a property P(x) holds p-quasi everywhere (abbreviated as p-q.e.) in a set E if it holds for all x ∈ E except for a subset N of E of p -capacity zero. The expression µ-almost everywhere (abbreviated as µ-a.e.) refers, as usual, to the analogous property for a Borel measure µ.
A function u: Ω → R
M is said to be p-quasi continuous if for every ε > 0 there exists a set A ⊆ Ω , with C p (A) < ε, such that the restriction of u to Ω\A is continuous.
It is well known that every u ∈ W 1,p (Ω, R M ) has a p-quasi continuous representative, which is uniquely defined up to a set of p-capacity zero. In the sequel we shall always identify u with its p-quasi of Ω , with C p (A ε ) < ε, such that A ∪ A ε is open. It is easy to see that if a function u: Ω → R is p-quasi continuous, then the set {u > c} is p-quasi open for every c ∈ R. For all these properties of p-quasi continuous representatives of Sobolev functions we refer to [28] , Chapter 3.
By a non-negative Borel measure in Ω we mean a countably additive set function defined in the Borel σ -field of Ω and with values in [0, +∞] . By a non-negative Radon measure in Ω we mean a non-negative Borel measure which is finite on every compact subset of Ω . We shall always identify a non-negative Borel measure with its completion.
We say that a Radon measure ν on Ω belongs to
where ·, · denotes the duality pairing between W −1,p (Ω) and W 1,p 0 (Ω) . We shall always identify f and ν . Note that, by the Riesz theorem, for every positive functional f ∈ W −1,p (Ω) , there exists a
Radon measure ν such that (2.1) holds.
We denote by M p 0 (Ω) the class of all Borel measures which vanish on the sets of p-capacity zero and satisfy the following condition
for every Borel set B ⊆ Ω . It is well known that every Radon measure which belongs to W −1,p (Ω) belongs also to M p 0 (Ω) (see [28] , Section 4.7).
Preliminary results on relaxed Dirichlet problem with the p -Laplace operator
Let Ω be a bounded open subset of R N , N ≥ 2 . Let 2 ≤ p < +∞ and let µ ∈ M p 0 (Ω) . In the following we shall consider the space W
) and let us consider the following variational problem
Since the operator from W
is a maximal monotone operator and the space W
is reflexive we get that there exists a unique solution u of problem (3.1).
Remark 3.1. It is easy to see that the dual of W
; so that, in particular, an element of the space W −1,p (Ω) can be seen as an element
In the sequel, with a little abuse of notation, f, v will denote the duality pairing between (W
, and the duality pairing between W −1,p (Ω) and W
Many results similar to those ones given in the linear case (comparison principle, compactness, etc.)
have been proved by Dal Maso and Murat (see [16] and [15] ) for nonlinear problems of the type (3.1) (in general for nonlinear homogeneous operators).
0 (Ω) be the solutions of problem (3.1) corresponding to f 1 , µ 1 and to
Proof. See [15] , Proposition 2.7.
In the space M p 0 (Ω) it is possible to introduce a notion of convergence relative to the p-Laplace operator, ∆ p u = div(|Du| p−2 Du) .
We say that (µ n ) γ −∆p -converges to the measure µ if, for every f ∈ W −1,p (Ω) , the sequence (u n ) of solutions of problems
converges weakly in W Proof. See [10] , Theorem 2.1, or [15] , Theorem 6.5.
Many properties of the measure µ ∈ M p 0 (Ω) can be studied by means of the solution w of the problem
By the comparison principle (Proposition 3.2), the function w is bounded in L ∞ (Ω) by a constant which does not depend on µ (See [15] , Section 2) and satisfies w ≥ 0 p-q.e. in Ω . 
Proof. See [15] , Theorem 5.1, and [11] , Proposition 3.4, for the linear case.
The following proposition gives two density results which will be useful in the sequel. (a) the set {wψ :
(b) the set Λ of all functions of the form w l i=1 a i 1 Ki where a i ∈ R and K i are closed subsets of Ω such that w = 0 µ-a.e.
Proof. The proof of (a) is given in [15] , Proposition 5.5. In order to prove (b), we consider the measure λ = w p µ . Since w belongs to L p µ (Ω) , the measure λ is a Borel bounded measure and therefore the set of all step functions of the form l i=1 a i 1 Ki , where a i ∈ R and K i are closed subsets of Ω such that, for
Finally the solutions of problems (3.3) are useful to characterize the γ −∆p -convergence in M p 0 (Ω) . Let (µ n ) be a sequence of measures in M p 0 (Ω) and let w n be the solutions of the problems
The following result characterizes the γ −∆p -convergence in terms of the convergence of the functions w n .
Theorem 3.7. The following conditions are equivalent:
(a) (w n ) converges to w weakly in W
Proof. See [15] , Theorem 6.3, and [11] , Theorem 4.3, for the linear case.
Remark 3.8. If (µ n ) γ −∆p -converges to µ, then the sequence (w n ) converges to w strongly in W 1,r 0 (Ω) for every 1 ≤ r < p and hence a subsequence of (Dw n ) converges to Dw pointwise a.e. in Ω (see [15] , Theorem 6.8).
Sequences in the spaces
In this section (µ n ) will be a sequence of M p 0 (Ω) which γ −∆p -converges to a measure µ ∈ M p 0 (Ω) . We shall use the sequence (w n ) of the solutions of problems (3.5) to investigate the behaviour of an arbitrary
, which converges weakly in W 1,p (Ω) . By Remark 3.8 we may assume that (w n ) and (Dw n ) respectively converge to w and Dw pointwise a.e. in Ω .
Let us prove some technical lemmas that will be useful in the sequel of this paper. (Ω) , and we can take it as test function in (3.3). Therefore by Remark 3.8 we obtain
which concludes the proof.
Since for every ξ 1 , ξ 2 ∈ R N and for every p ≥ 2 the following inequality holds
we have
where by Remark 3.8 the left hand side converges pointwise to |ψDw + wDψ| p − |ψDw| p and the right hand side is equintegrable. Then (|D(w n ψ)
and therefore the conclusion follows from Lemma 4.1.
Proof. As in the proof of Lemma 4.
The conclusion follows by taking the limit first as n → ∞ and then as m → ∞.
Let Ω be an open subset of Ω . The following theorem shows that if a sequence (u n ) , with u n ∈
and there exists a constant
In particular, if (4.5) holds, then
The result of Theorem 4.4 can be obtained as a direct consequence of the Γ -convergence of the functionals Ω |Du n | p dx + Ω |u n | p dµ n to the functional Ω |Du| p dx + Ω |u| p dµ proved in [10] . For the sake of completeness we shall give an alternative proof of Theorem 4.4 which does not involve Γ -convergence theory. Before proving Theorem 4.4, let us prove two preliminary lemmas.
(Ω ) and such that (4.5) holds. Suppose that (u n ) converges weakly in W 1,p (Ω ) to some function u. Then {u = 0} Ω ⊇ {w = 0} Ω .
Proof. Taking into account the decomposition u n = u + n − u − n , where u + n and u − n denote respectively the positive and the negative part of u n , it is not restrictive to assume u n ≥ 0 p -q.e. in Ω .
We shall prove first the result in the special case where the functions u n and u belong to W 1,p 0 (Ω ) and we shall suppose, also, that there exists a constant K > 0 such that u n ≤ K p -q.e. in Ω and hence
For every m ∈ N let us consider the sequence (u m n ) of the solutions of the problems
which, extended to Ω by setting u m n = 0 in Ω \ Ω , are also the solutions of the following equivalent problems (4.8)
whereμ n is the measure defined bŷ
for any Borel set B ⊆ Ω . By the comparison principle (Proposition 3.2) we have that
By taking in (4.7) u m n − u n as test function we get
Since for every ξ 1 , ξ 2 ∈ R N and for every p ≥ 2 we have
applying Young's inequality in (4.10) we get
where ε > 0 is an arbitrary real number. Since (u n ) is bounded in W 1,p 0 (Ω ) and (4.5) holds, by choosing ε small enough we obtain that there exists a constant C > 0 such that
By (4.12) we have that the sequence (u 
and hence (u m ) converges weakly to u in W 
, satisfy (4.5) and converge weakly in W 1,p (Ω ) to u. Let Φ be a function in
(Ω ) , with Φ > 0 in Ω , and for every n ∈ N let T 1 u n be the truncation at the level 1 of u n . Since (Ω ) to ΦT 1 u , by the previous step we can conclude that
, be a sequence which converges to a function v weakly in W 1,p (Ω ), and suppose that there exists a constant C > 0 such that
Since for every p ≥ 2 the following inequality holds
In order to conclude the proof it is enough to show that
where ν ∈ W −1,p (Ω) is the Radon measure defined in Theorem 3.5. Indeed, since by Lemma 4.5 we have that {v = 0} Ω ⊇ {w = 0} Ω , by (3.4) we get
so that the conclusion follows from (4.16) and (4.17).
It remains to prove (4.17). Let us consider
We have to prove that (4.18) holds for every φ ∈ W
, which converges to φ a.e. and ν -a.e. in Ω . By (4.18) we have
By the Dominated Convergence Theorem the limit as m → ∞ of the second term in the right hand side of (4.19) is zero. It remains to estimate the first term of the right hand side of (4.19) .
, by Hölder's inequality, (4.13) and Lemma 4.1 we obtain
where C is a positive constant independent of n and m and where for the last limit we used the Dominated Convergence Theorem. Finally (4.17) follows immediately from (4.18) by choosing φ = ϕ|ψ| p−2 ψ .
We are now in a position to prove Theorem 4.4.
Proof of Theorem 4.4.
If lim inf n→∞ Ω |u n | p dµ n = +∞ , then inequality (4.6) is trivially satisfied;
otherwise it is not restrictive to suppose that (4.5) holds. Let
, with ϕ ≥ 0 . Since for every ξ 1 , ξ 2 ∈ R N , by the convexity of the function | · | p , the following inequality holds (4.20)
By Lemmas 4.2 and 4.6 we get
Assume that u ∈ L ∞ (Ω ) . Let ε > 0 and let us choose in (4.21) ψ = u w∨ε and ϕ = φR ε (w) , with
Since wψ = u p -q.e. in {w > ε} and φR ε (w) = 0 p-q.e. in {w ≤ ε} , by (4.21) we have lim inf
which, by th Monotone Convergence Theorem, implies
Since Du = 0 a.e. in {u = 0} Ω and by Lemma 4.5 {u = 0} Ω ⊇ {w = 0} Ω , estimate (4.22) may be written as lim inf
Thus, by the Monotone Convergence Theorem, we deduce that u ∈ L p µ (Ω ) and (4.6) holds. If u does not belong to L ∞ (Ω ) , it is enough to apply the previous step to the sequence of truncations T k (u n ) , with
We conclude, by the Monotone Convergence Theorem, taking the limit as k → ∞.
Relaxed Dirichlet problems with monotone operators
Let A be the monotone operator defined from
We shall assume that the function a satisfies the following conditions:
(ii) there exists a constant
(iii) a(x, 0) = 0 a.e. in Ω .
These hypotheses imply in particular that the following conditions holds:
for every ξ ∈ M M ×N and for a.e. x ∈ Ω ;
(v) a(x, ξ)ξ ≥ α|ξ| p for every ξ ∈ M M ×N and a.e. x ∈ Ω .
We shall see in Section 10 that the results proved in the sequel hold for a class of operators which satisfy more general conditions than (i)-(iv).
Given three positive constants c 1 , c 2 and σ , with 0 < σ ≤ 1 , let us define the class F(c 1 , c 2 , σ) of all vector functions F : Ω × R M → R M such that the following properties are satisfied:
(II) for every s 1 , s 2 ∈ R M and for every x ∈ Ω we have
(III) for every s 1 , s 2 ∈ R M and for every x ∈ Ω we have
(IV) F (x, 0) = 0 for every x ∈ Ω .
As consequence of (III) and (IV) we have that the function F also satisfies (V) |F (x, s)| ≤ c 2 |s| p−1 for every s ∈ R M and for every x ∈ Ω and by (II) and (IV) we get (VI) F (x, s)s ≥ c 1 |s| p for every s ∈ R M and for every x ∈ Ω .
In the following we shall fix a constant L > 0 and we shall denote by
where α is the positive constant which appears in (i).
From now on by C we shall denote a positive constant, depending only on α , β , L and p, which can change from line to line.
(Ω) and let F n ∈ F(L) . Let us consider the following nonlinear systems with boundary Dirichlet condition
Since by Remark
by assumptions (i)-(v) and (I)-
(VI) the theory of monotone operators (see [23] ) assures the existence of a unique solution u n of problem (5.1). From (v) and (VI), taking u n as test function in (5.1), it is easy to see that the sequence (u n ) is
for any choice of (µ n ) and (F n ) . Thus, up to a subsequence, the sequence (u n ) converges weakly in W
Our goal is to find the variational problem satisfied by the function u . To this aim we shall consider special sequences of test functions
and we shall try to take the limit in problem (5.1). This is the energy method of L. Tartar.
In order to prove that the structure of the limit problem is local (i.e. it does not depend on the choice of the domain Ω and of the boundary data), in the sequel, we shall consider a more general situation.
Namely we shall study the asymptotic behaviour of an arbitrary sequence (u n ) of solutions of the problems
where Ω is an open subset of Ω ,
, and we do not require any boundary data for u n , while we assume that the sequence (u n ) is bounded in W 1,p (Ω , R M ) , which implies in particular that, up to a subsequence, (u n ) converges weakly to some u in W 1,p (Ω , R M ) . For the sequence (f n ) , we shall assume a notion of convergence specified by the following definition.
be a sequence of functionals, with
. We shall say that the sequence (f n ) converges to f in the sense of (H Ω ) if the following condition is satisfied:
The following lemma gives an estimate of the norm in (W
of functionals (f n ) which converges in the sense of (H Ω ) ; while Proposition 5.3 gives a local estimate of the norm in L p µn (Ω , R M ) of the corresponding solutions u n of problem (5.2).
every n . If (f n ) converges to f the sense of (H Ω ), then ( f n ) converges to f , where the norm of f n (resp. f ) is taken in the space (W
Proof. Let (ζ n ) be a sequence such that ζ n ∈ W
, with unit norm and f n = f n , ζ n . Then, up to a subsequence, (ζ n ) converges weakly in W
, and ζ ≤ 1 . Since (f n ) converges in the sense of (H Ω )
we have that
In order to prove the opposite inequality let us consider the function ζ such that ζ ∈ W
. By Lemma 4.2 we have that the norm in the
of the functions w n ψ m converges to the norm of wψ m in the space The following proposition shows that, without any additional assumption, the sequence (u n ) converges
, be a sequence which converges to some function u weakly in
every r < p , and hence a subsequence of (Du n ) converges to Du pointwise a.e. in Ω .
Proof. The proof follows the lines of that one given in [16] (see also [1] ).
In the course this proof we shall denote by C a positive constant independent on n . Let Ψ : R → R be a C 1 function which satisfies the following properties:
and let Φ(y) = Ψ(|y|)y . Let δ > 0 and, for every n ∈ N, let δ n ≤ δ be a positive real number that we shall fix later. For every such a δ n we define the function Φ δn (y) = δ n Φ(y/δ n ) . Given ϕ ∈ C 1 0 (Ω ) , with ϕ ≥ 0 , we can take (Φ δn (u n ) + w n Φ δn (u n − u))ϕ as test function in problem (5.2) and we obtain
From (V), Hölder's inequality and Proposition 5.3 it follows that
while from (VI) and the definition of the function Φ we get
Since (Φ δn (u n − u)w n ϕ) converges weakly to zero in W 1,p 0 (Ω, R M ) and (f n ) converges in the sense of (H Ω ) , we have
Moreover, as 0 < δ n ≤ δ and the sequence (Φ δn ) is uniformly Lipschitz, it is easy to see that there exists a positive numberδ ≤ δ such that
we also obtain that
Thus by assumptions (i)-(v), by (5.4)-(5.10) and by the definition of the function Φ we get
where we also used that the sequence (w n ) is bounded in L ∞ (Ω) . Now, since (u n ) is bounded in
, there exists a positive constant K such that
In particular, if we fix J ∈ N and γ > 0 , then we have
so that, for every n ∈ N , there exists j(n) ∈ {1, . . . , J} such that
If we take in (5.11) δ = 2 J γ and δ n = 2 j(n)−1 γ , then we get
where we used that δ n ≥ γ for every n ∈ N. By Rellich's Theorem the sequence (u n ) converges to
, and hence, up to a subsequence, pointwise a.e. in Ω . Thus, by Egorov's Theorem, for every σ > 0 there exists a subset S of Ω , with |S| < σ , such that (u n ) converges to u uniformly on Ω \ S . Now let ε > 0 . If we choose J ∈ N and γ > 0 such that 1/J < ε and δ = 2 J γ = ε , then by (5.12)
we have lim sup
Moreover for n large enough we have that Ω \ S ⊆ {|u n − u| < γ} Ω and {u = 0} Ω \ S ⊆ {|u n | < γ} Ω , so that we get
which, by using that 0 ≤δ ≤ δ = ε and Φδ(u)ϕ converges strongly to zero in W
as ε tends to zero, gives (5.14) lim
By the arbitrariness of σ , we get, up to a subsequence, that (D(u n −u)w n ) and (Du n 1 {|u|=0} Ω ) converges to zero pointwise a.e. in Ω . Moreover, since (w n ) converges to w strongly in L p (Ω , R M ) and by Lemma 4.5 {w > 0} ⊇ {|u| > 0} Ω , this implies that (Du n ) converges pointwise to Du a.e. in {|u| > 0} Ω and hence, as |Du| = 0 a.e. in {|u| = 0} Ω , (Du n ) converges pointwise to Du a.e. in Ω .
Finally, since (u n ) is bounded in W 1,p (Ω , R M ) , we obtain that (u n ) converges to u strongly in 
for every 1 ≤ r < p .
The limit problem
In this section we shall prove the main result of this paper (Theorem 6.4). We shall consider a sequence (u n ) of solutions of problems (5.2), with F n ∈ F(L) and µ n ∈ M p 0 (Ω) , which satisfies
where M is a positive constant which depends on the sequence (u n ) . We shall show that a cluster point u of such a sequence is a solution of a variational problem similar to (5.2). Namely we shall prove that the limit problem will be of the form
where µ is a measure in M p 0 (Ω) and F (x, s) is a vector function in F(α, C, 1/(p − 1)) for a constant C which depends only on α , β , L, N and p . we change F byF we obtain an equivalent problem. In particular the function F (x, s) can be defined arbitrarily in the set {w = 0}.
Let us introduce now a notion of convergence in the space M p 0 (Ω) × F(c 1 , c 2 , σ) , with c 1 > 0 , c 2 > 0 and 0 < σ ≤ 1 . F ∈ F(c 1 , c 2 , σ) . We say that the pairs (µ n , F n ) γ A -converge (in Ω ) to the pair (µ, F ) if the following property holds: for any open set Ω ⊆ Ω , for any sequence of functionals (f n ) , with
the sense of (H Ω ) (according with Definition 5.1), and for any sequence (u n ) of solutions of problems (5.2) satisfying (6.1), all cluster points of the sequence (u n ) in the weak topology of
The most important property of the γ A convergence is the following result. 
) in the sense of (H Ω ) , the unique solution u n of the problem
converges weakly in W 
Proof. By using u n as test function in (6.3), and taking into account Lemma 5.2 we deduce that the sequence (u n ) satisfies (6.1). This implies in particular, that there exists a subsequence of (u n ) which converges weakly in W
. By the definition of γ A -convergence, the function u satisfies (6.4). Since this problem has a unique solution, the whole sequence (u n ) converges to u.
The following theorem gives a compactness result for the γ A -convergence. In Lemma 6.6 and Propositions 6.7 and 6.8, we shall consider an open set Ω ⊆ Ω , a sequence of measures (µ n ) , a sequence of functions (F n ) , two sequences of functionals (f n ) , (g n ) , two sequences of functions (u n ) , (z n ) , a measure µ, two functionals f , g and two functions u and z such that:
f n → f in the sense of (H Ω ), g n → g in the sense of (H Ω ).
(6.6)
Lemma 6.6. Assume that (6.5), (6.6), (6.7) and (6.8) hold. Then for every function ϕ ∈ C ∞ c (Ω ) , with ϕ ≥ 0, we have the estimates
where C is a positive constant which depend only on α , β , L , N and p.
Proof. By Theorem 4.4 we have that u and z belong to
(Ω ) , with ϕ ≥ 0 , let w n and w be the solutions of problems (3.5) and (3.3). By Proposition 3.6 there exists a
. Thus, taking (u n − z n − w n ψ m )ϕ as test function in the difference of the equations in (6.8), we get
Let us estimate the terms which appears in (6.11). By using assumption (ii) and Proposition 5.4, the sequences (|a(x, Du n ) − a(x, D(u n − u)| p ) and (|a(x, Dz n ) − a(x, D(z n − z)| p ) are equintegrable and pointwise convergent respectively to |a(x, Du)| p and |a(x, Dz)| p . Therefore they converge strongly in
and hence, from (6.11), we deduce
by properties (i), (ii) of a and properties (II) and (III) of F n we get (6.12)
Using Young's inequality and then Hölder's inequality in (6.12) we obtain (6.13)
Taking z n = z = 0 (and then g n = 0 ), in estimate (6.13), by Young's inequality, we get
which by Lemma 4.3 implies (6.9).
Finally in order to get (6.10), it is enough to apply, in estimate (6.13), estimate (6.9) for u n and z n , and Lemma 4.3.
The following proposition gives a first version of the limit problem satisfied by u.
Proposition 6.7. Let us assume (6.5), (6.6), (6.7) and (6.8). Then there exists a wµ-measurable vector function H , uniquely defined µ -a.e. in Ω , such that the function u satisfies the problem (6.14)
and
where w n and w are the solutions of problems (3.5) and (3.3).
, we take w n φ as test function in the equation satisfied by u n (see (6.8)) and we get (6.17)
By Remark 5.5 we have
Let us define a distribution T in Ω by
is bounded, by (6.1) and (V) we have
and hence T is continuous with respect to the uniform convergence and it can be represented by a vector Radon measure (T 1 , . . . , T M ) such that
where φ 1 , . . . , φ M are the components of the vector function φ . Thus taking the limit in (6.17) we obtain
Since by (ii), (iv) and Proposition 5.4, a(x, Du n ) − a(x, D(u n − u)) converges to a(x, Du) strongly in
Let us prove (6.16). For every φ ∈ C 
for every Borel subset A of Ω and using Young's inequality, we obtain
for every Borel subset A of Ω and for every ε > 0 . Thus (first reasoning for ε ∈ Q and then arguing by density) we get
e. x in Ω and for every ε > 0 . If x ∈ Ω satisfies w(x) > 0 and (6.24) holds true for any ε , by
in (6.24) and taking into account (6.23), we get
and hence (6.15) is proved. Condition (6.14) follows from (6.19), (6.18 ) and the density result given by Proposition 3.6. Finally the vector function H is uniquely determined µ-a.e. in Ω by (6.14) and (6.15).
Indeed by (6.14) H is uniquely determined µ-a.e. in {w > 0} and by (6.15) we have H = 0 µ-a.e. in {|u| = 0} Ω . Then the conclusion follows by Lemma 4.5.
In order to study the dependence of the function H on the function u , let us consider a sequence of functionals (g n ) and a sequence of function (z n ) which satisfy (6.6), (6.7) and (6.8). By Proposition 6.7, applied to (z n ) , we get that there exists a wµ-measurable vector function H , uniquely defined µ-a.e. in Ω , such that (6.25)
in Ω , and (6.27)
The following proposition compares the function H with the function H .
Proposition 6.8. The vector functions H and H satisfy
Proof. Let us first prove (6.28). Consider φ ∈ C ∞ c (Ω , R M ) and let w n and w be the solutions of problems (3.5) and (3.3). By (6.16), (6.27) , and by assumptions (ii) and (III) we have (6.30)
By using Hölder's inequality, (6.9), applied to u n and z n and (6.10), we get
Then we conclude as in the proof of Proposition 6.7 and we obtain (6.28).
In order to prove (6.29), let us consider a function ϕ ∈ C ∞ c (Ω ) , with ϕ ≥ 0 . Using (u n − z n )ϕ as test function in the difference of the two equations in (6.8), we obtain
We can rewrite this formula as
By assumption (II) and Theorem 4.4, we have
Moreover, by Remark 5.5, the sequence (a(x, Du n )−a(x, Dz n )) converges to a(x, Du)−a(x, Dz) pointwise a.e. in Ω and weakly in L p (Ω , M M ×N ) . Then by (i) we can apply Fatou's Lemma to the first integrand of (6.31) and, taking the limit, we obtain
Thus by (6.14) and (6.25) we get
(Ω ) , with ϕ ≥ 0 . This implies (6.29).
Proposition 6.8 will imply that the function H defined by (6.16) depends on u only through its pointwise values, i.e., there exists a function F (x, s) such that H(x) = F (x, u(x)) µ-a.e. in Ω . This construction allows to define the function F (x, s) only on the pairs (x, s) such that s = u(x) , where u is the limit of a sequence of solutions of problems (5.2). We shall prove a penalization result (Theorem 6.9) which shows that, in some sense, it is possible to obtain any real number s as "limit" of a sequence of solutions.
Theorem 6.9. Let s ∈ R M . For every m ∈ N , let s m n be the unique solution of the problem
Then there exists an increasing sequence of indices (n j ) such that for every m the sequence (s 
Using assumptions (i) and (iv) of a, (II) and (V) of F n , and (4.3) we obtain (6.37)
Then, by Young's inequality and the fact that Ω |Dw n | p dx + Ω |w n | p dµ n is bounded, it is easy to see that there exists a constant C such that
Then there exists an increasing sequence of indices (n j ) which, by a diagonal procedure, we can assume independent on m , such that for every m ∈ N the sequence (s 
This implies that (s m ) converges weakly in W Thus up to a subsequence (s m ) converges to ws ν -a.e. in Ω and hence by Lemma 4.5 µ -a.e. in Ω .
Moreover, since by (6.39
By Proposition 6.7, for every m ∈ N , there exists a wµ-measurable vector function H m s , uniquely defined µ-a.e. in Ω , which satisfies (6.33) and such that s m is the solution of the problem (6.34). By Proposition 6.8, for every m, k ∈ N , we have
This implies that there exists a function H s , which satisfies (6.35), such that H m s converges to H s µ -a.e. in Ω . Moreover, by Proposition 6.8, for every m, k ∈ N , we have 
Then by (6.41), assumption (i), and the inequality (4.3), we obtain
The conclusion follows by the weak convergence of (s m ) to ws in W
We are now in a position to prove Theorem 6.4
Proof of Theorem 6.4. We start by defining the sequence (n j ) , the measure µ and the function F .
By Theorem 3.4 we can suppose that there exists a measure µ ∈ M p 0 (Ω) such that the sequence (µ n ) γ −∆p -converges to a measure µ. This measure will be the measure which appears in the statement.
For any q ∈ Q M , let q m n be the solutions of the problems (6.42)
By Theorem 6.9 and a diagonal argument, there exists an increasing sequence (n j ) such that for every
when j tends to infinity, and the sequence (q m ) converges strongly in W 
and such that it converges strongly in L 
We define a function G :
and then we extend G to Ω × R M by continuity (see (6.45) ). The function G satisfies
for every s and s in R M and for µ-almost every x in Ω , and it is a Carathéory function with respect to the σ -finite measure wµ. Therefore, there exists a Borel function
so that, by (6.48), F ∈ F(α, C, 1/(p − 1)) .
In order to prove Theorem 6.4 it remains only to show that the pairs (µ nj , F nj ) γ A -converge to (µ, F ) . To carry out this fact, consider an open subset Ω of Ω and a sequence of functionals (f nj ) ,
and (6.1) (with n replaced by n j ), then any cluster point u of u nj in the weak topology of
satisfies (6.2) . To simplify the notation, let us assume that the whole sequence (u nj ) converges weakly in
By Proposition 6.7, there exists a function H ∈ L p µ (Ω , R M ) such that u satisfies (6.14). Estimate 
Finally, Proposition 3.6 and the continuity property (III) of F imply that H(x) = F (x, u(x)) µ-a.e. in Ω , which conclude the proof.
Corrector
In this section, we shall fix the sequence (µ n ) in M 
, which converges to a function u weakly in W 1,p (Ω , R M ) and satisfies (6.1). Suppose there
) in the sense of (H Ω ) and such that u n satisfies problem (5.2).
Then, for every function
where K = l i=i K i and C is a positive constant which depend only on α , β and L. But the choice ζ = u/w in (7.2) is not possible since we do not know, a priori, if R m n (x, s) is a Carathéodory function; so R m n (x, u(x)) may be even not measurable. We avoid this problem using the function wζ to approach u. This approach is always possible by Proposition 3.6 (b).
Remark 7.3. When we consider R m n (x, ζ) , the value of ζ on K i ∩ K j , i = j , is not relevant. Indeed by taking in (7.2) u n = u = 0 (then f n = 0 ) and ζ = s1 Ki∩Kj we deduce lim sup
Remark 7.4. If K is a compact subset of Ω such that µ(K) = 0 , estimate (7.2) with ζ = 0 implies
Proof of Theorem 7.1. Let s ∈ R M and let K be a closed subset of Ω . By Lemma 6.6, for every
If now ϕ decreases to 1 K , by the fact that (s m ) tends to sw strongly in W
and from (7.3) we deduce
Moreover by inequality
we get
and then by the strong convergence of (s
Thus by (7.4) and the definition of R m n , we get 
Particular Cases
In this section, we shall prove that some assumptions on the function a , as homogeneity or linearity, are inherited by function F .
Homogeneous case.
Let a be a function which satisfies conditions (i)-(v), as at the beginning of Section 5. Let us assume in addiction that a satisfies the following homogeneity condition:
(vi) for a.e. x ∈ Ω , for every t ∈ R and for every ξ ∈ M M ×N a(x, tξ) = |t| p−2 ta(x, tξ) .
Moreover, let (µ n ) be a sequence in M p 0 (Ω) and let (F n ) be a sequence of functions in F(L) which satisfies the following condition:
(VII) for every x ∈ Ω , for every t ∈ R and for every s ∈ R M F n (x, ts) = |t| p−2 tF n (x, s).
Under these assumptions we have the following result Let us denote by F l (L) , with L > 0 , the class of all vector functions from Ω × R M to R M which are linear in the second argument (i.e. of the form F (x)s) and which satisfy the following two conditions ( I l ) for every s ∈ R M and for every x ∈ Ω we have
( II l ) for every s ∈ R M and for every x ∈ Ω we have
Remark 8.4. It is easy to see that the class F l (L) defined above is contained in the class F(L) defined in Section 5.
We are now in a position to state the following result. 
Clearly, the functions R m n are linear in their second argument, and hence they are Carathéodory functions. This allow us to improve Theorem 7.1.
a sequence which converges to some function u weakly in H 1 (Ω , R M ) and satisfies (6.1). Assume also that there exists a sequence (f n ) , with
) in the sense of (H Ω ), such that (u n ) satisfies the following problem
and for every closed set K ⊂ Ω , we have
In particular, if u/w belongs to L ∞ (K, R M ) , then we have
In order to prove Theorem 8.6, we need some preliminary Lemmas.
Proof. For any j ∈ N , let us consider the function Φ j :
where we used that |Φ j (s Therefore, using Young's inequality in (8.10) , and taking into account that |s| ≤ 1 and that the third term of the right hand side of (8.10) tends to zero when n and m tend to infinity, we get Indeed it is enough to take in (8.9) ϕ equals to ϕ n ψ , with ϕ n ∈ H uniformly with respect to x in Ω . LetÃ be the differential operator given byÃu = −div (ã(x, Du)) .
Proposition 9.1. Suppose that the pair (µ n , F n ), according with Definition 6.2, γ A -converges to (µ, F ).
If the functions a andã satisfy condition (9.1), then we also have that (µ n , F n ) γÃ -converges to (µ, F ) .
Proof. According with the definition of the γÃ -convergence, we have to show that for any open subset Ω
of Ω , for any sequence of functionals (f n ) , with f n ∈ (W 1,p
, which converges to
) in the sense of (H Ω ) and for any sequence (u n ) which satisfies (6.1) and (9.2)
every cluster point of the sequence (u n ) in the weak topology of W 1,p (Ω , R M ) satisfies problem (9.3)
If u n satisfies (9.2), then it also satisfies
where g n = f n − div [a(x, Du n ) −ã(x, Du n )] . Therefore, once we show that (div [a(x, Du n ) −ã(x, Du n )])
converges in the sense of (H Ω ) to div [a(x, Du) −ã(x, Du)] , by the γ A -convergence of (µ n , F n ) to (µ, F ) , we can deduce that u satisfies (9.3).
In order to prove that (−div [ã(x, Du n ) − a(x, Du n )]) converges in the sense of (H Ω ) , let us consider (Ω , R M )) in the sense of (H Ω ) , a sequence (u nj ) which satisfies (10.1) (with n replaced by n j ) and (6.1), and a cluster point u of the sequence (u nj ) in the weak topology of W 1,p (Ω , R M ) .
We have to prove that u satisfies problem (10.2) . In order to simplify the notation, we shall still denote by (u nj ) the subsequence of (u nj ) which converges weakly in W 1,p (Ω , R M ) to u . By (10.1), the sequence (u nj ) satisfies (10.3) 
