Abstract Evaluating multiple binary outcomes is common in genetic studies of complex diseases. These outcomes are often correlated because they are collected from the same individual and they may share common marker effects. In this paper, we propose a procedure to test for effect of a SNP-set on multiple, possibly correlated, binary responses. We develop a score-based test using a nonparametric modeling framework that jointly models the global effect of the marker set. We account for the nonlinear effects and potentially complicated interaction between markers using reproducing kernels. Our testing procedure only requires estimation under the null hypothesis and we use multivariate generalized estimating equations (GEEs) to estimate the model components to account for the correlation among the outcomes. We evaluate finite sample performance of our test via simulation study and demonstrated our methods using the CATIE antibody study data and the CoLaus Study data.
Introduction
Analyzing multiple binary outcomes collectively is a common problem in studies of complex diseases. For example, in cardiac studies, the joint assessment of abnormal blood pressure, reduced pumping ability, and cardiomyopathy together can give a more complete picture of cardiac function than analyzing each of these factors individually [22] . In the Maternal Life Study [4] , multiple binary central and autonomic nervous system signs were measured on infants exposed to cocaine prenatally. Together, these signs are important in determining if the newborn displayed narcotic withdrawal syndrome [8] . Likewise, in genetic studies, often multiple binary phenotypes from each individual are collected and these phenotypes combined are relevant to the disease of interest. We consider the situation where genetic information on a particular set of single nucleotide polymorphisms (SNPs) of interest is also collected for each individual and the primary interest lies in determining whether the marker set has any association with the observed multiple binary outcomes. In this article, our primary goal is to develop a global test for association between the marker set of interest and multiple, possibly correlated, binary outcomes. Our motivating data come from the Clinical Antipsychotic Trials of Intervention Effectiveness (CATIE) antibody study and the CoLaus Study (discussed in detail in Sect. 4). In the CATIE study, the presence or absence of antibodies to three neurotrophic herpesviruses were measured in individuals with schizophrenia in addition to genotype data for 492K SNPs [33] . In the CoLaus study, trigycerides, non-high-density lipoprotein (HDL) cholesterol, and glucose were dichotomized into clinically relevant groups and genotyping was performed to study genetic cardiovascular risk factors [10] . Primary challenges in developing association tests for these kinds of data are to incorporate possible correlation between the multiple binary outcomes and to account for complex and possibly nonlinear interactions among the markers in question. We will develop a testing procedure that accounts for both these issues.
Because genes are the basic units in the biological mechanism and SNPs within a gene tend to work concordantly, it is usually better to study the effects of gene or the whole marker set rather than each individual marker. There are several major issues with individual-marker analysis: 1) the results are often not reproducible because the selection of significant markers is arbitrary leading to different biological conclusions [30] , 2) single marker analysis often results in reduced power due to multiple comparisons, and 3) since the markers are analyzed individually, potential interactions between them cannot be captured [28] . Many marker set analysis methods have been recently developed (see e.g., [28, 15, 41, 38, 46] ) to model the joint effects across multiple markers. To be specific, nonparametric regression methods based on kernel machine regression (KMR) have become very popular in association testing problems because of their ability to incorporate complex interactions [24, 15, 23, 43] .
Linear theory and methods are well established in machine learning and statistics, but real-world problems often need nonlinear methods for analysis and to draw conclusions. The kernel machine is a useful tool in these problems because it allows for studying complex effects with linear estimation. Specifically, the kernel function projects the (genotype) data from the original space to a new space where the genetic effects can be modeled linearly [14] . Under the KMR framework, one can use a posi-tive definite kernel function to fit the joint effect of the marker set. This kernel can be thought of as a similarity measure between pairwise individuals and attempts to associate them to the outcome of interest. Because no parametric assumptions are made on the joint marker set effect, it is advantageous over the typical approach of fitting a parametric generalized linear model (GLM), where the group effect is modeled as a linear combination of the individual SNPs. Parametric methods are easier to fit but are typically restrictive because most of the time there is complex interaction between the SNPs that a linear model cannot account for. Also, violating the linearity assumption may result in loss of power. Thus, kernel based methods offer an attractive and powerful alternative to develop association tests. Support vector machines [37] and their least squares extension [34] are common examples of kernel methods. We direct readers to [14] for an overview of the developments of this method in machine learning.
The elegance of kernel methods lies in the fact that using a positive definite kernel allows hypothesis testing in a GLM framework while still accounting for nonlinear dependence and a large number of SNPs. However, most of these methods are developed for the case when one has a single response variable. For example, [24] , [15] , and [23] use KMR to model the gene pathway effects on a single, phenotypic, response while accounting for other covariates, and [43] extend KMR to single binary responses using a generalized linear mixed model approach. These papers do not address the common case when multiple phenotypes for each individual are observed, such as in the CATIE data. Recently, [25] used KMR for multiple phenotypes and develop a score-based test statistic focusing solely on continuous responses. [38] and [46] give tests for multiple traits based on GEEs.
One of the main challenges of analyzing multivariate binary responses together in a GLM framework is that the correlation structure is usually unknown and the joint distribution of the outcomes is difficult to construct. Thus a direct development of score-based testing procedures as in KMR with continuous outcomes is not straightforward. We will develop our testing procedure by synergistic use of nonparametric KMR and the generalized estimating equation (GEE) frameworks. When studying multiple phenotypes, correlation can arise for two reasons: 1) the responses are collected on the same individual, and 2) the same set of markers can have effect on more than one response variable. A typical (but naive) approach to analyzing such a data set is to consider one outcome at a time, use an association testing procedure of choice (see e.g., [23] ), then perform a Bonferroni correction on the resulting p-values. However this procedure completely ignores any correlation structure between the responses, and may suffer from loss of power. Addressing both sources of correlation could result in increased power to detect genetic effects when there is moderate to high correlation among the outcomes, as we will demonstrate in our numerical studies. We address this problem by using generalized estimating equations (GEEs) to estimate the parameters of the model with a user-specified correlation structure. Even if the correlation structure is misspecified, which is likely in practical situations, GEE estimators are still robust and consistent, and the joint distributions do not need to be specified [19] . We develop a score-type test that is advantageous because estimation only needs to be done under the null model. We show in simulation that our proposed method is comparable in performance to naively testing the outcomes individually when there is low correlation among the outcomes, but is more powerful when the correlation is moderate or high.
The rest of this paper is organized as follows. Sect. 2 provides a review of kernel machine regression for the univariate response model and then describes our proposed testing procedure. In Sect. 3, we evaluate the performance of our proposed procedure via simulation study. We find that as both sources of correlation increase, our method is much more powerful than naively evaluating the outcomes separately, while maintaining proper Type I error rate. We then apply our test statistic to the CATIE and CoLaus data in Sect. 4. Finally we provide some discussion and concluding remarks in Sect. 5.
Methods
We first review the KMR testing methodology when there is only one binary outcome and its connection to penalized quasi-likelihood mixed modeling framework. Then we will develop our testing procedure when there are multiple binary outcomes observed for each sampling unit.
Kernel Machine Association Testing for Univariate Binary Outcome
Assume that for each of n subjects we have a univariate binary outcome, demographic covariates such as age and sex, and genetic information such as the number of minor alleles at each SNP on a chromosome. Let y i be the binary response for ith individual, i = 1, ..., n, with corresponding q × 1 covariate vector x i and p × 1 vector z i of SNP information. Define y = (y 1 , ..., y n ) T and X = (x 1 , ..., x n ) T . The primary goal is to study the effect of z on y after adjusting for X. Because SNPs may interact in an unknown and complicated way, [23] proposed the model
where
β is a vector of regression coefficients, and h(·) is an unknown scalar function. By modeling the covariates parametrically and the gene effect nonparametrically, this model is flexible in the genetic effects and allows for nonlinearity and complicated interaction of SNPs in the same pathway. In the standard KMR for binary outcomes, we assume that h lies in a function space H k . This space is uniquely specified by a symmetric, positive definite kernel function, K(·, ·), and is spanned by a set of orthogonal basis functions of the form Φ(z) = {φ j (z)} J j=1 [24] . Typically H k is infinite dimensional and the actual basis functions are unknown, thus it is difficult to work with Φ directly. Alternatively, we set the kernel function equal to the inner product defined on H k , that is,
where ω is a vector of coefficients, we can use the dual representation h(z) = ∑ n l=1 α l K(z l , z; ρ) for some constants α l . This representation is more convenient to work with because the explicit basis functions do not need to be specified [6, 24] .
The choice of K(·, ·) determines which function space is used to approximate the unknown h. For instance, a dth order polynomial kernel K(z 1 , z 2 ) = (z T 1 z 2 + 1) d generates the function space spanned by the basis functions
.., p) and thus, d = 1 and d = 2 means we assume h(·) is linear and quadratic in the z's, respectively. The function space generated by the Gaussian kernel K(z 1 , z 2 ) = exp{−||z 1 − z 2 || 2 /ρ} is spanned by radial basis functions [5] , where ρ is a tuning parameter. There are many kernel options to choose from depending on the problem at hand [14] and in our framework, we can view K(·, ·) as a measure of how similar two individuals are in terms of their genotype information. In marker set analysis, a popular kernel for SNP data that allows for SNP interaction (epistasis) is the IBS kernel defined as
where IBS(z i,s , z j,s ) is the number of alleles shared identical by state (IBS) by individual i and j at SNP s, s = 1, ..., p [15] . [41] explains that because the number of alleles shared IBS does not depend on different genotype encodings, using the IBS kernel removes the assumption of additivity found in many genetic models. They also suggest using this kernel when the amount of interaction is modest. Once the kernel is chosen, the parameters β and h in (1) can be estimated by maximizing the penalized log-likelihood using a Fisher scoring or a Newton-Raphson algorithm and [23] construct a score test statistic for the overall genetic effect H 0 : h(z) = 0 (please refer to the Appendix for details). Two advantages of their test statistic are 1) the basis functions for h(·) do not need to be specified, which is often a difficult task, and 2) their test has more power than tests based on a parametric assumption. [23] compared their test to a global test based on the linearity assumption and showed in simulations that their test was as powerful as the global test and suggest using their test as a universal test for both linear and nonlinear pathway effect.
Testing with Multivariate Binary Outcomes
In this section, we are interested in situations where multiple binary outcomes are measured on each subject. Let y i j be the jth observation for the ith individual, i = 1, ..., n and j = 1, ...,t so that the response for a given individual i is (y i1 , ..., y it ). Define the covariates and SNP information corresponding to y i j as x i and z i , respectively. Multiple outcomes are observed on each subject, but the covariates (e.g., age, sex, etc.) and SNPs do not change over j. Denote y j = (y 1 j , y 2 j , ..., y n j ) T as the n × 1 vector of all of the jth observations. Because we are grouping the outcomes by observation and not by individual, all of the elements in y j are independent of each other but the vectors themselves are not. We combine the covariates in a similar way by defining X = (x 1 , x 2 , ..., x n ) T as the n × q matrix of covariates for the jth observations. We assume the random variable y i j has a Bernoulli distribution with mean p i j = E(y i j |x i , z i ) and variance Var(y i j |x i , z i ) = p i j (1 − p i j ). Marginally, for each j = 1, ...,t, we can write the model
Here β j and h j indicate that the covariates and SNPs do not necessarily have the same effect on the different responses of each individual. We would like to determine the global effect of the SNPs by testing
Test statistic
A naive approach to our testing problem would be to fit the marginal model (3) to each y j separately and then test for the significant genetic effect using (9) and adjust for multiple testing, but two issues arises from this naive approach. The first is that the multiple outcomes on a particular individual are correlated and this correlation is not being accounted for. The second is that performing multiple comparison adjustments can result in reduced power. Alternatively, one could use a combined test statistic
T is the vector of estimated regression parameters, and K * is an nt × nt block diagonal matrix with blocks K. The test statistic in (4) combines all the residuals y j − p j and attempts to build a single test to bypass the issue of multiple testing correction. However, Q naive also ignores any correlation structure present among the multiple outcomes and while this strategy works well when the outcomes are truly independent, testing using Q naive results in inflated Type I errors when there is correlation among the outcomes. In a simulation study with n = 200 subjects, when the t = 3 outcomes per subject were generated to have a compound symmetric correlation structure with correlation 0.5, the Type I error for testing with Q naive was 0.060, and when the correlation was 0.7, the Type I error was 0.079. The more correlated the multiple outcomes are, the more inflated the Type I error becomes and thus Q naive is not a reliable choice for a test statistic. We develop a method for jointly analyzing the multiple binary responses while taking into account the correlation between them but still keeping the flexible modeling of the SNPs. To do this, we utilize the connection of KMR to the mixed model framework but extend it to the case of multiple responses.
Note that fitting the KMR model for each outcome individually is equivalent to iteratively fitting the working models y j = Xβ j + h j + ε j , j = 1, . . . ,t, where
Univariate test statistics for each response are derived from the working models using the assumptions that
. Thus the naive test statistic Q naive ( β ) can be seen as being derived from the joint working model
with the assumptions that h = (h
, where V h is a block diagonal matrix with τ j K as the blocks and D is the block diagonal matrix with blocks D 1 , ..., D t . This, however does not take into account any correlation between the multiple outcomes. In practice, the true correlation structure among the outcomes is unknown, so we posit a working correlation structure for (ε i1 , ..., ε it ) in the form of G(θ ) where G is a matrix that is known up to a parameter θ . By constructing the vector of errors as ε = (ε T 1 , ..., ε T t ) T , the working correlation of all the errors has the form S = G(θ )⊗I n , where ⊗ denotes the Kronecker product and I n is an n × n identity matrix. Thus, if we were to use a working unstructured correlation matrix, then G(θ ) has 1's along the diagonal and G(θ ) jk = θ jk when j = k. Note that the marginal variances of each component of ε remain the same, that is, Cov(ε j ) = D −1 j . Combined with the fact that Cor(ε) = S, we can take the correlation into account by modifying the working model in (5) 
The parameters β j and h j can now be estimated using BLUE and BLUP respectively, and the variance components τ j can be estimated by maximizing the restricted quasi-likelihood criterion.
Our main goal is to test for genetic pathway effects on the multiple binary outcomes H 0 : h(·) = 0. To do this, we propose a score-type test statistic based on the derivative of the quasi-likelihood and adopt a similar technique to that of [25] to obtain our final test statistic as
where K * j is a block diagonal matrix with the jth block equal to K and all other blocks 0 and the hats on p, S, and D indicate the evaluation of these matrices at β and θ (see Appendix). Recall that S = G(θ ) ⊗ I n and hence if no correlation is present, then S becomes an nt × nt identity matrix and our statistic reduces to Q naive in (4).
We chose a logistic model for the conditional probability but a probit or some other model could be substituted. Our test statistic still has the advantages of that in [23] but also accounts for correlation in the multiple responses.
Estimation under null hypothesis and null distribution of Q
In order to evaluate Q, β and θ must be estimated under H 0 . To do this, we use the generalized estimating equation (GEE) framework [19] which is a multivariate extension of the quasi-likelihood approach discussed in detail by [1] . GEEs are advantageous over likelihood based methods because the joint likelihood for the multiple binary outcomes is difficult to construct and in the GEE framework, this joint likelihood does not need to be specified. Also, in practice, the true structure of G(θ ) is unknown and a working or posited structure is used instead. Contrary to likelihood based methods, if the correlation structure is misspecified, the GEE estimators will still be unbiased and robust. GEE estimators are asymptotically normal and consistent, where consistency depends only on a correctly specified model and not the correlation structure G(θ ) [19] . In our procedure, we used a completely unstructured correlation matrix for G(θ ).
We then use a simulation-based technique to get the p-values of our test statistic in (6) . We rewrite the test statistic as Q = R T Λ R, where Λ is a diagonal matrix of eigenvalues, R is an appropriate vector (see Appendix). Similar to the univariate testing procedure, one could use a chi-squares approximation (see e.g., [23] , [40] , [7] ). Instead we adopt a simulation based procedure to compute p-values. We generate random vectors R * b ∼ MVN(0, I), b = 1, ..., B, and compute
where I denotes the indicator function. There are two things to note about our proposed test. 1) Our statistic is different than in [21] in that we are only using the quadratic portion of the score. The bias correction for binary responses presented by [21] is not needed here because the affected trace portion of the test statistic is omitted. 2) We approximate Q using a mixture of chi-squared distributions, even though the responses are non-Gaussian. This approach is typical in the literature (see eg. [45, 11, 47] ) and [45] (as well as our simulation studies below) have shown that it performs well in terms of Type I error and power.
Simulations and Results
We conducted a simulation study to evaluate the performance of our test statistic. To generate the observations we first generated threshold variables from the model
where the covariates were
We simulated t = 3 repeated observations for each subject i = 1, ..., n with multivariate normal errors, where (ε i1 , ε i2 , ε i3 ) T had zero mean, unit variance, and a compound symmetric correlation structure with correlation parameter θ . Then the correlated binary response was generated as
The variable a in (7) was used to study the size and power of our test with a = 0 corresponding to size and a = 0.25, 0.5, 0.75, 1 corresponding to increasing power. We chose the sample size n to be 200 or 400.
To simulate the SNPs, we identified the unique SNP patterns and frequency of occurrence from the SLC17A1 gene in the CATIE data (see Table 1 ). We then sampled from these unique patterns with replacement weighted by the frequency which allowed us to preserve the LD structure between the SNPs. We varied the number of SNPs by using only the 9 relevant SNPs and by adding 21 extraneous SNPs to the 9 relevant ones by sampling from {0, 1, 2} with probability (0.35, 0.2, 0.45). For the choice of h j , we used two cases:
Note that in Case 1, the only source of correlation is given by the parameter θ , and in Case 2, the two sources of correlation are from θ and from h 2 and h 3 . We used the IBS kernel in (2) to model h j . Lastly, we chose the correlation parameter of the errors to be θ = 0, 0.3, 0.5, and 0.7.
Under Case 1 when θ = 0, we expect the logistic KMR from [23] to perform optimally because the responses are independent. Under Case 2, correlation arises from the errors and from the SNP effects and even when θ = 0, the responses are not independent. We expect our proposed method to perform better for all of Case 2. We ran 20,000 simulations when a = 0 to examine the size of our test at α = 0.005, 0.01, and 0.05, and 1,000 simulations to examine the power at α = 0.05. We compared our method to the naive method of testing each of the responses y 1 , y 2 , and y 3 individually and using a Bonferroni correction for multiple testing. To perform the testing and get the p-values for the naive method, we used the SKAT package in R described by [41] . We also compared our method to the GEE Wald test. Due to perfect collinearity between the SNPs in some simulations, we could not model them directly, thus we first performed principal component analysis on the SNPs and then retained components with corresponding eigenvalues greater than 1 as proxies. We then used a Wald test to jointly test for the association of the retained components.
The results comparing the size of the three methods are found in Table 2 . Overall, the KMR approaches had size close to the nominal values when only the relevant SNPs were included. For n = 200 and θ = 0.7, we found that our method had inflated size for small nominal values but stabled out as the nominal value increased. For larger sample size, this inflation disappeared and our method had size very close to the nominal values. When the irrelevant SNPs were added, our method became more conservative as the sample size and θ increased. This is due to the fact that the uncorrelated irrelevant SNPs have no effect on the response and outnumber the SNPs that do. Due to the nature of the Bonferroni correction, testing the repeated observations individually became very conservative when the irrelevant SNPs were added, especially for the smaller sample size. For the most part, the GEE Wald test had inflated Type I error, especially when the number of SNPs increased, as seen in [46] . For larger sample size, the size of the KMR methods were very similar for all θ .
The results for the power of the test for n = 200 are given in Fig. 1 . Our proposed method is denoted by "MV" for multivariate KMR, the naive approach is denoted by "UV" for univariate KMR with a Bonferroni correction, and GEE Wald test is denoted by "GEE". When h 2 = h 3 = 0 (Case 1, top panel), the two KMR methods generally had comparable power while the GEE method had less power. For moderate to high correlations in the errors, our method had slightly higher power over the UV method and when the correlation was low or nonexistent, the naive method had slightly higher power over our proposed method. When the extraneous SNPs were included (dashed lines), we found that both KMR methods had an overall decrease in power while the GEE method showed an increase in power under case 2. For any fixed a, as θ increased, the power of our method increased, while the power of the naive method showed no discernible trend, and the power of the GEE method decreased. When h 2 and h 3 were nonzero (Case 2, bottom panels), we saw higher power in our proposed method for all values of a and all error correlations. This is due to the fact that our method accounts for the two sources of correlation in the responses, one from the errors and one from the SNP effects. Recall that even when θ = 0 yielding uncorrelated errors, the dependence in the SNP effects is still causing the responses to be correlated.
The results for n = 400 given in Fig. 2 follow similar trends as those for n = 200 in that both KMR methods have comparable power with our method having slightly higher power for larger error correlation and the GEE Wald method having uniformly lower power. For Case 2 and when extraneous SNPs were added, we again saw our method perform universally better than the naive method and the GEE method, which had a great deal less power. When θ = 0.7 our method's power was nearly double that of the naive method in Case 2.
In summary, our simulation study results showed that both KMR methods had appropriate size when the relevant SNPs were used and became conservative when the irrelevant SNPs were added, while the GEE method generally had liberal type I errors. We also found that the two methods were comparable when the SNP effect was sparse with our proposed method generally having slightly higher power only when θ was large. When the sample size was large and correlation was high, we did see more gain in using our method over the other methods in terms of power. When dependency was present in the SNP effects, our proposed method had higher power than both alternative methods regardless of the amount of error correlation. Again, our method performs so much better because it accounts for both sources of correlation that may be present in the response. Thus when using our method over the other methods, there is no loss when correlation in the errors is small, but there is much gain if there is even a little correlation in the SNP effect no matter what the correlation in the errors is.
Real Data Analyses

CATIE Data Results
The CATIE antibody study from [44] , is based on the original CATIE study described by [20] . Studies have found that variation in the MHC region is a replicable risk factor of schizophrenia. This variation plays a known role in the body's responses to neurotrophic infectious agents. [44] also show that there is an association between exposure to these infectious agents and cognitive deficits in individuals with schizophrenia. Our main goal is to analyze the relationship between the presence or absence of antibodies of the infectious agents and the genes located in the MHC region which are associated with schizophrenia.
The philosophy of the CATIE study was to assess antipsychotic drug treatments on a wide range of individuals with schizophrenia. There were 1460 participants and 51% of them gave DNA samples with genotype data available on 492K SNPs [33] . Using the CATIE samples, [44] measured the presence or absence of IgG class antibodies to three herpesviruses, Herpes Simplex Virus type 1 (HSV-1), Herpes Simplex Virus type 2 (HSV-2) and Cytomegalovirus (CMV). They found an association between exposure to these viruses and cognitive impairments in individuals with schizophrenia. In this analysis, we study the relationship between genes located in the MHC region that are known to be associated with schizophrenia, and presence or absence of antibodies to the herpesviruses listed above.
We applied our proposed multivariate kernel machine method to the CATIE data and compared it with the univariate method applied to each of the responses individually, and to the GEE Wald testing method. The three outcomes of each individual were the presence or absence of the three herpesviruses, the covariates were sex and age, and the genetic information was the number of minor alleles at each SNP for genes associated with schizophrenia and located around the MHC region. We used the IBS kernel to model the SNP effect. We used B = 10,000 resampled statistics in order to compute the p-values for our method. For the univariate case, we reported the minimum of the three p-values after correcting for multiple testing.
The results for our data analysis are presented in Table 3 . The multivariate, univariate, and GEE methods are denoted by "MV", "UV", and "GEE", respectively. Our method identified two significant genes, BTN2A2 (p-value 0.0018) and MHC (pvalue 0.0015). The univariate method also identified these two regions as significant along with two additional genes, BTN2A1 and POM121L2 (both p-values 0.0012). The GEE Wald method identified four genes in addition to those identified by the MV method, SLC17A1, SLC17A3, BTN2A1, and NOTCH4 (all p-values <0.0005). One possible reason our method was unable to detect the two genes identified by the UV method is because there were a small number of SNPs in the sets with little correlation, similar to Case 1 in our simulation where the UV method was more favorable. The estimated correlation matrices of these SNPs are shown in Figure 3 (first and second panels), and we see that POM121L2 had very little correlation, while BTN2A1 had more where are test was marginally non-significant. Another reason could be that the relationship among the SNPs is not well captured by the IBS kernel. When the linear and quadratic kernel were used (not presented), our method was able to detect these and other regions as significant. Choosing the correct kernel to use is a recurring problem in the KM literature since in practice, the true interaction between SNPs in a set is unknown. The GEE Wald method's detection of SLC17A3 and NOTCH4 could be due to the increased number of SNPs in the sets (13 and 24, respectively) and the resulting inflated Type I error.
CoLaus Data Results
High levels of non-HDL cholesterol and triglycerides in the body are associated with heart disease risk [3, 2, 27] and the National Heart, Lung, and Blood Institute (NHLBI) give the cutoffs of 160 mg/dL and 200 mg/dL, respectively for undesirable levels [9] . Those with diabetes and glucose levels greater than 126 mg/dL are also at increased risk for heart disease [13] . Genetic factors can play a role in these increased levels, and we hope to investigate this relationship further. This will be done using the CoLaus study, a population based study among Caucasians in Switzerland to investigate the prevalence of cardiovascular and metabolic risk factors and to find new genetic determinants associated with cardiovascular disease [10] . Of the 6188 total participants, 1704 subjects with genetic data and relevant covariate information were included in analysis. Genotypes were generated from a targeted sequencing study in 202 drug target genes [29] . We focus our analysis on those SNPs with minor allele frequencies (MAF)> 0.05 from 178 autosomal genes, for which missing genotypes were imputed using MaCH [18] . To apply our method, we dichotomized the three responses of interest (i.e., non-HDL cholesterol, triglycerides, and blood glucose levels) using the NHLBI clinical cutoffs and adjusted for age, sex, and ethnicity using the top 5 principal components. We compared our method to the univariate version in a similar manner to the CATIE analysis.
The genes corresponding to the 12 lowest MV, UV, or GEE p-values are presented in Table 4 . Due to the loss in power for multiple testing, the multivariate method only detected one gene to be significantly associated with the three binary outcomes (HCRTR1, p-value = 0.0002) while the univariate and GEE Wald methods did not identify any genes. The estimated correlation matrix of the SNPs for gene HCRTR1 is shown in Figure 3 (last panel) , showing moderate correlation between the SNPs, comparable to Case 2 in our simulation study, where the multivariate test performed better. HCRTR1 (hypocretin (orexin) receptor 1, alias OX1R) has been shown to be associated with glucose regulation ( [32, 36, 12] ), as well as cholesterol and triglycerides ( [39, 16, 31] ).
Discussion
In this paper, we model and test the joint effect of a marker set on multiple binary responses using kernel machine regression. The kernel method allows for nonlinearity and complicated interactions among markers in the same pathway and avoids the issues of parametric techniques and assumptions. Our procedure adjusts for other covariates and accounts for two sources of correlation that can arise in multiple outcomes, namely the random individual effect, and the shared marker effects. We developed a score-based test using the GEE framework to determine the joint marker effects on all the responses collectively. We conducted a simulation study to assess the performance of our method compared to evaluating the responses individually and using a Bonferroni correction. We found that the two methods were comparable when the responses were independent or had weak correlation solely due to the individual random effect. When correlation from shared markers was introduced, our method was uniformly more powerful power, regardless of individual random effect.
We found similar results when we applied our methods to two real datasets. In the CATIE study, where the source of correlation among the responses were most likely from the subjects, the univariate method was able to detect more genes as significantly associated with the outcomes of interest. However in the CoLaus study, where correlation among the responses came from both the individuals and the SNPs, the multivariate method identified the sole significant gene. Because there is no meaningful loss when correlation is low and considerable gain when correlation is moderate to high, we recommend our method as a general tool for multiple binary phenotype analysis.
In this work, we focus on SNP-set effects using the IBS kernel, but our method is not restricted to just genetic data. Environmental, biological, and any other types of factors of interest that have nonlinear effects or complicated interactions can be modeled in this framework as long as an appropriate kernel is chosen. For example, many measurements are taken during a standard echocardiogram and a combination of these variables can be used to predict presence of heart failure or different types of cardiomyopathies [26] . One could then develop tests using the methods in this paper to determine if certain combinations of echo parameters have significant effect on the binary outcomes of interest. Predictors that interact with markers can also be modeled using kernel machine regression and tests for significance can be performed. Thus our method can be used as a device in studying phenotypic data with genetic predictors or general correlated binary outcomes with environmental or biological factors.
In general, the choice of kernel plays a key role and an inappropriate kernel can yield poor performance and loss of power [35] . Methods to overcome this rely on "learning the kernel", where the kernel is adapted to the current problem. A common example is to use cross-validation techniques to select the optimal kernel from a set of predefined kernels [17] . [42] propose using a composite kernel that is some weighted combination of a set of candidate kernels. In this case, the composite kernel will have comparable performance to the unknown optimal kernel, and will perform better than any individual kernel. They also present a perturbation approach to selecting the kernel with the minimum p-value among a set of candidate kernels, and their method allows for correlation among the covariates and SNPs.
Another important issue to be noted is that in the derivation of the null distribution of the test statistic, we implicitly assume that the working responses y is normal. This may not be a satisfactory assumption of non-Gaussian, especially binary data. As a result, our proposed test is not an exact test. However, such strategies have been successfully applied to univariate tests for binary data, see for example, [23] , [40] , [7] , [45] , among others. Also, in our numerical studies we observed that the Type I errors remained close to nominal levels in all the situations we investigated.
Finally, our method can also serve as a preliminary analysis in a genome-wide association study (GWAS). In GWAS, many markers across the entire genome are identified as important to the trait or phenotype of interest. As mentioned in the introduction, testing marker-by-marker has many drawbacks, and testing all makers together will have very little, if any power to detect signals. Thus marker sets can be appropriately established gene-by-gene and our methodology can be used as a screening process to identify important genes by detecting significant global effects of the marker sets. Once these genes are identified, one can conduct further gene-level analysis to interpret the global signal and to determine which SNPs in the set are driving the global effect. We note that our method is scalable to genome wide studies. For n = 200 individuals, t = 3 responses per individual, p = 30 SNPs, B = 10000, and using the IBS kernel, on average, our test takes 3.3 seconds to run on an Intel i7 2.60 GHz processor (using one core) with 8 GB of RAM. [23] show that, by treating β as a vector of fixed effects and h = (h 1 , ..., h n ) T as a vector of random effects, the logistic KM estimator is the same as the penalized quasi-likelihood estimator from a logistic mixed model logit(p i ) = x T i β + h i , where h ∼ N(0, τK), τ = 1/λ , λ is the penalty parameter from the penalized likelihood, and K is a square matrix whose (i, j)th element is (2) . The normal equations given in (5) of [23] coincides with iteratively fitting a working linear mixed model y = Xβ +h+ε until convergence, where β and h are estimated using BLUE and BLUP respectively and ε ∼ N(0, D) where D = diag{p i (1 − p i )}. The regularization parameter τ can be estimated by treating it as a variance component and maximizing the REML criterion
. We refer to [23] for full details. Testing the overall genetic effect H 0 : h(z) = 0 for univariate responses is equivalent to testing H 0 : τ = 0. [23] propose the following score test statistic based on the derivative of (8) with respect to τ
β 0 is the MLE of β under the null logistic model, p Q = tr{P 0 K}, σ Q = 2tr{P 0 KP 0 K}, 
and the modified working model will have the same form as (5) but with ε ∼ MVN(0, D −1/2 SD −1/2 ). The parameters β j and h j can now be estimated using BLUE and BLUP respectively, and the variance components τ j can be estimated by maximizing the restricted quasi-likelihood criterion
The main goal is to test for genetic pathway effects H 0 : h(·) = 0 which is equivalent to testing H 0 : τ 1 = · · · = τ t = 0. To do this, we propose a score-type test statistic based on the derivative of the quasi-likelihood like that in (10) . Taking the derivative of the criterion in (10) with respect to τ j for j = 1, ...,t and then setting τ j = 0, the score function for τ j is S j = Q j (β , θ ) − p jQ , where
and p jQ = tr{PK * j }. Because the τ j 's are considered as variance components and thus are nonnegative, testing H 0 : τ 1 = · · · = τ t = 0 is equivalent to testing H 0 : τ 1 + · · · + τ t = 0 and we adopt a similar technique to [25] .
From section 2.2.2, in order to evaluate Q in (6), we estimate β and θ under the null using GEEs. We posit the GEEs under H 0
where X is an nt ×nt block diagonal matrix with elements X and V m0 = D −1/2 SD −1/2 . If there is no genetic pathway effect (H 0 : h(·) = 0 is true), then V m0 is the working variance-covariance matrix of y. To solve (11) , [19] suggest using a modified Fisher scoring algorithm to find β and a method of moments estimation for θ . The updating equation is
m0 (y − p). The initial estimates in the first iteration come from fitting a generalized linear model assuming independence.
We then use a simulation-based technique to get the p-values of Q. It can be shown that, under H 0 , var(y j − p j ) can be approximated as
This follows from the fact that under H 0 , y j − p j = D j ( y j − X β j ), and that
j from linear model theory. If the multiple outcomes were independent, then the variance-covariance matrix of y − p would be P, a block diagonal matrix with elements P j , but since the outcomes are correlated, the variance-covariance matrix of y − p is
, which is no longer
, (6) can be rewritten as
. Using eigenvalue decomposition, we can write B = UΛ U T where U is the matrix of orthogonal eigenvectors of B and Λ is a diagonal matrix whose elements are the corre- 
