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Abstract—We present a proof-of-concept system that demon-
strates the utility of linked data for enhancing the application of
Music Information Retrieval (MIR) workﬂows, both when curat-
ing collections of music signal data for analysis, and publishing
results that can be simply and readily correlated to these, and
other, collection sets and Linked Data sources.
The system includes: linked data implementations of a signal
repository, collection builder, and results explorer; an extension
to the myExperiment workﬂow sharing environment to include
Meandre workﬂows; and support within myExperiment and
Meandre to retrieve and persist resources from the linked data
repositories.
By way of example we gather and publish RDF describing
signal collections derived from the country of an artist. Genre
analysis over these collections and integration of collection and
result metadata enables us to ask: "how country is my country?".
Index Terms—music analysis, MIR, workﬂow, semantic web,
linked data.
I. BACKGROUND
Researchers in the ﬁeld of Music Information Retrieval
(MIR) are confronted with problems beyond the design and
implementation of systems and algorithms for retrieving infor-
mation from music. The music recordings over which analysis
would be expected to occur are often restricted from exchange
amongst researchers, either explicitly through copyrights or
implicitly through the high overheads of managing detailed
and intricate licensing. As increasingly vast quantities of audio
data are digitised, their entanglement with rights management
will only make the curation and distribution of ever larger data
sets a more complicated and time-consuming task. Even when
audio data is freely available, a difﬁcult balance must be found
between the need for comparative evaluation of approaches
using widely shared, understood, and re-usable data sets, and
the avoidance of over-ﬁtting an algorithms during development
when a speciﬁc data set is repeatedly used for testing.
Evaluation also requires a common structure into which
analytic output can be placed for comparison, rather than data
structures inherited from the development tool or environment
a researcher happened to be using. As faster computational
resources become more readily available and can be applied
to MIR tasks, the opportunities to undertake analysis on an
ever greater scale[1], [2] brings with it the associated problem
of managing ever greater quantities of result data.
It is clear, therefore, that systems which could reduce the
complexity and workload of managing data and result collec-
tions while maintaining the ability to undertake comparative
evaluations would aid the MIR researcher. MIREX[3] provides
an institutional solution to this problem through the submission
of algorithms to be comparatively evaluated using common
metrics, when performing common tasks, upon using common
datasets; but as an annual event it does not provide a solution
for day-to-day research.
Some MIR systems have begun to incorporate data man-
agement and interoperability techniques: the Networked En-
vironment for Music Analysis (NEMA) system[4] (used to
operate MIREX 2010) adopts a Service Oriented approach
of subsuming existing MIR tools as services, but is limited
to those which can be aligned with its Java data structures;
the jMIR suite uses the ACE XML DTD[5], adoption of
which is therefore a prerequisite for interoperability; GNAT
and GNARQL[6] use the Music Ontology (a key ontology
utilised in this paper) to annotate only personal collections
of music; while Henry[6], the Sonic Visualiser and Annotator
tools[7] and their VAMP plugins also use the Music, Feature,
and associated ontologies for import and export of data using
the Resource Description Framework (RDF) model, however
these systems could be characterised as traditional MIR solu-
tions that employ semantic web technologies – rather than a
Resource Oriented Architecture to support MIR research.
II. GENERAL APPROACH AND SYSTEM ARCHITECTURE
The Linked Data movement encourages a Semantic Web
built upon HTTP URIs that are published, linked, and retrieved
using RDF and SPARQL. Employing existing ontologies in-
cluding the Music Ontology, GeoNames, and OAI-ORE, we
present a proof-of-concept system and use case – informally
known as Country/Country – that applies linked data across
the lifecycle of MIR development in an effort to enhance the
process of research.
The primary motivation of our approach is to utilise meta-
data associated with digital artefacts used in MIR research to
simplify: the process of gathering collections, the application
of collections to analysis workﬂows, publishing results, and
undertaking analysis; so the researcher can focus on the
development and application of algorithms.Namespaces
db: DBpedia ontology
dc: Dublin Core
foaf: Friend of a Friend
geo: Geonames Ontology
mo: Music Ontology
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Figure 1. Country/Country system architecture with some connections in the linked data web overlaid
The prototype system consists of several services, described
in detail in the following sections and shown in ﬁgure 1:
1) An Audio File Repository (section III) which serves
signal ﬁles using the standard HTTP request methods
and access mechanisms. The Audio File Repository also
publishes a small RDF sub-graph describing each locally
stored audio ﬁle as linked data.
2) A Collection Builder (section IV) that enables a re-
searcher to select a set of signals described by linked
data services, then publish the collection as RDF.
3) Music analysis is performed by a Meandre genre clas-
siﬁcation workﬂow:
a) The myExperiment (section VI) collaborative en-
vironment has been extended to support Meandre
workﬂows.
b) myExperiment has been modiﬁed to accept RDF
published by the Collection Builder.
c) Meandre workﬂow components (section V) deref-
erence resources from the Audio File Repository
and persist URIs through the analysis workﬂow.d) Output from the analysis is published as linked data
in a Results Repository.
4) A Results Viewer (section VII) retrieves RDF published
by the Collection Builder and Result Repository and
contextualises one through the other using the com-
mon identiﬁers (URIs) and concepts (ontologies) applied
throughout the system.
The services form a highly decentralised and distributed,
loosely-federated, and scalable Resource Oriented
Architecture[8]; that is, interactions between services
occur over HTTP and involve the exchange of representations
of resources identiﬁed globally by URIs. While the sequence
above is repeated through the paper to explain the utility
of the services in the context of the use case, there is no
requirement for services to interact in this, or any other,
speciﬁc order.
Since this is a proof of concept, each service is neither the
singular nor deﬁnitive implementation of its type. For speed of
development and clarity of explanation the instances of each
service presented here are limited examples – in a true web of
data we would expect many providers of all service classes.
III. AUDIO FILE METADATA AND REPOSITORY
The starting point for most music analysis tasks is the
selection of input data for the algorithm under development
to process. In our prototype system we focus on the provision
of audio signal data in the form of MP3 ﬁles, but the technique
could equally be applied to symbolic source material such as
MIDI.
There are many bases upon which a researcher might
assemble and manage a selection of input signal data; often
this may be down to the practicalities of local availability of
physical media, or freely accessible remote collections. Such
limited collections cause not only validity issues such as over-
ﬁtting algorithms to test data, but also preclude the discovery
of novel research techniques and results that might be expected
when analysing the massive and increasing digital corpus[9].
In this demonstrator we show how metadata can be used to
automate the assembly and management of larger, distributed,
and more dynamic collections. While limited metadata is often
available through mechanisms such as ID3, this is usually no
more than a simple string tag and is limited in scope to the
speciﬁc audio ﬁle in question – here we apply Semantic Web
techniques to retrieve and combine metadata both directly and
indirectly related to the signal data.
A powerful and ﬂexible feature of the Semantic Web is the
ability to distribute metadata across the Web while maintaining
a common foundation in the underlying (RDF) model and, as
is often desirable, shared ontologies. For example metadata
about an artefact such as an audio ﬁle can be maintained on
a different web server than both the audio ﬁle itself and other
distinct sources of metadata, but when required the metadata
can be dynamically combined to form a coherent statement
of information about, and with, the audio ﬁle. Building and
maintaining this web of distributed information is a key
motivator for the Linked Data community.
In our system, the ﬁrst links to this web are made by an
Audio File Repository, which serves both MP3 audio ﬁles
and linked data about the audio ﬁles. While this represents
a generic collection of audio ﬁles to which there may be open
or restricted access, to enable a public demonstrator we have
amassed a subset of the freely available Jamendo collection1.
The repository consists of an Apache web server that has
been conﬁgured to conform to REST[10] and Linked Data
principles[11] such that:
 the primary (non-information) resources are
AudioFiles2 as described by the Music
Ontology[12]. URIs are minted for these resources
within the namespace of the repository, e.g.
http://repository.nema.ecs.soton.ac.uk
/audiofile/100002
 if a client fetches the URI representing an AudioFile
non-information resource, and uses the HTTP Accept
header to request audio/* (e.g. audio/mpeg), then
the server issues a 303 redirect to the audio signal
ﬁle (an information resource) which the client can then
download.
 if, through the HTTP Accept header, a client requests
application/rdf+xml, then the server issues a 303
redirect to a linked data RDF ﬁle (another information re-
source) containing metadata pertaining to the AudioFile.
 the RDF sub-graphs for each AudioFile are written to
a 4store3 triplestore which provides a SPARQL query
endpoint.
A second motivation for populating our audio repository with
music from the Jamendo label is to utilise the Linked Data
endpoint for Jamendo available at dbtune4. This in turn enables
us to publish Linked Data ourselves (ﬁgure 1(a)), served
when a client requests RDF (as above), and using the Music
Ontology to assert that:
 an audio ﬁle resource found in our repository is an
instance of an AudioFile.
 each AudioFile in our repository encodes a speciﬁc linked
Signal instance as deﬁned in the Jamendo linked data set
(where Signal is the concept as deﬁned by the Music
Ontology).
 a speciﬁc Track instance in the Jamendo RDF graph is
encoded by each AudioFile in our repository.
While the open licensing of Jamendo enabled us to build
a public demonstrator, there is no fundamental requirement
for the audio ﬁles to be sourced from the same provider as
the linked data – as shown in later sections, our aim is to
encourage the opposite. For example, the audio ﬁles could be
transcodings from a private collection with access restricted on
an institutional basis, while album metadata would be linked
from the Musicbrainz endpoint5.
1http://www.jamendo.com/
2Capitalised terms throughout this paper refer to concepts deﬁned in
ontologies, e.g. the Music Ontology.
3http://4store.org/
4http://dbtune.org/jamendo/
5http://dbtune.org/musicbrainz/IV. COLLECTION BUILDER WEB APPLICATION
A. Creating collections
While provision of a linked data Audio File Repository was
a necessary building block in construction of the Country/-
Country prototype, a key motivation for our approach is to
free MIR researchers from data sets that are directly derived
from speciﬁc signal repository contents. Dynamic collections
spanning multiple repositories could instead be selected using
criteria relevant to the research being undertaken, whether
from within or outside the MIR domain; earlier experimental
results could be fed back into this process as further criteria
for creation of derivative collections.
For purposes of our demonstrator, we envision a simpliﬁed
use case where a researcher wishes to investigate the possible
correlation between the genre of a performance (e.g. country,
jazz) as detected by an MIR algorithm, and the domicile of
the performing artist.
The Collection Builder web application (ﬁgure 2) provides
the user with an interface to create collections from the entire
Jamendo community, rather than being limited to the sub-set
of signal served by our Audio File Repository. As the user
selects ﬁlters, beneath the UI SPARQL queries are built up,
using concepts within and beyond Jamendo and the music
ontology to query for Signal instances.





SELECT * WHERE {
?artist a mo:MusicArtist ;
foaf:name ?artistname ;
foaf:based_near ?basednear .
{ ?basednear geo:inCountry <http://www.geonames.org/
countries/#BE> }













is used return to details of tracks recorded by artists from the
country of Belgium, where the location of an artist is asserted
in the Jamendo data, but the country of that location is encoded
by GeoNames6.
Once the user has applied sufﬁcient ﬁlters to achieve their
desired criteria and a SPARQL query constructed to enact it,
the user may “publish” their collection. This takes the form
of RDF (ﬁgure 1(b)), whereby the Collection Builder:




Figure 2. The Country/Country Collection Builder web application
 asserts the collection as an ORE[13] Aggregate of Signal,
where the Signals are URIs from the Jamendo namespace
that match the SPARQL query.
 uses the Provenance Vocabulary[14] to record the
SPARQL query used.
 asserts user speciﬁed additional metadata including au-
thorship and description.
B. Grounding collections with audio ﬁles
The collections described in the previous section have been
selected by criteria unbound by an audio ﬁle repository, but
they only contain the abstract notion of Signal as deﬁned
by the Music Ontology; to be used as input by an MIR
algorithm they must be “grounded” as AudioFiles that encode
corresponding Signal in one, or several, signal repositories.
A second stage of the Collection Builder web application
enables a user to do just this. By querying the SPARQL
endpoint provided by the Audio File Repository (section III)
for the Signal URIs aggregated in the abstract collection, a
second RDF aggregation (ﬁgure 1(c)) is published:
 a URI is minted for this grounded collection
 an ORE aggregate is asserted, this time containing Au-
dioFile URIs from the Audio File Repository (section III)
that encode Signal from the existing abstract collection. the Provenance Vocabulary expresses the relationship be-
tween the grounded collection and its abstract precursor.
It should be noted that an AudioFile collection may not be
a complete grounding of a Signal collection: coverage is
restricted to that of the Audio File Repository (or reposi-
tories) available. On the other hand, multiple corresponding
AudioFiles may be available and encoded in the grounded
collection, whereby the appropriate repository would be se-
lected when the AudioFile required is determined by network
speed, locality, or license restricted access.
V. MEANDRE WORKFLOW AND RESULTS REPOSITORY
Meandre is a data-intensive ﬂow framework[15] which
has been adopted as the workﬂow enactment engine at the
core of the NEMA system. The heart of the NEMA system
design is an extensible Java data model that incorporates MIR
data structures from existing tools such as jMIR[16] and the
Sonic tools[7]; in combination with the distributed execution
environment of Meandre this allows the NEMA system to host
and run MIR workﬂows authored in a wide variety of existing
tools[4]. Most recently the NEMA system has been used as
the submission and evaluation framework for MIREX 20107.
For the MIR stage of the Country/Country prototype we
have adopted an existing Meandre workﬂow that performs
genre and mood analysis. i.e. it takes an audio signal as input,
and through a workﬂow of feature extraction and a number of
trained classiﬁers (e.g. CART decision tree, J48 decision tree,
Linear Discriminant) provides a weighted ranking of genre
(e.g. country, baroque, jazz, rock) and mood (e.g. aggressive,
wistful, cheerful) for each audio signal.
A. Meandre Components
Each component in a Meandre ﬂow is encapsulated by a
Java object, and to integrate with the linked data services
provided by Country/Country we have modiﬁed the “head”
and “tail” components of the ﬂow such that:
 the head component, which retrieves and passes an audio
signal to the feature extractor, has been adapted to parse
a linked data AudioFile URI – such as one provided by
our Audio File Repository (section III) – as its input.
The component dereferences this non-information re-
source twice: once with the audio/mpeg HTTP Accept
header to get the audio signal ﬁle, and again requesting
application/rdf+xml to retrieve the linked data
pertaining to the AudioFile.
 the RDF sub-graph retrieved from the Audio File Repos-
itory is stored using an in-memory Jena8 model so that
the URIs can persist through the ﬂow. This maintains
the crucial links between the audio signal retrieved from
the repository and processed by the ﬂow, and the global
identiﬁers – the URIs – of the Signal of which the
AudioFile is an artefact, and – via Signal related concepts
7http://www.music-ir.org/mirex/wiki/2010:Main_Page
8http://jena.sourceforge.net/
such as Artist and Track – linked data sources such as
Jamendo.
 the tail component outputs the weighted rankings by
genre and mood from the classiﬁers: the results of the
analysis. Because the RDF sub-graph includes concepts
from the Music Ontology for both global identiﬁers
(e.g. for Signal) and local artefacts (AudioFile) we can
distinguish between these when recording results. Genre,
for example, is a concept applied to a Signal, for which
the AudioFile is a digital artefact of a Signal (that in turn
encodes a Performance).
 analysis is performed on a frame-by-frame basis within
the workﬂow, so output is written both as a CSV ﬁle
containing detailed classiﬁer values for each frame, and
as a linked data RDF model with the average analysis for
the whole Performance (i.e. per AudioFile).
 the RDF result graphs are also inserted into a 4store
triplestore to provide a SPARQL query endpoint.
B. Results Repository RDF
The tail component of the workﬂow uploads output from
the analysis to a Results Repository (ﬁgure 1(d)). The fun-
damental resources in the repository are ORE Aggregations
containing Associations (as deﬁned in the Music Similarity
Ontology[17]), where the Aggregation of Associations cor-
responds to the results from a single classiﬁer analysing
a single AudioFile. URIs are minted for these associations
in the http://results.nema.ecs.soton.ac.uk/
namespace.
For example, output from the genre classiﬁers is modelled
using a locally declared GenreAssociation subclass of Asso-
ciation, which has as its subject a Signal instance (derived
from the AudioFile via the Audio File Repository linked data),
and as its object a MusicGenre instance as deﬁned by the
DBpedia[18] ontology.
Further Provenance Vocabulary is used to record the Me-
andre ﬂow execution instance that performed the analysis
(createdBy), the classiﬁer within the ﬂow (usedGuideline), and
the AudioFile input to the analysis (usedData, as distinct from
the parent Performance of which the AudioFile is a derivative
artefact). The CSV ﬁle containing frame-by-frame analysis is
linked using the Opaque Features File ontology9.
VI. MYEXPERIMENT WORKFLOW MANAGEMENT
The myExperiment[19] web-based virtual research envi-
ronment provides discovery, sharing, and management of
workﬂows and associated Research Objects throughout their
lifecycle, providing speciﬁc support for Taverna workﬂows.
We have added support for Meandre workﬂows, as used
by the NEMA system and the Country/Country prototype, to
myExperiment10. This includes a preview page for Meandre
ﬂows, the same ability to share and manage Meandre ﬂows as
for Taverna, and functionality to enact the ﬂow on a speciﬁed
9http://purl.org/ontology/off/
10Meandre support will be merged into the main myExperiment version
over the coming months.Figure 3. myExperiment previewing a Meandre ﬂow (truncated)
Meandre ﬂow server (ﬁgure 3). The underlying implemen-
tation stores MAU ﬁles (a complete self-contained Mean-
dre workﬂow including executable components and workﬂow
metadata) within the myExperiment system.
We also extend the myExperiment API to support importing
collections from the Country/Country Collection Builder (sec-
tion IV). This new API method takes the URI of a grounded
collection as its argument; when accessed myExperiment loads
the Collection metadata and makes it available to a user as
potential input to a workﬂow. Should the user then apply the
collection to the Country/Country genre analysis workﬂow,
myExperiment will iterate through the collection and enact
the workﬂow for each AudioFile URI within (each AudioFile
URI is then dereferenced within the workﬂow; see section V).
A link utilising this API call is appended to the end of
the Collection Builder grounding process so that a user can
quickly and simply move from collection maintenance to
application of the collection to workﬂows in myExperiment.
VII. RESULTS VIEWER WEB APPLICATION
The ﬁnal service provided as part of the Country/Country
prototype system is a web application which allows a re-
searcher to view the analysis results, cross-reference against
collections, and combine the analysis with other linked data
sources. More than any other component the Results Viewer
is a proof-of-concept that highlights only a select number of
the many possible data sources and combinations.
The Results Viewer demonstration implementation (ﬁgure
4) begins by combining two linked data sets: it takes a
collection (as created in the Collection Builder, section IV)
and queries the Result Repository SPARQL endpoint (section
V) matching Association results for Signal contained in the
collection(s). The demonstrator is focussed on our country-
centric genre analysis scenario: using country derived collec-
tions cross-referenced with result data a number of statistics
and visualisations pertinent to this scenario are calculated and
rendered (ﬁgure VII) including:
 for a collection (and comparison of multiple collections)
– the number of signals
– the number of signals which have been grounded in
an Audio File Repository
– number of classiﬁers which were run on any of the
signals according to a Results Repository
– the numbers of results (Genre Associations) available
for each workﬂow enactment of the classiﬁer
 for each classiﬁer over a collection
– the songs (by artist and title) which are most and
least weighted for each genre
– a pie chart taking the highest genre weighting for
each signal
– a pie chart showing average weightings for each
genre over the collection
 for each signal in the collection (ﬁgure 4)
– a full listing of genre weightings from each classiﬁer
– a playback page which retrieves the AudioFile (using
linked data from the Audio File repository) and
the frame analysis data (using the data link from
the Results Repository RDF) and, while playing the
audio, scrolls a graph showing the frame-by-frame
genre weightings for each classiﬁer
– references to other relevant information from linked
data sources
It is through this ﬁnal element that we demonstrate the further
potential of linked data in bringing together a wide variety of
information sources.
In our ﬁrst example we take the highest weighted genre for
a given artist or collection and link to other artists in DBpedia
who perform in the same genre and are also from the same
country. This illustrates how it is possible to link between
imperfectly aligned data sets: not only do GeoNames (and the
linked Jamendo data set and the Country/Country collections)
and DBpedia use different ontologies for countries, but artists
in DBpedia can be associated with a wide variety of geo-
graphic coverages (town, region, country, etc.) and through
various relationships (residence, place of birth, etc.).
We can overcome this because geographic entities below
the level of country in DBpedia have been asserted “sameAs”
speciﬁc features in GeoNames – in other words, even though
it is conceptually incorrect to align the ontologies at the level
of country, it is possible at other levels (e.g. cities and towns).
A SPARQL query to DBpedia for a list of geographic
locations associated with all artists of a speciﬁc genre can
then be cross-referenced against their sameAs features inFigure 4. The Result Viewer web application showing analysis for a collection (top) and genre weightings over time for a speciﬁc Signal (bottom).
GeoNames, which can ﬁnally be culled by the GeoNames
country they are located in (as used by the Country/Country
collections). Although the relationship between artist and
country in DBpedia can be one of several types, the common
RDF model allows us to process them all.
In our second example we take this list of artists and, using
the provided sameAs assertions, link to the same artists on the
BBC Music website11.
VIII. CONCLUSIONS AND FUTURE WORK
The Country/Country prototype demonstrates the utility of
semantic web technologies: the consistent use of globally
unique identiﬁers (in the form of URIs) that can persist within
and between systems; a resource oriented architecture which
enables highly distributed, lightweight, and dynamic services
11http://www.bbc.co.uk/music/
when publishing data; a common underlying model in RDF
and shared ontologies for information exchange; and the power
of merging distributed information through a web of linked
data.
We have shown how even a relatively limited linking of
semantic web data sources can provide an MIR researcher
with a far greater ﬂexibility when selecting input sources than
previously available. When links to the RDF graph are main-
tained through an analysis workﬂow, we have demonstrated
that the results when published as linked data can be quickly,
easily, and usefully cross-referenced with other results, signal
collections, and further sources of data beyond the obvious
day to day purview of the researcher.
While the demonstrator embodies a speciﬁc analysis (genre)
and collection selection (by nation) in a basic use case,
the approach and technologies are more generic and widelyapplicable. The common data model of RDF extends a myriad
of possibilities for linking with data models and categorisa-
tions within and without the MIR community, which future
iterations of our architecture will address.
That is not to say one should overstate the availability of
linked data that is currently available, for while there are
plentiful opportunities for improving the lot of researchers
using the current sparse link density, information exposed as
linked data is but a tiny fraction of that available on the
World Wide Web – the document web. Herein lies something
of a bootstrapping problem, and one which we hope can
be overcome by the easy, inconspicuous, and simple data
publishing techniques we have illustrated (where we have
exposed details such as SPARQL queries to the user, this is
only in its role of proof of the concept!).
The tools we have created offer increased automation and
simpliﬁcation of day to day tasks, greater impact of results
through easy access and in turn more frequent re-use and
validation by peers. While a researcher may not immediately
or directly recognise the beneﬁts of idealised Linked Data
Principles, such practical beneﬁts must surely be an attractive
motivation which could kick-start a virtuous circle of reuse
and automation: one researcher’s results can form the basis
for another’s input collection, so data and techniques can be
combined, the web of linked data grows, and the scale of re-
use and automation grows further.
Future work will more completely and accurately model
the data and processes within analysis workﬂows – “black
boxes” within the current system, but which are the focus of
any MIR researcher’s work and interest. While Meandre is
nominally underpinned by an RDF data model, the structure
of this model is as yet insufﬁcient for direct publication
as linked data (the extensive use of string literal key/value
pairs limits the opportunities for linking). We also recognise
that procedures such as collection building are themselves
workﬂows, and as the quantity of linked data available for
collection building increases the value of applying workﬂow
techniques and sharing environments can only grow.
Finally, while we have demonstrated how RESTful and
Linked Data techniques enable the distributed serving and
separation of content and metadata, a future implementation
should demonstrate how standard HTTP access and authen-
tication mechanisms can take advantage of this separation
for the purpose of adhering to digital rights restrictions on
audio content. If applied to the system presented in this paper,
the resulting Resource Oriented Architecture would make a
compelling implementation of the “OMEN”[20] approach.
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