Quantum State Discrimination Using the Minimum Average Number of Copies by Slussarenko, Sergei et al.
Quantum State Discrimination Using the Minimum Average Number of Copies
Sergei Slussarenko,1 Morgan M. Weston,1 Jun-Gang Li,1, 2 Nicholas
Campbell,1 Howard M. Wiseman,1, ∗ and Geoff J. Pryde1, †
1Centre for Quantum Dynamics and Centre for Quantum Computation and Communication Technology,
Griffith University, Brisbane, Queensland 4111, Australia
2School of Physics, Beijing Institute of Technology, Beijing 100081, China
In the task of discriminating between nonorthogonal quantum states from multiple copies, the key
parameters are the error probability and the resources (number of copies) used. Previous studies
have considered the task of minimizing the average error probability for fixed resources. Here we
introduce a new state discrimination task: minimizing the average resources for a fixed admissible
error probability. We show that this new task is not performed optimally by previously known
strategies, and derive and experimentally test a detection scheme that performs better.
Quantum measurement and control science provides
a toolkit for implementing quantum information proto-
cols, overcoming noisy operation, minimizing the use of
costly quantum resources, and finding optimal solutions
for manipulating and reading out information encoded in
quantum states [1]. Understanding how different quan-
tum measurement and control strategies apply in differ-
ent quantum information tasks is central to realizing the
full potential of quantum approaches [2–8]. The impor-
tance of finding different quantum measurement and con-
trol solutions to different problems is revealed in the task
of quantum state discrimination, a primitive for quantum
information science and technology.
Orthogonal quantum states can be distinguished per-
fectly by quantum measurements. By contrast, when
a quantum system is prepared in one of two known
nonorthogonal states, no measurement is able to deter-
ministically tell which state the system is in. This char-
acteristic feature of quantum mechanics is one of the key
elements for secure quantum communication [9–11] and
the corresponding task of nonorthogonal states discrim-
ination has many applications in quantum information
science [1, 12–14]. Two types of imperfect state discrim-
ination tasks have been considered to date. Unambigu-
ous state discrimination performs a measurement that
is always correct when it provides an answer, but also
has a nonzero chance of providing an inconclusive re-
sult [15, 16]. A complementary approach, minimum-error
discrimination, is one that always provides an answer,
but with a nonzero probability of making a mistake [17].
If n > 1 copies of the same state are available, measure-
ment strategies within minimum error and unambiguous
discrimination tasks use all the available copies in or-
der to minimize the probability of having an incorrect
or inconclusive result, respectively. Strategies generally
fall into two categories: collective measurements, where
a single measurement is performed on all the copies; and
local (or individual) measurements, where each copy of
the state is measured separately [18]. It has been shown
theoretically that collective measurements generally out-
perform local ones, providing the smallest probability of
an error given n copies of the state [19], but such mea-
surements are hard to implement experimentally, espe-
cially for large n. Recently, it was demonstrated that,
for pure states, local adaptive measurements—where the
next measurement to be performed depends on the out-
come of the measurement on the previous copy—can
perform minimum error discrimination with exactly the
same precision as a collective strategy, for any n [18, 20–
22].
While previously known tasks are defined by their goal
of minimizing the average error, a more important goal
in many quantum information contexts is minimizing the
average resources required while keeping errors below a
given bound. This resource-centered consideration is at
the heart of fault tolerance for quantum computing [23–
25], has been applied to quantum control strategies for
state purification [26, 27] and readout [28, 29]. The idea
is that once a required threshold is reached, it is appro-
priate to allocate remaining resources elsewhere. This
leads us to define a new multiple-copy state discrimi-
nation task—guaranteed bounded error discrimination—
where the goal is to reduce discrimination error below
a fixed bound, while minimizing the average number of
copies required. Intuitively, one might assume that the
strategies that are optimal for multiple-copy minimum
error discrimination would be also optimal for the guar-
anteed bounded error one.
In this Letter, we experimentally apply two local
non-adaptive strategies, previously considered for the
minimum error discrimination task, to the guaranteed
bounded error discrimination problem for two-state dis-
crimination, also with pure states. We then derive and
experimentally demonstrate a new strategy, designed
specifically for this new task, that is local and non-
adaptive. We find experimentally that our new mea-
surement strategy for guaranteed bounded error discrim-
ination performs at least as well as the other local non-
adaptive strategies. Surprisingly, it almost always per-
forms better than the theoretical performance of the opti-
mal strategy for the minimum error discrimination task,
the adaptive one noted above. In the most interesting
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2regime, where the error is small, our new scheme even
scales better. This is unexpected, because the local adap-
tive strategy does not rely on knowing the number of
copies n. In the experiment, we investigate the strate-
gies in depth by comparing the true error probabilities
for different measurement outcome sets in each strategy,
showing why our new approach outperforms the others.
Without loss of generality, we can say that our quan-
tum system is a qubit known to be prepared in one of
the two nonorthogonal pure states |ψj〉 = cos θ|x〉 −
(−1)j sin θ|y〉, with j = 1, 2 and θ ∈ (0, pi/4), for some
orthonormal basis {|x〉, |y〉}. Note that in this work we
use angles in Hilbert space, not angles on the Bloch or
Poincare´ spheres. The states are prepared with proba-
bilities q1 and q2 = 1− q1 and their overlap is 〈ψ1|ψ2〉 =
cos 2θ. In other words, the vectors of the two states have
2θ opening angle between them, with the bisector par-
allel to |x〉. We consider local projective measurements
in an orthonormal basis {|ϕ1〉, |ϕ2〉}, where ϕ ∈ [0, pi/2)
and
|ϕD〉 = cos[ϕ− pi
2
(D−1)]|x〉+ sin[ϕ− pi
2
(D−1)]|y〉. (1)
The optimal minimum error discrimination single-copy
measurement is a Helstrom measurement [17] with
ϕH(q1, θ) =
1
2 arctan[(q1 − q2)−1 tan 2θ] and mini-
mum average probability of error EH = 12 − 12 (1 −
4q1q2 cos
2 2θ)1/2. For the symmetric q1 = q2 = 0.5 case,
ϕH(0.5, θ) = pi/4.
For multiple copies n, we first apply the three previ-
ously proposed minimum error discrimination local mea-
surement schemes [18, 21] to the guaranteed bounded er-
ror discrimination task. The cost function C(ε) we con-
sider is the average number of copies of the state required
to successfully discriminate the state with the probabil-
ity of error less than or equal to a preset value of ε. As
in Refs. [21, 22] we employ Bayesian processing for our
analysis. Plots of theoretically predicted C(ε) values, for
certain parameters, are shown in Fig. 1 for the various
schemes which we now explain.
1. Fully biased measurements (FBM). — In this strat-
egy, a projective measurement with ϕ = θ is performed
individually on each copy of the state. This type of mea-
surement outputs the guess |ψ1〉 for the input state when
all the measurement outcomes correspond to |ϕ1〉, other-
wise, the guess is |ψ2〉. The average number of measure-
ments CFBM(ε) is given by
CFBM(ε) = q1nT + q2
1− (cos 2θ)2nT
(sin 2θ)2
, (2)
with nT = d{ln(q1ε)− ln[q2(1− ε)]} /2 ln (cos 2θ)e,
where d•e denotes the integer part of (•+ 1).
2. Unbiased measurements (UBM). — In this strat-
egy, a single-copy Helstrom measurement is performed
individually on each copy of the state. The posterior
measurement angle, φ (rad)
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FIG. 1. Theoretical prediction of the average number C(ε)
of copies required to perform a state discrimination with
a probability of error bounded by ε = 0.125, as a func-
tion of measurement angle ϕ, for three different symmetric
(q1 = q2 = 0.5) pairs of states with θ = pi/8, pi/12, and pi/16.
Arrows mark the relevant measurement angle ϕ for each of
the three fixed-angle measurement strategies.
probability of the quantum system to be found in state
|ψ1〉, given m of n measurement outcomes are |ϕ1〉 is
pn(ψ1|m,n) =
[
1 +
q2
q1
(
1− sin 2θ
1 + sin 2θ
)(2m−n)]−1
. (3)
This pn(ψ1|m,n) is a function of the random variable
Rn = 2m − n. For the q1 = q2 case, which we restrict
to for our experimental and numerical investigations, the
evolution of Rn in discrete ‘time’ n forms a Markov chain
for which the transition probabilities can be readily de-
rived. The average number of measurements CUBM(ε)
can be then calculated semianalytically as the average
survival time for a random walk on the integers with two
absorbing boundaries; see Ref. [30] for details.
3.Locally optimal local measurements (LOL). — This
strategy was previously shown to be optimal for multi-
copy minimum error discrimination [21]. In this adaptive
measurement scheme, an optimal Helstrom measurement
with ϕH(q1) is performed on the first copy of the state.
The outcome of the measurement is used to update the
prior probability P (1) = q1 to posterior probability P
(2).
This probability is then used to update the measurement
angle ϕH(P (2)) for the next measurement, and the proce-
dure is repeated. For guaranteed bounded error discrim-
ination, the error probability decreases deterministically
with the number of copies used, so in this case the aver-
age number of measurements required to reach the error
3bound is exactly the number necessary, the integer
CLOL(ε) =
⌈
ln(ε− ε2)− ln(q1q2)
2 ln(cos 2θ)
+ 1
⌉
. (4)
4. Globally optimal fixed local measurement (GOF).
This is the new strategy which we now introduce. Like
strategies 1 and 2 above, it is a fixed-measurement-angle
approach. In this strategy we numerically search for an
optimal angle ϕopt that minimizes the number of copies
required for the discrimination of the states with a given
angle θ and a preset error bound ε. The results of nu-
merical simulations are shown in Fig. 1. As can be seen,
C(ϕ) is a not a smooth function and its global minimum
does not always corresponds to ϕ = pi/4 (i.e., UBM strat-
egy for the symmetric q1 = q2 = 0.5 case) or to ϕ = θ
(FBM strategy). The C(ε) distribution is different for
each state angle θ, meaning that the optimal measure-
ment angle ϕopt is a function of both ε and θ. Further
details on the dependence of ϕopt and C(ε) on state angle
θ are presented in Ref. [30].
We tested the applicability of our theoretical pre-
dictions by experimentally discriminating nonorthogonal
linear polarization states of single photons with θ = pi/12
and q1 = q2 = 0.5, using the experimental setup shown in
Fig. 2. The use of a linear plate polarizer (LPVISB050-
MP2 from Thorlabs) allowed us to have high quality state
preparation across the entire θ ∈ [0, pi/2). Since the
measurement outcomes are dependent only on the rel-
ative angle θ − ϕ between the state and measurement
axes, not their global orientation, the measurement axes
in our experiment were fixed to {|x〉, |y〉}, while the angle
of the prepared polarization state was adjusted to pro-
vide the required θ−ϕ settings. This allowed us to use a
fixed polarizing beam displacer as the measurement de-
vice, which provided high-contrast-ratio state projection
on {|x〉, |y〉} basis states (see Ref. [30] for details on state
characterization).
The experimental results for the three fixed-angle
strategies, together with theoretical predictions for all
four strategies outlined above, are shown in Fig. 3. Each
experimental point was calculated from an independent
data run and each GOF measurement was acquired with
a different ϕopt value, optimal for its corresponding ε.
Our experimental data match the theory well, and con-
firm that the GOF strategy performs at least as well as
the other fixed-angle strategies, and is usually better than
any of the other strategies, for the whole range of preset
error values. Furthermore, as suggested by theoretical
curves in Fig. 3, and shown in Ref. [30], in the asymp-
totic limit of small ε, the minimum-error-optimal strat-
egy (adaptive LOL), has a worse scaling than any of the
fixed-angle measurement strategies. The latter appear
from the numerics to all have the same scaling, although
the GOF strategy still performs better than the FBM
strategy all of the time, and better than the UBM most of
the time. This reversal in scaling, with the best strategy
for minimizing average error for fixed resources becoming
the worst strategy for minimizing average resources for
fixed error, was also seen in the task of qubit purifica-
tion [26, 27], with state purity in place of discrimination
error.
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FIG. 2. Experimental setup. Pairs of single photons were
obtained using a 404 nm cw diode laser pump and a non-
linear bismuth triborate (BiBO) crystal cut for noncollinear
type-I spontaneous parametric down-conversion. The gen-
erated photon pairs of 808 nm wavelength were spectrally
filtered by interference filters (3 nm FWHM) and collected
into optical fibers. One photon from the pair was used as a
herald, while the other was sent through the fiber into the
state preparation and measurement setup. A combination of
a fiber polarization controller (PC), a Glan-Taylor polarizer
(GTP), a half-wave plate (HWP), and a rotating linear plate
polarizer (LPP) were used to prepare the linear polarization
state and polarizing beam displaced (PDB) was used for the
high-fidelity projective polarization measurement. APDs are
avalanche photodiodes.
Insight as to why the fixed-angle GOF strategy per-
forms better than the other fixed-angle strategies can be
obtained by analyzing the discrimination measurement
procedure in more detail. The outcome of a measure-
ment of a single copy of the state can be represented by
the index D = 1, 2, corresponding to projection onto the
state |ϕD〉. An outcome of a multiple-copy measurement
process on n copies can be then represented by a string
χn = D1D2...Dn of length n. For a given n, only a sub-
set Sn of these strings will correspond to a discrimination
run that is successful (i.e. it allows one to guess the state
with an error less than or equal to ε) at the nth copy, and
is thus terminated then. The elements of Sn will be de-
noted Xn. For example, for the FBM measurement strat-
egy, even one |ϕ2〉 detection outcome would conclude the
measurement procedure with the guess |ψ2〉, excluding
any combination which is not of form 11, 12, ..., 1n−1, 2n,
or 11, ..., 1n (of sufficient length to allow one to success-
fully guess |ψ1〉).
Each Xn will have its own probability P (Xn) of being
observed as the result of a measurement run. Note that
we cannot have Xn = X
′
n′Dn′+1...Dn for any X
′
n′ ∈ Sn′ ,
because the measurement would have terminated at copy
n′. Thus, there is no multiple counting of successful mea-
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FIG. 3. Average number of copies C(ε) required to perform
state discrimination as described in the text, as a function
of preset error bound ε, using four different discrimination
strategies. Lines represent theoretical predictions for all four
discrimination strategies, including the adaptive LOL strat-
egy [21]. The state angle is θ = pi/12. Points represent ex-
perimental data for fixed-measurement-angle strategies; each
point was acquired with 100000 independent measurement
sets. Error bars, arising from the statistical uncertainty due
to the finite number of measurement sets, are smaller than
the point size.
surements, and
∑∞
n=1
∑
Xn∈Sn P (Xn) = 1. This allows
us to define the cost as C =
∑∞
n=1
∑
Xn∈Sn nP (Xn).
Each Xn provides a certain true probability of discrimi-
nation error e(Xn), which, it is worth noting, may be con-
siderably smaller than ε, especially when ε is just smaller
(i.e., − ln ε is just greater) than a point at which the rel-
evant cost function curve C(ε) changes discontinuously
downwards (i.e., upwards when plotted versus − ln ε).
Such discontinuities occur for all four schemes, not just
the LOL scheme for which C(ε) is an integer.
We have experimentally measured the individual error
probabilities e(Xn) and likewise the probabilities P (Xn)
of the successful measurement outcomes, for all three
fixed-angle strategies. We choose parameters of ε = 0.179
and state angle θ = pi/12 to highlight the features of the
different schemes. Experimental results, together with
corresponding theoretical predictions are shown in Fig. 4.
For the UBM measurement strategy, all successful strings
have expected true error probability e(Xn) = 0.1. These
strings Xn are those for which the number of 1’s ex-
ceed (or fall short of) the number of 2’s by exactly 2,
and for which this condition is not satisfied by any sub-
string Xn′ for n
′ < n. Thus, the UBM ball for a given
n (in this case, even numbers) corresponds to the aver-
age e(Xn) and total P (Xn) for the full set of observed
strings Xn ∈ Sn. Only results for n ≤ 10 are shown, cor-
responding to a total probability
∑10
n=1
∑
Xn
P (Xn) ≈
99.3%. For the FBM measurement strategy, the rele-
vant strings are {2, 12, 112, 1112, 11112, 111112, 111111},
with the first six corresponding to the outcome |ϕ2〉 and
expected true probability of error e(Xn) = 0, and the re-
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FIG. 4. Experimentally observed true error probabilities of
different successful measurement outcome strings Xn for three
fixed-angle discrimination strategies, sorted according to the
length n. The state angle is θ = pi/12. The target maximum
probability of error ε = 0.179 is illustrated by a horizontal
line on the plot and corresponds to the vertical dashed line
third from the left in Fig. 3, at − ln(0.179) ≈ 1.716. Each
ball area is proportional to the observed probability P (Xn)
of particular measurement string Xn of length n, except for
the UBM strategy where different strings are combined (see
main text). The vertical position of each ball center corre-
sponds to the observed probability of error e(Xn) for each
string (or set of theoretically equivalent strings for the UBM
case). Translucent balls represent theoretical predictions for
all four measurement strategies. See main text for details.
maining one corresponding to the outcome |ϕ1〉. For the
GOF measurement strategy, the 8 most probable strings,
{2, 11, 122, 1212, 12111, 121122, 1211212, 12112111}, are
shown, corresponding to a total probability of ≈ 99.8%.
As noted before, the LOL strategy requires a determin-
istic number of copies to perform a discrimination. In
this case, CLOL(0.179) = 2, a theoretical prediction illus-
trated by a single ball at n = 2 . For the choice of parame-
ters in this figure, the LOL strategy performs basically as
well as the GOF one, with CGOF(0.179) = 2.005± 0.005,
despite having an entirely different distribution of mea-
surement strings Xn and individual true error probabili-
ties e(Xn).
Our measurements confirm that the true error lies at
or beneath the bound for each individual detection string
Xn that is predicted to lead to a successful discrimina-
tion. Additionally, it can be seen that the previously
used discrimination strategies (UBM and FBM) provide,
in all but one case, true error probabilities far below the
bound ε. However, there is a significant chance that one
5has to probe a large number of copies to reach a suc-
cessful discrimination—in both cases, a more than 10%
chance that six or more copies are needed. By contrast,
the GOF strategy gives, with very high chance a true
error probability close to the bound of ε = 0.179. Thus
it is able to have a less than 10% chance that more than
three copies are needed.
In conclusion, we have studied the problem of multi-
copy discrimination of two specified nonorthogonal quan-
tum states from the point of view of minimizing re-
sources (number of copies used). We showed that this
guaranteed bounded error discrimination task is not op-
timized by any of the strategies used in usual multi-
copy minimum error discrimination. Instead, we intro-
duced a new scheme—the globally optimal fixed measure-
ment scheme—and we demonstrated theoretically and
experimentally that it matches or (more usually) out-
performs the other options. There is actually one ex-
ception to the last statement: for poor discrimination
(large error bound), the adaptive scheme that is opti-
mal for minimum-error discrimination sometimes outper-
forms our new scheme. This raises the interesting possi-
bility that a different adaptive scheme could perform bet-
ter than our globally optimal fixed measurement scheme
in all regimes. This is an issue for future investigation.
We note that minimizing resources—in this case, the
number of copies of the quantum state being used—is of-
ten a key consideration in quantum control and quantum
information tasks. Moreover, we discovered a reversal in
the performance of schemes when swapping the task def-
inition from performance maximization to resource mini-
mization, similar to that previously observed in state pu-
rification [26, 27]. This suggests that this phenomenon
is a generic one, with wide relevance, requiring further
work to illuminate it.
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