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ABSTRACT
While machine-learning models are flourishing and transforming
many aspects of everyday life, the inability of humans to under-
stand complex models poses difficulties for these models to be fully
trusted and embraced. Thus, interpretability of models has been rec-
ognized as an equally important quality as their predictive power.
In particular, rule-based systems are experiencing a renaissance
owing to their intuitive if-then representation.
However, simply being rule-based does not ensure interpretabil-
ity. For example, overlapped rules spawn ambiguity and hinder
interpretation. Here we propose a novel approach of inferring di-
verse rule sets, by optimizing small overlap among decision rules
with a 2-approximation guarantee under the framework of Max-
Sum diversification. We formulate the problem as maximizing a
weighted sum of discriminative quality and diversity of a rule set.
In order to overcome an exponential-size search space of asso-
ciation rules, we investigate several natural options for a small
candidate set of high-quality rules, including frequent and accurate
rules, and examine their hardness. Leveraging the special struc-
ture in our formulation, we then devise an efficient randomized
algorithm, which samples rules that are highly discriminative and
have small overlap. The proposed sampling algorithm analytically
targets a distribution of rules that is tailored to our objective.
We demonstrate the superior predictive power and interpretabil-
ity of our model with a comprehensive empirical study against
strong baselines.
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• Computing methodologies → Rule learning; Supervised
learning by classification.
KEYWORDS
rule sets; diversification; rule learning; pattern mining; sampling;
classifier
ACM Reference Format:
Guangyi Zhang and Aristides Gionis. 2020. Diverse Rule Sets. In Proceedings
of the 26th ACM SIGKDD Conference on Knowledge Discovery and Data
Mining (KDD ’20), August 23–27, 2020, Virtual Event, CA, USA. ACM, New
York, NY, USA, 10 pages. https://doi.org/10.1145/3394486.3403204
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
KDD ’20, August 23–27, 2020, Virtual Event, CA, USA
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-7998-4/20/08. . . $15.00
https://doi.org/10.1145/3394486.3403204










































































































x
x
x
x
xx
x
x
x
x
x
x
x
xx
x
x
x
(a)










































































































x
x
x
x
xx
x
x
x
x
x
x
x
xx
x
x
x
(b)
Figure 1: A toy example of two different rule decision sets,
where a rule is represented by a green rectangle. Rule set (a)
has beenproduced by a sequential covering algorithm,while
(b) illustrates a diverse rule set.
1 INTRODUCTION
There is a general consensus in the data-science community that
interpretability is vital for data-driven models to be understood,
trusted, and used by practitioners. This is especially true in safety-
critical applications, such as disease diagnosis and criminal justice
systems [32]. Rule-based models have long been considered inter-
pretable, because rules offer an intuitive representation of knowl-
edge [26]. Rule-based models have been used as a popular proxy to
decompose and explain other complex models [23].
Some rule-based models are easier to interpret than others. For
example, rule sets (also known as DNF or AND-of-ORs) are gener-
ally considered easier to interpret than decision lists, due to a flatter
representation [20, 30]. Recently, there has been an increasing inter-
est in further enhancing interpretability of rule-set models. Building
on work to minimize model complexity [18, 34, 36, 39], Lakkaraju
et al. develop Interpretable Decision Sets (IDS) [30], whose key
property is small overlap among rules. Since overlapping rules cre-
ate ambiguity and need a conflict resolution strategy, it is rational
to consider small overlap as a new effective criterion to improve
interpretability.
It is worth noting that each path in a decision tree can also be
seen as a decision rule. Although these paths have zero overlap, they
are strictly organized in a restricted form of a tree, and required
to cover the entire dataset, which may not be realistic. Thus, we
mainly focus on direct rule set induction in this paper.
We illustrate the notion of small overlap by a toy example in
Figure 1, where rules are represented by green rectangles. A rule set
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generated by the popular sequential covering algorithm (Seq-Cov)
[26] may consist of a set of largely overlapping rules, as the selection
of a rule ignores completely the coverage of previous rules. On the
contrary, in an ideal case, an interpretable rule set should produce a
set of disjoint rules, under which, the membership of each instance
is unambiguous. Such behavior is desirable, especially in multi-class
classification.
In this paper, we relate small overlap among decision rules to
another line of research, diversification [11, 24, 35]. In particular, we
concentrate on a type of diversification problems, calledMaxSum
or remote-clique diversification, where the diversity of a set is de-
fined to be the sum of distances between every pair of points in the
set.MaxSum aims at a selection of points that maximize diversity,
under a cardinality constraint. When the distance function is a met-
ric, there are known 2-approximation algorithms for theMaxSum
problem. Furthermore, an additional monotone non-decreasing sub-
modular function of the selected set, referred to as a quality measure
(also known as a relevance measure in information retrieval area),
can be incorporated into the framework, with no loss in the approx-
imation ratio. Thus, diversification can be generalized to maximize
a weighted sum of quality and diversity of a fixed-size set.
Inspired by the diversification framework, we adopt a new view-
point on interpretable rule sets, where we define the problem as
selecting a set of diverse decision rules from a large collection of
candidate rules. Previous work, such as the IDSmethod, formulates
the problem by using a non-normalized non-monotone submodular
function, which can be approximated deterministically within a
factor of 3 (or within a factor of 2 by using randomization) [13].
Instead, we propose a novel formulation, which can be approxi-
mated deterministically within a factor of 2, thanks to techniques
borrowed from diversification [11].
Moreover, our approach enjoys several advantages over IDS,
including superior performance, fewer hyper-parameters, having
linear complexity with respect to the size of the candidate rule set
(IDS has quadratic complexity), and an option to explicitly control
the size of selected rules, which can be automatically determined,
as well. To the best of our knowledge, this is the first work to apply
a notion of diversification to rule-based systems.
Our formulation consists of a weighted sum of two components,
discriminative quality and diversity. The objective is to maximize
the sum under a cardinality constraint on the rule set. The proposed
quality function encourages a selection of discriminative rules,
while diversity obviates unnecessary overlap among selected rules.
The selection procedure can be accomplished by a non-oblivious
greedy algorithm with a 2-approximation guarantee [11].
Another contribution we make in this paper, is a sampling al-
gorithm to tackle the long-standing difficulty in rule learning [21],
or more specifically, in associative classification [33], which is the
exponential-size search space of candidate rules. Associative classi-
fication classifies an unseen record using a small set of association
rules, which is usually selected from a larger pre-mined candidate
set. An exemplar of associative classifier is CBA [33].
Clearly, the success of associative classification heavily depends
on the quality of the candidate set. The most common approach is to
accept a compromise solution of being restricted to frequent rules,
which is adopted in IDS. However, frequent rules are in general not
a qualified candidate for an interpretable rule set, as they possess
no discriminative power, and capture mostly commonly known,
redundant and less interesting patterns. For example, a frequent rule
may consist of a set of uncorrelated frequent conditions (feature-
value pairs). Besides, it has been proved that counting frequent
rules is intractable [25], let alone enumerating them, especially
when conditions (items) are large and dense [5]. We investigate
several natural options for a candidate set, their effectiveness and
their hardness, such as accurate rules.
We show that, unfortunately, for frequent [8] and accurate rules,
almost-uniform sampling is infeasible. Despite these negative ob-
servations, we harness the special structure of our formulation, and
propose a novel and efficient sampling algorithm to effectively sam-
ple discriminative and less-overlapping rules from an exponential-
size search space at each iteration. The algorithm, inspired by a
sampling technique developed by Boley et al. [9], analytically tar-
gets a sampling distribution over association rules, which is tailored
for our optimization objective.
Our contributions are summarized as follows.
• To the best of our knowledge, this is the first work to re-
late diversification to small overlap among decision rules to
produce interpretable diverse rule sets.
• We propose a novel formulation for a diverse set of rules that
are accurate, have small overlap, and can be solved efficiently
with a 2-approximation guarantee.
• We investigate several options for a candidate rule set in
an exponential-size search space, including frequent and
accurate rules, and examine their effectiveness and hardness.
• We circumvent the difficulty inmining association rules from
an exponential-size search space by proposing a novel and
efficient randomized algorithm, which samples rules that are
discriminative and have small overlap.
• A comprehensive empirical study on various real-life datasets
is conducted, and it shows superior predictive performance
and excellent interpretability properties of our model against
strong baselines.
The rest of the paper is organized as follows. In Section 2 we
discuss the related work. We delineate our proposal for the diverse
rule-set problem in Section 3. We analyze the hardness of the pro-
posed formulation and of different association-rule mining options
in Section 4, followed by a presentation of our sampling algorithm
in Section 5. We evaluate the performance of our algorithm in
Section 6. Finally, we present our conclusions in Section 7.
2 RELATEDWORK
Rule learning. Learning theory inspects rule learning from a com-
putational perspective. Valiant [38] introduced PAC learning and
asked whether polynomial-size DNF can be efficiently PAC-learned
in a noise-free setting. This question remains open, and researchers
try to attack the problem in restricted forms, however, these sce-
narios are less practical for real-world applications with noisy data.
Predominate practical rule-learning paradigms for rule sets in-
clude sequential covering algorithms [26], and associative classi-
fiers [33]. The former iteratively learns one rule at a time over the
uncovered data, typically by means of generalization or special-
ization, i.e., adding of removing a condition to the rule body [21].
Popular variants include CN2 [16] and RIPPER [17]. Associative
classifiers use association rules, which are usually pre-mined using
itemset-mining techniques. A set of rules is selected from can-
didate association rules via heuristics [33] or by optimizing an
objective [4, 30, 39]. Our method falls into the second paradigm.
For associative classifiers, initial methods select rules from a
set of pre-mined model-independent candidates, with respect to,
for example, frequency, confidence, lift, or other constraints, while
more recent models embrace an integrated approach [18, 34]. Both
types of approaches suffer from a computational setback. Pattern
explosion easily renders the former family of methods infeasible,
while optimization in the latter is inherently hard. Our method
lies at the middle of the two ends of the spectrum, where our rule
generation is iteratively guided by the model.
Interpretable rule-based systems. Here we only discuss inter-
pretability-related properties for rule sets. Interested readers are
referred to the comprehensive survey on interpretability by Freitas
[20]. Most existing models characterize the interpretability of a
rule set as having low model complexity. Early work focuses on
the sparsity of rules, i.e., a small number of conditions [34, 36].
Recent work further considers the size of a rule set, i.e., a small
number of short rules [18, 39]. Lakkaraju et al. advocate small
overlap among rules as a new criterion for interpretability [30].
Our model emphasizes small overlap, while implicitly taking other
criteria into consideration.
Itemset mining. Frequent itemset mining (FIM) [1] is one of the
most well-known problems in data mining. Two major drawbacks
of frequent itemsets are pattern explosion and lack of interesting-
ness. A vast amount of literature can be roughly categorized into
two groups. The first group studies efficient data structures and
algorithms for FIM itself or its condensed representations (bases),
such as closed itemsets and maximal frequent itemsets. The second
group goes beyond frequency, and puts forth different interesting-
ness measures or constraints for an individual pattern [15] or a set
of patterns [29]. A decision rule in our setting can be viewed as a
labeled itemset.
Output-space sampling. One approach to tackle prohibitive out-
put space of patterns is via sampling [14]. It is important to distin-
guish between input-space [37] and output-space sampling, where
the former performs sampling on database instead of patterns.
Chaoji et al. [14] sample maximum frequent subgraphs via a
randomization on extension of a path, starting from an empty edge
set. Boley et al. devise an efficient two-step sampling procedure
by first sampling a data record and than sampling a subset of the
record, so that samples follow a distribution proportional to several
interestingness measures, such as frequency [9, 10].
Some existing works approach output-space sampling using
Monte Carlo Markov Chains. Al Hasan et al. simulate random
walks on the frequent pattern partial order, and target different
stationary distributions via well-designed transition matrices or
Metropolis-Hastings algorithms [2, 3]. Boley et al. [7] construct
a sophisticated random work over a concept lattice, where each
concept corresponds to a closed itemset. However, none of these
random walks guarantee convergence in polynomial time.
Diversification. The maximum dispersion problem was first stud-
ied by Ravi et al. [35]. Gollapudi and Sharma [24] turn it into a bi-
objective optimization by incorporating a second quality objective.
Borodin et al. [11] extend the formulation to allow a submodular
quality function. Our paper is the first to apply diversification to
interpretable rule sets.
Hardness results in rule mining. Compared to the studies for
efficient algorithms for association rule mining, little attention has
been drawn to its computational complexity. Boros et al. [12] prove
that it isNP-hard to decide whether a given set of maximal frequent
itemsets is complete. Gunopulos et al. [25] prove #P-completeness
for counting the number of frequent itemsets and NP-completeness
of mining a τ -support itemset of given length. Yang [40] further
proves #P-completeness for counting maximal frequent itemsets.
Previous work concentrates on complexity of mining frequent or
maximal frequent patterns, while our work extend the hardness
result to mining accurate rules among labeled itemsets.
Another line of hardness results is directed at inapproximabil-
ity of sampling and counting of patterns. The seminal work of
Khot [28] proves the inapproximability of Maximum Balanced Bi-
clique (Max-BBC) up to a factor of size(x)δ for instance x and a
constant δ > 0, assuming a widely-believed assumption NP ⊈
∩ϵ>0BPTIME(2nϵ ). Afterwards, Boley [6] introduces a direct re-
duction to Maximum Frequent Itemset (Max-Freq-Set). Due to the
polynomial equivalence between Max-Freq-Set and computing
its cardinalityMax-Freq-Cardinality, Boley and Grosskreutz [8]
extend the inapproximability to counting frequent itemsets, i.e.,
|F |. According to the polynomial equivalence between approxi-
mate counting and almost-uniform sampling [27], almost-uniform
sampling of F is intractable. Based on previous work and a reduc-
tion from counting |F | to counting accurate rules |Uψ |, we affirm
the hardness of almost-uniform sampling ofUψ .
3 PROBLEM FORMULATION
We describe our method assuming that all features are binary, and
thus, the input dataset can be seen as a set of labeled transactions.
However, our method is general and can be applied to data with
categorical or numerical features. To represent a dataset as a set
of labeled transactions, each categorical feature is transformed
into one-hot binary features, and numerical ones discretized into
bins. More details about binarization of numerical and categorical
features will be discussed in Section 6.
We are given a set of labeled data records T = {(T1,y1), ...,
(Tn ,yn )}, where every data record (or transaction) T ⊆ I is repre-
sented as a vector of binary features, I is the set of binary features (or
items), and labely ∈ Y is a categorical variable, e.g.,y ∈ {0, 1} in the
binary setting. The universal set of rules is denoted asU = 2I × Y ,
and the set of selected rules as R ⊆ U. A rule is thus composed of
two components, a body and a head, i.e., a set of items and a label,
respectively. A data record T satisfies a rule R, or equivalently, a
rule R coversT , if body(R) ⊆ T , also denoted asT ∈ T (R). The rule
set R can be seen as a multi-class classifier as follows.
R(T ) =
{
label(R) if exists R ∈ R such that T ∈ T (R)
default label otherwise.
(1)
In case that there are several rules in R simultaneously coveringT ,
which is precisely the situation our method tries to minimize, we
resort to a user-defined conflict resolution strategy, for example,
choosing the most accurate rule. Technically speaking, when a
class-based ordering is used, R is a rule set; when a rule-based
ordering is used, R is a decision list.
We briefly review notions of a set function and a metric here.
A set function f : 2U → R is monotone non-decreasing if f (B) ≥
f (A) for all A ⊆ B ⊆ U . Function f is submodular if it satisfies the
“diminishing returns” property, which means f (B ∪ {u}) − f (B) ≤
f (A ∪ {u}) − f (A) for A ⊆ B ⊆ U and all u ∈ U \ B. Function f
is called supermodular is −f is submodular, and modular if f is
both submodular and supermodular. A metric is a distance function
d : U × U → R+ such that d(u,u) = 0, d(u,v) = d(v,u) and
d(u,w) ≤ d(u,v) + d(v,w) for all u,v,w ∈ U .
Before we introduce a formal definition for the problem, we will
describe the quality and diversity functions for a set of rules.
Quality. We define the quality of a rule set R to be the sum of
discriminative scores over all rules R in R. More formally,
Q(R) =
∑
R∈R
q(R), (2)
q(R) =
√
|Ty (R)| 1(R) DKL(PT(R) | |PT ), (3)
where y = label(R) is the class associated with rule R, Ty (R) is the
subset of y-labeled data records covered by R, 1(R) is an indicator
function, which is equal to 1 if |Ty (R)|/|T (R)| − |Ty |/|T | > 0 and
0 otherwise, PT is a distribution of different classes over T , and
DKL(·) is the KL divergence between two distributions.
In other words, the discriminative measure q(R) is positive when
the distribution of T(R) deviates from the corresponding distribu-
tion on the entire dataset and the proportion of data records labeled
by y in the cover of R is higher than the corresponding proportion
of data records in the original dataset.
The value of q(R) is high when the distribution PT(R) (data cov-
ered by R) is more imbalanced than the distribution PT (the whole
dataset), which indicates a strong discriminative ability.
Maximizing the KL divergence of an itemset is akin to another
problem, Exceptional Model Mining (EMM) [31], which is a general-
ization of subgroup discovery and finds a subgroup description that
is substantially different from the complete dataset. Note that the
order of two distributions in KL divergence is important, because
KL divergence is not symmetric. With the chosen order, we encour-
age rules that take care of a rare class. Furthermore, there exists a
well-known trade-off between accuracy and coverage size in rule
learning. In order to encourage rules of large coverage, we multiply
the KL divergence with the square root of |Ty (R)|. A multiplication
of discrimination and coverage can also be found in other popular
rule learning methods, such as RIPPER [17]. It is easy to see that
Q(R) is a non-negative modular set function, and thus, monotone
non-decreasing submodular.
Diversity. Diversity is defined as a sum of pairwise distances of
elements in the set. The distance between two rules is defined to be
the Jaccard distance of their coverage over all data records. Here we
overload the notation ofd(·)with the distance function between any
two rules, d(Ri ,Rj ). Note that the Jaccard distance is a metric, and
maximizing the Jaccard distance captures well the notion of small
overlap. Unpleasant small redundant rules may also cause a high
diversity value, but other components in our algorithm collaborate
to prevent selecting such rules.
d(R) =
∑
Ri ,Rj ∈R
d(Ri ,Rj ), (4)
d(Ri ,Rj ) = 1 −
|T (Ri ) ∩ T (Rj )|
|T (Ri ) ∪ T (Rj )| . (5)
Problem definition. We are now ready to formally define the
problem of finding a diverse rule of sets, which is the focus of this
paper.
Problem 1 (Diverse rule set (DRS)). Given a set of labeled data
records T = {(T1,y1), ..., (Tn ,yn )}, a budget b on the number of rules,
and a non-negative number λ, we want to find a set of rules R that
maximizes the MaxSum diversification function
D(R) = Q(R) + λd(R), (6)
over the space of rulesU and under a cardinality constraint |R | ≤ b.
Here, λ is a user-defined hyper-parameter to control the trade-off
between the quality function Q(·) and the diversity function d(·).
Discussion. In general, objective functions in the form of Equa-
tion (6) can be approximated within a factor 2 via a greedy algo-
rithm [11], provided the d(·) is a metric andU can be enumerated
in polynomial time. We will address the problem ofU later.
Maximizing Equation (6) will give a desirable rule set in terms
of our goal, i.e., accuracy and small overlap. Though d(·) may po-
tentially favor small-coverage rules since they are less likely to
overlap, Q(·) counteracts this effect by encouraging large-coverage
rules. Moreover, a rule sampling algorithm described in Section 5
is designed to sample large-coverage candidate rules only among
uncovered records, which simulates a similar rule discovery process
as Seq-Cov. Hence these two measures and the sampling algorithm
collaborate to produce a rule set that is both accurate and diverse.
Our model is an inherent multi-class classifier. For the sake of
simplicity, we focus on binary classification in the rest of the paper,
and discuss extensions to a multi-class case when needed.
We conclude this section with a clarification on decision rules
in theory and in practice. It is important to discern the discrete
nature of a decision rule in our situation. We exemplify decision
rules in an itemset lattice in Figure 2. A decision rule whose body
is an itemset covers all of its supersets on the lattice. For example,
the rule represented by the green oval has a body itemset “AB”, and
it covers both itemsets “AB” and “ABC”. Thus, in theory, every rule
overlaps at the complete itemset (e.g., “ABC” in the figure). Hence,
an ideally “disjoint” rule set does not exist. However, in a common
case, multiple items are generated by binarization of one feature,
so such a complete itemset never appears.
4 HARDNESS
The hardness of the DRS problem originates from two aspects, (i)
optimizing the objective function in Equation (6), and (ii) mining
the optimal rule with respect to the discriminative measure in
Equation (3). We justify our modeling decisions and along the way
we introduce these hardness results.
First, optimizing exactly the objective function in Equation (6)
should not be expected, and a 2-approximation guarantee is proven
to be tight under a standard complexity conjecture.
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Figure 2: A perspective from a itemset lattice on decision
rules. Each rule is represented by an oval.
Proposition 1 ([11]). Optimizing a general diversification func-
tion in the form of Equation (6) is NP-hard. 2-approximation is tight
assuming that the planted clique conjecture is true.
Greedy and local-search algorithms are both identified to be
capable of giving a 2-approximation guarantee. However, the dis-
criminative measure used in the first term of Equation (6) poses a
new difficulty to the approximation algorithms. As we mentioned
in Section 3, maximizing the KL divergence in the discriminative
measure q is a special case of the Exceptional Model Mining (EMM)
problem [31], for which, to the best of our knowledge, there are
only heuristic solutions so far. Obviously, the difficulty lies in the
exponential size of the search spaceU. The approximation algo-
rithms are thus unable to finish in polynomial time as they need
to perform exhaustive search to find the most discriminative rule.
Therefore, to address this challenge, we replace the vast search
spaceU with a smaller candidate set C.
Most existing methods circumvent the intractableU by limiting
C to only frequent rules, whose coverage ratio in the dataset is
above some threshold. This strategy has two drawbacks. First, it is
already known that the output space of frequent rules can be expo-
nentially large, i.e., the notorious pattern explosion phenomenon
[25]. In fact, it is #P-hard to count the number of frequent itemsets.
This is true even for a condensed representation of frequent rules,
such as maximal frequent itemset [40]. Second, frequent rules alone
are unlikely to provide useful candidates for interpretability and
classification purposes. They usually capture the most commonly-
known patterns and are not endowed with discriminative power.
Another natural idea is to permit only accurate rules. We now
show that this is also hard in general.
Proposition 2. The problem of counting the number ofψ -accuracy
rules for a givenψ ∈ [0, 1], is #P-hard.
Proof. We show that counting the number ofψ -accuracy rules
is at least as hard as counting the number of τ -support itemsets, for
a given τ ∈ N. The proof immediately follows the fact that counting
the number of τ -support itemsets is #P-hard [25].
Given a set of n transactions, we create a labeled dataset. We
set all transactions to be positive data records and include one
extra negative data record, i.e., T = {(T1, 1), ..., (Tn , 1), (Tn+1, 0)}.
In particular, the negative data record Tn+1 includes all items. If
we were able to count the number of positive ψ -accuracy rules,
by setting ψ = ττ+1 , we would be able to count the number of
τ -support itemsets. □
One may suggest an alternative definition for C, such as top-k ac-
curate rules. Unfortunately, this is still very hard, and does not bear
a resemblance to finding a top frequent rule, i.e., the empty itemset,
because accuracy does not enjoy a handy monotone property as
frequency does [1]. The following result affirms the difficulty in
finding accurate rules. It is computationally hard to find the most
accurate rule with a given rule size.
Proposition 3. The problem of deciding if there exists aψ -accuracy
rule with at least t items is NP-complete.
Proof. It is easy to see that this problem is in NP. To show
the NP-completeness, we prove via a polynomial time reduction
from the Balanced Bipartite Clique problem (BBC), which has
been proved to be NP-complete [22]. Given a bipartite graph G =
(V1,V2,E), a balanced clique of size k is a complete bipartite graph
G ′ = (V ′1 ,V ′2 ,E ′) with |V ′1 | = |V ′2 | = k and |E ′ | = k2. The BBC
problem is to check the existence of a balanced clique of a given
size k in a given bipartite graph G.
Given a bipartite graph G = (V1,V2,E) and an integer k , we
create a set of |V2 | items, and a dataset consisting |V1 | positive data
records and one extra negative data record. In particular, a positive
data record contains only items that are connected to it, and the
negative data record contains all items. If we were able to find a
ψ -accuracy rule with at least t items, by settingψ = kk+1 and t = k ,
we would be able to find a balanced clique of size k . This completes
the reduction. □
We present the last hardness result that rules out the possibility
of almost-uniform sampling of accurate rules.
Proposition 4. Approximate counting of ψ -accurate rules, i.e.,
|Uψ |, and almost-uniform sampling ofUψ are both hard, assuming
NP ⊈ ∩ϵ>0BPTIME(2nϵ ).
Proof. The seminal work of Khot [28] proves the inapproxima-
bility of Maximum Balanced Biclique (Max-BBC) up to a factor
of size(x)δ for instance x and some constant δ > 0, assuming a
widely believed assumption NP ⊈ ∩ϵ>0BPT IME(2nϵ ). Boley and
Grosskreutz [8] extend the inapproximability to counting frequent
itemsets, i.e., |F |. According to the polynomial equivalence between
approximate counting and almost-uniform sampling [27], almost-
uniform sampling of F is intractable. The hardness of approximate
counting of accurate rules, i.e., |Uψ |, and almost-uniform sampling
ofUψ follows the reduction from counting F to countingUψ , as
shown in Proposition 2. □
5 ALGORITHM
The major difficulty of approximating the objective lies in the expo-
nential size of the search spaceU of rules. A natural idea is to focus
on a small candidate subset C of U, so that our approximation
algorithms can realize an approximation guarantee on a problem
instance with an input set C. Clearly, the quality of the final rule set
R depends on the quality of C. We have discussed several popular
options for C and their hardness in Section 4. Unfortunately, neither
frequent rules, nor accurate rules, nor any other candidates that
rely on enumerating them are infeasible.
When enumeration is intractable, the simplest scheme is a pre-
mature abortion after gathering some desired number of candidates.
This approach is unable to assure representativeness of the chosen
candidates, and inevitably introduces a bias that is closely related to
the order of searching, such as DFS or BFS in the search of frequent
itemsets. Sampling offers an excellent solution to this dilemma,
as randomization secures representativeness in a statistical sense.
However, as we show in Section 4, almost-uniform sampling of fre-
quent or accurate rules is not possible. Fortunately, these results do
not eliminate the possibility of sampling rules from a distribution
proportional to some interestingness measure of each rule, such as
frequency [9].
We devise a sampling distribution that is tailored to our objective,
inspired by the mechanism of the greedy approximation algorithm.
In a greedy algorithm, for the first selected rule, the algorithm seeks
a rule R with the highest q(R). In later iterations, the algorithm tries
to find a rule R, which not only enjoys a high q(R) but it also causes
less overlap with previous rules. This amounts to finding a rule that
has a high value for the following measure:
ω(R) = |T ⊕i (R)|
(|T ⊖i | − |T ⊖i (R)|) (|T ⊗i | − |T ⊗i (R)|) , (7)
where label(R) is assumed to be positive, the index i stands for the
i-th iteration, T ⊕i and T ⊖i for uncovered positive and negative
data records, respectively, and T ⊗i for covered data records by
previously-selected rules. The measure ω takes larger values for
discriminative rules that have large coverage in T ⊕i and small
coverage in others. The measure ω thus shares similar properties
with the discriminative measure in Equation (3), as they encourage
both discriminative and large-coverage rules.
One key difference is that the measure ω partitions the whole
dataset into three parts instead of two, treating covered data records
as a second undesirable “negative” dataset that a sampled rule tries
to avoid covering. Therefore, this sampling measure also takes
diversity into account, and fits seamlessly into the diversification
framework. In the multi-class case, we can sample rules multiple
times, each time with a different label being the positive label and
all others the negative.
A remarkable sampling technique developed by Boley et al. [9]
inspires us to sample a rule from a distribution proportional to
Equation (7) very efficiently. The main idea of the sampling tech-
nique is a two-step sampling procedure, where we first sample one
or more data records, and then sample a rule from the power set of
a combination of the sampled records. In the work of Boley et al.
[9], they utilize this technique to sample frequent or discriminative
rules, while we generalize it beyond two classes of data records
in a meaningful application. We present the proposed sampling
algorithm in Algorithm 1.
Theorem 1. Algorithm 1 samples rules from a distribution pro-
portional to the measure in Equation (7).
Proof. LetL = T ⊕×T ⊖×T ⊗ . For an arbitrary positive rule R,
we specify a set of potential triples, from which R can be sampled.
L(R) = {T ⊕,T ⊖,T ⊗ ∈ L | R ⊆ T ⊕,R ⊈ T ⊖,R ⊈ T ⊗}. (8)
By focusing only on subsets of T ⊕ and in the meantime excluding
subsets of T ⊖,T ⊗ , we ensure that R has a chance of being sampled
only in triples in L(R). The cardinality of L(R) coincides with its
measure in Equation (7).
|L(R)| = |T ⊕(R)| (|T ⊖i | − |T ⊖i (R)|) (|T ⊗i | − |T ⊗i (R)|) = ω(R).
(9)
Therefore, we only need to sample a triple (T ⊕,T ⊖,T ⊗) from a
record distributionwith a probability proportional to 2 |T ⊕\(T ⊕\T ⊖\T ⊗) |
(2 |T ⊕\T ⊖\T ⊗ | − 1), and then uniformly sample a concatenation of
two random elements from P(T ⊕ \T ⊖ \T ⊗) \ ∅ and P(T ⊕ \ (T ⊕ \
T ⊖ \T ⊗)), respectively, to ensure that every valid R in this triple is
exposed equally within this triple and across different triples. Let
R denote a random variable of a rule sampled from the sampling
distribution in Algorithm 1.
Pr(R = R)
∝
∑
(T ⊕,T ⊖,T ⊗)∈L(R)
(2 |T ⊕\T ⊖\T ⊗ | − 1)2 |T ⊕\(T ⊕\T ⊖\T ⊗) |
|P(T ⊕ \T ⊖ \T ⊗) \ ∅| |P(T ⊕ \ (T ⊕ \T ⊖ \T ⊗))|
= |L(R)|.
□
Algorithm 1 Sampling candidate rules
Input: Uncovered positive dataset T⊕ , uncovered nagative
dataset T⊖ , covered dataset T⊗ , and number of samplesm.
Output: A set of sampled rules S = {R1, . . . , Rm }.
1: function SampleCandidateRules(T⊕, T⊖, T⊗,m)
2: s ← 0
3: for (T ⊕, T ⊖, T ⊗) in T⊕ × T⊖ × T⊗ do
4: idx← (2|T ⊕\T ⊖\T ⊗ | − 1) ∗ 2|T ⊕\(T ⊕\T ⊖\T ⊗ )|
5: if idx = 0 then
6: Continue
7: Associate tuple (T ⊕, T ⊖, T ⊗) with tuple (s, s + idx)
8: s ← s + idx
9: for j = 1, . . . ,m do
10: Generate a random integer r from [0, s) u.a.r.
11: Find the tuple (T ⊕, T ⊖, T ⊗) associated with the tuple (a, b)
such that r ∈ [a, b)
12: Sample Rj from
(P(T ⊕ \T ⊖ \T ⊗) \ ∅) × P(T ⊕ \ (T ⊕ \T ⊖ \T ⊗)) u.a.r.
13: Return S = {R1, . . . , Rm }
With all components ready, we now present the full learning
algorithm in Algorithm 2. Running the greedy algorithm over a
different candidate set in each iteration does not guarantee an
approximation ratio. Thus, we run the algorithm a second time
over the full candidate set Ca . The set Ca does not pose a problem
because small redundant rules are unlikely to be sampled in the
first place. We compare both rule sets from the first and second
runs in experiments. For the ease of exposition, we only sample
positive rules in the algorithm, and it is natural to accept the label
for the majority class in the dataset as the default label. In practice,
it is also recommended to sample rules for each class, and take the
under-represented class as the default class.
Theorem 2. Algorithm 2 is a 2-approximation algorithm with
respect to the objective function in Equation (6) over the search space
of all sampled rules.
Proof. The approximation guarantee of a non-oblivious greedy
algorithm is proved in the work of Borodin et al. [11]. A differ-
ence in our case is that a new candidate set C is sampled in each
iteration. In order to maintain an approximation guarantee, we
have to run the greedy algorithm a second time in case there exists
a better selection R over the full candidate set Ca . Thus the bet-
ter solution between the first run and the second run maintains a
2-approximation guarantee of the algorithm. □
The running time of the sampling algorithm and the full algo-
rithm is O(|T |3 |I | + m(|I | + log |T |)) and O(b(|T |3 |I | + m(|I | +
log |T |))+b2m |T | +b2m(b |T |)), respectively, wherem is the num-
ber of sampled rules in each iteration, and b = |R |. A major down-
side is the cubic running time to the size of the dataset, which
originates from a preprocessing step (step 3) that enumerates the
Cartesian product of three partitions of the dataset.
An MCMC technique can be utilized to reduce the cubic com-
plexity to a linear one [10]. For simplicity, the sampling algorithm
can be run upon a small sample dataset instead of the full dataset.
Note that a sampled dataset change the absolute magnitude of the
sampling measure ω, but the relative ratio remains the same. For
example, feeding a sample T ⊖′ from T ⊖ to Algorithm 1 samples
with respect to the following measure:
ω ′(R) = |T ⊕(R)|
(
|T ⊖′ | − |T ⊖′(R)|
)
, (10)
where E[|T ⊖′ | − |T ⊖′(R)|] ∝ |T ⊖ | − |T ⊖(R)|. We can further
reduce the cost by resorting to an alternative sampling measure,
π (R) = |T ⊕i (R)|
(|T ⊖i | − |T ⊖i (R)| + |T ⊗i | − |T ⊗i (R)|) , (11)
which shares similar characteristics with the measure ω, and can
be sampled in a similar way, while requires only quadratic com-
plexity. In this paper we adopt the measure in Equation (11) for our
experiments. With these efficient extensions, assuming the sam-
pled dataset is at most of size c , the complexity reduces to O(c3 |I | +
m(|I |+ log c)) and O(b(c3 |I |+m(|I |+ log c))+b2m |T |+b2m(b |T |)).
6 EXPERIMENTS
We evaluate the performance of our algorithm from three different
perspectives — sensitivity to hyper-parameters, predictive power,
and interpretability. Hyper-parameters in our algorithm can be
determined in a straightforward way without additional tuning, as
we describe in Appendix A. The implementation of our model and
all baselines is available online.1
We compare our model DRS with three baselines — CBA [33],
CN2 [16], and IDS [30]. Models CBA and IDS use frequent rules as
candidates. CN2 is learned in a sequential covering approach. In
particular, IDS optimizes small overlap among rules. Therefore, the
baselines serve as excellent opponents to examine two important
aspects of our model: predictive power and diversity. The metrics
include balanced accuracy (bacc), ROC AUC (auc), average diversity
(div), the number of distinct data records that are covered by more
than one rule (overlap). All metrics are averaged over multiple runs.
1https://github.com/Guangyi-Zhang/diverse-rule-set
Algorithm 2 Diverse rule set (DRS)
Input: Positive dataset T⊕ , nagative dataset T⊖ ,
Output: A set of decision rules R = {R1, . . . , Rb }.
1: R ← {}, Ca ← {}
2: repeat
3: T⊗ = T⊕(R) ∪ T⊖(R)
4: C = SampleCandidateRules(T⊕ \ T⊗, T⊖ \ T⊗, T⊗,m)
5: Select a rule R∗ = argmaxR∈C 12Q (R ∪ {R }) + λd (R ∪ {R })
6: c ← (T⊕(R ∪ {R∗ }) − T⊕(R))/T⊕
7: R ← R ∪ {R∗ }
8: Ca ← Ca ∪ C
9: until c ≥ ϵ
10: b = |R |, R′ ← {}
11: for j = 1 . . . b do
12: Select a rule R∗ = argmaxR∈Ca 12Q (R′ ∪ {R }) + λd (R′ ∪ {R })
13: R′ ← R′ ∪ {R∗ }
14: if D(R) < D(R′) then
15: Return R′
16: Return R
Table 1: Datasets characteristics: n = |T |; ncls = |Y |;
imbalance = maxy∈Y |Ty |/miny∈Y |Ty |; and |I | is the size of
binary features.
n ncls imbalance |I |
dataset
iris 150 3 1.00 20
contracept 1473 3 1.89 41
cardio 2126 3 9.40 126
anuran 7195 4 65.00 132
avila 16348 4 5.15 60
Various real-life datasets are tested against the models, which are
listed in Table 1. In the data preprocessing phase, each categorical
feature is transformed into one-hot binary features, and numerical
ones are each uniformly cut into five bins. We treat missing value
as a separate feature value.
6.1 Sensitivity to λ
In this subsection, we investigate the effect of the key hyper-pa-
rameter, the trade-off term λ between discriminative quality and
diversity. We fix other parameters, and examine the performance
of our model under three different magnitudes for λ, directly cal-
culated from the data (see Appendix A). As shown in the Table 2,
best ROC AUC values of the testing datasets concentrate at larger
values of λ, and the largest diversity always lies in theMax mode.
This confirms the fact that a moderate amount of diversity in a rule
set improves their overall performance.
The two objectives, discriminative quality and diversity, are
mutually beneficial to each other. Their relationship is akin to that
between relevance and non-redundancy in the information retrieval
area. Multiple similar discriminative rules create redundancy and
do not enhance generalization of the decision-making system. On
the other hand, a higher diversity is at the expense of higher model
complexity, i.e., a slightly larger number of rules and conditions per
rule. We will fix the mode to beMax for the rest of our experiments.
Table 2: Sensitivity to λ.
dataset λ nrules nconds bacc auc div
iris 0 8.00 1.62 0.87 0.90 0.66
iris mean 9.00 2.00 0.87 0.90 0.98
iris max 8.67 2.02 0.89 0.92 1.00
contracept 0 3.33 3.64 0.36 0.52 0.90
contracept mean 6.33 4.51 0.35 0.51 0.98
contracept max 3.67 4.02 0.35 0.51 0.99
cardio 0 21.67 7.85 0.50 0.66 0.96
cardio mean 45.67 8.67 0.71 0.78 1.00
cardio max 53.00 8.99 0.64 0.74 1.00
anuran 0 31.67 8.52 0.50 0.70 0.87
anuran mean 41.33 8.87 0.81 0.88 1.00
anuran max 40.00 8.99 0.80 0.87 1.00
avila 0 4.00 4.72 0.26 0.51 0.59
avila mean 3.67 4.98 0.26 0.51 1.00
avila max 3.67 5.32 0.26 0.51 1.00
6.2 Predictive power
We discuss configurations for running predictive models in Appen-
dix A. One great advantage of our model DRS is that no hyper-
parameter tuning is required. Although it indeed has several hyper-
parameters, all of them can be determined automatically. The com-
plete result is shown in Table 3. Overall, in terms of ROC AUC
values, our model exceeds all baselines by a large margin in many
datasets. In some difficult datasets, our model stops early with only
a few essential rules chosen, as the marginal gain of additional
rules is too tiny. We support this claim by conducting another ex-
periment, the results of which are shown in Figure 3, where the
maximum number of selected rules is limited to different values. A
general pattern is that our model selects the most influential and
large-coverage rules at the beginning, which justifies the practice
of manually setting a maximum number of rules if needed. It is
reasonable to conclude that our model fares well in a predictive
task.
In terms of diversity, our model outperforms all baselines in
all datasets. Metric div may be biased and fails to reflect genuine
diversity, especially when there are many small-coverage rules like
in CN2. Therefore, the metric overlap serves as a more qualified
metric for diversity, and our model achieves significant lower over-
lap. CBA selects from frequent rules, and overlaps heavily without
any restriction.
Our main competitor IDS behaves rather unstable because of
the difficulty in hyper-parameter tuning. One strong point of IDS
is its small number of rules and conditions per rule. However, a
low model complexity leads to poor predictive performance. By
contrast, our model is capable of fixing a small number of rules,
while still obtaining good performance with very few rules, as
demonstrated in Figure 3. Through comprehensive comparison, we
can confidently assert that our formulation for a diverse rule set
offers a significant advantage over IDS.
Table 3: Predictive power.DRS1 is the rule set obtained in the
first run of Algorithm 2
dataset model nrules nconds bacc auc div overlap
iris CBA 7.00 2.23 0.90 0.92 0.89 28.67
iris CN2 5.67 1.22 0.90 0.92 0.88 115.33
iris IDS 3.00 1.00 0.83 0.88 1.00 0.00
iris DRS1 10.67 2.21 0.93 0.95 1.00 0.00
iris DRS 10.67 2.12 0.93 0.95 1.00 3.00
contracept CBA 16.67 3.03 0.36 0.52 0.76 987.00
contracept CN2 72.67 4.68 0.38 0.53 0.98 1177.33
contracept IDS 12.67 1.00 0.32 0.49 0.88 1178.00
contracept DRS1 15.33 5.26 0.37 0.53 1.00 2.00
contracept DRS 16.67 5.20 0.40 0.55 1.00 5.33
cardio CBA 100.00 4.84 0.56 0.68 0.86 1424.00
cardio CN2 48.00 3.92 0.41 0.56 0.98 1695.00
cardio IDS 3.00 1.00 0.33 0.50 0.13 1377.00
cardio DRS1 47.00 9.10 0.67 0.75 1.00 35.00
cardio DRS 48.00 9.34 0.71 0.78 1.00 80.67
anuran CBA 100.00 6.08 0.54 0.72 0.73 3408.00
anuran CN2 88.67 4.15 0.49 0.70 0.98 5745.67
anuran IDS nan nan nan nan nan nan
anuran DRS1 38.67 9.10 0.78 0.85 1.00 59.33
anuran DRS 39.67 8.50 0.82 0.87 1.00 149.67
avila CBA 1.00 2.00 0.25 0.50 1.00 0.00
avila CN2 99.67 4.06 0.29 0.53 0.98 13052.33
avila IDS nan nan nan nan nan nan
avila DRS1 3.33 5.00 0.26 0.50 1.00 0.00
avila DRS 3.00 5.42 0.26 0.50 1.00 0.00
6.3 Interpretability
Interpretability is a very subjective criterion. In our case, we try to
quantify this quality via several dimensions. It is common sense
that a small number of rules, a small number of conditions and
small overlap among rules facilitate interpretability. Our model is
excellent in small overlap. The results in Figure 3 also verifies its
qualification in the number of rules. It is able to specify a small
number of diverse rules, while still obtaining good predictive per-
formance. However, our model pays its price in the number of
conditions. This downside can be alleviated by a trade-off between
model complexity and diversity. When λ is relatively small, the
selection of a new rule is not dominated by the diversity constraint.
Thus the discriminative measure in Equation (3) plays a leading
role in choosing a rule, and it favors large-coverage rules, which
implies a small number of conditions.
7 CONCLUSION
In this work, we discuss desirable properties of a rule set in order
to be considered interpretable. Apart from a low model complex-
ity, small overlap among decision rules has been identified to be
essential. Inspired by a recent line of work on diversification, we
introduce a novel formulation for a diverse rule set that has both ex-
cellent discriminative power and diversity, and it can be optimized
with an approximation guarantee. Our model is indeed easy to in-
terpret, as indicated by several interpretability properties. Another
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Figure 3: Predictive power with a limited number of rules.
major contribution in this work is an efficient sampling algorithm
that directly samples decision rules that are discriminative and
have small overlap, from an exponential-size search space, with
a distribution that perfectly suits our objective. Potential future
directions include extensions to other notions of diversity.
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A MODEL PARAMETERS
We propose several useful schemes to handle important hyper-
parameters in our algorithm. The number of selected rules b can be
determined by a minimum marginal recall coverage ϵ (0.01 in our
case) in the positive dataset. In a multi-class case, the terminating
criterion generalizes to every class of the dataset. The trade-off term
λ is required to be at least on the magnitude of the discriminative
measure q to be able to enforce diversity. The magnitude of q is
dataset-dependent, and we estimate its magnitude by pre-sampling
a set S of rules from the complete dataset using Algorithm 1. We
design three intuitive modes for λ: None,Mean, andMax, with a
value 0, mean of quality q in S, and maximum of quality q in S,
respectively, in an order of increasing diversity. The number of
sampled rules in each iteration,m, can be set rather freely. A number
larger than 100 gives a stable performance in our experiments.
CBA sets a minimum frequency to 0.1 and aminimum confidence
to 0.3. CN2 searches rules with a beam width of 10 and a minimum
covered examples of 15. IDS is based on the public code released by
its authors 2. It has a high computational expense, which is quadratic
to the number of candidate rules and is further exacerbated by
slow convergence of local search. Besides, it requires very heavy
tuning, with 7 unbounded numerical hyper-parameters involved.
We set aside a validation set to tune its hyper-parameters each
ranging from [0, 1000], as suggested in their paper [30]. Since it
relies on frequent rule mining, we are only able to set a minimum
frequency to afford at most hundreds of candidate rules, due to its
high complexity. Therefore it inevitably falls short in some of larger
datasets.
2https://github.com/lvhimabindu/interpretable_decision_sets
