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Abstract
In this article we use Leray–Schauder degree to consider the existence of nonnegative radially symmetric solution for the non-
linear elliptic equation M±λ,Λ(D2y) + f (|x|, y) = 0 in BR , y = 0 on ∂BR , where M±λ,Λ denotes the Pucci’s extremal operators
with parameters 0 < λΛ and BR is the ball of radius R in RN , N  3. As an application we can obtain the results to equation
M±λ,Λ(u) + up − uq = 0, where 1 < p < p±∗ and 0 < q < p.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this article we are interested in the study of radially symmetric solutions to the nonlinear elliptic boundary value
problem{
M±λ,Λ
(
D2y
)+ f (|x|, y)= 0 in BR,
y = 0 on ∂BR,
(1.1)
where M±λ,Λ denotes the Pucci’s extremal operators with parameters 0 < λΛ and BR is the ball of radius R in RN ,
N  3. For notational simplicity, we write M±λ,Λ in (1.1) to mean the two problems, one with the operator M+λ,Λ and
the other with M−λ,Λ.
Let us first recall the definition of Pucci’s extremal operators. Given two parameters 0 < λ  Λ, and D2y is the
Hessian matrix of the scalar function y, the matrix operators M+λ,Λ and M
−
λ,Λ are defined as follows:
M+λ,Λ
(
D2y
)= Λ∑
ei>0
ei + λ
∑
ei<0
ei,
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(
D2y
)= λ∑
ei>0
ei + Λ
∑
ei<0
ei,
where ei = ei(D2y), i = 1, . . . ,N , are the eigenvalues of D2y. The two operators have many properties in common,
but they are not equivalent. For more details and equivalent definitions see the monograph of Cabre and Caffarelli [2].
When y(x) = u(r) is a C2 radially symmetric function, we have
D2y(x) = u
′(r)
r
I +
[
u′′(r)
r2
− u
′(r)
r3
]
X
where r = |x|, I is the N ×N identity matrix and X is the matrix whose entries are xixj . The eigenvalues of D2y are
u′′(r), which is simple, and u′(r)/r , which has multiplicity N − 1.
Thus, in the case of a radially symmetric function, we can give more explicit definition of the Pucci’s operators.
Define the functions
h+(s) =
{
Λs, s  0,
λs, s < 0,
h−(s) =
{
λs, s  0,
Λs, s < 0.
We see that
M±λ,Λ
(
D2y
)= h±(u′′) + (N − 1)h±(u′/r).
Consequently, y(x) = u(r) is a C2 radial solution of the problem (1.1) if and only if u is a C2 solution to the boundary
value problem of the ordinary differential equation{
h±(u′′) + (N − 1)h±(u′/r) + f (r,u) = 0 in (0,R),
u′(0) = 0, u(R) = 0. (1.2)
We note that the problem (1.2) means two problems, one with the function h+ and the other with h−.
Related to the critical exponent and eigenvalue problems of Pucci’s extremal operators, the following results had
been proved.
Theorem 1.1. (See [4], see also [3].) Let N  3, then for the problem⎧⎪⎨
⎪⎩
h±(u′′) + (N − 1)h±(u′/r) + up = 0, r ∈ (0,+∞),
u(r) 0, r ∈ (0,+∞),
u′(0) = 0,
there exists a number p+∗ > 1 (p−∗ > 1) such that there is no nontrivial solution when 1 < p < p+∗ (1 < p < p−∗ ).
Theorem 1.2. (See [5], see also [1].) The eigenvalue problem{
h±(u′′) + (N − 1)h±(u′/r) + μu = 0, r ∈ (0,R),
u′(0) = 0, u(R) = 0,
has a solution (μ±1 , u
±
1 ), with μ
±
1 and u
±
1 positive. Moreover, all positive solutions to this problem are of the form
(μ±1 , αu
±
1 ), with α > 0.
For the existence of positive solutions to the problem (1.2), Felmer and Quaas [5] considered the case of f being
independent of r and f = fˆ (z) − γ z, where γ  0 is a constant and fˆ satisfies the following conditions:
(i) fˆ : [0,+∞) → [0,+∞) is locally Lipschitz continuous.
(ii) There are two constants 1 < p < p±∗ and C∗ > 0 such that
lim
z→+∞
fˆ (z)
zp
= C∗.
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lim
z→0+
fˆ (z)
z
= c∗.
The model problems in [5] are
γ = 1 and fˆ (z) = zp, 1 < p < p±∗ ,
and
γ = 0 and fˆ (z) = zp + αz, 1 < p < p±∗ and 0 α < μ±1 .
In the present paper we deal with (1.2) and consider a more general form. We will assume that f satisfies the following
conditions:
(f1) f : [0,R] × [0,+∞) → (−∞,∞) is continuous.
(f2) There are two constants 1 < p < p±∗ and C∗ > 0 such that
lim
z→+∞
f (r, z)
zp
= C∗ uniformly with respect to r ∈ [0,R].
(f3) f (r,0) = 0 for all r ∈ [0,R], and
lim sup
z→0+
max
r∈[0,R]
(
f (r, z)
z
)
< μ±1 .
The model problem in this paper is
f (r, z) = zp + α(r)zq,
where 1 < p < p±∗ , 0 < q < p, α : [0,R] → (−∞,∞) is continuous and
max
r∈[0,R]
α(r)
⎧⎨
⎩
< +∞, when 1 < q < p,
< μ±1 , when q = 1,
 0, when 0 < q < 1.
Our main result is as follows.
Theorem 1.3. Assume that N  3 and f satisfies (f1)–(f3). Then the problem (1.2) has at least one nontrivial and
nonnegative solution.
The proof of Theorem 1.3 relies on Leray–Schauder degree and will be given in Section 3. In the next section,
some lemmas will be given for the problem{
h±(u′′) + (N − 1)h±(u′/r) + g(r) = 0, r ∈ (0,R),
u′(0) = 0, u(R) = 0, (1.3)
where g ∈ C[0,R].
Throughout this paper, let
C+[0,R] = {w ∈ C[0,R]: w(r) 0 on [0,R]} (1.4)
be the cone of nonnegative continuous functions in C[0,R]. The partial ordering with respect to C+[0,R] will be
denoted by “.”
Remark 1.1. Assume that N  3 and f satisfies (f1)–(f3). Assume in addition that there exists γ > 0 such that
f (r, z) + γ z > 0 for all r ∈ [0,R] and z > 0.
W. Li, J. Cheng / J. Math. Anal. Appl. 341 (2008) 386–397 389If u is a nontrivial and nonnegative solution to the problem (1.2), then u is a solution to the problem{
h±(u′′) + (N − 1)h±(u′/r) − γ u + g(r) = 0, r ∈ (0,R),
u′(0) = 0, u(R) = 0,
where g(r) = f (r,u(r)) + γ u(r). Since g ∈ C+[0,R] and g = 0, by [5, Theorem 2.1] we have that u is a positive
solution to the problem (1.2).
2. Some basic lemmas
In this section we will consider the problem (1.3) and give some basic properties.
Lemma 2.1. For any s, s1, s2 ∈ (−∞,+∞) and c 0,
(i) h+(cs) = ch+(s) and h−(cs) = ch−(s). In particular, h+(0) = h−(0) = 0.
(ii) h+(−s) = −h−(s) and h+(s) h−(s).
(iii) h−(s1) + h−(s2) h−(s1 + s2) h+(s1) + h−(s2) h+(s1 + s2) h+(s1) + h+(s2).
Proof. It is clear that the results (i) and (ii) hold.
For the result (iii), first we will prove
h+(s1 + s2) h+(s1) + h+(s2). (2.1)
When s1s2  0, it is obvious. For the case of s1s2 < 0, without loss of generality, assume that s1 > 0 and s2 < 0.
It follows that if s1 + s2  0 then h+(s1 + s2) = Λ(s1 + s2)  Λs1 + λs2 = h+(s1) + h+(s2), if s1 + s2 < 0 then
h+(s1 + s2) = λ(s1 + s2)Λs1 + λs2 = h+(s1) + h+(s2). Thus (2.1) holds.
Now by the result (ii) and (2.1) we have that
h−(s1 + s2) = −h+(−s1 − s2)
−h+(−s1) − h+(−s2)
= h−(s1) + h−(s2),
h+(s1) + h−(s2) = h+(s1 + s2 − s2) + h−(s2)
 h+(s1 + s2) + h+(−s2) + h−(s2)
= h+(s1 + s2),
and
h+(s1) + h−(s2) = h+(s1) − h+
(
s1 − (s2 + s1)
)
−h+(−(s1 + s2))
= h−(s1 + s2).
It follows that the result (iii) holds. 
Lemma 2.2. Assume that 0 a < b and u ∈ C2(a, b) ∩ C1[a, b]. If u′(a) 0 and
h−(u′′) + (N − 1)h−(u′/r) 0 in (a, b),
then u′(r) 0 for all r ∈ [a, b].
Proof. Suppose for contradiction that there is b1 ∈ (a, b] such that u′(b1) > 0. Since u′(a)  0 and u′(b1) > 0, let
a1 ∈ [a, b1) be such that
u′(a1) = 0, u′(r) > 0 for all r ∈ (a1, b1).
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h−
(
u′′(r)
)
−(N − 1)h−(u′(r)/r)< 0, r ∈ (a1, b1).
This implies u′′(r) < 0 in (a1, b1). It leads to a contradiction. 
Lemma 2.3. Assume that 0 a < b, u,v ∈ C2(a, b) ∩ C1[a, b] and u′(a) = v′(a). If
h+(u′′) + (N − 1)h+(u′/r) h+(v′′) + (N − 1)h+(v′/r) in (a, b)
or
h−(u′′) + (N − 1)h−(u′/r) h−(v′′) + (N − 1)h−(v′/r) in (a, b),
then u′(r) v′(r) for all r ∈ [a, b].
Proof. By Lemma 2.1 we have
h−(u′′ − v′′) + (N − 1)h−((u′ − v′)/r)
 h+(u′′) + h−(−v′′) + (N − 1)h+(u′/r) + (N − 1)h−(−v′/r)
= h+(u′′) − h+(v′′) + (N − 1)h+(u′/r) − (N − 1)h+(v′/r),
and
h−(u′′ − v′′) + (N − 1)h−((u′ − v′)/r)
 h−(u′′) + h+(−v′′) + (N − 1)h−(u′/r) + (N − 1)h+(−v′/r)
= h−(u′′) − h−(v′′) + (N − 1)h−(u′/r) − (N − 1)h−(v′/r).
It follows that
h−(u′′ − v′′) + (N − 1)h−((u′ − v′)/r) 0 in (a, b).
According to Lemma 2.2 and u′(a) − v′(a) = 0, we have that u′(r) − v′(r) 0 for all r ∈ [a, b]. 
Lemma 2.4. Assume that g1, g2 ∈ C[0,R] and g1  g2. If ui is a solution to the problem (1.3) with g = gi , i = 1,2,
then u1  u2. In particular, the problem (1.3) has at most one solution for every g ∈ C[0,R].
Proof. It follows that
h±
(
u′′1
)+ (N − 1)h±(u′1/r)= −g1 −g2 = h±(u′′2)+ (N − 1)h±(u′2/r).
By Lemma 2.3 we have that u′1  u′2 on [0,R]. Thus, u1(R) = u2(R) = 0 implies u1  u2. 
Lemma 2.5. If g ∈ C[0,R], u ∈ C1[0,R] ∩ C2(0,R) is a solution to the problem (1.3), then u ∈ C2[0,R].
Proof. Since u is also a solution to the initial value problem
h±(v′′) + (N − 1)h±(v′/r) + g(r) = 0, v(0) = u(0), v′(0) = 0,
by [5, Lemma 2.1] we can obtain u ∈ C2[0,R]. 
Lemma 2.6. Assume that {gn} is a bounded sequence in C[0,R]. Let un ∈ C2[0,R] be a solution to the problem (1.3)
with g = gn, n = 1,2, . . . . Then {un} is a bounded sequence in C2[0,R].
Proof. Let vn(r) = un(r) − un(0). Then vn is a solution to the initial value problem
h±(v′′) + (N − 1)h±(v′/r) + gn(r) = 0, v(0) = 0, v′(0) = 0.
It follows from [5, Lemma 2.2] that {vn} is a bounded sequence in C2[0,R]. Since u′n = v′n, u′′n = v′′n , and un(R) = 0,
we have that {un} is a bounded sequence in C2[0,R]. 
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n = 1,2, . . . . If gˆ ∈ C[0,R] and uˆ ∈ C1[0,R] such that
gn → gˆ in C[0,R] as n → ∞,
and
un → uˆ in C1[0,R] as n → ∞,
then uˆ ∈ C2[0,R] and is a solution to the problem (1.3) with g = gˆ.
Proof. It is clear that uˆ′(0) = 0 and uˆ(R) = 0. Since
u′n(r) = u′n(R/2) +
r∫
R/2
(
h±
)−1(−(N − 1)h±(u′n(s)/s)− gn(s))ds,
where (h±)−1 denotes the inverse function of h±, we have that
uˆ′(r) = uˆ′(R/2) +
r∫
R/2
(
h±
)−1(−(N − 1)h±(uˆ′(s)/s)− gˆ(s))ds
for all r ∈ (0,R). It follows that uˆ ∈ C2(0,R) and is a solution to (1.3) with g = gˆ. Finally, Lemma 2.5 implies
uˆ ∈ C2[0,R]. 
Lemma 2.8. For every g ∈ C[0,R], the problem (1.3) has a solution in C2[0,R].
Proof. We give only the proof for the case of h+.
First, assume that g(0) < 0. Let w1(0) = 0 and
w1(r) = − 1
Λ
r∫
0
(
1
sN−1
s∫
0
ηN−1g(η)dη
)
ds, r ∈ (0,R].
Then w1 ∈ C2[0,R], w′1(0) = 0, w′′1(0) = −(ΛN)−1g(0) > 0, and
Λ
(
w′′1(r) + (N − 1)w′1(r)/r
)+ g(r) = 0, r ∈ (0,R).
Take a δ ∈ (0,R) such that w′′1(r) > 0 for r ∈ [0, δ]. It follows that w′1(r) > 0 on (0, δ] and so
h+
(
w′′1(r)
)+ (N − 1)h+(w′1(r)/r)= Λ(w′′1(r) + (N − 1)w′1(r)/r)
for r ∈ (0, δ]. Let w2 be a solution to the initial value problem{
h+
(
w′′2(r)
)+ (N − 1)h+(w′2(r)/r)+ g(r) = 0, r ∈ [δ,R],
w2(δ) = w1(δ), w′2(δ) = w′1(δ).
Denote by
u(r) =
{
w1(r) − w2(R), r ∈ [0, δ],
w2(r) − w2(R), r ∈ (δ,R].
Then it is clear that u ∈ C2[0,R] and is a solution to (1.3).
Next, assume that g(0) > 0. Let w1(0) = 0 and
w1(r) = −1
λ
r∫ ( 1
sN−1
s∫
ηN−1g(η)dη
)
ds, r ∈ (0,R].0 0
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λ
(
w′′1(r) + (N − 1)w′1(r)/r
)+ g(r) = 0, r ∈ (0,R).
Take a δ ∈ (0,R) such that w′′1(r) < 0 for r ∈ [0, δ]. Let w2 be a solution to the initial value problem{
h+
(
w′′2(r)
)+ (N − 1)h+(w′2(r)/r)+ g(r) = 0, r ∈ [δ,R],
w2(δ) = w1(δ), w′2(δ) = w′1(δ).
Then we can imply that
u(r) =
{
w1(r) − w2(R), r ∈ [0, δ],
w2(r) − w2(R), r ∈ (δ,R],
is a solution to (1.3) in C2[0,R].
Finally, assume that g(0) = 0. Let gn(r) = g(r) + 1/n and un ∈ C2[0,R] be a solution to (1.3) with g = gn,
n = 1,2, . . . . By Lemma 2.6, we have that, up to a sub-sequence, un → u in C1[0,R] as n → ∞. From Lemma 2.7
we know that u is a solution to (1.3) in C2[0,R]. 
Now, from Lemmas 2.4 and 2.8, let L±(g) be the unique solution to the problem (1.3) in C2[0,R]. By Lemmas 2.1,
2.4, 2.6 and 2.7 we can obtain the following Lemma 2.9.
Lemma 2.9. L± : C[0,R] → C[0,R] is completely continuous.
(i) cL±(g) = L±(cg) for all c 0 and g ∈ C[0,R].
(ii) If g1, g2 ∈ C[0,R] and g1  g2, then L±(g1) L±(g2).
(iii) For any g1, g2 ∈ C[0,R],
L+(g1 + g2) L+(g1) + L+(g2), L−(g1 + g2) L−(g1) + L−(g2).
Remark 2.1. From Lemma 2.9 we can obtain L±(0) = 0 and L±(C+[0,R]) ⊂ C+[0,R]. In fact, by [5, Lemma 3.3]
we have L±(g)(r) > 0 for all r ∈ [0,R) when g ∈ C+[0,R] and g = 0.
3. Proof of Theorem 1.3
Let f satisfy (f1)–(f3) and
f (r, z) = f (r,0) = 0 for all r ∈ [0,R] and z < 0. (3.1)
Denote by
f +(r, z) = max{0, f (r, z)}, f −(r, z) = max{0,−f (r, z)}. (3.2)
Define F : [0,1] × [0,∞) × C[0,R] → C[0,R] by
F(δ, τ,u)(r) = δ[f+(r, u(r) + τ)− f −(r, u(r))]. (3.3)
In this section, the proof of Theorem 1.3 will be given by using Leray–Schauder degree theory. For the concepts and
properties about this theory we refer to [7]. In order to complete our proof, we need some estimates of solutions to the
problem{
h±(u′′) + (N − 1)h±(u′/r) + F(δ, τ,u)(r) = 0 in (0,R),
u′(0) = 0, u(R) = 0. P (δ, τ )
Lemma 3.1. Assume that δ ∈ [0,1] and τ  0. If u is a solution to the problem P(δ, τ ), then u ∈ C+[0,R].
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have that there are 0 a < r¯ < bR satisfying
u′(a) 0, u(r) < 0 on (a, b), u(b) = 0.
It follows that f −(r, u(r)) = 0 for r ∈ [a, b]. This implies
h±(u′′) + (N − 1)h±(u′/r) = −F(δ, τ,u)(r) 0, r ∈ (a, b).
Using Lemmas 2.1 and 2.2 we get u′(r) 0 on (a, b), a contradiction. 
Lemma 3.2. Assume that δ ∈ (0,1] and u is a nontrivial and nonnegative solution to the problem P(δ,0), then
sup
{
δf (r, u(r))
u(r)
: u(r) > 0
}
 μ±1 .
Proof. Let uˆ be a nontrivial and nonnegative solution to the problem P(δ,0). Denote by
wˆ(r) = F(δ,0, uˆ)(r) = δf (r, uˆ(r)), r ∈ [0,R].
Suppose to the contrary that there exists μˆ ∈ (0,μ±1 ) such that
wˆ(r) μˆuˆ(r) whenever uˆ(r) > 0.
On the other hand, if r0 ∈ (0,R) such that uˆ(r0) = 0, then by uˆ′(r0) = 0 and uˆ′′(r0)  0 we obtain wˆ(r0) =
−h±(uˆ′′(r0)) 0. Thus, it follows that wˆ(r) μˆuˆ(r) for all r ∈ [0,R]. By Lemma 2.9 and uˆ = L±wˆ we have
uˆ μˆL±(uˆ).
For ε > 0, define Tε : C+[0,R] → C+[0,R] by
Tε(u) = L±(u) + ε‖u‖L±(uˆ), u ∈ C+[0,R].
From [6, Theorem 2.3.6] we have that there exists με > 0 and uε ∈ C+[0,R] with ‖uε‖ = 1 such that
μεL
±(uε) + μεεL±(uˆ) = μεTε(uε) = uε.
We show next that με  μˆ. In fact, by uε  μεεL±(uˆ) μεμˆ εuˆ and Lemma 2.9 we get
L±(uε)
με
μˆ
εL±(uˆ) με
uˆ2
εuˆ.
Combine uε  μεL±(uε) to obtain uε  (μεμˆ )
2εuˆ. By recurrence we have
uε 
(
με
μˆ
)n
εuˆ for all n 2.
This implies that με  μˆ.
Now, by the compactness of L± we can find μ0 ∈ [0, μˆ] and u0 ∈ C+[0,R] with ‖u0‖ = 1 such that u0 = μ0L±u0.
From here we also deduce that μ0 > 0.
Finally, by [5, Lemma 3.3] we have u0(r) > 0 for all r ∈ [0,R). Thus, Theorem 1.2 implies μ0 = μ±1 . It contradicts
to μ0  μˆ < μ±1 . 
Lemma 3.3. Assume that τn  0 and un is a nontrivial and nonnegative solution to the problem P(1, τn), n = 1,2, . . . .
Then at least one of the following two results
(j) ‖un‖∞ → ∞ as n → ∞, (jj) τn/‖u‖∞ → 0 as n → ∞,
is not true.
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un(rn) = ‖un‖∞ = Mn, n = 1,2, . . . .
Suppose to the contrary that
Mn → ∞ and τn/Mn → 0 as n → ∞. (3.4)
Without loss of generality, assume that
Mn  1 and τn Mn, n = 1,2, . . . . (3.5)
Step 1. We claim that {M−pn un} is a bounded sequence in C2[0,R]. When un(r) + τn  1, it follows that∣∣M−pn F (1, τn, un)(r)∣∣ ∣∣F(1, τn, un)(r)∣∣ f +(r, un(r) + τn)+ f −(r, un(r)).
When un(r) + τn  1, it follows that∣∣M−pn F (1, τn, un)(r)∣∣M−pn f +(r, un(r) + τn)+ f −(r, un(r))
 2pf +
(
r, un(r) + τn
)(
un(r) + τn
)−p + f −(r, un(r)).
Thus, we have∥∥M−pn F (1, τn, un)∥∥∞  sup
z∈[0,1]
max
r∈[0,R]
f +(r, z) + 2p sup
z1
max
r∈[0,R]
f +(r, z)/zp + sup
z0
max
r∈[0,R]
f −(r, z).
Since M−pn un is a solution to the problem{
h±(u′′) + (N − 1)h±(u′/r) + M−pn F (1, τn, un)(r) = 0,
u′(0) = 0, u(R) = 0,
by Lemma 2.6 we can obtain that {M−pn un} is a bounded sequence in C2[0,R].
Step 2. Assume that there exists 0 sˆ < ∞ such that rnM(p−1)/2n → sˆ as n → ∞, up to a sub-sequence. Let
vn(s) = M−1n un
(
sM
(1−p)/2
n
)
, s ∈ [0,RM(p−1)/2n ],
n = 1,2, . . . . Then
v′n(s) = M−(p+1)/2n u′n
(
sM
(1−p)/2
n
)
, v′′n(s) = M−pn u′′n
(
sM
(1−p)/2
n
)
.
By 0 vn(0) 1, v′n(0) = 0 and Step 1 we may assume that {vn} is a bounded sequence in C2[0, S] for every S > 0.
Since Mn → ∞, after a diagonal procedure, it follows that there exists v ∈ C1[0,∞) such that
for every S > 0, up to a sub-sequence, vn → v in C1[0, S]. (3.6)
It is clear that
v′(0) = 0, v(sˆ) = 1, 0 v(s) 1 for all s  0. (3.7)
On the other hand, it follows that
h±
(
v′′n(s)
)+ (N − 1)h±(v′n(s)/s)+ M−pn F (1, τn, un)(sM(1−p)/2n )= 0. (3.8)
We claim v(s) > 0 in (0,∞). Assume that v(s) > 0 in (a, b) where 0 < a < b < ∞ and vn → v in C1[a, b], by (f2),
(3.4) and
F(1, τn, un)
(
sM
(1−p)/2
n
)= f +(sM(1−p)/2n ,Mnvn(s) + τn)− f −(sM(1−p)/2n ,Mnvn(s)) (3.9)
we have that
lim
n→∞M
−p
n F (1, τn, un)
(
sM
(1−p)/2
n
)= C∗[v(s)]p for s ∈ (a, b).
Since (3.8) means
W. Li, J. Cheng / J. Math. Anal. Appl. 341 (2008) 386–397 395v′n(s) − v′n(a) =
s∫
a
(
h±
)−1(−(N − 1)h±(v′n(η)/η)− M−pn F (1, τn, un)(ηM(1−p)/2n ))dη,
it follows that
h±
(
v′′(s)
)+ (N − 1)h±(v′(s)/s)+ C∗[v(s)]p = 0 in (a, b).
If v(a) = 0 or v(b) = 0, then by v′(a) = 0 or v′(b) = 0 we can obtain v(s) ≡ 0 in [a, b] and get a contradiction. Thus,
it follows from v(sˆ) = 1 that v(s) > 0 for all s > 0 and
h±
(
v′′(s)
)+ (N − 1)h±(v′(s)/s)+ C∗[v(s)]p = 0 in (0,∞).
This contradicts to Theorem 1.1.
Step 3. Assume that rnM(p−1)/2n → ∞ as n → ∞, up to a sub-sequence. Let
vn(s) = M−1n un
(
rn + sM(1−p)/2n
)
, s ∈ [−rnM(p−1)/2n , (R − rn)M(p−1)/2n ],
n = 1,2, . . . . Then
vn(0) = 1, v′n(s) = M−(p+1)/2n u′n
(
rn + sM(1−p)/2n
)
,
v′n(0) = 0, v′′n(s) = M−pn u′′n
(
rn + sM(1−p)/2n
)
.
By vn(0) = 1, v′n(0) = 0 and Step 1 we may assume that {vn} is a bounded sequence in C2[−S,0] for every S > 0.
Since rnM(p−1)/2n → ∞, after a diagonal procedure, it follows that there exists v ∈ C1(−∞,0] such that
for every S > 0, up to a sub-sequence, vn → v in C1[−S,0]. (3.10)
It is clear that
v(0) = 1, v′(0) = 0, 0 v(s) 1 in (−∞,0]. (3.11)
On the other hand, it follows that
h±
(
v′′n(s)
)+ (N − 1)h±(v′n(s)/[rnM(p−1)/2n + s])+ M−pn F (1, τn, un)(rn + sM(1−p)/2n )= 0. (3.12)
We claim v(s) > 0 in (−∞,0]. Assume that a > 0, v(s) > 0 in (−a,0] and vn → v in C1[−a,0]. From (f2), (3.4)
and
F(1, τn, un)
(
rn + sM(1−p)/2n
)= f +(sM(1−p)/2n ,Mnvn(s) + τn)− f −(sM(1−p)/2n ,Mnvn(s)), (3.13)
we have that
lim
n→∞M
−p
n F (1, τn, un)
(
rn + sM(1−p)/2n
)= C∗[v(s)]p for s ∈ (−a,0).
It follows from (3.12) that
h±
(
v′′(s)
)+ C∗[v(s)]p = 0 in (−a,0).
If v(−a) = 0, then by v′(−a) = 0 we can obtain v(s) ≡ 0 in [−a,0] and get a contradiction. Thus, it follows that
v(s) > 0 in (−∞,0] and
h±
(
v′′(s)
)+ C∗[v(s)]p = 0 in (−∞,0).
This implies that
Λλv
′′(s) + C∗[v(s)]p = 0 in (−∞,0),
where Λλ = λ for the case h+ and Λλ = Λ for h−. It contradicts to p > 1.
Step 4. From Steps 2 and 3 we can obtain that (3.4) is not true. This completes the proof of Lemma 3.3. 
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Proof. Suppose to the contrary that τn → +∞ as n → ∞ and un is a solution to the problem P(1, τn). Denote by
ρn = τpn C∗/2 − sup
z0
max
r∈[0,R]
f −(r, z).
By Lemma 3.1 we have un ∈ C+[0,R]. It follows from (f2) that
F(1, τn, un)(r) = f +
(
r, un(r) + τn
)− f −(r, un(r)) ρn > 0
when n is large. Let wn be the unique solution to the problem{
h±(w′′) + (N − 1)h±(w′/r) + ρn = 0, r ∈ (0,R),
w′(0) = 0, w(R) = 0.
Then, we have
wn(r) = ρn(2ΛλN)−1
(
R2 − r2),
where Λλ = λ for the case h+ and Λλ = Λ for h−. From Lemma 2.4 we can obtain ‖un‖∞  un(0)  wn(0) =
ρn(2ΛλN)−1R2. It follows that
‖un‖∞ → ∞ and τn/‖un‖∞ → 0 as n → ∞.
It leads to a contradiction to Lemma 3.3. 
Lemma 3.5. There exists σˆ > 0 such that ‖u‖∞ < σˆ whenever τ ∈ [0, τˆ ] and u is a solution to the problem P(1, τ ).
Proof. Let τn ∈ [0, τˆ ] and un be a solution to the problem P(1, τn), n = 1,2, . . . . Lemma 3.1 implies un ∈ C+[0,R].
Suppose to the contrary that ‖un‖ → ∞ as n → ∞. Then, τn/‖un‖ → 0 and leads to a contradiction to Lem-
ma 3.3. 
Proof of Theorem 1.3. From Lemma 2.9 we have that L±F : [0,1] × [0,∞) × C[0,R] → C[0,R] is completely
continuous. Rewrite F(δ,τ)(u) = F(δ, τ,u). Denote by O(σ) = {u ∈ C[0,R]: ‖u‖∞ < σ }. From Lemmas 3.4 and 3.5
we have
deg
(
I − L±F(1,0),O(σˆ ),0
)= deg(I − L±F(1,τˆ ),O(σˆ ),0)= 0.
By (f3), let σ0 ∈ (0, σˆ ) be such that
sup
{
f (r, z)/z: r ∈ [0,R], 0 < z σ0
}
< μ±.
From Lemmas 3.1 and 3.2 we have
deg
(
I − L±F(1,0),O(σ0),0
)= deg(I − L±F(0,0),O(σ0),0)= deg(I,O(σ0),0)= 1.
It follows that
deg
(
I − L±F(1,0),Ω,0
)= −1,
where Ω = {u ∈ C[0,R]: σ0 < ‖u‖∞ < σˆ }. Combine Lemma 3.1 to obtain that there exists u ∈ Ω ∩ C+[0,R] such
that u = L±F(1,0)(u). Since
F(1,0)(u)(r) = F(1,0, u)(r) = f +
(
r, u(r)
)− f −(r, u(r))= f (r, u(r)),
we have that the problem (1.2) has at least one nontrivial and nonnegative solution in Ω ∩ C+[0,R]. 
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