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2002  0,141  0,229 0,329 0,429 0,529 0,629  0,682 0,806 0,906 1
2003  0,529  0,265 0,592 0,356 0,621 0,747  0,816 0,690 0,810 0,994
2004  0,265  0,144 0,315 0,337 0,613 0,171  0,768 0,773 0,807 0,994
2005  0,099  0,138 0,376 0,425 0,674 0,403  0,779 0,608 0,712 1
2006  0,059  0,241 0,316 0,299 0,701 0,385  0,481 0,380 0,658 1
2007  0,048  0,111 0,174 0,512 0,773 0,560  0,633 0,343 0,739 0,981
2008  0,051  0,065 0,4 0,549 0,814 0,414  0,674 0,609 0,433 0,986
2009  0,423  0,486 0,553 0,647 0,686 0,478  0,792 0,502 0,573 0,996
2010  0,133  0,237 0,462 0,645 0,627 0,480  0,760 0,828 0,702 0,996
2011  0,253  0,519 0,298 0,280 0,775 0,339  0,841 0,754 0,716 1







































2002  0,134  0,232 0,329 0,429 0,524 0,744  0,719 0,817 0,915 1
2003  0,119  0,167 0,286 0,369 0,429 0,714  0,75 0,762 0,952 1



















2002  0,099  0,197 0,296 0,394 0,493 0,606  0,704 0,803 0,915 1
2003  0,210  0,197 0,342 0,303 0,605 0,750  0,763 0,789 0,921 1
2004  0,076  0,152 0,304 0,468 0,481 0,620  0,671 0,747 0,797 1
2005  0,060  0,108 0,193 0,325 0,410 0,651  0,626 0,699 0,879 0,988
2006  0,024  0,059 0,429 0,405 0,309 0,571  0,658 0,702 0,869 0,988
2007  0,074  0,096 0,277 0,404 0,447 0,596  0,521 0,585 0,777 0,989
2008  0,053  0,042 0,210 0,263 0,179 0,516  0,474 0,547 0,726 0,979
2009  0,046  0,0463 0,296 0,389 0,278 0,500  0,546 0,565 0,768 0,981
2010  0,186  0,076 0,297 0,424 0,525 0,466  0,534 0,449 0,729 0,983
2011  0,112  0,04 0,288 0,232 0,368 0,56  0,552 0,512 0,696 0,984
2012  0,133  0,008 0,227 0,422 0,242 0,594  0,617 0,453 0,672 0,977
2005  0,081  0,151 0,233 0,512 0,477 0,581  0,721 0,86 0,942 1
2006  0,067  0,09 0,213 0,449 0,438 0,404  0,73 0,854 0,933 1
2007  0,075  0,14 0,247 0,387 0,419 0,484  0,742 0,86 0,871 0,978
2008  0,099  0,121 0,176 0,418 0,571 0,494  0,736 0,857 0,934 1
2009  0,084  0,137 0,105 0,495 0,621 0,453  0,737 0,81 0,884 0,958
2010  0,168  0,206 0,243 0,57 0,701 0,458  0,757 0,813 0,935 0,963
2011  0,132  0,175 0,246 0,596 0,693 0,368  0,719 0,833 0,912 0,965































































































































2005  0,239  0,174 0,396 0,385 0,631 0,425  0,773 0,694 0,780 0,997
2006  0,159  0,193 0,361 0,350 0,667 0,384  0,661 0,558 0,719 0,998
2007  0,083  0,159 0,271 0,413 0,716 0,437  0,630 0,450 0,716 0,992
2008  0,057  0,121 0,313 0,476 0,765 0,451  0,634 0,483 0,598 0,989
2009  0,200  0,260 0,408 0,556 0,743 0,466  0,694 0,490 0,573 0,990
2010  0,195  0,265 0,448 0,613 0,697 0,474  0,740 0,638 0,613 0,993
2011  0,231  0,382 0,408 0,490 0,717 0,417  0,790 0,711 0,655 0,997
























2005  0,099  0,148 0,266 0,370 0,479 0,657 0,675 0,742 0,866 0,995
2006  0,064  0,106 0,325 0,383 0,403 0,623 0,662 0,719 0,863 0,992
2007  0,056  0,093 0,309 0,395 0,402 0,602 0,598 0,659 0,827 0,990
2008  0,054  0,068 0,272 0,340 0,309 0,565 0,540 0,605 0,785 0,985
2009  0,052  0,056 0,280 0,356 0,285 0,531 0,531 0,577 0,767 0,983
2010  0,106  0,062 0,277 0,379 0,374 0,499 0,524 0,517 0,745 0,982
2011  0,115  0,052 0,285 0,324 0,378 0,515 0,538 0,507 0,723 0,983




































2005  0,102  0,160 0,266 0,443 0,472 0,678  0,717 0,832 0,941 1,000
2006  0,084  0,127 0,239 0,451 0,456 0,560  0,721 0,845 0,939 1,000
2007  0,077  0,128 0,237 0,432 0,442 0,507  0,729 0,857 0,911 0,991
2008  0,084  0,124 0,210 0,424 0,489 0,482  0,735 0,858 0,916 0,993
2009  0,085  0,128 0,166 0,446 0,547 0,467  0,737 0,839 0,901 0,979
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igure 6. Mean cumulative impact factor: journals of microbiology 
 
 
The reader can notice that the mean cumulative impact factor is much more stable than the 
rank‐normalized impact factor in the three cases that we have considered. This is not surprising, since its 
mathematical structure follows a standard regularization method used often in signal processing for 
example. The first year appearing in the time series is 2005, since the information of the previous three 
years is necessary for defining the index. Due to the more stable behavior of the mean cumulative 
impact factor the individual researcher can choose its own publication strategy in a better way even in 
mathematics, since it can be expected that the journal ranking will be similar in the next few years. This 
makes this index more convenient for research assessment.   
 
4.2. Further improvements: a confidence interval associated to each journal.   
 
Another tool can be implemented for improving the research assessment based on the IF. The 
idea is to use a confidence interval to exclude particular articles of the automatic assessment for 
evaluating it following a different rule. In case the RNIF of the journal in which the paper is 
published in a given year n is out of the “security interval” defined by the value of the RNIF of 
the previous year, no automatic conclusion on the paper can be given, and an ad hoc procedure 
must be provided. For example, such a procedure would be that the mark given to such a paper 
is the one that is given to papers belonging to the next better category.   
 
The radius r of such an interval for a given paper that is published in a journal j may be given for example 
as the maximum of the absolute value of the difference RNIFm(j) – RNIF(m‐1)(j), where m refers to any 
year in a given known time series of values of the RNIF (for example, from 2002 to 2011). The security 
interval that must be assigned to a paper published in a journal j in the year n (in the example, 2012) is 
then given by   
 
[RNIF(n‐1)(j)‐r, RNIF(n‐1)(j)+r].   
 
That is, in the example, the automatic evaluation of the paper published in the journal j in 2012 is 
allowed if RNIF2012(j) belongs to the interval [RNIF2011(j)‐r, RNIF2011(j)+r]. Otherwise, a different 
criterion must be used for the paper, for instance to give the mark of the previous quartile to which the 
journal belongs this year n. 
 
 
5. Discussion and conclusions   
The adequacy of citation counts, impact factor and other bibliometric indicators in the field of 
mathematics has already been treated in previous works. Korevaar and Moed (1996) were the first 
authors in publishing that many mathematicians are not convinced about the fact that citation counts 
provide useful information in the field of mathematics. The reason is that citation and publication habits 
in mathematics are different than the ones in other scholar fields. Moed et al. (1998) found that the 
2‐years impact factor is more strongly biased toward rapidly maturing journals than it is toward rapidly 
declining ones, noting that the older the documents, the less relevant the statistic is as a measure of the 
current impact of a journal. In the same line, Bensman et al. (2010) found that a time span of 5 years 
instead of 2 for the impact factor makes it more suitable for mathematics titles, which tend to have more 
cited half‐life. This is a well‐known property of the dynamics of citations in mathematics:    Bouche et al. 
(2012) have proved that time lag in mathematical references is meaningfully bigger than in other 
sciences, and it even tends to increase in recent years. Meanwhile, the Joint Committee on Quantitative 
Assessment of Research of the International Mathematical Union, International Council of Industrial and 
Applied Mathematics, and the Institute of Mathematical Statistics pointed out that in disciplines like 
mathematics, where many citations occur outside the 2‐year window, journal impact factor will be far 
lower (IMU, 2008). The Committee also noted that the impact factor can vary considerably from year to 
year and the variation tends to be larger for the smaller journals due to their small simple size (Bensman 
et al. (2010)). However, although a complete study has not been done, the authors have observed that 
the use of the 5‐year impact factor does not improve the stability of the corresponding rank‐normalized 
impact factor. The reason is that instability is mainly due to the small relative values of the original 
impact factor, that make the rank‐normalized impact factor highly sensitive to small variations. 
 
One impediment that restricts the applicability of citation counts and impact factor in the 
evaluation of scientific activity is its variability according to scientific fields, especially the mean 
number of references and the article age in the field. Variations of mean citations per article by 
discipline and by subdiscipline have been measured by Radicchi et al. (2008) and Bornmann and 
Daniel (2006) in a set of disciplines. They found differences between disciplines, with noticeable 
fluctuations in the average number of citations (from 25.26 in Microbiology to 5.97 in 
Mathematics) and in the cited half‐life indicator. In other study, Waltman et al. (2012) conclude 
that claiming citation distributions to be universal for all fields of science is not warranted, 
especially in fields with a relatively small number of citations per publication, as can be found in 
the engineering sciences, material sciences, and social sciences. The results of the present paper 
suggest that the indiscriminate use of impact based ordered lists for the aim of scientific 
assessment may be not adequate for disciplines with anomalous citation behavior, that is, for 
example for fields that do not fit with the assumption of the existence of a universal citation 
distribution. 
 
The fact that the IF defines a non‐stable ordering in the case of mathematics can be explained 
by several reasons. Although it is a verifiable fact that the ratio of citations of a given paper of 
mathematics in the first two years after publication with respect to the total amount of final 
citations is small, it does not seem to be the main reason for the failing in the stability of the 
ordering through the time. Fix a year and consider the list of all the journals in the category of 
mathematics for this year. Recent investigations have shown that the correlation coefficient 
among the sequence of the number of citations per journal in this list in n years and the same 
sequence of number of citations in n+1 years tends to 1 very fast. In fact, it has been proved by 
van Leeuwen (2012), that except for the year‐1/year‐2 comparison, the correlation coefficient is 
almost one after the year‐2/year‐3 comparison. Although this tendency is weaker when the 
class of the journals containing the lowest quantity of publications per year is considered, the 
general behavior is that the number of citations to the journals of a given list increase uniformly 
with the number of years considered. The ordering provided by the number of citations among 
the journals in the list is so almost preserved after three years. 
 
Another possible reason for the unstable behavior of the rank normalized impact factor through 
the years in the case of mathematics is the big amount of journals with a small number of 
papers published. This has also been analyzed in the paper by van Leeuwen (2012), who proves 
that in the particular case of mathematics there is a meaningful number of journals with a small 
number of papers published in comparison to other disciplines. However, this is not an exclusive 
feature of the journals of mathematics, and so, this does not justify by itself the anomalous 
behavior of the ordering induced by the IF in the list. 
 
Unstable ordering may be also caused by the wrong definition of the sets of documents that 
must be considered in the computation of the 2‐years IF. As was studied in van Leeuwen and 
Moed (2002), this may produce a big distortion of the expected tendency of the impact‐based 
ordering, since there are documents that must be taken into account in the numerator and the 
denominator defining the IF that are not considered. In our opinion, the main reason can be of 
statistical nature, due to the small values of the 2‐year IF in the list of mathematics that is 
produced by the small rate of citations in this discipline. For example, in the Thomson‐Reuters 
JCR list of 2013 for this subject, there are 43 journals ‐of a list of 302 journals‐ with a score 
among 0.5 and 0.6. This may produce the big changes in the induced ordering that we have 
observed. 
 
Another factor that compromises the utility of citation counts and impact factor is due to manipulations. 
Arnold and Fowler (2011) evidenced three types of impact factor manipulations: (1) abuse of self 
citations (citing themselves); (2) suggestions or requirements by editors to authors with a paper under 
review to cite other papers from the journal, a practice that some author consider border on the 
extortion; (3) and publishing review items with large numbers of citations to the journal. 
 
They demonstrate impact factor distortions in three journals in the field of applied mathematics using 
these manipulations. They calculated concentrations of 71.5% of the citations fell within the two‐year 
window, and a subsequent decrease of 6.64 points in the impact factor of a specific journal using a 
5‐years window instead of the usual two‐preceding‐years window. They also found 29% account of 
citations from members of the editorial board and high percentages of citations from proceedings of 
conferences issues edited by the editorial board of the same journal. 
 
In conclusion, although the introduction of objective criteria for research assessment of scientists and 
research teams have had a lot of positive consequences in the scientific policy in some countries in 
Europe, in the particular case of mathematics the usual 2‐year impact factor shows to be inadequate. 
This fact is well known for mathematicians, which observe how a wrong criterion is used for their 
evaluation year after year. However, the proved objectivity of the evaluation based on the IF provides a 
feeling of accuracy of the obtained result. Is an extended opinion among researchers in pure 
mathematics that this procedure has produced some benefits for the general evaluation of the scientific 
production, including mathematics, although the results obtained are close to be in a sense arbitrary. 
However, some general elements of the system are reliable, as the fact that a journal appears in the list 
as a proof of a certain quality level. On the other hand, it is clear that tools coming from the information 
science must be at the basis of the scientific assessment. In fact, there are available indexes that can be 
used in substitution of the IF, as the Eigenfactor, h‐index, Article Influence score, SNIP or SJR, but any of 
them would give only a partial answer to the question about the relevance of a journal. Also, the use of 
the IF is so widespread that it would be difficult to change. Consequently, some modification of the IF in 
order to make reliable the conclusions of the evaluation are necessary. For instance, the proposed mean 
cumulative impact factor clearly shows a more stable behavior and could help researchers to perform a 
better publication strategy, if they know that this index is going to be used for the research assessment 
by the funding institutions. Another purpose that could improve the research assessment is to include a 
security interval in the classification of the journals computed taking into account the year‐to‐year 
maximal variations.   
 
In any case, the IF as a unique tool does not seem to be a satisfactory solution for the problem of the 
research assessment; the use of complementary indicators in the evaluations measuring different 
aspects of the scientific production would reduce the degree of arbitrariness of the process, improving in 
this way its final results. 
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