In this study, we consider balancing problems of one-and two-sided assembly lines with real-world constraints like task or machine incompatibilities. First, we study the one-sided assembly line balancing problem (ALBP) with a limited number of machine types per workstation. Using a genetic algorithm (GA), we find optimal results for real-world instances. A set of larger test cases is used to compare two well-established solution approaches, namely GA and tabu search (TS). Additionally, we apply a specific differential evolution algorithm (DE), which has recently been proposed for the considered ALBP. Our computational results show that DE is clearly dominated by GA. Furthermore, we show that GA outperforms TS in terms of computational time, if capacity constraints are tight. Given the algorithm's computational performance as well as the fact that it can easily be adapted to additional constraints, we then use it to solve two-sided ALBP. Three types of constraints and two different objectives are considered. We outperform all previously published methods in terms of solution quality and computational time. Finally, we are the first to provide feasible test instances as well as benchmark results for fully constrained two-sided ALB.
Introduction
The configuration of assembly lines is a typical tactical planning problem arising in various industries. The assembly line balancing problem (ALBP) is to efficiently allocate the total workload to workstations, which are arranged along the line. Each workstation is assumed to have a cycle time, which is the maximum or average time available for each workcycle . The total workload is partitioned into elementary operations (tasks), for which precedence conditions have to be considered. The ALBP is an NP-hard combinatorial optimisation problem that has been investigated by many researchers during the last 60 years. Early problem formulations have been introduced by Bryton (1954) , while Salveson (1955) came up with the first scientific paper on this topic. Many surveys and classifications on the ALBP have been published ever since, e.g. Baybars (1986) , Erel and Sarin (1998) , Becker and Scholl (2006) , Scholl and Becker (2006) , Boysen, Fliedner, and Scholl (2007) , Battaïa and Dolgui (2013) .
The Simple ALBP (SALBP) follows some special assumptions like, e.g. no assignment restrictions besides the precedence constraints, one-sided stations, etc. . If the objective is to minimise the number of workstations, the SALBP is of type 1 (SALBP-1), while the SALBP-2 consists in assigning tasks to a given number of workstations such that the cycle time is minimised. If the line efficiency is to be maximised, while both cycle time and number of stations can be altered, the problem is known as SALBP-E (Boysen, Fliedner, and Scholl 2007) . A feasible balance for a given number of stations and a given cycle time is the objective of SALBP-F settings (Boysen, Fliedner, and Scholl 2007) . While the SALBP has been studied intensively in the literature, additional constraints coming from real-world applications have been considered rarely (Lapierre, Ruiz, and Soriano 2006; Boysen, Fliedner, and Scholl 2008) .
In this study, we investigate several ALBP problem classes, referring to different constraints coming from real-world applications. First, we consider each task being linked to a particular machine type, and the number of machine types per workstation being restricted. Pitakaso and Sethanan (2016) refer to this problem as ALBP-1M, being a typical setting in the garment industry. It is assumed that machines have identical space requirements. In our computational study, we show that available test instances can be solved to optimality. We then extend these data to a set of complex test instances, which is based on real-world settings. This conforms to Lapierre, Ruiz, and Soriano (2006) as well as Otto, Otto, and Scholl (2013) , claiming that there is a lack of proper and realistic test instances, which are viable to evaluate existing and new algorithms adequately.
In a comprehensive study, we assess the performance of two renowned metaheuristic concepts, namely genetic algorithms (GA) and tabu search (TS), on this real-world ALBP. Also the differential evolution algorithm (DE) suggested by Pitakaso and Sethanan (2016) is examined. However, the computational results show that the latter is clearly dominated by GA. Furthermore, we show that GA performs very well for instances with tight capacity constraints, while the performance of both methods (GA and TS) is almost identical if capacity constraints are relaxed. Our managerial recommendation, however, is to prefer GA. Beside the strong computational performance, the proposed GA can easily be adapted to additional real-world constraints.
In order to demonstrate the flexibility of our GA, we apply it to two-sided ALBP (2S-ALBP) with three types of constraints and two different objectives. Our method outperforms all previously published methods in terms of solution quality and computational time. We show that in the literature there are no feasible benchmark instances for fully constrained 2S-ALBP available. We therefore develop new benchmark instances and provide results for this problem class.
In a very recent survey (Li, Kucukkoc, and Mukund Nilakantan 2017) , it is concluded that 2S-ALBP with multiple constraints are still to be investigated. Our study closes this research gap.
The remainder of this paper is structured as follows. Section 2 provides a literature review. The problem descriptions are given in Section 3, and the solution methods in Section 4. We describe the computational study in Section 5. Conclusions and future research are summed up in Section 6.
Literature review
The resource constrained ALBP has been introduced based on two industrial cases by Aǧpak and Gökcen (2005) . The goal of their proposed approach is to balance the assembly line with a minimum number of stations and resources. The authors consider a case with a limited number of specific machines and a limited number of workers that can use these machines.
The general resource-constrained case is presented by Corominas et al. (2011) . They assume that each task needs resources that may be simple or multiple, alternative and/or concurrent. Lapierre and Ruiz (2004) present an industrial case with twosided assembly lines and single-attributed tasks. The authors do not assume space limits for the workstations. Park, Park, and Kim (1997) consider an industrial case of an ALBP, where the main difficulty is that the precedence diagram is not sufficient to describe the precedence relationships between the tasks. Bautista and Pereira (2011) define the time-and space-constrained ALBP as a variant of the classical SALBP that additionally accounts for the space requirements of machinery and assembled parts (cf. Bautista and Pereira 2007) . Blum, Bautista, and Pereira (2006) propose a beam-ant colony optimisation approach applied to the time-and space-constrained SALBP-1. Multi-objective constructive heuristics for a variant of the time and space ALBP are developed by Chica et al. (2010) . A comparative study on this multi-objective problem is published by Rada-Vilela et al. (2013) . Chica et al. (2013) introduce novel robustness functions to measure how robust the line configuration is, when the production plans for a time-and space-constrained ALBP changes. Aǧpak and Gökcen (2005) present 0-1 integer programming models for two resource-constrained cases.
A fuzzy ALBP with physical workload constraints is investigated by Mutlu and Özgörmüs (2012) . They incorporate not only task precedence and processing times but also physical workloads in order to reduce work-related injuries.
A branch-and-bound method for the line balancing problem in U-shaped assembly lines with equipment requirements is presented by Ogan and Azizoglu (2015) . Hamta et al. (2013) present a hybrid particle swarm optimisation algorithm for a multi-objective ALBP with flexible operation times, sequence-dependent set-up times and learning effect. Bautista et al. (2000) consider incompatibilities between tasks in a setting where the number of workstations and the cycle time are to be minimised. Resource-dependent task times for straight and U-shaped assembly lines are investigated by Kara et al. (2011) . The problem of assigning tasks and equipment, where there are several equipment alternatives, is studied by Pekin and Azizoglu (2008) . An overview on different kinds of assignment restrictions and methods to solve them is given in Scholl, Fliedner, and Boysen (2010) . A classification of task attributes is given in Battaïa and Dolgui (2013) . Lapierre, Ruiz, and Soriano (2006) apply TS to a real industrial data-set, where the assembly is carried out on a sequential line with workstations located on both sides of the conveyor, with two possible conveyor heights and no re-positioning of the product. The 2S-ALBP with the objective to minimise the number of workstations is also investigated by Kim, Kim, and Kim (2000) , Taha et al. (2011), Li, Tang, and Zhang (2017) , Baykasoglu and Türkay (2008) , and Tapkan et al. (2012) . Only the last two studies include constraints in addition to precedences. Lee, Kim, and Kim (2001) balance 2S-ALBP maximising work relatedness and slackness. Two-sided U-shaped assembly lines are studied by Delice et al. (2017) . Stochastic 2S-ALBP are investigated by, e.g. Chiang, Urban, and Luo (2016b) and Delice, Aydogan, and Özcan (2016) . Xiaofeng et al. (2010) consider the line length to be the most useful objective in practical applications of the 2S-ALBP. A branch-and-bound algorithm is applied to standard benchmark instances. Both objectives (line length and number of workstations) and stochastic task times are considered by Chiang, Urban, and Luo (2016a) .
A case study on 2S-ALBP is presented by Bartholodi (1993) . Comprehensive reviews on 2S-ALBP are provided by Li, Kucukkoc, and Mukund Nilakantan (2017) and Make, Rashid, and Razali (2017) .
Many real-world problem classes of the ALBP have not been studied so far (Boysen, Fliedner, and Scholl 2008) . In particular, multiple constraints for 2S-ALBP are an open research field (Li, Kucukkoc, and Mukund Nilakantan 2017) . In our study, we tackle two such problem classes with three constraints and two different objectives. We show that our proposed algorithm improves the results of all related studies, where subsets of these constraints have been included. Finally, we are the first to provide benchmark instances and results for the fully constrained 2S-ALBP.
Problem descriptions 3.1 ALBP-1M
In the ALBP-1M, it is assumed that each task can only be performed on a specific machine type and that each workstation can only accommodate a given number of machines. Hence, a task can only be assigned to a workstation, if (i) a task using the same machine type has already been assigned to this workstation, or (ii) there is enough space to add this machine type to the workstation. Task assignments are further restricted by precedence conditions among tasks and by the time limit on the total workload per workstation. Since it is assumed that all machine types have the same space requirements (Pitakaso and Sethanan 2016) , a natural objective is to find an assignment of tasks, such that the total number of workstations is minimised. The mathematical model can be formulated as follows:
T set of tasks, t ∈ T , T = {1, . . . , n} A set of pairs of tasks i j, where i is the direct predecessor of j; i, j∈ T n artificial task with execution time 0, having all other tasks t ∈ T \n as predecessors U B upper bound for the number of workstations, e.g. n − 1 W set of possible workstations, s ∈ W , W = {1, . . . , U B} M set of machine types, m ∈ M C given cycle time d t execution time of tasks t r tm parameter indicating whether task t requires machine type m Q maximum number of machine types per workstation s x ts decision variable indicating whether task t is assigned to workstations s h ms decision variable indicating whether machine type m is used in workstation s min s∈W sx ns (1)
The objective function (1) gives the number of the workstation, where the last task, i.e. artificial task n is assigned to. This is the number of workstations, which is to be minimised. Equation (2) ensures that each task is assigned to only one workstation. Predecessor constraints are included by Equation (3). In Equation (4), we restrict the workload of each station by the given cycle time, while the maximum number of machine types is considered in Equations (5) and (6). Finally, constraints (7) and (8) 
Notes: C is the cycle time, r shows the required machine types, w is the total workload per workstation.
In Figure 1 , we show an illustration of a trivial precedence graph with the tasks' execution times and required machine types. In Table 1 , we list all possible workstation assignments for this precedence graph assuming different workstation capacities (Q).
If the space capacity does not allow for more than one machine type per station (Q = 1), the number of possible assignments is rather limited. However, increasing this capacity does not necessarily mean that the number of possible assignments increases as well. We see that the assignments for a capacity of 2 (Q = 2) and 3 (Q = 3) are identical. This is due to the cycle time, which also restricts the number of tasks that can be included in one station.
2S-ALBP
In many real-world applications, workstations have to be placed on both sides of the assembly line. This is of particular importance in the production of bulky products like trucks or buses (Make, Rashid, and Razali 2017) . In these cases, assignment restrictions indicating on which side of the line a task has to be performed, are needed. A pair of opposite stations is called mated-station, where one station is the companion of the other (Kim, Kim, and Kim 2000) . Within mated-stations, precedence constraints have to be fulfilled. Given two tasks i and j, where i is the direct predecessor of j. If i is assigned to station 1, and j to its companion, it has to be ensured that j does not start before i is finished. Thus, in contrast to single-sided ALBP, in the 2S-ALBP task sequences within stations have to be determined.
For the ALBP-1M the minimisation of the number of workstations is generally considered to be a reasonable objective. In the two-sided case, however, the minimisation of the line length, i.e. the number of mated-stations, rather than the number of workstations might be considered to be more realistic (Xiaofeng et al. 2010; Make, Rashid, and Razali 2017) . The mathematical model can be formulated as follows (some parameters are already defined in Section 3.1): P set of positions, i.e left or right side, p ∈ P, P = {1, 2} L set of tasks that need to be assigned to the left side of the line, t ∈ L, L ⊆ T , T ∩ L = ∅ R set of tasks that need to be assigned to the right side of the line, t ∈ R, R ⊆ T E set of tasks that need to be assigned to either the left or the right side of the line,
B set of tasks that need to be assigned to both the left and the right side of the line, s∈W p∈P 
The objective function (9) gives the number of the workstation, where the last task, i.e. artificial task n is assigned to. This is the number of mated-stations, which is to be minimised. Each task is assigned to only one workstation (10). Equations (11)- (13) ensure that tasks are assigned to the correct sides of the line. Predecessor constraints are considered by Equation (14). In Equations (15)- (17), the scheduling among tasks within workstations is defined. In Equation (18), we ensure that the workstations' cycle times are not exceeded. Finally, constraints (19) and (20) define that the decision variable is binary. It should be noted that the proposed model minimises the line length. However, it can simply be adapted for the minimisation of the number of workstations by doubling the number of mated-stations and subtracting the number of idle workstations.
An example for a 2S-ALBP with 10 tasks and 2 possible solutions is illustrated in Figure 2 . Solution 1 consists of six workstations or three mated-stations, while in solution 2 only five workstations are needed. Hence, if the number of workstations is to be minimised, solution 2 would be preferred. Regarding the line length both solutions have the same objective value.
The following constraints are known to occur in real-world 2S-ALBP (Tapkan et al. 2012; Li, Kucukkoc, and Mukund Nilakantan 2017; Make, Rashid, and Razali 2017): (1) Zoning constraints: These restrictions are used, if (i) two or more tasks have to be assigned to the same workstation or mated-station (positive zoning), or (ii) are not allowed to be in the same workstation or mated-station (negative zoning). In the example illustrated in Figure 2 tasks 1, 2 and 3 might be subject to a positive zoning constraint, while U set tasks that have to be assigned to one specific station k t , t ∈ U s∈W p∈P 
A 2S-ALBP is considered to be fully constrained if all three constraint types are taken into account (Tapkan et al. 2012 ).
Solution methods
We apply three solution methods to the ALBP-1M, namely TS, GA and DE. While TS and GA are renowned algorithms for the ALB (e.g. Rubinovitz and Levitin 1995; Chiang 1998; Lapierre, Ruiz, and Soriano 2006; Suwannarongsri and Puangdownreong 2008) , DE has been recently presented by Pitakaso and Sethanan (2016) to be one of the best methods for the ALBP-1M. Our computational results show that DE is clearly dominated by GA. Furthermore, we show that GA outperforms TS in terms of computational time, if capacity constraints are tight. Thus, GA is our method of choice for the 2S-ALBP. This is also based on the fact that our GA can easily be adapted for including additional constraints or objectives.
With only a few extensions it is applicable to several versions of fully constrained 2S-ALBP.
Tabu search for ALBP-1M
TS, invented by Glover (1986) , is a local search-based metaheuristic. It works with so-called tabu lists, holding information on, e.g. moves that are forbidden for a certain amount of iterations. A reason for holding a move on this list might be to discourage the search from reverting to previously-visited solutions. Hence, tabu lists are used to reduce the probability to get stuck in local optima. For this study, we use the TS procedure presented by Lapierre, Ruiz, and Soriano (2006) , who show that their adapted TS works well for a non-standard industrial ALBP. We generate the initial solution by applying a set of priority-based single pass heuristics, where jobs are assigned due to different priorities like remaining workload, execution time or simply randomly (the procedure is explained in Pitakaso and Sethanan 2016). For local search, Lapierre, Ruiz, and Soriano (2006) apply two neighbourhood structures. The first one focuses on reducing or increasing the workload of halfempty workstations. The second one searches on near-empty workstations, trying to empty them completely. A special aspect of their algorithm is that it allows to visit infeasible solutions, where the workload exceeds the cycle time. To prevent the algorithm from straying too deep into infeasibility Lapierre, Ruiz, and Soriano (2006) recommend the following evaluation function:
where m is the number of workstations, t j is the operation time of task j, S s is the set of tasks being assigned to workstation s (s = 1, . . . , N ), p is a penalty coefficient and δ s is the amount of working time exceeding the cycle time in workstation s.
In what is called strategic oscillation, penalty coefficient p is dynamically adjusted according to the search status, i.e. whether the recent solutions indicate that infeasibilities are too attractive or too expensive. Lapierre, Ruiz, and Soriano (2006) use two tabu lists. One for tasks that have been recently moved, and one for workstations where a task has been recently added or removed. In our algorithm, we add a third tabu list. It deals with workstations where an increase or a decrease in workload is not possible, because of precedence or capacity constraints. This tabu list is used to ensure that these workstations, once considered for a change of workload, are not checked for κ iterations. For setting κ, we multiply the initial number of stations by 0.2. This factor has been determined empirically. This is to avoid the algorithm getting stuck in selecting workstations that cannot be changed anyway. Lapierre, Ruiz, and Soriano (2006) overcome this problem by randomising the selection problem. However, we observe that for problems with limited capacity, this randomisation is not sufficient.
We agree with Lapierre, Ruiz, and Soriano (2006) that it is important to allow infeasible solutions. However, in preliminary tests we observed that it is crucial to push the algorithm to leave the infeasible regions soon. Otherwise the search process wastes too much time generating infeasible solutions, even if the evaluation function penalises infeasibilities, as it is described above. Hence, we introduce an additional parameter that we use to get rid of overloaded workstations. The value of this parameter is increased by 1 if the current solution includes one or more overloaded workstations. When selecting the next workstation to be considered for a change of workload, .τ 100 gives the probability that an overloaded workstation has to be selected. τ is the number of overloaded workstations.
In the local search phase, a solution is considered even if it worse than the incumbent solution Lapierre, Ruiz, and Soriano (2006) . However, in our algorithm we restrict the tolerable degradation to the cycle time multiplied by a factor σ , where σ has been empirically set to 70. This is due to our observations, that unlimited degradation combined with the permission to visit infeasible solutions pushes the search process to get stuck in local optima. All parameters not specified above, have been set as proposed by Lapierre, Ruiz, and Soriano (2006) .
GA for ALBP-1M
This metaheuristic is dealing with a set of solutions (called population), which is manipulated, by evolution-inspired methods like inheritance, crossover, mutation etc. to produce new populations with better solutions. GA have been used to solve various problem classes; an application to ALBP is given by, e.g. Rubinovitz and Levitin (1995) . In what follows, we describe our basic GA components, which are encoding and decoding of population individuals, inheritance operators and fitness evaluation.
Encoding. Individuals (or chromosomes) in a population are represented by a sequence of tasks, where for each task a floating point number is given. These floating point numbers give the tasks' priorities. In Li, Kucukkoc, and Mukund Nilakantan (2017) this encoding scheme is referred to as sequence-oriented encoding.
Decoding. To decode a GA individual to an ALBP-1M solution, we use a priority rule procedure as suggested by Pitakaso and Sethanan (2016) . Tasks are assigned to workstations according to their priority (i.e. the floating number as described above), if the workstation has sufficient idle time, and precedence as well as space capacity constraints are not violated.
Fitness. The fitness function is used to evaluate GA individuals. In our approach, the fitness function is built up of the following components:
• idle times of all workstations, • statistical variance of unused cycle times over all workstations,
• maximum unused cycle time, • number of workstations.
The GA uses the following fitness function, where f is to be minimised, and S = {1, . . . , N } , s ∈ S is the set of the workstations in a GA individual.īdle is the average idle time over all workstations, whereas idle s is the idle time in workstations s. Bothīdle and idle s are normalised, such that idle s ,
In our experiments, weighting parameters δ and have been empirically set to 0.1 and 0.2, respectfully. Please note that by including the statistical variance, we prefer individuals having nearly full and nearly empty stations over individuals with evenly distributed idle times. By including the maximum idle time, we try to generate individuals where nearly empty stations have been eliminated.
We also tried to apply Formula (26) as a fitness function, but this significantly deteriorates the solution quality, although it has been proven to be a good evaluation function for TS by Lapierre, Ruiz, and Soriano (2006) . Based on its fitness, each individual i has a fitness rank f i ranging between 0 to 1, where the fittest individual has the lowest fitness rank ( f i = 0).
Diversity. In a population, the diversity among individuals has to be kept on a reasonable level. For this purpose, we use a function that gives us a diversity value div i for an individual i in a population. This function covers two things: (1) diversity in terms of tasks' predecessors and (2) diversity in terms of workstation assignments:
(1) Each task k in a decoded individual has a direct predecessor, being the task that was assigned immediately before k.
Parameter p ki gives the predecessor of task k in individual i. (2) Each task k in a decoded individual is assigned to a certain station s. Parameter s ki gives the station of task k in individual i.
For determining the diversity value div i of an individual i, we calculate its distances dist i j to all individuals j included in the current population. For this, we define parameter α, which gives the number of tasks k, where p ki = p k j , and parameter β, which gives the number of tasks, having s ki =s k j . The distance between i and j is then the weighted average, which is calculated by the following formula.
where ω p and ω s are weights, and n is the number of tasks. For our experiments, ω p and ω s have been set to 1 and 4, respectively. This is based on our observations, that workstation diversity should have more influence than predecessor diversity. A numerical example for the 2S-ALBP is given in Section 4.4. The diversity value div i of an individual i is the minimum distance to any individual j in the current population:
In combination with the fitness rank, the diversity value determines the probability for an individual to get selected by one of the inheritance operators (Elitism, Crossover, Mutation).
Selection. Individuals are selected by a roulette wheel, which uses the following function to calculate selection probability p i :
Elitism. If a new population is created, the fittest candidate of the previous generation is carried over without any change.
Crossover. We apply a standard two-point crossover (Michalewicz 1996) to add new individuals to a population.
Mutation. The floating point number of a random selection of tasks is randomly changed. The probability that a newly generated individual is mutated is set to 50%, where up to 70% of the genes can be affected by the mutation process.
Using these inheritance operators, a new population is generated. For our experiments, the population size has been set to 200.
The initial population is again generated by applying a set of priority-based single pass heuristics (see Section 4.1).
DE for ALBP-1M
This method was been invented by Storn and Price (1997) . It also belongs to the class of population-based metaheuristics. The concept has many similarities with GA; the basic components are initialisation, mutation, recombination and selection. However, mutations are made based on the spatial difference between two or more individuals added to a base vector, while in GA a mutation changes the appearance of an individual but does not take other individuals into account (du Plessis and Engelbrecht 2012). In this study, we reimplement the modified DE as it is recommended for the ALBP-1M by Pitakaso and Sethanan (2016) , who propose new recombination methods based on transition, exchange and insertion. Again, the fitness function sums up idle times of all workstations. All parameters are set as specified by Pitakaso and Sethanan (2016) .
GA for 2S-ALBP
In our computational study (see Section 5), we show that our GA is the dominating method for ALBP-1M. Not only is it faster and gives on average better results, but it is also easy to adapt to additional constraints or objectives. In the following, we list the adaptions of our standard GA (see Section 4.2) to make it applicable for 2S-ALBP. Encoding. For each task in an individual, we have to determine whether it is assigned on the right or on the left side of the assembly line. Thus, we add a string where the position of each task is provided. This encoding scheme is denoted as sequence-oriented and direction-oriented encoding by Li, Kucukkoc, and Mukund Nilakantan (2017) .
Decoding. While decoding an individual, the start and end times of each task have to be considered. This ensures that in a mated-station a task does not start before its predecessor. We adapt the decoding procedure such that these start and end times are recorded. If a task can be assigned to either side (right or left), the position is chosen randomly. This refers to decoding scheme TS1 (task-to-workstation procedure-1) by Li, Kucukkoc, and Mukund Nilakantan (2017) . It should be noted that the case of tasks having to be assigned to both sides of the line (see Section 3.2) is not covered by the data instances available in the literature. We therefore do not explicitly consider this case in our algorithm. However, this constraint can easily be integrated using artificial synchronous constraints, where one task has to be assigned to the opposite position within the same mated-station.
Diversity. For measuring diversity, also the tasks' positions (i.e. right or left) are taken into account. Thus, formula (28) is extended by a third parameter γ , which gives the number of tasks being in both solutions i and j on the same side of the assembly line:
where in our experiments, weight ω l for the position diversity is set to 2. Comparing the solutions in Figure 2 , our formula gives a distance value of 0.82, where α = 11, and β = 10 and γ = 9. Exploration of the solution space. In the ALBP-1M it is not useful to enforce idle times within or between workstations. However, for the 2S-ALBP it might be advantageous to have empty companions in between. Thus, we give our GA the option to lock one or more stations. Otherwise, in the decoding procedure (see Section 4.2), the algorithm would fill all stations sequentially, not having the option to leave a companion empty. The information on locked workstations is encoded as an additional component of the GA individual. We use a string of workstations, where the length of this string is the lower bound on the number of workstations. For the lower bound, we divide the sum of operation times by the cycle time. Thus, a GA individual for the 2S-ALBP consists of three parts:
( Mutation. In the mutation process part of the decoded individual can be changed. It is randomly selected whether part 1, 2 or 3 (see above) is mutated. Again, the probability that a newly generated individual is mutated is set to 50%, where up to 70% of the genes can be affected by the mutation process.
Crossover. We use a uniform crossover (Michalewicz 1996) for the information on locked workstations. The string of floating numbers and the string of positions (parts 1 and 2 from above), are changed simultaneously. It should be noted that this is only used for the information on locked workstations. For adding new individuals, we apply the two-point crossover (Michalewicz 1996) as indicated in Section 4.2.
Constraints and fitness. For the constraints, we have to distinguish between those that can be simply included in the decoding, and those that have to be considered by penalisation. Negative zoning constraints, and synchronous constraints are included in the decoding. Thus, a task can be assigned to a station only if none of the negative zoning constraints is violated, and if its synchronisation companion is also ready for assignment. For positive zoning constraints as well as for positional constraints, we found that it is more efficient to heavily penalise an individual that violates one of these constraints. Thus, we add a penalisation term to the fitness function (27), where we count the number of stations that lie between the actual position of a job and its target position. This penalisation term is weighted with 10.
Computational study
Test instances for ALBP-1M are based on real-world data from the garment industry. It is available from Pitakaso and Sethanan (2016) and consists of two data-sets, which we denote as PS1, and PS2. In PS1, there are 36 jobs and 6 machine types, while in PS2 we have 52 jobs and 5 machine types. There are two variants of capacity limits, namely one or two machine types per workstation. Furthermore, five different cycle time settings are considered. All this results in 20 test cases.
Based on these two data-sets we generate larger instances with 90, 130, 150, 190, 210 and 250 tasks and 11 machine types. We do this by randomly extending the real-world precedence graphs provided by Pitakaso and Sethanan (2016) . In order to preserve the basic structure of the real-world instances, we include new branches by duplicating parts of existing branches. These new branches are then filled with new tasks, but information on machine type requirements, and task execution times is kept. These bigger instances are denoted as GH90, GH130, GH150, GH190, GH210 and GH250, respectively. We consider 2 settings for capacity limits, and 3 cycle time variants, resulting in a total of 36 test instances.
For the 2S-ALBP we use standard benchmark instances P9, P12, P16, P24, P65 and P148, which are available in the literature. All instances including all additional constraints that we use are publicly available (http://prolog.univie.ac.at/ research/ALBdata/ALBinstances.zip). It should be noted, that none of the available instance sets considers the case of tasks that have to be assigned to both sides of the line (see Section 3.2).
All algorithms are coded in C++ and are executed single threaded on an Intel Core i5-3570 3.4GHz computer.
Tests on small ALBP-1M instances
Three metaheuristic algorithms (GA, TS and DE) are applied to all variants of instances PS1 and PS2. Table 2 gives the average number of workstations found by GA, TS and DE. The average is calculated over five independent runs with a stopping time of 10 s per run. We also report the results published by Pitakaso and Sethanan (2016) . In their study, the modified DE is denoted as DE-C. Only for these small instances, we were able to generate optimal results with a commercial solver. 1 We use the same mathematical model as suggested in Pitakaso and Sethanan (2016) . The last column gives the proven optimal results. 
Notes: We also give the results of DE-C reported by Pitakaso and Sethanan (2016) , and optimal results. Numbers marked with a star indicate that there is a discrepancy between the number reported by Pitakaso and Sethanan (2016) and the optimal result.
We observe that there is a discrepancy between the results by Pitakaso and Sethanan (2016) and the optimal results. However, GA, TS and DE find optimal results for all test cases.
GA vs. DE for ALBP-1M
GA and DE are rather similar search algorithms. For the large instances, we firstly wanted to examine whether both of them have potential to find good solutions in reasonable amount of time. For this purpose, we use a set of 32 test instances, composed of PS2 and GHx data. The algorithms are applied to each instance 10 times, which amounts to 320 test runs for each method. The algorithms are stopped if (i) the best known solution is found or (ii) a maximum number of generations is reached. In the latter case, the instance is marked as unsolved. In this part of the study, the major goal was not to find new best solutions, but to have a direct comparison between DE and GA in terms of their efficiency within the search process. The maximum number of generations is set to 25, 50, 100, 200 and 400. Table 3 summarises the results. We compare the total time needed to go through the 320 test cases, and the number of runs where the algorithm did not reach the best known solution within the given number of generations.
For a very tight limit on the number of generations, DE solves five instances more than GA, while GA decreases the runtime by approximately 42%. It should be noted that GA with 50 generations takes almost the same CPU time as DE with 25 generations, while GA solves 46 instances more than DE. Also for all other settings, GA solves more instances in considerably less time. The time difference seems to increase with the number of generations. In the last setting, where the maximum number of generations is set to 400, the runtime of DE is even around 2.5 times higher than the runtime of GA. It is obvious, that DE is clearly dominated by GA. Hence, we do not use DE for the examination of the larger test instances.
Tests on larger ALBP-1M instances
For the larger instances (GH90-GH250) we investigate three variants of cycle times (2.2, 2.5 and 2.95). Space capacity limits are either 1 or 2 machine types per workstation. The results for GA and TS being applied to these test cases are summarised in Table 4 . Numbers in columns GA and TS display the average number of workstations after five runs with a stopping time of 10 s each. In the last two columns, we report the average runtimes required to reach the final solution.
We observe that in case of tight capacity constraints, GA clearly dominates TS in both solution quality and runtimes. GA is about 30% faster and finds solutions with on average two workstations less than TS. However, if capacity constraints are relaxed, TS has a slight advantage in solution quality, while the runtimes are almost identical. In general, it seems that TS has a higher tendency to get stuck in local optima than GA. Although we spent much effort in parameter optimisation, TS is not able to leave these local optima for a long time. We observe that allowing infeasible solutions, as suggested by Lapierre, Ruiz, and Soriano (2006) , is absolutely necessary for TS to be competitive. However, this comes with the drawback, that the search wastes much time in examining infeasible solutions and is not able to return to feasible regions for a while. We reduced this problem, by an additional parameter, used to push the search procedure into feasible regions (see Section 4). But still, solution quality and runtimes are quite volatile, which seems to be caused by the temporary acceptance of infeasibilities. Given all computational results for ALBP-1M, we conclude that GA is the method of choice for the investigated problem class. In direct comparison with DE, it becomes obvious that GA dominates in both solution quality and computational time. TS is competitive only for instances with loose capacity constraints. However, regarding the implementation effort, GA is much easier than TS. The latter needs more parameters, and is very sensitive on changes in the parameter set. Lapierre, Ruiz, and Soriano (2006) claim that it is challenging to apply standard methods to non-standard ALBP. This is definitely true for TS, where the inclusion of additional capacity constraints is rather tricky. However, the GA implementation with the proposed encoding is very flexible. Additional constraints can easily be handled in the assignment procedure. We thus conclude that GA dominates all other methods examined in this study. Based on this observation, GA is our method of choice for the 2S-ALBP. Another reason to not apply TS to this problem class is that it has been outperformed by recent research on 2S-ALBP (Li, Tang, and Zhang 2017) . Note: For GA we report the average line length over five runs and the average CPU time to find the solution. Best solutions are bold.
Please note that for the 2S-ALBP, we do not compare the performance of our GA to results obtained by a standard solver (see Section 5.1). The reason is that it has been shown by Tapkan et al. (2012) , that only very small instances (up to 12 tasks) and tight constraints can be solved with such a commercial software. It should further be noted that for larger instances (148 tasks), the proposed GA finds even better solutions than a tailored branch-and-bound algorithm, which was stopped after a certain time limit (see Section 5.4).
2S-ALBP minimising the line length
For minimising the line length, i.e. the number of mated-stations, of 2S-ALBP Xiaofeng et al. (2010) propose a branch-andbound algorithm. They solve the given benchmark instances with different cycle times. None of the additional constraints (zoning, positional, synchronous) are considered. In Table 5 , we compare the results reported in Xiaofeng et al. (2010) against the results of our GA.
We see that except for two cases (P12 with cycle time 4; P16 with cycle time 18) GA is able to find the optimal line length reported by Xiaofeng et al. (2010) . It should be noted that for instance P148 with cycle time 378, GA finds an even shorter line length than the branch-and-bound algorithm. The latter was stopped after 184,464 s, while GA found the optimal solution, i.e. the lower bound, in about 6 s. In general, GA is several orders of magnitude faster than the branch-and-bound algorithm.
2S-ALBP minimising the number of workstations
The most recent results on this problem class are presented by Li, Tang, and Zhang (2017) . Again none of the mentioned additional constraints (zoning, positional, synchronous) are considered. The authors propose an iterated greedy procedure Notes: For both methods we report the relative percentage deviation (RPD) from the optimal solution as proposed by Li, Tang, and Zhang (2017) and the average CPU times needed to find the best solution. Results for small instances (< 65 tasks) are not reported, since these are solved to optimality by all methods.
denoted as IG5. In Table 6 we compare the results found by IG5 against the results found by our GA. We only report the results of the larger instances (P65, P148, P205) since the smaller instances are solved to optimality by both methods very fast. We see that using GA the relative percentage deviation (RPD) is significantly smaller, while the runtime is an order of magnitude shorter. It should be noted that in Li, Tang, and Zhang (2017) results with shorter runtimes are provided as well. However, these shorter runtimes are still an order of magnitude longer than the GA runtimes, while the gap in solution quality increases.
2S-ALBP with additional constraints
According to Tapkan et al. (2012) , a fully constrained 2S-ALBP is subject to (i) zoning, (ii) positional, and (iii) synchronous constraints (see Section 3). The literature considering these constraints is scarce. In a recent survey by Li, Kucukkoc, and Mukund Nilakantan (2017) , it is concluded that the 2S-ALBP with multiple constraints has not been investigated so far. We want to close this research gap.
Again we are focusing on the two objectives: minimising the line length and minimising the number of workstations. To the best of our knowledge, there is no study where any of the constraints is used when the line length is minimised. Tapkan et al. (2012) claim to solve fully constrained 2S-ALBP where the number of workstations is minimised. However, the instances are not provided and seem to be not available. However, results for 2S-ALBP with zoning constraints are presented by Baykasoglu and Türkay (2008) using an ant colony-based algorithm. Please note that in Baykasoglu and Türkay (2008) zoning constraints are denoted as positional constraints. However, the data used do not give indication that positional constraints (according to the definition by, e.g. Make, Rashid, and Razali 2017) are considered.
There is one study by Kim, Kim, and Kim (2000) where positional constraints are considered. However, we found that at least one of the given test instances is infeasible. Since task 144 is a predecessor of task 145 it is not possible that task 144 is assigned to station 12, while task 145 is in station 9. Thus, we apply our GA to the 2S-ALBP with zoning constraints and compare them against the results provided by Baykasoglu and Türkay (2008) . This comparison is summarised in Table 7 . We see that in 23 out of 34 instances our GA finds a new best known solution. In particular, for the large instances (P205), we improve the best known solution by up to four workstations, while the runtime of the GA is on average an order of magnitude shorter.
In the literature, no instances with all three real-world constraints are available. Thus, we provide benchmark instances for this fully constrained problem. These benchmark instances are generated by randomly adding zoning, positional and synchronous restrictions to data-sets P9, P12, P16, P24, P65 and P148. All fully constrained instances are tested for feasibility.
The instances are publicly available (http://prolog.univie.ac.at/research/ALBdata/ALBinstances.zip). In Table 8 , we provide benchmark results for this problem class. Both objectives, i.e. line length and number of workstations, are considered. The algorithm is stopped if an iteration limit of 5000 is reached. 18  18  1662  1888  10  10  128  17  17  4828  2077  10  10  116  17  17  936  2266  10  10  110  17  17  233  2454  10  10  86  16  16  52,135  2643  10  10  87  16  16  9022  2832  10  10  87  16  16  5964 Note: We report minimum and average line lengths, minimum and average number of workstations, and CPU times.
Conclusion
In this study, we investigated one-and two-sided ALBP with real-world constraints. First, we compared the performance of three different solution methods for the ALBP-1M where a limited number of machine types per workstation is assumed. The objective of this problem class is to minimise the number of workstations. Metaheuristics like GA, TS and DE have been recently promoted to find good solutions for similar problems. To get profound knowledge on the performance of these methods, we generated a comprehensive set of test cases based on real-world data from the garment industry. We showed that small instances, with up to 52 tasks, can be solved to optimality. All search methods are proven to find these optimal results. However, with larger test instances, we showed that GA outperforms DE. In case of tight capacity constraints, GA also outperforms TS. However, the performance is almost identical, if capacity constraints are relaxed. As a general managerial recommendation, we advised to prefer GA over TS for rich ALBP problems. Apart from the strong computational results, the proposed GA framework allows for easy integration of additional constraints. On the other hand, introducing new constraints to TS, however, increases the algorithm's complexity, typically resulting in more parameters. Given our findings for the ALBP-1M, we used GA for solving 2S-ALBP, where the objective is to minimise the line length or the number of workstations. We showed that our algorithm outperforms all proposed methods also for this problem class. We were the first to provide benchmark instances for fully constrained 2S-ALBP. We applied our GA to generate best known solutions for these instances, considering both constraints (line length and number of workstations). These results will serve as benchmarks for other researchers investigating this problem class.
