Introduction
[2] Human activity has affected the natural balance of radiocarbon in the Earth system since the beginning of the industrial revolution. Owing to the relatively short half life of radiocarbon of 5730 years, fossil carbon is free of radiocarbon. Thus the extensive release of fossil fuel-derived CO 2 into the atmosphere causes an ongoing decrease of the atmospheric 14 C-to-C ratio (Suess-Effect), unbalancing the preindustrial isotopic equilibrium between the atmosphere, the ocean, and the biosphere, and in consequence, leading to a net flux of radiocarbon from the ocean and the biosphere to the atmosphere over the last century. However, today the Suess-Effect is superimposed by an even larger disturbance, namely the effects of the production of so-called bomb radiocarbon in atmospheric nuclear weapon tests between 1945 and 1980 (peaking in 1961/ 1962) . Bomb radiocarbon was formed when thermal neutrons originating from the bomb tests reacted with atmospheric nitrogen to form radiocarbon. Injected mainly into the stratosphere, bomb radiocarbon is oxidized to 14 CO 2 and, like natural radiocarbon, takes part in the global carbon cycle. Observed radiocarbon inventory changes in the carbon reservoirs since prebomb times therefore always reflect the production of radiocarbon in nuclear bomb tests (and a much smaller contribution by the nuclear industry) as well as the redistribution of radiocarbon due to the SuessEffect. Throughout this study, we will refer to radiocarbon inventory changes since the onset of atmospheric nuclear bomb tests in 1945 as ''excess radiocarbon.'' (Note that many previous studies referred to ''bomb radiocarbon'' when ''excess radiocarbon'' would have been more adequate).
[3] Excess radiocarbon is widely established as a tracer in environmental studies. In particular, it is used to study dynamics within and exchange processes among the main carbon reservoirs: the stratosphere, the troposphere, the biosphere, and the ocean . Still, the quantitative budget of excess radiocarbon, i.e., the total amount of bomb radiocarbon produced in atmospheric nuclear bomb tests, its subsequent distribution among the carbon reservoirs, and the redistribution of radiocarbon among the carbon reservoirs due to the Suess-Effect, remained uncertain. Closing the excess radiocarbon budget, however, is of particular scientific interest because a model simulation of the excess radiocarbon inventories in good agreement with available observations in all carbon reservoirs is an excellent and widely accepted test of global carbon cycle models and their parameterizations of carbon exchange processes among the relevant reservoirs: Accurate determination of 14 C inventories can provide important constraints, for example on atmospheric transport [Johnston et al., 1976; Kjellström et al., 2000; Land et al., 2002; Naegler, 2005] and on air-sea gas exchange of CO 2 [Broecker et al., 1985; Wanninkhof, 1992] . On the other hand (and of similar importance), a successful simulation of the excess radiocarbon inventories also serves as a consistency check of observation-based inventory estimates, which are often difficult to obtain.
[4] A number of difficulties complicate the quantitative assessment of the global excess 14 C budget: On the production side, the amount of bomb 14 C released by atmospheric nuclear weapon tests is difficult to estimate. Glasstone and Dolan [1977] assume that almost every neutron released in a nuclear bomb test, after being slowed down to ''thermal'' energy levels, finally reacts with atmospheric nitrogen to produce radiocarbon. However, although several different compilations of atmospheric nuclear bomb tests are available [Enting, 1982; Rath, 1988 ; U.N. Science Committee on the Effects of Atomic Radiation (UNSCEAR), 2000; Yang et al., 2000] which list the date, the location, and the explosive force (which is usually given in equivalents of megatons (Mt) of TNT) of the tests, no compilation of neutron production rates has been published. To complicate matters, the neutron (and thus the radiocarbon) production rates also depend on the type of nuclear bomb [Glasstone and Dolan, 1977] . However, lacking exact information on the production rates, as a first approximation, the bomb radiocarbon production is generally assumed to be proportional to the explosive force of atmospheric nuclear bomb tests.
[5] Most estimates of the global bomb radiocarbon production relied on a single, constant radiocarbon yield factor (i.e., the number of 14 C atoms produced per Mt TNT) which is meant to represent the average radiocarbon yield per Mt TNT over all bomb tests (see also discussion in section 2.2). However, owing to the large differences in total number and the explosive force of atmospheric nuclear bomb tests as listed in the different bomb test compilations (see Figure 1) , it is indispensable to calibrate the bomb radiocarbon yield factor individually for each bomb test compilation with the help of a carbon cycle model constrained with global (excess) radiocarbon observations. Table 1 summarizes respective attempts by Enting and Pearman [1982] , Hesshaimer et al. [1994] , and Lassey et al. [1996] . (Note: To quantify the bomb radiocarbon production and the excess radiocarbon inventories in the different carbon cycle compartments, respectively, we use the SI-unit 1 kmol = 6. C per Mt TNT, respectively) and the total cumulative bomb radiocarbon production (in 10 26 atoms, kmol 14 C, respectively). In the last column, T and S indicate that the radiocarbon yield factor was constrained by tropospheric and/or stratospheric radiocarbon observations, respectively. The references for the atmospheric data constraints are the following: [6] Not only the production of bomb radiocarbon is difficult to quantify but also data-based estimates of excess radiocarbon inventories in the main carbon reservoirs are challenging. Tropospheric excess radiocarbon inventories can be calculated from available high-precision long-term records of tropospheric D 14 C [Levin et al., 1985 [Levin et al., , 1987 [Levin et al., , 1999 Manning et al., 1990; Nydal and Lövseth, 1996; Levin and Kromer, 2004] (see also overview in the work of Naegler [2005] ). However, stratospheric, oceanic, and biospheric inventories are more difficult to assess due to difficulties in separating the natural radiocarbon component from the measured total 14 C and/or due to generally low sampling densities in space and time.
[7] For the stratosphere a large number of radiocarbon observations between 1955 and 1971 have been published in the reports of the Health and Safety Laboratories (HASL) (see overview in the work of Telegadas [1971] ). However, the quality of these data has long been debated [Tans, 1981; Broecker and Peng, 1994] until Hesshaimer and Levin [2000] and Naegler [2005] could show that the HASL data set is of high quality and possible biases due to sample contamination or calibration difficulties are small. Telegadas [1971] first estimated stratospheric excess radiocarbon inventories from the HASL data. Finally, Hesshaimer and Levin [2000] and Naegler [2005] developed a more objective approach to calculate quarterly respective monthly mean excess radiocarbon inventories for subdivisions of the stratosphere from the HASL data, including a correction for increasing atmospheric CO 2 and decreasing atmospheric d 13 C. These corrected stratospheric HASL data are used in this study (see below).
[8] Numerous methods have been developed to estimate the oceanic excess radiocarbon inventory based on oceanographic data, either by tracer correlation methods [Broecker et al., 1980 [Broecker et al., , 1985 Lassey et al., 1990; Broecker and Peng, 1994; Broecker et al., 1995; Peacock, 2004; Key et al., 2004] or by inverse ocean modeling [Sweeney et al., 2004] (see Table 2 Experiment, 1990 Experiment, -2002 Experiment, , reference year 1995 . The estimates from Peacock [2004] (multitracer correlation approach) and Key et al. [2004] are based on the most complete data sets and on the most reliable methods to separate the natural component from the excess (bomb and Suess-Effect) component. However, the data sets employed by both Peacock [2004] and Key et al. [2004] did not cover the full ocean. Naegler et al. [2006] estimated the amount of missing excess radiocarbon due to this lack in spatial coverage with an Ocean General Circulation Model (OGCM). Furthermore, the WOCE radiocarbon data for the North Atlantic were sampled mainly in the late 1980s, almost a decade earlier than the WOCE reference year of 1995. Naegler et al. [2006] therefore corrected the Key et al. [2004] inventory estimate for this temporal bias. The corrected ocean excess radiocarbon inventory estimates from Naegler et al. [2006] are also quoted in Table 2 .
[9] In contrast to the other main carbon reservoirs, no attempt has been made to estimate the total excess radiocarbon inventory of the global terrestrial biosphere based on observations. Owing to the large spatial and structural inhomogeneity of the terrestrial biosphere, available D 14 C measurements do not provide data representative for the large-scale radiocarbon distribution in this reservoir.
[10] A number of studies tried to reconcile (simple) carbon cycle models with available excess radiocarbon data [Enting and Pearman, 1982; Hesshaimer et al., 1994; Broecker and Peng, 1994; Lassey et al., 1996; Jain et al., 1997] . Most of these studies found a serious mismatch between model and observations, blaming either the stratospheric 14 C observations from the HASL reports [Broecker and Peng, 1994] or the ocean excess radiocarbon inventory estimates from Broecker et al. [1985] [Hesshaimer et al., 1994] , or concluded that in view of the large uncertainties of the observations, excess radiocarbon is not well-suited to confirm or to challenge our understanding of the global carbon cycle as a whole [Jain et al., 1997] . However, today, new data sets like the bomb test compilation by Yang et al. [2000] are available. Also new, improved methods to separate the excess and the natural component in oceanic radiocarbon measurements have been developed [Rubin and Key, 2002; Peacock, 2004] , allowing new estimates of the excess radiocarbon inventory in the ocean [Peacock, 2004; Key et al., 2004] . Furthermore, improved simple carbon cycle models with well calibrated atmospheric transport [Hesshaimer, 1997; Naegler, 2005] have been developed. Finally, a thorough quality assessment of the stratospheric 14 C observations from the HASL reports Naegler, 2005] narrowed the observational uncertainties and tightened the constraints imposed by the data. These new developments urge for a reevaluation of the global excess radiocarbon budget and our understanding of the global radiocarbon cycle, which is presented in this paper.
Methods

Model Description
[11] For this excess radiocarbon budget study, we used the GRACE (Global Radio Carbon Exploration) model originally developed by Hesshaimer [1997] and improved and described in detail by Naegler [2005] . Although the GRACE model has been developed as a (radio-) Be which are used for model transport calibration purposes (see below).
[12] The atmospheric part of the GRACE model consists of 22 boxes (six in the troposphere, 16 in the stratosphere) assumed to represent well-mixed zonal mean atmospheric compartments in six latitudinal subdivisions (see Figure 2) . To keep the model as simple as possible, the exchange of air (and tracer) mass between adjacent atmospheric boxes is assumed to be purely diffusive. The time-dependent gross fluxes of air and any tracer from box i to the adjacent box j (F air i!j , F tracer i!j , respectively) are parameterized as
where m i denotes the air mass in box i, k ij denotes the (seasonally variable) transport parameter for exchange between boxes i and j, and c i denotes the (time-dependent) mass mixing ratio of the respective tracer in box i.
[13] The net airmass exchange between two adjacent boxes i and j is always assumed to be zero. Thus the (time-dependent) net exchange of tracer mass between these boxes is calculated as follows:
Figure 2. Structure of the GRACE model as used in this study. See text for details. [14] We calibrated the seasonal atmospheric transport parameters k ij with the parameter optimization tool MUSCOD-II [Diehl, 2002] , using stratospheric and tropospheric radiocarbon observations between mid-1963 and 1970 [Telegadas, 1971; Levin et al., 1985; Berger et al., 1987; Nydal and Lövseth, 1996] and tropospheric SF 6 observations from 1988 to 1995 and unpublished Heidelberg data) as constraints. The seasonal cross-tropopause exchange in the southern extratropics was fine-tuned by eye with observations of the 10 Be/
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Be ratio (Wagenbach [1996] and updates by M. Huke, IUP Heidelberg, personal communication, 2004) . Validation with independent SF 6 [Harnisch et al., 1996; Patra et al., 1997; Strunk et al., 2000] , CO 2 [Etheridge et al., 1998; GlobalView, 2003; Keeling and Whorf, 2004] and d 13 C observations (Mook et al. [1983] , Francey and Allison [1998] , Francey et al. [1999] , and Allison et al. [2003] , and H. Meijer, Centrum voor Isotopenonderzoek (CIO) Groningen, personal communication, 2005) showed that the model is capable of simulating atmospheric transport and the cycling of carbon within the limits imposed by the coarse spatial resolution and the conceptional simplicity (see Naegler [2005] for details).
[15] The model atmosphere is coupled to a simple biosphere module which consists of four well-mixed carbon pools in each of the six latitudinal subdivisions of the model. The global biospheric carbon mass is 2200 PgC (1Pg = 10 15 g), of which 53 PgC are assigned to a fast cycling pool (''leaves'') with a turnover time of t = 2.5 years, 137 PgC are assigned to the ''twigs'' pool (t = 6.5 years), 773 PgC are assigned to the ''wood'' pool (t = 43.0 years) and 1238 PgC are assigned to almost immobile carbon in soils (t = 610 years). Here 35% of a global total net primary production (NPP) of 60 PgC/yr are allocated to the ''leaves'' pool, 35% are allocated to the ''twigs,'' and 30% are allocated to the ''wood'' pool, respectively. The respiration of the ''soil'' pool is balanced by carbon input, in equal shares, from the ''leaves,'' ''twigs,'' and ''wood'' pools. These biospheric parameters (and other parameters such as isotopic fractionation, NPP allocation, biomass distribution on the latitudinal subdivisions, etc.) are consistent with earlier work [Goudrian, 1992; Post, 1993; Mook, 2000; Olson et al., 2001] . To account for the isotopic disequilibrium between atmosphere and biosphere in prebomb times due to the Suess-Effect, the biospheric d [Friedli et al., 1986; Keeling et al., 1989; Neftel et al., 1994; Stuiver et al., 1998a Stuiver et al., , 1998b Francey et al., 1999; Allison et al., 2003] . Details of the biosphere model are given by Naegler [2005] .
[16] The model uses CO 2 fluxes from fossil fuel consumption and cement production according to Marland et al. [2003] . The isotopic composition of these CO 2 fluxes follows Andres et al. [1996] . Land-use change CO 2 fluxes are taken from Houghton and Hackler [2001] . To ensure that the modeled atmospheric CO 2 mixing ratio is consistent with the observations, the difference between the sum of anthropogenic emissions in the model (fossil fuel combustion, cement production, and land-use change) and the observed increase of the atmospheric CO 2 burden has to be taken up by the model ocean and biosphere. In the model, 45% of this uptake are allocated to the biosphere and 55% to the ocean, consistent with decadal budget estimates summarized by Prentice et al. [2001] . The allocation ratio is constant in time.
[17] In our GRACE model the radiocarbon flux between ocean and atmosphere (F 14CO2 ) is not modeled explicitly but is calculated from the observed 14 C/C ratio in the atmosphere and the ocean surface (R 14 A , R 14 O , respectively) and assumptions about the seasonally varying gross CO 2 flux from atmosphere to ocean (F G AO ) (ocean to atmosphere (F G OA ), respectively):
Here, a AO and a OA denote the kinetic fractionation factors for 14 C in CO 2 during the transfer from atmosphere to ocean and vice versa. We used (zonal mean) R 14 A and R 14 O histories reconstructed from available D 14 C data in the atmosphere and the sea surface [Hesshaimer, 1997] . The gross carbon fluxes F G AO and F G OA consist of three components: First, the annual mean gross CO 2 flux F G which is calculated as F G = N C A /t AO pre from estimates of the (preindustrial) atmospheric turnover time t AO pre with respect to exchange with the ocean, and the (observed) atmospheric CO 2 content N C A . F G is thus increasing with increasing N C A . Second, the (preindustrial) seasonal net CO 2 flux from Heimann and , and third (in the case of F G AO ), the net oceanic uptake of anthropogenic CO 2 whose calculation is described above. Note that the turnover time t AO pre (and thus F G AO and F G OA ) can be adjusted to fix the net radiocarbon uptake by the ocean in a way that the global radiocarbon budget is closed (see below).
Radiocarbon Sources in the Model
[18] The model contains all relevant sources of radiocarbon: bomb and natural 14 C production as well as the 14 C release by the nuclear industry. The natural radiocarbon production in the model depends on the scenario used (see below). It ranges between 0.48 kmol 14 C/yr (2.9 Á 10 26 atoms 14 C/yr) and 0.55 kmol 14 C/yr (3.3 Á 10 26 atoms 14 C/yr), averaged over a full 11-year solar cycle. The natural 14 C production varies around this average by ±10% between solar minimum and solar maximum. Natural radiocarbon production is distributed zonally and vertically according to Lingenfelter [1963] . Our estimate of the radiocarbon release by the nuclear industry follows UNSCEAR [1993] , extrapolated to the end of the model simulation. For 2005, we thus estimated a 14 C release of 0.09 kmol (0.57 Á 10 26 atoms 14 C) by the nuclear industry. [19] In the GRACE model we calculated the bomb radiocarbon production from the explosive force of atmospheric nuclear bomb tests as given by bomb test compilations and a constant bomb radiocarbon yield factor individually adjusted for each compilation (see below). The assumption of a constant yield factor may seem to be an oversimplification of the problem: Glasstone and Dolan [1977] Li for fusion reactions, respectively) but also with the specific design of the bomb. They assume, though, a similar average neutron yield factor for fission and fusion bombs. On the basis of this assumption, Enting [1982] estimated an average neutron yield factor for fission bombs of 1.0 to 4.0 Á 10 26 neutrons per Mt TNT and 0.5 to 3.0 Á 10 26 neutrons per Mt TNT for fusion bombs, with a most probable average yield of 2.0 Á 10 26 neutrons per Mt TNT for fission and fusion bombs. In view of these large uncertainties and the lack of data to separately constrain the fission and fusion neutron (and thus radiocarbon) yield factors, we decided not to distinguish between fission and fusion bombs in this study but to follow the approach of Glasstone and Dolan [1977] , Enting [1982] , Hesshaimer et al. [1994] , and Lassey et al. [1996] and assume the same radiocarbon yield factor for fission bombs as for thermonuclear bombs. When calculating the radiocarbon production of nuclear bomb tests, we further took into account that not all neutrons released in nuclear bomb tests produce radiocarbon. For example, for nuclear bomb tests close to the ground, a significant amount of the neutrons is absorbed by the Earth's surface [Enting, 1982] , whereas for nuclear bomb tests in the stratosphere and mesosphere, a part of the neutrons escape into space. In both cases, no radiocarbon is produced. Depending on whether or not respective information was given in the bomb test compilation, we reduced the bomb radiocarbon yield of bomb tests close to the ground by 50% [Enting, 1982] . No corrections for high-altitude bombs were applied, as this correction is highly uncertain and only a small number of bombs were tested above the atmospheric boundary layer. The altitude of bomb radiocarbon injection into the atmosphere depends on the explosive force of the bomb tested. Here we use the parameterization of Rath [1988] to calculate the vertical extent of the bomb cloud which distinguishes between bomb tests in the tropics and extratropics to account for different average vertical stability of the atmosphere in high and low latitudes. Within the bomb cloud, bomb radiocarbon is distributed exponentially with altitude.
Calculation of Observed Atmospheric Excess Radiocarbon Inventories
[20] As described in detail by Naegler [2005] , we calculated excess radiocarbon inventories (quarterly means) for the 16 stratospheric subdivisions of the GRACE model from atmospheric radiocarbon observations published in the HASL reports (see Naegler [2005] for a complete list of references). Our method follows closely the approach of Hesshaimer and but takes into account increasing atmospheric CO 2 and decreasing atmospheric d 13 C. Radiocarbon inventories based on observations are not available for all stratospheric subdivisions of the model and not for all quarterly time steps. In the case of missing observations, we had to interpolate the data to obtain a complete coverage and to be able to calculate total stratospheric inventories. We first filled data gaps by interpolation in time and then by horizontal and vertical interpolation in space. The uncertainty estimate of the total stratospheric inventory increases depending on the amount of ''gap filling'' necessary at the respective time step. Details of this procedure can be found in the work of Naegler [2005] . Figure 3 shows the observed total stratospheric radiocarbon inventory (left axis) before (open circles) and after (filled squares) the gap filling process. The stars (right axis) depict the fraction of stratospheric air covered by observations. A high air mass fraction thus denotes little ''gap filling'' and therefore high reliability of the estimated stratospheric excess radiocarbon inventories in this period. Between early 1963 and September 1966, observational coverage is excellent (>90%), a possible bias in the total stratospheric inventory due to gap filling is respectively small during that period. As the radiocarbon yield factor in the model is calibrated using observed atmospheric inventories between August 1963 and August 1966 (see below), the yield factor depends only very little on the gap filling procedure.
[21] In addition to the HASL data, we evaluated stratospheric vertical D 14 C, d
13 C, and CO 2 profiles observed over Japan in 1989 [Nakamura et al., 1992 ] to obtain an additional stratospheric excess radiocarbon inventory estimate for 1989 (see Figure 4) .
Scenarios for the Budget Study
[22] In order to assess the uncertainty of the global bomb 14 C production estimated in our model, we used the two extreme bomb radiocarbon input functions based on the Figure 1) . Both compilations show different evolutions of the temporally integrated explosive force. These two compilations thus embrace our ignorance of the nuclear bomb tests' total explosive force and timing. Note that only the Yang et al. [2000] , but not the Rath [1988] compilation, gives information about the altitude of the bomb tests. Therefore we reduced the radiocarbon production rate of bomb tests marked as ''surface,'' ''tower,'' and ''barge'' by 50% [Enting, 1982] in the Yang et al. [2000] bomb test compilation, but no surface corrections were applied to the Rath [1988] compilation.
[23] The quality of the stratospheric radiocarbon observations published in the HASL reports has long been debated. However, Hesshaimer and Levin [2000] and Naegler [2005] could show that the HASL data can not be biased toward higher values by more than 5% on average. However, this upper limit of a possible bias in the stratospheric excess radiocarbon observations has to be taken into account in our excess radiocarbon budget study which relies heavily on the observed stratospheric inventories. We therefore defined four different budget scenarios (see also [24] In the context of this study the model has two free parameters: First, the bomb radiocarbon yield factor (assumed to be constant over time) and second, the atmosphere-ocean turnover time t AO pre for CO 2 . We adjusted by eye in an iterative process both free model parameters simultaneously, separately for each scenario, according to two criteria which had to be met at the same time: First, the total modeled accumulated bomb radiocarbon production between August 1963 and August 1966 had to match the average ''total observation-based excess radiocarbon inventory'' at that time. Owing to the lack of time series of observed oceanic and biospheric excess radiocarbon inventories, the ''total observation-based excess radiocarbon inventory'' is defined as the sum of the observed stratospheric and tropospheric and the simulated oceanic and biospheric excess radiocarbon inventories. As a second criteria, the mean value of the simulated tropospheric excess radiocarbon inventories between 1980 and 1990 had to match the mean value of the observations within this period. The average absolute difference between quarterly mean simulated and observed tropospheric inventories between 1980 and 1990 for the different scenarios described above is less than 0.33 kmol 14 C (or 2 Á 10 26 atoms 14 C). Note that we did not adjust the ocean inventory toward any observation-based ocean inventory estimate.
[25] We choose the first adjustment criteria and the first target period (August 1963 to August 1966) because first, there have not been any major atmospheric nuclear tests (>500 kt TNT) between January 1963 and October 1966. Second, from mid-1963 onward, the stratosphere seems to be well-mixed in a sense that no hot spots remained undetected by the HASL observations [Naegler, 2005] , and third, data coverage in this period is best and thus the estimated total atmospheric inventories are the most reliable. The second criteria and the second target period were chosen because between 1980 and 1990, the troposphere is almost well mixed with respect to excess radiocarbon. Thus the tropospheric excess radiocarbon inventory is very well characterized by the available atmospheric D 14 C observations. Furthermore, owing to the oversimplifying concept of a biosphere with four well-mixed pools, the simulated biospheric excess radiocarbon inventory probably becomes increasingly unrealistic from the early 1990s onward [see Naegler, 2005] , affecting also simulated tropospheric excess radiocarbon inventories in the later years of our simulation. The solutions for the bomb radiocarbon yield factor and the ocean-atmosphere turnover time t AO pre (Table 3) appear to be independent on the starting values of our iterative adjustment process. Our estimates of t AO pre are higher than previous estimates [e.g., Oeschger et al., 1975; Broecker et al., 1985] . Our findings thus imply a smaller air-sea gas exchange rate and a lower gross CO 2 exchange flux between ocean and atmosphere. These results are consistent with the fact that our modeled ocean excess radiocarbon inventory agrees well with the (corrected) observed inventories from Peacock [2004] and Key et al. [2004] , which are lower than earlier estimates of the ocean excess radiocarbon inventory from Broecker et al. [1985] and which have been used to constrain air-sea gas exchange and the gross CO 2 exchange flux so far [Broecker et al., 1985; Wanninkhof, 1992] . A detailed discussion of the consequences of the new ocean excess radiocarbon inventories for air-sea gas exchange can be found in the work of Naegler et al. [2006] .
Results
[26] Resulting bomb radiocarbon yield factors and total bomb radiocarbon production for the four different scenarios are summarized in Table 4 . The differences in the bomb 14 C yield factors for the RATH and the YANG scenario reflect the differences in the total explosive force of atmospheric nuclear bomb tests in both compilations, the higher the total explosive force, the lower the yield factor (see Figure 1) . Estimates of the total bomb radiocarbon production range from 99.3 kmol 14 C (598 Á 10 26 atoms 14 C, YANGM5) to 104.9 kmol 14 C (632 Á 10 26 atoms 14 C, RATH). Figure 4a shows the modeled and observed strato- In contrast to the total explosive force shown in Figure 1 , the total effective explosive force of the YANG and YANGM5 scenarios listed here is corrected for surface effects (see section 2.1).
spheric, tropospheric, biospheric, and oceanic excess radiocarbon inventories as well as the total cumulated bomb radiocarbon production and the ''total observation-based inventory'' for the YANG scenario. Quarterly mean modeled excess radiocarbon inventories and the cumulated production are shown as lines; the symbols denote the observations (see figure legend and caption for details).
[27] In general, the model matches the observed tropospheric inventories very well. Minor discrepancies appear in 1968, where modeled inventories are systematically higher than the observations by up to 2.5 kmol Table 4 ). The YANG result for GEOSECS agrees, within 1s, well with the estimates from Hesshaimer et al. [1994] and Peacock [2004] (see Table 4 ). However, it does not match the results from Broecker et al. [1995] within the uncertainties, nor the results from Broecker et al. [1985] , where no uncertainty estimates are given. For the time of WOCE, the model results are consistent (within the uncertainties) with the (corrected, see above) results from Peacock [2004] and Key et al. [2004] .
[28] During the periods when no bomb tests took place (November 1958 to August 1961 , January 1963 to May 1967 , and after 1980 , the ''observed'' total excess radiocarbon inventory is expected to be constant (as the input from the nuclear industry is negligible during these periods). During the first moratorium (late 1958 until mid-1961) , the YANG scenario underestimates the observed total excess radiocarbon inventory by 14%. Within the large scatter, the ''observed'' total excess inventory is constant. However, during the second moratorium, the ''observed'' total excess inventory decreases slightly (-0.85 ± 0.45 kmol 14 C per year or -5.1 ± 2.7 Á 10 26 atoms 14 C/year). As the bomb yield factor and thus the total production of bomb radiocarbon is calibrated against the average ''observed'' total excess inventory during the second moratorium, the model matches the average ''observed'' total excess inventory between late 1963 and late 1966 very well.
[29] The results for the RATH scenario are qualitatively similar (Figure 4b ). However, in contrast to the YANG scenario, the RATH scenario simulates well the stratospheric excess radiocarbon inventory before 1962, whereas the tropospheric inventory is overestimated by up to 20% during this time. Furthermore, the model tends to slightly underestimate the tropospheric inventory between 1971 and 1981. The excess radiocarbon inventory in the ocean is larger in the RATH scenario than in the YANG scenario (see Table 4 ). While for GEOSECS, the model is still compatible with the estimates from Broecker et al. [1995] and Peacock [2004] within their uncertainties, the model predicts a significantly higher inventory than Hesshaimer et al. [1994] . The simulated ocean inventory is lower than the estimate from Broecker et al. [1985] , but no uncertainties are given here. For WOCE, the modeled inventory is, within 1s of the observations' uncertainties, not compatible with the corrected estimates from Peacock [2004] , but agrees within the uncertainties with the corrected inventory from Key et al. [2004] . During the first moratorium, the RATH scenario overestimates the ''observed'' total excess radiocarbon inventory by 8%. During the second moratorium, the total ''observed'' excess radiocarbon inventory also decreases slightly (-0.70 ± 0.45 kmol 14 C per year or -4.2 ± 2.7 Á 10 26 atoms 14 C/year). [30] According to the reduced observed stratospheric excess radiocarbon inventory in the scenarios YANGM5 and RATHM5 (Figures not shown) , the total anthropogenic radiocarbon production necessary to match the observations is reduced, too. Consequently, the uptake in the reservoirs ocean and biosphere is smaller. Qualitatively, the YANGM5 scenario exhibits the same flaws as the YANG scenario (stratospheric inventories before 1962 too low, overestimation of tropospheric inventory in 1967 -1969 1975 1995 1975 1995 1975 1995 1975 1995 1975 1995 The total anthropogenic input comprises production from bomb tests and nuclear industry and is corrected for decay between the time of production of the radiocarbon and 1975 and 1995, respectively. The observed ocean inventory (OBS) is the range of estimates from Peacock [2004] (multitracer regression and corrected silicate methods, not including her error estimates, but corrected for missing ocean areas) and Key et al. [2004] (corrected for missing ocean areas). and 1981). A summary of the modeled and observed inventories for the time of GEOSECS and WOCE for all scenarios can be found in Table 4 .
Discussion
[31] Despite the overall very good agreement between modeled and observed excess radiocarbon inventories, a number of striking differences between model and observations need to be discussed. We will focus here on the YANG and RATH scenarios, as the YANGM5 and the RATHM5 scenario results are qualitatively similar to the YANG and the RATH case, respectively.
Differences in Simulated and Observed Atmospheric Excess 14 C Inventories Before 1962
[32] Before 1962, the model does not simultaneously satisfactorily simulate both the stratospheric and the tropospheric inventory, neither in the YANG nor the RATH scenario. While the YANG scenario simulates tropospheric excess radiocarbon well, the RATH scenario simulations match the stratospheric observations better. A number of factors could be responsible for this mismatch: First, the Yang et al. [2000] bomb test compilation could overestimate the relative strengths of nuclear bomb tests (and thus the bomb 14 C production) until late 1958, while the Rath compilation underestimates relative strengths of the early tests. However, as the injection altitude of bomb 14 C depends on the amount of energy released in the blast and thus on the bomb strength, a redistribution of the total explosive force between the periods before and after the first moratorium would redistribute the released 14 C between stratosphere and troposphere, thus reducing the good agreement between model and observations before 1960 in the troposphere (YANG) and stratosphere (RATH), respectively.
[33] Second, the assumption of a single radiocarbon yield factor for all nuclear bomb tests could oversimplify the situation. If the bomb 14 C production is calculated with a different yield factor for bombs before 1958 (the first test stop) and after 1958 (e.g., owing to the technological evolution of nuclear bombs between the 1950s and the 1960s, e.g., a the shift from fission bombs in the early 1950s to thermonuclear bombs in the late 1950s and 1960s), the RATH scenario would require a lower yield factor in the early years, whereas the YANG scenario calls for a higher yield factor. As mentioned above, following Glasstone and Dolan [1977] , we assume identical yield factors for fission and fusion reactions. However, in view of the range of uncertainties Glasstone and Dolan [1977] give for the neutron yield factor (50 -200% for fission and 25-150% for fusion), we assume that, given there is a difference between the fission and fusion yield factor, the yield factor for thermonuclear bombs is rather expected to be smaller than that for fission bombs (at the same explosive force). This would mean that we underestimate the bomb radiocarbon production in the early 1950s, when fission bombs prevail. Thus the underestimation of the total bomb radiocarbon inventory before 1962 in the YANG scenario could at least qualitatively be explained by the justifiable assumption of a lower radiocarbon yield of thermonuclear bombs with respect to fission bombs. However, the RATH scenario requires the contrary assumption to explain the data-model mismatch. In this context it is also important to note that a small number of bombs with very high explosive force dominate the total radiocarbon production. In the Yang et al.
[2000] compilation, the ten strongest nuclear bomb tests make up 40% of the total explosive force of all atmospheric bomb tests. If the neutron (and thus radiocarbon) production rate of one of these tests differed considerably from the average production rate assumed to be valid for all tests in the model, the model would not be capable of simulating correctly the observed excess radiocarbon inventories. For example, if the neutron production rate of the strongest nuclear bomb test (a Sowjet test of 50Mt TNT in October 1961 [Yang et al., 2000] ) was lower than the average production rate assumed, the model would underestimate the total bomb radiocarbon production before that test. So the assumption of a below-average radiocarbon production rate for this test (or any other strong test of the 1961 -1962 test series) could explain the model-data differences in the YANG scenario. Again, however, the RATH scenario requires the opposite assumption.
[34] Third, atmospheric excess 14 C inventories, could be significantly biased before 1962. The YANG scenario would require that observed stratospheric inventories are biased toward higher values, whereas the RATH simulation could be reconciled with higher tropospheric observations. However, as tropospheric D 14 C measurements before 1963 were made in high-precision laboratories and have been subject to regular quality control and interlaboratory comparison, a bias in the tropospheric data is unlikely. A comparison of simulated and observed stratospheric inventories for each hemisphere (not shown) indicates that the YANG scenario underestimates the stratospheric inventory mainly in the Southern Hemisphere. As shown by Naegler [2005] , it is possible that the stratospheric observations in the southern hemisphere from the HASL reports are slightly biased toward higher values, whereas the northern hemispheric observations are not. Thus a contamination of the HASL sampling device in the Southern Hemisphere could be held responsible for the apparent underestimation of the stratospheric excess 14 C inventory in the YANG case. If this assumption was true, the RATH scenario would overestimate both the stratospheric and the tropospheric inventory, which could be explained by the overestimation of the relative strength of the early bombs in the Rath [1988] compilation. Inventory in 1963 Inventory in -1966 In both the YANG and the RATH scenarios, the ''observed'' total excess radiocarbon inventory (open squares in Figure 4 ) slightly decreases between late 1963 and late 1966. As we expect a constant total inventory due to radiocarbon mass conservation and negligible radioactive decay in this period, a decreasing total ''observed'' inventory points out a ''hidden'' radiocarbon sink not accounted for in our model. For example, a (small) underestimation of the biospheric or oceanic excess radiocarbon uptake between 1963 and 1966 would account for this sink (see below). Our finding is in contradiction with results from Telegadas and List [1969] , Chang [1976] , Johnston [1989] , and Broecker and Peng [1994] , who rather inferred a ''hidden bomb 14 C source'' from their analyses of the HASL data. However, our findings here are consistent with recent analyses from Hesshaimer and Levin [2000] and Naegler [2005] , who showed that a ''hidden source'' in the stratosphere is not likely after mid-1963 when the observations from the HASL report are representative for the largescale distribution of excess radiocarbon in the stratosphere. The small apparent ''hidden sink'' found in our simulations could be explained by the following assumptions:
Apparently Decreasing Total Observation-Based
[36] First, the simulated temporal evolution of the oceanic and biospheric inventories during the mid to late 1960s could be wrong. If the biospheric and oceanic radiocarbon uptake in the model would be stronger in the late 1960s (and respectively weaker after 1970), the decrease in the total ''observed'' excess radiocarbon inventory would vanish. As the shape (until the mid-1970s) of the oceanic excess radiocarbon inventory from this study is similar to independent ocean model simulations from Hesshaimer et al. [1994] , Duffy and Caldeira [1995] , and K. Rodgers (Laboratoire d'Océanographie Dynamique et de Climatologie (LODYC), Paris, personal communication, 2004 ) and the total inventory at the time of GEOSECS is consistent with recent observation-based estimates from Peacock et al. [2004] and Key et al. [2004] , we assume our simulated ocean excess radiocarbon inventory can probably not be held responsible for the decrease of the total ''observed'' excess radiocarbon inventory in the 1960s. On the other hand, as already pointed our by Joos [1994] and Jain et al. [1997] , simulated biospheric excess radiocarbon inventories depend strongly on model parameters such as turnover times, NPP, pool sizes, etc., so that it is plausible to assume that the model biosphere underestimates the biospheric excess radiocarbon inventory in the middle and late 1960s.
[37] Second, the apparent ''hidden sink'' could be explained if the observed stratospheric excess radiocarbon inventories were overestimated by around 15%. If corrected for this possible bias, the absolute reduction of stratospheric inventories in the early 1960s is larger than in the late 1960s, leveling off the total ''observed'' excess radiocarbon inventory. However, as Hesshaimer and Levin [2000] and Naegler [2005] already have shown, a possible bias in the stratospheric radiocarbon observations is less than 5% and could thus explain only parts of the ''hidden sink.''
Increasing Simulated Tropospheric Excess
C Inventories in the 1990s
[38] The model simulates increasing tropospheric excess 14 C inventories in the late 1990s, in contradiction to the observations, which show a rather constant tropospheric inventory since about 1995. In the late 1990s, the model ocean is almost in 14 C equilibrium with the atmosphere, resulting in small net excess radiocarbon uptake, whereas the model biosphere is a source of radiocarbon to the atmosphere after the middle to late 1970s. The mismatch between modeled and observed tropospheric excess radiocarbon inventories could be explained if the model biosphere overestimated this 14 C source (owing to an inadequate setup or parameterization of the biosphere module) or if the model ocean underestimates the radiocarbon uptake in the late 1990s (owing to weak data constraints of sea surface D 14 C after the WOCE survey (mid-1990s) Key et al. [2004] ). However, as already mentioned above, the modeled excess radiocarbon inventory of the terrestrial biosphere depends strongly on the biosphere model setup and parameterization. Thus it is possible that we underestimate the simulated biospheric excess radiocarbon inventory. As simulated atmospheric inventories are ''fixed'' by the observations via parameter adjustment, this deficit would be assigned to the model ocean in our analysis, resulting in an overestimation of the ocean excess radiocarbon inventory.
Discussion of Uncertainties
[40] Two main factors contribute to the uncertainties in our estimates of the total bomb radiocarbon production: the different temporal behavior of the cumulative explosive force of nuclear bombs after 1963 and uncertainties in the ''total observation-based excess radiocarbon inventory'' in the 1963 -1966 calibration period. Uncertainties in the ''total observation-based excess radiocarbon inventory,'' in turn, are caused by uncertainties in the observed stratospheric and tropospheric excess radiocarbon inventories and possible errors in the simulated excess radiocarbon inventories in the ocean and the biosphere during that time. Uncertainties in the cumulative explosive force have been taken into account by our use of two very different bomb test compilations. Uncertainties of the observed tropospheric excess radiocarbon inventories are small, thanks to numerous high-precision D 14 C measurements. Uncertainties in the stratospheric inventories are dominated by the possible systematic bias in the HASL data, which has been taken into account by repeating our simulations with HASL radiocarbon data reduced by 5%. During the August 1963 to August 1966 period, biospheric and oceanic excess radiocarbon inventories are still small (less than 16.6 kmol 14 C or 100 Á 10 26 atoms 14 C), so that an estimated error of probably less than 10% in the simulated oceanic and biospheric inventories introduces only a small error (less than 2.5 kmol 14 C or 15 Á 10 26 atoms 14 C, which is less than 2%) in the ''total observation-based excess radiocarbon inventory'' and in the respective bomb radiocarbon yield factor. Thus the range of uncertainty in the total bomb radiocarbon production is largely encompassed by the range of our estimates for the different scenarios given in Table 3 .
[41] In contrast, the range of ocean excess radiocarbon inventories simulated for the four different scenarios discussed here (Table 4) only gives a lower estimate of the uncertainty of this quantity, taking into account only uncer-tainties in the bomb radiocarbon production. For each scenario, however, the simulated ocean excess radiocarbon inventory depends also on the simulated stratospheric, tropospheric, and biospheric inventory. While the simulated tropospheric excess radiocarbon inventory agrees well with the observations until the late 1990s and the simulated stratospheric inventories also match well the only data point after 1970 (from 1989, see Figure 4 ), considerable uncertainty persists about the biospheric excess radiocarbon inventory (and in consequence, about the ocean excess radiocarbon inventory). Tests with the GRACE biosphere module [Naegler, 2005] have shown that the simulated biospheric excess radiocarbon inventory is particularly sensitive to changes of the biospheric carbon turnover times and the NPP allocation. Naegler [2005] estimates the associated uncertainty of the biospheric inventory to be up to 15% for the mid-1970s (3.3 kmol or 20 Á 10 26 atoms 14 C) and up to 20% for the mid-1990s (3.8 kmol or 23 Á 10 26 atoms 14 C). Furthermore, the more realistic consideration of a finite residence time of assimilated carbon in living biomass by biosphere modules of lagged-response type [Hesshaimer, 1997] leads to a significant increase of the biospheric excess radiocarbon inventory compared to biosphere modules of well-mixed type [Naegler, 2005] . Therefore we assume that we underestimate rather than overestimate the biospheric excess radiocarbon inventory simulated with our well-mixed biosphere module (and, in consequence, rather overestimate the ocean inventory). However, even taking these additional uncertainties into account, we still expect our simulated ocean excess radiocarbon inventories to match the (corrected) inventory estimates from Peacock [2004] and Key et al. [2004] within their uncertainties. A further quantitative assessment of the uncertainties of the simulated oceanic and biospheric excess radiocarbon inventories is difficult and would require additional observational constraints.
Discussion of Previous Global Excess Radiocarbon Budget Studies
[42] A number of previous studies have tried to close the global excess radiocarbon budget, but most of them failed because they assumed too low stratospheric or too high ocean excess radiocarbon inventories: Broecker and Peng [1994] [Broecker et al., 1995] decreased the mismatch, but they still concluded (spuriously) that the stratospheric data from the HASL reports were not reliable before 1965. Hesshaimer et al. [1994] revised the HASL data downward by 16.5% to account for the criticism of Tans [1981] . As Hesshaimer et al. [1994] used the revised HASL data to calibrate their bomb radiocarbon yield factor, their bomb 14 C production (for the Rath [1988] bomb compilation) is lower than our respective results. Consequently, they balanced their lower bomb 14 C production with a lower ocean excess radiocarbon inventory (37.2 kmol 14 C or 224 Á 10 26 atoms 14 C for 1974). If they had used the original HASL data, they had thus obtained an ocean excess radiocarbon inventory close to our value. Owing to the lack of stratospheric constraints, the model of Lassey et al. [1996] managed to ''close'' the global excess radiocarbon budget, even though they assumed an ocean excess 14 C inventory value for GEOSECS of 54.6-60.1 kmol 14 C (329-362 Á 10 26 atoms 14 C), much higher than recent estimates from Peacock [2004] . Similar to the study by Hesshaimer et al. [1994] , Jain et al. [1997] used the downwardly revised HASL data, leading to too low stratospheric inventories. Furthermore, they simulated an ocean excess radiocarbon inventory (54.1 kmol 14 C or 326 Á 10 26 atoms 14 C for 1975) which is too high compared to the results from Peacock [2004] . Jain et al. [1997] concluded that in view of the large uncertainties of the excess 14 C observations and the bomb 14 C production rate, excess radiocarbon would not impose any constraints on our understanding of the global carbon cycle.
Conclusions
[43] In this study, we simulated the global cycle of radiocarbon with the simple global (radio-) carbon cycle model GRACE. With the help of the GRACE model, available stratospheric and tropospheric radiocarbon observations, and four different compilations of atmospheric nuclear bomb tests, we estimated the global production of bomb radiocarbon between 1945 and 1980 to be 99.3-104.9 kmol 14 C (598-632 Á 10 26 atoms 14 C). Our study shows, for the very first time, that it is possible to simulate excess radiocarbon inventories in the main carbon reservoirs in good to excellent agreement with all available data. We are thus able to close the global budget of excess radiocarbon within the limits of our present understanding of the global carbon cycle. Furthermore, we confirm, with a totally independent approach, the observation-based ocean excess radiocarbon inventory estimates for the time of GEOSECS [Peacock, 2004] and WOCE [Peacock, 2004; Key et al., 2004] (original estimates corrected for missing ocean areas by Naegler [2005] ). However, this finding also implies that the ocean excess 14 C inventory estimate from Broecker et al. [1985] is not consistent with our current knowledge of the global excess radiocarbon budget. As the Broecker et al. [1985] estimate has been used to calibrate the widely employed air-sea gas exchange formulation from Wanninkhof [1992] , our findings call for a reevaluation of the excess radiocarbon constraints on air-sea gas exchange and the uptake of CO 2 by the oceans [see Naegler et al., 2006] . Similarly important, our excess 14 C budget study now provides for the very first time an indirect but databased estimate of the biospheric excess radiocarbon inventory. This can be used as an important new constraint for the setup and parameterization of global biosphere models [see Naegler, 2005] .
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