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Abstract
We determine the asymptotic growth rate of the diameter of the random hyperbolic surfaces
constructed by Brooks and Makover [9]. This model consists of a uniform gluing of 2n hyperbolic
ideal triangles along their sides followed by a compactication to get a random hyperbolic surface
of genus roughly n/2. We show that the diameter of those random surfaces is asymptotic to 2 logn
in probability as n →∞.
1 Introduction
There are several invariants that measure the “connectedness” of a closed hyperbolic surface X : its
diameter diam(X ), its Cheeger constant h(X ) and the rst non-zero eigenvalue λ1(X ) of its Laplacian.
The rst measures the maximal distance between pairs of points on X , the second how hard it is to cut
o a large piece from X and the last for instance appears in the rate of mixing of the geodesic ow on X .
Of course, these three invariants are interrelated: Cheeger [14] and Buser [12] proved that lower bounds
on h(X ) lead to lower bounds on λ1(X ) and vice versa, and Brooks [7] proved that a large Cheeger
constant implies that the diameter is small.
Looking for the most connected surfaces in the moduli space Mд of closed hyperbolic surfaces of
genus д hence gives rise to three, a priori distinct, optimization problems and leads us to dene the
following three functions of д:
D(д) = min
X ∈Mд
diam(X ), H (д) = sup
X ∈Mд
h(X ) and Λ(д) = sup
X ∈Mд
λ1(X ).
In a companion paper [10], we determined the asymptotic behavior of the rst when д gets large.
Concretely, we proved that D(д) ∼ log(д) as д → ∞. The behavior of H and Λ for large genus is less
well understood. The best current bounds are
−32 +
√
6923
2
160
6 lim sup
д→∞
H (д) 6 1 and 975
4096
6 lim sup
д→∞
Λ(д) 6 1
4
.
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The upper bounds are classical work by Huber [20], Cheng [15] and Cheeger [14] and the lower bounds
come from compactications of principal congruence covers of H2/PSL(2,Z) and combine work by
Kim and Sarnak [21], Brooks [8] and Buser [12] 1. Note that −32+
√
6923
2
160 ≈ 0.168 . . . and 9754096 ≈ 0.238 . . ..
Another approach to attacking these problems is through random surfaces. Indeed, in recent years,
various models of random hyperbolic surfaces have been introduced [9, 10, 19, 22] and all of these give
rise to highly connected surfaces (in all three ways this can be measured). For instance, the result on
the diameter in [10] is based on a random construction. Moreover, Mirzakhani showed that surfaces
picked at random in Mд using the probability measure induced by the Weil-Petersson volume form
have Cheeger constant h > log(2)2pi+log(2) ≈ 0.099 . . . [22]. Finally, it is also expected that some of these
models give rise to sequences of closed hyperbolic surfaces whose rst eigenvalue converges to 14 (see
for instance [24, Problem 10.3]).
The BM model. In this paper, we investigate the model for random Belyı˘ surfaces introduced by
Brooks and Makover in [9]. This model consists of randomly gluing together 2n ideal hyperbolic
triangles (with shear 0) into a complete hyperbolic surface SOn . This surface is then compactied to
obtain a closed hyperbolic surface SCn as on Figure 1, see [9] and Section 2.1 for details. It turns out that
the genus Genus(SCn ) of these surfaces is strongly concentrated around n/2 as n →∞ [9, 18].
Besides as a source for highly connected surfaces, the BM model is interesting in its own right. A
classical theorem by Belyı˘ [3] for instance implies that the collection of all the possible surfaces that can
be obtained – all compactications of shear 0 gluings of all possible numbers of triangles – is dense
among all hyperbolic surfaces. As such, the BM model is a reasonable model for a “typical” hyperbolic
surface of large genus (as opposed to the model we employed in [10]). On top of that, the surfaces
sampled according to the BM model show very similar behavior, at least qualitatively, to those sampled
using the Weil-Petersson volume form (a phenomenon for which no a priori reason is yet known).
As we mentioned above, Brooks and Makover proved that their surfaces are highly connected and
in particular have logarithmic diameter. However, their results are not asymptotically sharp and in fact,
the methods they use cannot be expected to yield sharp results.
The goal of this paper is to determine the asymptotic behavior of the diameter of Brooks and
Makover’s random surfaces. We prove:
Theorem 1. We have the convergence in probability
diam(SCn )
logn
(P )−−−−→
n→∞ 2.
What we see is that, perhaps somewhat surprisingly, Brooks and Makover’s random surfaces miss
the minimal possible diameter by a factor of 2. This is in stark contrast to the case of regular graphs:
Bollobás and Fernandez-de la Vega [5] proved that the diameter of a random trivalent graph on n vertices
is concentrated around log2 n, which is the smallest possible diameter for such graphs.
Since a lower bound on the diameter of a surface gives rise to an upper bound on its Cheeger
constant and spectral gap, our theorem also gives rise to such bounds. Curiously, because the factor in
1In [4, Theorem 7.3] it is proved that Selberg’s conjecture implies that the lower bound on the Cheeger constant can be
improved to 0.205 . . .
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our theorem is equal to 2, the bound one obtains is the classical bound
h(SCn )
(P )
6 1 + o(1) as n →∞.
In particular, even if Brooks and Makover’s random surfaces are not optimal for the diameter problem,
they might still very well be optimizers for the other two problems.
(1) (2)
SOn S
C
n
Figure 1 – The Brooks-Makover construction of random surfaces. 1) Glue uniformly 2n
ideal hyperbolic triangles along their sides (with shear 0 and in an orientable fashion). The
resulting random surface SOn is connected with high probability and has approximately
logn cusps corresponding to the vertices of the corresponding triangulation. 2) Aer
puing back those points we get a closed Riemann surface which can be uniformized and
yields a random hyperbolic closed surface SCn of genus approximately n/2.
A word on the proof. Our proof is a combination of hyperbolic geometry (to control the change
in the geometry during the compactication process) and “peeling” exploration techniques yielding
combinatorial estimates on the triangulation. More precisely, the combinatorics of the dual of SOn is
given by a random three-regular graph, the geometry of which is well understood. However, SOn is a
hyperbolic surface with roughly logn cusps (vertices) and, to pass on to SCn , we need to compactify it.
To understand the eect of the compactication on the geometry, we heavily rely on Brooks’s Theorem
[8,9], which controls the eect of the compactication suciently far from the cusps. Roughly speaking,
the cusps of degree d are transformed after compactication into hyperbolic disks of radius logd , and the
metric we obtain is made by just identifying the boundaries of all these disks. Using the fact that there
exist two cusps with degree proportional to n (see [11, 16, 18]) with high probability, this already gives
the lower bound Genus(SCn ) & 2 logn. For the upper bound, we need to understand how those disks of
logarithmic radii are glued back together on the “bulk” to form SCn . The caricature is that those disks are
glued back in a very dense fashion so that many points on their boundaries get close, as sketched on
Figure 2. Making the last sentence rigorous requires to develop quantitative geometric estimates on
the random triangulation Tn underlying SOn . This is carried out using peeling exploration techniques
as developed in [11]. These estimates (Proposition 4, 5 and 6) are interesting in their own right since
they sharpen our understanding of the geometry of a random triangulation and shed some light on our
conjecture in [11].
Finally, let us compare the ideas of the proof here with those of [10], which also consist of a mixture
of probabilistic and geometric arguments. An important dierence is that in [10], the surface is built
from compact pants. Hence, the diameter of such surfaces is essentially the same (up to a constant
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additive error) as the maximal distance between the centers of the dierent pairs of pants. In the present
work, the building blocks (ideal triangles) are not compact, so this estimate won’t directly work. Actually,
with the same arguments as in [10], the maximal distance between the centers of the ideal triangles
can be shown to be asymptotic to log(n) as n → ∞. So, a posteriori, Theorem 1 also tells us that the
diameter is not realized by the centers of the triangles and that the approach from [10] cannot work for
Brooks and Makover’s random surfaces.
This also implies that the way we build paths to bound distances is very dierent here: while the
geodesics that realize the diameter in [10] needed to “use all the surface”, the paths we will consider
here lie mostly in the disks around the vertices of the triangulation, crossing the “bulk” (i.e. the yellow
part of Figure 2) only a few times. On the other hand, the peeling explorations used in [10] and the
present paper are of a similar avor, in the sense that they both try to connect two faces in a “short”
way for some combinatorial distance.
SOn S
C
n
Figure 2 – Caricature of the proof of the main result. Using Brooks’s theorem, the
surface SCn can roughly be described by gluing hyperbolic disks of radii logdi onto a dense
connected bulk, where di are the degrees of the vertices, or cusps of SOn . In the above figure,
SOn has five cusps. Since the bulk creates many connections (in green above) between the
boundaries of those disks, the metric is at large scale driven by hyperbolic disks whose
boundaries are “identified”.
A conjecture on one-vertex triangulations. As we can see from the above sketch of proof, the fact
that the diameter is 2 logn is mainly due to the presence of several high degree vertices in SOn , which
after compactication yield well separated points at distance 2 logn from each other. We conjecture that
when SOn has a single vertex this phenomemon does not occur. More precisely, let S˜On be the random
surface obtained by the BM model, conditioned on having a single vertex. By [23, Appendix B] and [1],
this is an event of probability P(Genus(SCn ) = (n + 1)/2) ∼ 23n as n →∞.
Conjecture 1. Let S˜Cn be the compactied version of S˜On . Then
diam(S˜Cn )
logn
(P )−−−−→
n→∞ 1 as n →∞.
Robustness. Finally, a natural question is to to ask whether our result can be extended to models
where, instead of building our surface by gluing triangles, we start from another family of polygons
4
as in [11] 2. We believe that our arguments should still work with minor adaptations as long as all the
polygons have perimeter no(1). If some faces are larger than that, we expect the result to still be true,
but the diameter of one face may become of order logn after compactication. Hence, it cannot be
neglected anymore in the computations.
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2 Geometric preliminaries
In this section, we describe the geometry and topology of the random hyperbolic surfaces introduced by
Brooks and Makover [9]. We will assume some familiarity with the geometry of hyperbolic surfaces.
For an introduction, we refer to [2, 13]. We then recall Brooks’s theorem which controls the eect of the
compactication on the distances in SCn and SOn .
2.1 Brooks–Makover random surfaces
We start by describing the model. For n > 1, we glue 2n oriented ideal hyperbolic triangles along their
sides in a uniform fashion. For the gluing along each pair of sides we choose a gluing with shear 0 and
suppose that the gluing respects the orientation of each triangle. This yields with very high probability
2Note that here, the perimeters of the polygons must all be at least 3 so that it makes sense to talk about ideal hyperbolic
polygons.
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as n → ∞ a random connected complete hyperbolic surface with s ≈ logn cusps and genus ≈ n2 , see
e.g. [11] and the references therein. We shall denote by Tn the random triangulation3 describing the
combinatorics of SOn , so that the cusps of SOn correspond to the vertices of Tn , which we denote by
{v1,v2, ...,vs }.
We note that, if we consider SOn as a Riemann surface, the cusps have neighborhoods that are
biholomorphic to punctured disks in the complex plane. As such, these surfaces have a natural compact-
ication: the Riemann surface SCn obtained by adding the points back in. The uniformization theorem
now supplies us with a unique Riemannian metric of constant curvature −1, 0 or 1 on SCn . We call SCn the
conformal compactication of SOn . Since the genus of SCn is larger than 2 with high probability, this metric
is typically hyperbolic and will be denoted by dhyp. In the rest of the paper, we shall always identify SOn
and its cusps {v1, ...,vs } with SCn as point sets, but it should be clear from the context which metric we
consider (either the metric ds2SO on S
O
n , or the metric ds2SC on S
C
n , or some combinatorial information
about the random triangulation Tn).
2.2 The change in geometry after compactication
The main geometric aspect of the surfaces SCn that we need to control is how they look near the points
we added in the cusps of SOn . We will discuss this in this section.
The main conclusion, that will use results by Brooks and Brooks-Makover, will be that up to a
bounded error the metric dhyp can be described as follows. First we pick horocycles of some large but
xed length L > 0 around all the cusps in SOn . It turns out that for n large enough, such horocycles
typically determine disjoint neighborhoods of the cusps of SOn . Hence, we can remove these cusp
neighborhoods and replace them with hyperbolic disks of perimeter L (like in Figure 2). This gives us a
closed surface homeomorphic to SCn with a metric on it. Of course, this metric is not quite hyperbolic,
and the disks do not glue very nicely on the bits of SOn . However, as we will argue in this section, this is
a reasonable model for the geometry of the hyperbolic metric on SCn .
In order to formalize this description, we will use a theorem by Brooks. First, we need a denition.
Denition 2. Let L > 0 and let S be a hyperbolic surface with cusps v1, . . . ,vs . We say that S has cusp
length > L if there exist horocycles h1, . . . ,hs such that
• hi is a horocycle around vi of length larger than or equal to L for all i ,
• hi is homeomorphic to a circle,
• hi ∩ hj = ∅ for all i , j.
Brooks’ theorem, which is an entirely deterministic result, is now as follows:
Theorem 3. [8, Theorem 2.1] For every ε > 0, there exists an L = L(ε) > 0 such that the following
holds. Let SO be a hyperbolic surface with cusps {v1, ...,vs } that has cusp length > L and denote by SC
its conformal compactication. We identify SO ∪ {v1, ...,vs } and SC as point sets and write Bi (R) for the
disk of radius R around the point vi for the metric in SC and Ni (L) for the cusp neighborhood dened by a
horocycle of length L around the cusp vi in SO .
3To be precise, we could label the edges of the triangles we glued so thatTn is in fact a labeled map. Also, in the combinatorics
literature, it is generally supposed that a map must be connected. It is not a problem here sinceTn is connected with probability
1 −O(1/n) as n →∞. See [11] for details.
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1. For all i = 1, . . . , s :
Bi ((1 + ε)−3R) ⊆ Ni (L) ∪ {vi } ⊆ Bi (R),
where R = (1 + ε)3/2 log
(
e2pi /L + 1
e2pi /L − 1
)
.
2. Outside ∪iBi (R) we have
1
1 + ε
ds2SO 6 ds
2
SC 6 (1 + ε)ds2SO . (1)
So in order to control the geometry of the compactied surface, we need to nd “large” horocycles.
To this end, we once and for all x ε > 0 and L = L(ε) given by Theorem 3. In [9, Theorem 2.1], Brooks
and Makover prove that
P(the surface SOn has cusp length > L) −−−−→n→∞ 1. (2)
Let us look at the argument in [9]. In big lines, this runs as follows. First of all, one can draw
horosegments of length 1 on all the triangles that match up into horocycles around the cusps that don’t
intersect each other. The resulting horocycle around a cusp with d triangles around it has length d . This
means that the only problem are short cycles in the dual graph of the triangulation. The solution is to
push the resulting horocycles out in order to make them longer. Of course, in order to ensure that the
collection of horocycles remains disjoint, the other horocycles need to be shrunk. The reason why this
can be done is that short cycles are far away from each other in the dual graph (a result due to Bollobás
[6]).
Arbitrarily labeling the cusps of SOn byv1, . . . ,vs , we denote byh
(1)
j the horocycles of length L around
the cusps vj given by [9]. The horocycle neighborhoods they determine will be denoted N (1)j ≡ Nj (L).
The fact that these horocycles are disjointly embedded allows us to apply Theorem 3.
2.3 Canonical horocycles
The above result enables us to understand, with high probability, the geometry of SCn by replacing the
horocycle neighborhoods N (1)j with hyperbolic disks of perimeter L, hence radius roughly log L. In the
case of a cusp of large degree d >> L, this control is not sucient: recall from the introduction that
we want to replace a horocycle neighborhood with a disk of radius roughly logd . To do this, we shall
consider a second set of horocycles h(2)j around the cusps vj that determine horocycle neighborhoods
N (2)j around vj for j = 1, . . . , s . We build these out of all the horocycle segments of some xed length
α = α(ε) in the ideal triangles we started with. The value of α will be specied a few lines below. Note
that this means that in SOn
Length(h(2)j ) = α · dj ,
where dj denotes the degree of the cusp vj (i.e. the degree of the corresponding vertex in Tn).
The choice of α will be constrained by the following two conditions, that we want our horocycles
h(2)j to satisfy:
1. they have to be disjoint;
2. if i , j then we want N (2)j ∩ N (1)i = ∅.
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Both of these are conditions on α . The rst of these conditions is satised as long as α 6 1. In order
to guarantee the second condition, we need to make the process of shrinking horocycles described right
after (2) somewhat quantitative.
The worst case for the process described above is a loop in the dual graph, i.e. an ideal triangle of
which two sides are identied in the gluing. Figure 3 shows a picture of an ideal triangle with vertices 0,
1 and∞ in the hyperbolic plane, where we try to build a horocycle around the cusp at∞.
i
L
L
α
0 1
Figure 3 – Horocycles around the cusp consisting of a single triangle in the half-plane
model. The vertical le and right boundaries are identified in SOn .
In order to obtain a horocycle of length L around such a cusp, we need to use the projection of the
horosegment at height 1/L. So α = α(ε) ∈ (0, 1) is chosen so that the two horosegments of length α
around the other two vertices of our triangle are disjoint from (and below) the horosegment at height
1/L. Note that this means that α depends on L and hence ε only. Since the geometry of N (2)j is entirely
determined by how many triangles are incident to the corresponding cusp, this allows us to translate
combinatorial properties of the triangulation into geometric properties of the "combinatorial model" of
Figure 2, and hence of the surface SOn .
2.4 Rough geometric estimates
Let us derive some rough geometric estimates on the hyperbolic metric dhyp on SCn using the above
constructions. Recall that ε > 0 is xed, L = L(ε) and R = R(ε,L) are given in Theorem 3, and α = α(ε)
is given in the last subsection. We suppose that SOn is connected, has genus larger than 2, has cusps
v1, ...,vs and has cusp length larger than L (all of this happens with high probability as n → ∞). We
recall the notation N (1)j = Nj (L) and N (2)j = Nj (α · dj ) for the cusp neighborhoods around vj of length L
and α · dj respectively. The setup is summarized in Figure 4.
Let us make a few geometric remarks about the metric dhyp in SCn as n →∞:
1. each of the orange regions Bj (R) has diameter bounded by 2R,
2. any x ∈ SCn is within bounded distance of the union ∪N (2)j of the blue cusp neighborhoods. Indeed
this is true for the metric in SOn , and since by (1) those two metrics are comparable outside ∪Bj (R),
the statement follows from the last point.
8
Surface
N (1)j
N (2)j
Bj (R)
Figure 4 – Setup of our geometric estimates here for a surface with 5 cusps of degrees
8, 10, 2, 6 and 1. The red horocycles have length L, they exist with probability tending to
1 as n → ∞ thanks to [9] and enable us to apply Theorem 3. Their neighborhoods are
contained in the orange balls Bj (R) for the metric on SCn . The blue horocycles have length
α · dj , where α > 0 is chosen as before. For small degrees those cusp neighborhoods are
smaller than the red ones, and vice versa for large degrees.
3. Lower bound. For i , j, the distance in SCn between vi and vj satises
dhyp(vi ,vj ) > (1 − ε)
(
log(α · di ) + log(α · dj )
) − 4R. (3)
Indeed, (1) and the rst point of the list enable us to see, up to a multiplicative error (1 ± ε) and an
additive error ±2R, each blue region N (2)j as a hyperbolic disk of radius log(α · dj ). The distance
between their centers is then bounded from below by the quantity in the last display.
4. Upper bounds. We shall also need an estimate on the distance between two points x1,x2 ∈ SCn
which lie in a same blue neighborhood N (2)j . Let us zoom in on such a neighborhood (see Figure 5
with the same drawing convention as in Figure 4). If x1,x2 belong to a common cusp neighborhood
N (2)j , one can dene the combinatorial dual distance between x1 and x2 as the number of half-edges
of Tn that one needs to cross when moving around vj from x1 to x2 in the shortest direction. This
distance only depends on the corners c1, c2 associated to x1,x2 and we shall denote it by dvj (c1, c2).
Note that once the horocycles h(2)j have been dened, the corners can be canonically dened as the
"triangles" delimited by two sides of a face of Tn and a portion of horocycle. Recalling from above
that up to a bounded additive error ±2R and up to a multiplicative error 1 ± ε , the region N (2)j can
be seen as a hyperbolic disk of radius log(α · dj ). Furthermore, the boundaries of the triangles can
be seen as radii of this disk such that two consecutive of them make an angle 2pidj . Therefore, the
angle between the three points x1, vj and x2 is close to 2pidj dvj (c1, c2). Using elementary geometry
9
x1
x2vj
Figure 5 – Two points x1,x2 lying in the same cusp neighborhood N
(2)
j . One can eval-
uate their distances within this region using their distances to the horocycle and the
combinatorial dual distance between their corners (which is 4 in this example).
(more precisely, the hyperbolic cosine law), we deduce that if dhyp(x1,h(2)j ) = dhyp(x2,h(2)j ), then4
dhyp(x1,x2) 6 2(1 + ε) max
{
log(dvj (c1, c2)) − dhyp(x1,h(2)j ), 0
}
+ 2R. (4)
Finally, let x1 and x2 belong to the same face f , but to two dierent cusp neighbourhoods N (2)i
and N (2)j . Then any two points on h
(2)
i ∩ f and h(2)j ∩ f lie at bounded distance (by a constant
C(ε)) from each other. Hence, we have
dhyp(x1,x2) 6 (1 + ε)
(
dhyp(x1,h(2)i ) + dhyp(x2,h(2)j )
)
+ 4R +C . (5)
3 Proof of the theorem given combinatorial estimates
Let us now prove our main theorem relying on some combinatorial estimates on the random triangulation
Tn that will be proved in the last section. We divide the proof into lower and upper bound.
3.1 Lower bound
Proof of the lower bound of Theorem 1. The crucial observation is that with high probability, there are at
least two vertices of degree proportional to n. More formally, if Dn(1),Dn(2), ... are the vertex degrees
ranked in decreasing order, then by [18] (see also [11, 16]), we have the convergence in distribution(
Dn(1)
6n
,
Dn(2)
6n
, ...
)
(d )−−−−→
n→∞ PD,
4We could estimate this distance for any two points in N (2)j , but we will not need the general case, and the formula is
simpler if dhyp(x1,h(2)j ) = dhyp(x2,h
(2)
j ).
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where PD is the Poisson–Dirichlet distribution with values in the innite simplex {x1 > x2 > · · · > 0 :∑
i xi = 1}. Therefore, for every ε > 0, there is δ > 0 such that, for n large enough, we have
P (Dn(2) > δn) > 1 − ε .
Reasoning on the above event intersected with the conditions imposed in the beginning of Section 2.4,
we deduce thanks to (3) that on this event (of asymptotic probability larger than 1−ε) we have as desired
Diam(SCn ) > 2(1 − ε) log(α · δn) − 4R(ε) ∼n→∞ 2(1 − ε) logn.

3.2 Upper bound
For the upper bound, we shall use combinatorial estimates on the random triangulation Tn which will
be proved in the Section 4.
Combinatorial estimates
Proposition 4. Let ε ∈ (0, 1). With high probability as n →∞, the following holds. For any two corners
c1, c2 of Tn of two faces f1, f2 incident to two vertices v1,v2 such that deg(v1)deg(v2) > n1+ε , there is a
face f ′ incident both to v1 at a corner c ′1 and to v2 at a corner c
′
2, and such that
dv1(c1, c ′1) 6 3nβ1/(β1+β2−ε/2) and dv2(c2, c ′2) 6 3nβ2/(β1+β2−ε/2),
where βi is such that deg(vi ) = nβi for i ∈ {1, 2}.
f1 c1
c ′1 c2
c ′2
v1
f2
v2
f ′
dv1(c1, c ′1) dv2(c2, c ′2)
Figure 6 – Proposition 4: two corners incident to “large” vertices share a touching face.
Proposition 5. Let ε ∈ (0, 1). With high probability asn →∞, the following holds. For any two verticesv1,
v2 of Tn such that deg(v1)deg(v2) 6 n1+ε but deg(v1),deg(v2) > n2ε , one of the two following assertions
hold:
1. there is a face f ′′ incident to both v1 and v2,
2. there are a vertex v ′ and two faces f ′1 and f
′
2 such that:
• f ′1 is incident to both v1 and v
′ (at a corner c ′1);
• f ′2 is incident to both v2 and v
′ (at a corner c ′2);
• dv ′(c ′1, c ′2) 6 n
1+2ε
deg(v1)deg(v2) .
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f1
c ′1 c
′
2
v1
f ′1
f2
v2
f ′2
v ′
dv ′(c ′1, c ′2)
Figure 7 – Illustration of the second option in Proposition 5.
Proposition 6. With high probability as n →∞, every vertex of Tn is at graph distance at most 6 from a
vertex of degree at least n1/4.
With those estimates at hands, we can proceed to the proof of the upper bound of our main result.
Proof of the upper bound of Theorem 1. Recall that ε > 0 is xed and suppose ε ∈ (0, 1/8). To ease
notation, we will write fn  дn if eventually fn 6 дn +A, where A = A(ε) > 0 whose value may increase
from line to line but only depends on ε > 0 (in particular A is not random). Our goal is to prove that
on an event En such that P(En) → 1, we have diam(SCn )  2(1 + ε) logn. Our event En will be the
intersection of the event on which the geometric conclusions of Section 2.4 hold true, together with the
events on which the conclusions of the above Propositions 4, 5 and 6 hold true. From now on, we argue
on this event and the rest of the reasoning is deterministic.
Let x1,x2 ∈ SCn . By the rst item of the list in Section 2.4, up to loosing an additive constant, one
can suppose that x1 and x2 are in some blue cusp neighborhoods, say N (2)i and N
(2)
j , whose associated
cusps have degrees di ,dj > 1. If i = j then dhyp(x1,x2)  2(1 + ε) logn by our geometric considerations
(the neighbourhood N (2)i is close to a ball of radius logdi 6 logn). We thus focus on the case i , j
and suppose i = 1 and j = 2 to x notation. We will bound the distance dhyp(x1,x2) in three dierent
cases according to the values of the degrees d1 and d2. Each of these cases corresponds to one of the
Propositions 4, 5 and 6.
Case 1: d1d2 > n1+ε . In this case, we use Proposition 4 and link x1 to x2 as follows. Let f ′, c ′1, c
′
2
be the face and the two corners given by Proposition 4 for the corners c1 and c2 associated with
x1 and x2. Now let x ′1 and x
′
2 be two points respectively in the corners c
′
1 and c
′
2 of f
′, such that
dhyp(x1,h(2)1 ) = dhyp(x ′1,h(2)1 ) and dhyp(x2,h(2)2 ) = dhyp(x ′2,h(2)2 ). Then Eq. (4) tells us that
dhyp(x1,x ′1)  2(1 + ε)
(
log(dv1(c1, c ′1)) − dhyp(x1,h(2)1 )
)
and
dhyp(x2,x ′2)  2(1 + ε)
(
log(dv2(c2, c ′2)) − dhyp(x2,h(2)2 )
)
,
and Eq. (5) gives
dhyp(x ′1,x ′2)  (1 + ε)
(
dhyp(x1,h(2)1 ) + dhyp(x2,h(2)2 )
)
.
Adding these up and using the bounds given by Proposition 4, we obtain
dhyp(x1,x2) 6 dhyp(x1,x ′1) + dhyp(x ′1,x ′2) + dhyp(x ′2,x2)
 2(1 + ε) (logdv1(c1, c ′1) + logdv2(c2, c ′2)) − (1 + ε) (dhyp(x1,h(2)1 ) + dhyp(x2,h(2)2 ))
 2(1 + 2ε) log(n).
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Case 2: d1d2 6 n1+ε and d1,d2 > n2ε . Now we will use Proposition 5. In the rst case (if we have a face
f ′′ incident to both v1 and v2), by the geometric considerations gathered in Section 2.4 we get
dhyp(x1,x2) 6 dhyp(x1,v1) + dhyp(v1,v2) + dhyp(v2,x2)
 2(1 + ε) (logd1 + logd2)
 2(1 + ε)2 logn.
In the second case of Proposition 5, let v ′, f ′1 and f
′
2 be the vertex and faces given by Proposition 5.
The vertex v ′ is incident to the corner c ′1 of f
′
1 and to the corner c
′
2 of f2. Let x
′
1 ∈ f ′1 ∩ ∂N (2)v ′ and
x ′2 ∈ f ′2 ∩ ∂N (2)v ′ . By Eq. (4) and (5), we have
dhyp(x1,x ′1)  2(1 + ε) log(d1) and dhyp(x2,x ′2)  2(1 + ε) log(d2).
Moreover, by (4) and the bound given by Proposition 5, we also have
dhyp(x ′1,x ′2)  2(1 + ε) logdv ′(c ′1, c ′2)  2(1 + ε) log
(
n1+2ε
d1d2
)
.
Adding everything up, we obtain as desired
dhyp(x1,x2)  2(1 + ε)(1 + 2ε) log(n).
Case 3: d1 6 n2ε or d2 6 n2ε . Assume d1 6 n2ε . Let v ′1 be the closest vertex from v1 (for the graph
distance in Tn) with degree at least n2ε . Since 2ε < 1/4, by Proposition 6, there is a path with graph
length at most 6 from v1 to v ′1 using only vertices with degrees at most n
2ε (except of course v ′1). But by
Eq. (5), the hyperbolic distance dhyp between two neighbour vertices of Tn of degree 6 n2ε is at most
2ε(1 + ε) log(n) + 4R.
Therefore, up to paying roughly 2 × 6 × 2ε(1 + ε) logn, we can replace x1 by a point x ′1 in a cusp
neighbourhood of degree larger than n2ε . The same is true for x2 if d2 6 n2ε , so we are back to case 1 or
2. By nally letting ε → 0, this concludes the proof of the theorem. 
4 Proof of the combinatorial estimates
Our goal is now to prove Propositions 4, 5 and 6. These results only deal with the random triangulationTn
which is built by gluing 2n triangles in a uniform fashion. Our main tools will be exploration methods of
such maps as in [11]. Those estimates are interesting on their own, since they sharpen our understanding
of the geometry of the graph structure of Tn and give further support for [11, Conjecture 1].
4.1 Peeling explorations of random triangulations
We recall some background from [11], which treats a more general setting. We x n > 1, and a pairing
ω of the edges of a collection of 2n triangles yielding a triangulation t . We do not assume yet that ω
is random. We will construct step by step the triangulation t obtained by gluing the edges of the 2n
triangles two by two according to ω.
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More precisely, we will create a sequence
S0 → S1 → · · · → S3n = t
of “combinatorial surfaces” where S0 is simply made of 2n disjoint triangles, and where we move on
from Si to Si+1 by identifying two edges of the pairing ω. More specically, Si will be a union of labeled
maps with distinguished faces called the holes (they are in light green on Figure 8). The holes are made
of the edges which are not yet paired. The set of these edges will be called the boundary of the surface
and be denoted by ∂Si . Clearly, we have |∂S0 | = 6n, so for every 1 6 i 6 3n, we have
|∂Si | = 6n − 2i .
etc. etc.
Figure 8 – Starting configuration (on the le) and a typical state of the exploration (on
the right). Here and later the labeling of the oriented edges does not appear for the sake
of visibility. The final vertices of the triangulation are black dots whereas “temporary”
vertices are in white. Notice on the right side that Si contains a closed surface without
boundary: if this happens, the final surface Sn is disconnected.
To go from Si to Si+1, we select an edge on ∂Si which we call the edge to peel and identify it with its
partner edge in ω, also belonging to ∂Si . A detailed description of each of the cases that may arise when
going from Si to Si+1 can be found in [11, Section 3.1]. In particular, we call "true vertices" the vertices of
Si that are not on its boundary, and therefore truly correspond to a vertex of t , and we call "temporary
vertices" the vertices of Si lying on ∂Si . We recall from [11] that the only cases where a new true vertex
v is created between Si and Si+1 are:
• if the peeled edge is glued to one of its two neighbours along the same hole (if furthermore the
hole has perimeter 2, then 2 true vertices are created);
• if the peeled edge belongs to a hole of perimeter 1 and is glued to another hole of perimeter 1.
When this occurs, we will also say that the vertex v is closed at time i .
We now move on to our random setting and apply the above discussion to the case where the
gluing ω is uniform, i.e. t = Tn is a uniform triangulation with 2n faces. On top of ω, the sequence
S0 → S1 → · · · → S3n depends on an algorithm called the peeling algorithm, which is simply a way to
pick the next edge to peel A(Si ) ∈ ∂Si . Highlighting the dependence in A, we can thus form the random
exploration sequence SA0 → SA1 → · · · → SA3n = Tn by starting with SA0 , the initial conguration made
of the labeled triangles. To go from SAi to SAi+1, we perform the identication of the edge A(Si ) together
with its partner in the pairing ω. We recall from [11, Prop 10] that when ω is uniform, then at each step i ,
conditionally on SAi and on A(SAi ), the edge A(SAi ) is glued to a uniformly chosen edge in ∂SAi \{A(SAi )}.
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The strength of this setup is that, as for planar maps [17], we can use dierent algorithmsA to explore
the same random triangulation Tn and then to get dierent types of information. We will see this motto
in practice in the following sections. When exploring our random triangulation with a given peeling
algorithm, we will always write (Fi )06i63n for the canonical ltration generated by the exploration.
4.2 Proof of Proposition 4
Proof of Proposition 4. Conditionally onTn , let c1 and c2 be two uniform corners ofTn , and let f1, f2 and
v1,v2 be the incident faces and vertices. Since there are at most (2n × 3)2 possible choices of (c1, c2), it
is enough to prove
P
(
deg(v1)deg(v2) > n1+ε and the face f ′ does not exist
)
= o
(
1
n2
)
.
Since there are at most (6n)2 possible values of the pair (deg(v1), deg(v2)), it is enough to prove that,
for any d1,d2 with d1d2 > n1+ε , if we write βi = logdilogn for i ∈ {1, 2}, we have
P
(
deg(v1) = d1, deg(v2) = d2 and there is no f ′
such that dvi (fi , f ′) 6 3nβi /(β1+β2−ε/2) for i ∈ {1, 2}
)
= o
(
1
n4
)
. (6)
The proof of (6) relies on a peeling exploration as the ones dened in Section 4.1. For i ∈ {1, 2}, let
`i = n
βi /(β1+β2−ε/2). Note that since d1d2 > n1+ε , we have β1 + β2 > 1 + ε , so `i 6 d
1
1+ε/2
i <
di
4 if n (and
therefore di ) is large enough. In particular, this implies `1 + `2 < n2 . On the other hand, we have βi > ε ,
which implies
nε/2 6 `i 6
di
4
. (7)
Note that we can sample (Tn , f1, f2,v1,v2) as follows. We start from a collection S0 of 2n triangles, we
pick two triangles f1 and f2 uniformly among them and pick two corners c1 and c2 incident respectively
to f1 and f2. We then run a peeling exploration which keeps track of the faces f1, f2 and of the corners
c1, c2. By a slight abuse of notation, we will also call v1 (resp. v2) the vertices of Si which are "inherited"
from the initial corners c1, c2. Notice that v1,v2 stay incident to c1 and c2 along the exploration.
The peeling algorithm we will use is the following:
• For 0 < i 6 `1, the peeled edge is an edge incident to v1. The exploration is stopped
if the vertex v1 is closed or if the peeled edge is glued to the face f2.
• For `1 < i 6 `1 + `2, the peeled edge is an edge incident to v2. The exploration
is stopped if the vertex v2 is closed or if the peeled edge is glued to the connected
component containing v1.
Note that the algorithm depends on d1 and d2, and that it makes sense because `1 + `2 < 3n, so it
will indeed be stopped before everything is explored. We call the exploration successful if it is stopped
before time `1 + `2, either by the closure of v1 or v2, or by merging the connected components of v1
and v2. We will show that the probability for the exploration to be successful is 1 − o
(
1
n4
)
, and that if n
is large enough, the success of the exploration ensures that the event of (6) does not occur.
Let us start with a proof that the success of the exploration prevents the event in (6) from happening.
First, if the exploration is stopped by the closure of v1, then v1 is incident to less than `1 faces, so its
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degree can be crudely bounded by 3`1, which implies deg(v1) < d1 if n is large enough. Similarly, if the
exploration is stopped by the closure of v2, then deg(v2) < d2. Moreover, by construction, any face f
lying in the connected component of v1 at time i 6 `1 is incident to v1. We claim that f has a corner c
with dv1(c1, c) 6 3`1. Indeed, the neighbourhood of v1 in the explored part at time i is always a gluing
of corners belonging to faces already explored. It is possible that several corners of the same face appear,
but the number of corners is bounded by 3i 6 3`1, so it is always possible to go from c1 to a corner of f
in the neighbourhood of v1 by crossing at most 3`1 corners.
Therefore, if the exploration is stopped before time `1 because f2 is glued to the peeled edge, then
f2 is incident to v1 and has a corner c2 with dv1(c1, c2) 6 3`1, so we can take f ′ = f2. If the exploration
is stopped between times `1 and `2 because the two components of v1 and v2 are glued, let f ′ be the
face incident to v1 which is glued to the peeled edge at the last peeling step. Since the peeled edge is
incident to v2, the face f ′ is incident to both v1 and v2, at two corners c ′1 and c
′
2. Moreover, since f
′ is
in the component of v1 at time `1, we have dv1(c1, c ′1) 6 3`1. Finally, by the same reasoning around v2,
we also have dv2(c2, c ′2) 6 3`2, so f ′ satises the desired properties and the event in (6) does not occur.
It remains to estimate the probability of non-success of the exploration. The basic idea is the
following: we rst show that at time `1, the number of boundary edges in the component of v1 is of
order `1. Therefore, at each step `1 < i < `1 + `2, the probability to nish the exploration by gluing the
two components is of order `1n , which will be enough to conclude since `1`2 is much larger than n.
More precisely, we recall that for every i , we denote by Fi the σ -algebra generated by the rst i
peeling steps. We also denote by Pi the number of boundary edges of the component of v1 in Si (these
edges may lie on several dierent holes). Note that P0 = 3 and that Pi 6 i + 2 for every i . For i < `1, the
number Pi+1 is equal to Pi − 2 if the peeled edge is glued to another boundary edge of the component of
v1, and to Pi + 1 if this is not the case. Therefore, we have
E [Pi+1 − Pi |Fi ] = −2 Pi − 1
6n − 2i − 1 +
6n − 2i − Pi
6n − 2i − 1
= 1 − 3 Pi − 1
6n − 2i − 1
> 1 − 3 i + 1
6n − 2i − 1
> 1 − 3 `1 + 1
6n − 2`1 − 1
>
1
2
by using in the end the fact that `1 < n2 . Since the increments |Pi+1 − Pi | are bounded by 2, by the
Azuma inequality, we obtain
P
(
the exploration does not stop before `1 and P`1 6
`1
4
)
6 exp
(
− `1
128
)
6 exp
(
−n
ε/2
128
)
= o
(
n−4
)
,
where we used (7) in the end. Therefore, we may assume that if the exploration has not stopped at time
`1, then P`1 > `1/4. But if this is the case, then for any `1 < i 6 `1 + `2, we have
P (the peeled edge at time i is glued to the component of v1 |Fi ) = P`1
6n − 2i − 1 >
`1
24n
.
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If this last event occurs for some i , the exploration is stopped and is succesful, so we nally have
P (the exploration is not successful) 6 o
(
n−4
)
+
(
1 − `1
24n
)`2
6 o(n−4) + exp
(
−`1`2
24n
)
6 o(n−4) + exp
(
−nε/3
)
= o(n−4)
by using the denition of `1 and `2. 
4.3 Proof of Proposition 5
Proof of Proposition 5. Let f1, f2 be two uniform independent faces, and letv1,v2 be the vertices incident
to uniformly chosen corners of f1 and f2. Let also d1,d2 > n2ε be such that d1d2 6 n1+ε . For the same
reasons as in the proof of Proposition 4, it is enough to prove that
P
(
deg(v1) = d1, deg(v2) = d2 and neither f ′′ nor (v ′, f ′1 , f ′2 ) exists
)
= o
(
1
n4
)
. (8)
To prove this, we will rely on a peeling algorithm similar to the one used to prove Proposition 4. As
previously, we will pick f1, f2,v1,v2 in S0 and follow them along the exploration. However, since the
two vertices have too small degrees, we will need to nd a third vertex v ′ "inbetween" them, so the
algorithm will be more complicated. Basically, we rst explore the neighbourhood of v1 until it becomes
a true vertex, then the neighbourhood of v2 until it becomes a true vertex, and nally we explore all the
neighbours of v1 until one of them is glued to a neighbour of v2. To describe precisely the last phase of
the exploration, we will assign colours to some of the vertices: the neighbour of v1 that we are currently
exploring will be red, the neighbours ofv1 that we can still explore later will be blue, and the neighbours
of v1 that we are not allowed to explore anymore will be black. We denote by τ1 (resp. τ2) the closure
time of v1 (resp. v2). Here is a complete description of the peeling algorithm, which is divided into three
phases (see also Figure 9):
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• Phase 1: exploration of the neighbourhood of v1:
– For 0 < i 6 τ1, the peeled edge is a boundary edge incident to v1;
– if τ1 < d14 , the exploration is stopped at time τ1;
– if τ1 > d1, the exploration is stopped at time d1;
– for i 6 τ1, if the peeling step i glues together the connected components of v1
and v2, then the exploration is stopped at time i .
• Phase 2: exploration of the neighbourhood of v2:
– for τ1 < i 6 τ2, the peeled edge is a boundary edge incident to v2;
– if τ2 − τ1 < d24 , the exploration is stopped at time τ2;
– if τ2 − τ1 > d2, the exploration is stopped at time τ1 + d2;
– for τ1 < i 6 τ2, if the peeling step i glues together the connected components
of v1 and v2, then the exploration is stopped at time i;
• Phase 3: trying to link v1 to v2:
– at time τ2, we colour in red one of the vertices on the boundary of the connected
component of v1, and all the others in blue;
– for i > τ2, we peel the boundary edge on the left of the red vertex;
– for i > τ2, if the red vertex has been red for at least n
1+ε
d1d2
steps, we colour it in
black, and choose a blue vertex that we colour in red;
– for i > τ2, if a blue or red vertex is glued to another blue or red vertex or to the
peeled edge at time i , we colour it in black;
– for i > τ2, if the peeling step i glues together the connected components of v1
and v2, then the exploration is stopped at time i;
– if there is no more blue or red vertex, the exploration is stopped and declared
unsuccessful.
When the exploration is stopped, in all the cases except the last one, it is declared successful. As in
the proof of Proposition 4, we will rst prove that if the exploration is successful, then the event of (8)
does not occur, and then that the probability of success is 1 − o(n−4).
First, just like in the proof of Proposition 4, if the exploration is stopped because we do not have
d1
4 6 τ1 6 d1, then deg(v1) , d1 so the event of (8) does not occur. Similarly, if we do not have
d2
4 6 τ2 − τ1 6 d2, then deg(v2) , d2. Second, if the exploration is stopped at some time i 6 τ2 because
the components of v1 and v2 are glued together, then either an edge incident to v1 is glued to a face
incident to v2, or the vertex v2 is glued to a neighbour of v1. In both cases, the vertices v1 and v2 are
neighbours in Si , so they are neighbours in Tn . Hence, we can take as f ′′ a face incident to an edge
between v1 and v2.
Therefore, the only case left to treat is the one where the components ofv1 andv2 are glued together
at time i > τ2. In this case, let v ′ be the red vertex in Si−1. Since v ′ has been blue at some point, there
is a face f ′1 in Si−1 incident to both v
′ and v1. Moreover, let f ′2 be the face of the component of v2 in
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f1
v1
w1
time τ2
f2 v2
f1 v1
w1
w2
w3
w4
w5
w7
w6
time i > τ2
f2 v2
Figure 9 – The peeling algorithm used to prove Proposition 5. On top, the connected
components containing v1 and v2 at time τ2. The first red vertex is w1. On the boom, the
components at some time i > τ2. The black vertices are those whose neighbourhood has
been explored during too much time (w1, w2), or those which have been aected by the
exploration before becoming red (w3, w4, w6). Note that w7 is still blue. The current red
vertex is w5. If the peeled edge (in red) is glued to the component of v2, the exploration
will be stopped succesfully, with w5 playing the role of the vertex v ′ of Proposition 5.
19
Si−1 to which the peeled edge at step i has been glued. Then f ′2 is incident to both v
′ (since v ′ is on the
peeled edge at step i) and to v2 (the component of v2 in Si−1 contains only faces incident to v2) in Si , so
it is also true in Tn . Therefore, we only need to make sure that dv ′(c ′1, c ′2) 6 n
1+2ε
d1d2
in Si , where c ′1 and
c ′2 are two corners of v
′ in Si incident to f ′1 and f
′
2 . Let i
′ be the step at which v ′ has become red for
the rst time. Then v ′ was blue in Si′ , so there are only two faces incident to v ′ in Si′ (the two faces
incident to the edge from v ′ to v1). Moreover, by the denition of our algorithm we have i − i ′ 6 n1+εd1d2 ,
i.e. v ′ may only remain red during at most n1+εd1d2 steps. Since each step between i
′ and i adds at most one
face incident to v ′, there are at most n1+εd1d2 + 2 faces of Si incident to v
′, so at most
3
(
n1+ε
d1d2
+ 2
)
6
n1+2ε
d1d2
corners incident to v ′. Therefore, we have dv ′(c ′1, c ′2) 6 n
1+2ε
d1d2
in Si , and this is also true in Tn .
We now prove that the probability for the exploration to be unsuccessful is o(n−4). Roughly speaking,
we want to prove that there will be many possible successive red vertices during phase 3, and that each
of them has a reasonable chance to stop the exploration successfully. Therefore, we will need to bound
from below the number of blue vertices in Sτ2 .
We rst estimate the number of steps needed to know if the exploration is successful. The number
of blue vertices in Sτ2 is bounded by the boundary length of the component of v1 in Sτ2 , which is at
most d1. Moreover, during phase 3 of the exploration, the number of blue vertices never increases, and
it decreases at least every n1+εd1d2 steps. Hence, the total duration of the exploration is bounded by
d1 + d2 + d1 × n
1+ε
d1d2
6 3n1−ε
since d1 6 n
1+ε
d2
6 n
1+ε
n2ε = n
1−ε . In particular, for every step i of the exploration, the number of boundary
edges of Si which do not belong to the components of v1 and v2 is larger than 6n − 3n1−ε , which is > 5n
if n is large enough.
Let Bi be the number of boundary vertices of the connected component ofv1 in Si . The last discussion
implies that for every i 6 τ1, we have
P (Bi+1 = Bi + 1|Fi ) > 5
6
.
By the same argument based on the Azuma inequality as in the proof of Proposition 4, we have
P
(
τ1 >
d1
4
and Bτ1 <
τ1
4
)
= o(n−4).
Therefore, we may assume Bτ1 >
τ1
4 >
d1
16 . If this occurs and the exploration does not end succesfully
before τ2, then we have at least d116 blue vertices in Sτ2 . Similarly, we may assume that the number of
boundary edges of the component of v2 at time τ2 is at least d216 .
We now estimate the total number of blue vertices that become black without being red before the
end of the exploration (because of the fourth item of Phase 3 in the denition of the peeling algorithm).
A blue vertex v ∈ Si may be turned black in Si+1 for three dierent reasons:
1. the peeled edge is glued at time i to one of the two boundary edges incident to v ;
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2. the peeled edge is glued at time i − 1 to the edge at distance 1 on the right ofv along the boundary,
so that v is the second end of the peeled edge at time i;
3. the red vertex changes at time i , and the new red vertex is the one on the right of v , so v is the
other end of the peeled edge.
At each step, at most 2 vertices may be turned black for reason 1 and 1 for reason 2. Hence, the number
of vertices that are turned black for reasons 1 and 2 is at most three times the number of times after τ2
when the peeled edge is glued to an edge at distance at most 2 from a blue vertex along the boundary.
For every i , the probability for this to occur at step i conditionally on Fi is at most 5 × d15n (since the
number of blue vertices is bounded by d1). Since the total number of peeling steps is at most n1−ε , the
expected number of times where this occurs is bounded by d1nε . By using the Azuma inequality as before,
we can also show that the probability that this occurs more than 2d1nε times is o(n−4), so
P
(
6
d1
nε
blue vertices become black for reasons 1 and 2
)
= o(n−4).
Since there are at least d116 blue vertices at time τ1, with probability 1 − o(n−4), at least d117 of them either
are coloured red at some point, or remain blue until the end, or are turned black for reason 3. Moreover,
at most half of these vertices can be turned black for reason 3 because we can only turn one vertex black
in this way everytime there is a new red vertex. Therefore, at least d150 vertices will either be red at some
point, or remain blue until the end of the exploration.
Finally, recall that with probability 1 − o(n−4), the total boundary length of the component of v2
is larger than d216 . If this event occurs, then at each peeling step i > τ2, the conditional probability (on
Fi ) to complete the exploration in a succesful way by gluing the components of v1 and v2 is at least
1
6n × d216 > d2100n . Moreover, if the exploration fails, we know that with probability 1 − o(n−4), at least d150
red vertices have been "investigated", each one during n1+εd1d2 steps, so there have been at least
d1
50 × n
1+ε
d1d2
"failed" steps after τ2. Therefore, we have
P (the exploration is not successful) 6 o(n−4) +
(
1 − d2
100n
)n1+ε /(50d2)
6 exp
(
− n
ε
5000
)
+ o(n−4),
which concludes the proof. 
4.4 Proof of Proposition 6
Proof of Proposition 6. As in the proofs of Propositions 4 and 5, let v be the vertex incident to a uniform
corner of a uniform face of Tn . We will prove that, with probability 1 − o(n−1), either Tn is disconnected,
or there is a vertex v ′ with degree at least n1/4 at graph distance at most 6 from v . Since we know that
Tn is connected with probability 1 − o(1), this is enough to guarantee5 the conclusion of Proposition 6
with probability 1 − o(1).
Like the algorithm used in the proof of Proposition 5, the peeling algorithm we will use to prove
this depends on a vertex coloured in red on the boundary. This red vertex is roughly the candidate for
v ′ that we are currently testing. Here is the denition of the algorithm:
5Alternatively, we could also be more precise in what follows to show that the probability to disconnect v is O(n−2), but
this would make the proof longer.
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• the red vertex in S0 is v ;
• if the red vertex of Si−1 is closed at step i , we choose a new red vertex on ∂Si at
minimal graph distance from v ;
• at each step, the peeled edge is the edge on the left of the red vertex along the
boundary;
• if all the connected component containing v is closed (so that there is no possible
choice for the new red vertex), the exploration is stopped and declared successful;
• if there have been n1/4 consecutive peeling steps without a closure time, the explo-
ration is stopped and declared successful;
• if 3 closure times have occured, the exploration is stopped and declared unsuccessful.
We rst note that if the exploration is successfully stopped because the connected component of v
has no boundary anymore, then Tn must be disconnected, which is one of the two conclusions we are
trying to reach.
We now study the case where it is stopped successfully by n1/4 consecutive steps without any
closure. We rst note that if at time i we choose a new red vertex v∗ ∈ Si , there is a graph geodesic
γ between v and v∗ in Si . All the vertices on γ are closer to v than v∗, so by the denition of v∗ they
must be closed vertices. Since at most 3 closure times have occured up to step i and each has closed at
most 2 vertices, the length of γ is at most 6, so the graph distance between v and the red vertex in Si is
always at most 6. Therefore, if the exploration is successfully stopped at time i , the last red vertex v ′
is at distance at most 6 from v in Si , so it is also the case in Tn . Moreover, the vertex v ′ has been red
for n1/4 steps, so it is incident to at least n1/4 corners in Si and therefore also in Tn , so it has degree at
least n1/4 inTn , so v ′ satises the conclusion of the proposition. Therefore, it is enough to show that the
probability for the exploration to fail is o(n−1).
But if the exploration fails, then there are at least 3 closure times during the rst 3n1/4 peeling steps.
We recall from [11, Section 3.1] that there are two ways in which i may be a closure time:
• if the peeled edge at time i is glued to one of its neighbours along the boundary;
• if the peeled edge is a loop (i.e. a hole of perimeter 1) and is glued to another loop.
Hence, for every i , we have
P (i is a closure time|Fi ) 6 2 + Li
2n − 2i − 1 ,
where Li is the number of boundary loops at time i . We can now bound Li in a (much) cruder way than
in [11]. Each peeling step creates at most two loops, so for i 6 3n1/4, we have Li 6 6n1/4. Therefore, we
have
P (i is a closure time|Fi ) 6 6n
1/4 + 2
2n − 6n1/4 − 1 6 6n
−3/4
if n is large enough. Therefore, for any 0 6 i < j < k 6 6n1/4, the probability that i, j,k are all closure
times is at most
(
6n−3/4
)3
= 216n−9/4. By summing over all triples (i, j,k), we obtain
P
(
there are 3 closure times in the rst 3n1/4 steps
)
6
(3n1/4)3
6
× 216n−9/4 = O(n−3/2) = o(n−1),
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which proves that the exploration is successful and concludes the proof. 
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