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EBOLA, AND LYME DISEASE 
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SUMIKO RACHEL MEKARU 
Boston University School of Public Health, 2013 
Major Professor: Sherri Stuver, SeD, Associate Professor of Epidemiology 
ABSTRACT 
The resurgence of infectious diseases and global climate change's potential 
impact on them has refocused public health's attention on the environment's role 
in infectious disease. The studies in this dissertation utilize the increased 
availability of satellite image-derived data sets with fine temporal and geographic 
granularity and the expansion of epidemiologic methods to explore the 
relationship between the environment and infectious disease in three settings. 
The first study employed a novel study design and analytic methods to 
investigate the hypothesis that heavy rainfall is an independent risk factor for 
waterborne disease outbreaks (WBDOs). We found that a location experiencing 
a heavy rainfall event had about half the odds of a WBDO two or four weeks later 
than did a location without a heavy rainfall event. The location-based case-
crossover study design utilized in this study may help to expand the research 
methods available to epidemiologists working in this developing field . 
viii 
The second study employed a location-based case-crossover study design to 
evaluate standardized differences from historic average of weekly rainfall in 
locations with a recorded introduction of Ebola into a human. For each 1.0 unit z-
score decrease in total rainfall, the odds of an Ebola introduction three weeks 
later increased by 75%. Given the severity of Ebola outbreaks and the dearth of 
knowledge about indicators of increased risk, this finding is an important step in 
advancing our understanding of Ebola ecology. 
The third study used GIS methods on remote sensing data to estimate the 
association between peridomestic forest/non-forest interface within 100, 150, 250 
meters and Lyme-associated peripheral facial palsy (LAPFP) among pediatric 
facial palsy patients. After adjustment for sex, age, and socio-economic status, 
children with the highest level of forest edge in the three radii of analysis had 
2.74 (95% Cl1.15, 6.53) , 4.58 (1 .84, 11.41), and 5.88 (2.11 , 16.4) times the odds 
of LAPFP compared to children with zero forest edge in those radii. This study is 
the first to examine environmental risk factors for LAPFP. 
Each of these studies advances the techniques used to investigate 
environmental risk factors for infectious disease through study design , case 
definition, data used, or exposure definitions. 
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1. Introduction 
The association between environmental risk factors and infectious disease 
has been a topic of study from epidemiology's earliest days. John Snow, a 
founding father of epidemiology, demonstrated that during the 1854 Soho cholera 
outbreak customers whose water supplier drew from the most sewage-polluted 
part of the Thames had six times the deaths of customers from suppliers with 
cleaner water sources, 1 but his work did not persuade the public health 
committee to reject the miasma theory that vapors from rotten material spread 
disease through the air, a broad ecologic theory of disease. 2 Only after later 
advancements in microbiology technology did the miasma theory give way to 
germ theory in what medical historian George Rosen called the Bacteriological 
Era.3 
Microbiology's focus on discovering etiologic agents relegated research on 
environmental causes of disease to identifying the vehicle for the pathogen 
during outbreak investigations, like typhoid in salad or seafood.4 By the time the . 
US Surgeon General had declared it time "to close the book on infectious 
diseases,"5 the epidemiologic methods used to investigate acute communicable 
disease had transitioned to environmental health and chronic noncommunicable 
diseases.6 For environmental health research, toxins took the place of 
pathogens, 7 while methods for chronic disease research_ evolved to address the 
role of multiple causes. 8 
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The resurgence of infectious diseases9-11 along with increasing evidence and 
acceptance of climate change 12 have recently returned public health's attention 
to the environment. While some initially questioned epidemiology's readiness or 
willingness to adapt to a new paradigm, 13 just as in the past, epidemiologists 
developed new methods to address research questions raised by threats to 
human health. 14 Time series studies which parallel Maclure's case-crossover 
design 15 proved particularly useful for examining the effects of climate change. 16-
18 To date, the vast majority of studies have examined common outcomes with 
daily counts like all-cause mortaliti 8•19 or daily heart-related emergency 
department admissions.20 Two of the studies presented here utilize outbreaks as 
the unit of analysis in part due to the unpredictable frequency of cases. 
Independent of the study design challenges raised by investigating the health 
impacts of climate change, some epidemiologists had mourned the movement of 
the field away from population level analysis21 and warned of the dangers of 
ignoring group-level variables on individual-level outcomes.Z2 Some of the issues 
they raised have application in the evolving study of environmental risk factors for 
infectious disease. One of particular relevance was the dismissal of ecologic 
approaches in general23 due to the long understood bias from the ecological 
fallacy. 24 Ecologic studies assess group-level variables and group-level 
outcomes (often incidence rates.) As Diez Raux noted, such a design cannot 
explore whether differences between groups are due to effects at the individual 
level or the effect of the mean-individual level on the group.23 When the group-
2 
level outcome is the presence of an outbreak and the group-level variable is an 
environmental risk factor like unusual rainfall patterns, this limitation becomes 
less relevant. For many environmental risk factors, all individuals within a group 
have identical exposure (e.g. rainfall for the location). Additionally, taking a step 
further Rose's insights25 on the difference between determinants of individual 
cases and determinants of incidence rates, the number of individual cases can 
lose relevance when studying the causes of outbreaks which are essentially a 
binary definition of incidence rates. The use of environmental risk factors in the 
studies presented in this dissertation is fundamentally different from the studies 
that came to typify the danger of ecologic analyses.26 Two studies here utilize 
outbreaks as the unit of analysis and, therefore, appropriately utilize ecologic 
exposure data. The third study examines individual-level outcomes and 
individual-level exposures determined from environmental data. 
The often flawed cross-sectional ecologic study design is most tempting to 
researchers when individual-level information is not easily accessible.27 
Fortunately, the technologies that helped identify climate change can also be 
used to measure environmental risk factors with fine temporal and geographic 
detail. The production of consistent and freely available precipitation data and 
processed satellite imagery, as well as the development of easily used 
geographic information software (GIS), are all prerequisite to the studies 
presented here. For example, the National Climatic Data Center's precipitation 
data (used in Chapter 2) are now easily accessible through the internet. This 
3 
highly detailed data have been used for numerous studies of weather trends and 
potential climate change effects for the United States28·29 as well as in studies 
specifically on health outcomes.30•31 
The second technological advance is the availability of data from remote 
sensing methods which gather information on areas or objects from afar. 32 A 
2007 review of the literature found 86 original epidemiological studies using 
remote sensing data from 1970 to 2004.33 The authors noted with concern the 
low proportion of papers that use high spatial resolution images (10%) or extract 
land use or land cover data (40%). In the years since their review, processed 
remote sensing data sources have become more available and their analysis 
tools have become more accessible. 
Remote sensing data are used in two studies here. Study 2 utilizes the 
African Rainfall Climatology from the Climate Prediction Center in National 
Oceanic and Atmospheric Administration's National Weather Service. It is a 
dataset of daily precipitation for all of Africa from January 1995 to January 2010 
at a spatial resolution of 0.1 o latitude and longitude. Precipitation estimates were 
produced by rain gauge measurements and from three satellite sources.34 Study 
3 uses data on land cover and forestation for Massachusetts obtained from the 
Massachusetts Geographic Information Systems'35 (MassGIS) 2005 Land Use 
dataset which provides a continuous map of land use and land cover for the 
entire state at a fine resolution (0.25 to 1 acre depending on location in the state). 
The data layer is anchored to latitude and longitude and was released in June 
4 
2009. 
The third technological advance, easily accessible, user-friendly GIS software 
has allowed for significant improvements in the assessment of infectious 
diseases, particularly in the study of vector-borne diseases where factors like 
altitude or proximity to livestock areas can be easily mapped and analyzed based 
on case location.36•37 A 2012 review of articles in seven epidemiology-oriented 
journals from 2000 to 2010 found 207 articles using spatial analysis (which is 
commonly performed on remote sensing data).38 While these studies are still a 
small portion of all articles in these journals, the authors noted they are becoming 
more common. 
Advances in technology, concern for the yet unknown effects of global climate 
change, and interest in the resurgence of infectious disease have all played a 
role in the selection of the three studies presented here: The role of heavy 
precipitation events in predicting major waterborne disease outbreaks in the US; 
precipitation measures as predictors of Ebola outbreaks in Africa; and hyperlocal 
environment and risk of Lyme palsy among children in a Lyme endemic area. 
Study 1 evaluates the association between heavy rainfall events and 
waterborne disease outbreaks involving drinking water in the United States using 
a novel approach to the case-crossover design which treated outbreak locations 
as individuals. Despite voluminous anecdotal evidence implicating heavy rainfall 
events in specific outbreaks, only limited epidemiologic research on a broad 
association between heavy precipitation events and waterborne disease 
5 
outbreaks in the United States has been published. One of the challenges for 
studying this association epidemiologically has been the poor fit of traditional 
study designs since epidemiological studies typically evaluate outcomes at the 
level of individuals. Broad environmental factors like rainfall, however, are better 
analyzed by the outbreak and its location rather than by each individual affected 
by a waterborne disease outbreak. For each outbreak location, rainfall data for 
the same time of year in the ten years before and after were the control periods, 
creating a 20:1 matching for each outbreak location. Due to convergence 
problems related to the distribution of the variables within the matched case and 
control periods, Monte Carlo resampling of conditional logistic regression was 
used to evaluate the relationship between outbreaks and heavy rainfall events. 
Study 2 hypothesizes that measures derived from precipitation values would 
be significant predictors of periods of elevated risk for Ebola outbreaks. Despite 
decades of research and progress, our understanding of Ebola's ecology 
remains incomplete, leaving health workers unable to anticipate greater periods 
of risk. Growing serologic evidence indicates some bat species may be 
asymptomatically infected and thereby serve as a possible reservoir. 39-43 44 Fruit 
bat movement is tied to availability of food ,45-47 which is in turn timed with the 
rainy season.48 Therefore, precipitation measurements may be highly correlated 
to Ebola risk if rain patterns lead to fruit availability, which in turn drives fruit bat 
migration and allows for introduction of Ebola into human populations. To 
increase the number of events analyzed, introductions of Ebola into humans are 
6 
evaluated rather than outbreaks as some result from multiple introductions of the 
disease into the human population. Study 2 uses a case-crossover design 
applied to the location of Ebola introductions, similar to the approach in Study 1. 
Study 3 is a case-control study that hypothesizes that children whose 
residence is located near more forest edge near their residence are at greater 
risk for Lyme-associated peripheral facial palsy (LAPFP) than children whose 
residence has less forest edge. The complex interplay of microbe, vector, and 
human has complicated efforts to determine risk factors for Lyme disease. Past 
studies have often been restricted by disease surveillance data that lacked fine 
geographic specificity. Using detailed land use data from the Massachusetts 
Geographic Information Systems'35 (MassGIS) 2005 Land Use dataset, the 
length of forest and non-forest interface was calculated for several radii around 
the houses of cases (LAPFP) and controls (children who presented to the same 
study site for peripheral facial palsy but were diagnosed with a different etiology). 
Both the exposure of interest and the variable selected to control for confounding 
by SES were measured based on the location of the residence which raises 
important questions about proper treatment of confounding. 
The body of work here attempts to advance epidemiologic understanding of 
environmental risk factors for infectious disease not only through the specific 
exposure-outcome associations investigated but also through the utilization of 
novel applications of the case-crossover design, novel case definitions, and 
improvements in measuring individual exposure to an environmental risk factor. 
7 
2. The role of heavy precipitation events in predicting major waterborne 
disease outbreaks in the United States 
2.1 Introduction 
In the face of ongoing climate change, understanding the role of 
environmental risk factors for disease outbreaks has become an important field 
of research.49 Heavy rainfall has been reported as a contributing factor to many 
waterborne disease outbreaks (WBDOs).50-57 A review of medical and 
meteorological databases augmented with reports from ProM ED (a global 
electronic reporting system) found 87 waterborne outbreaks associated with 
extreme water-related weather events between 1910 and 2010.50 Despite this 
voluminous anecdotal evidence implicating heavy rainfall events in specific 
outbreaks, only limited epidemiologic research on a broad association between 
heavy precipitation events and waterborne disease outbreaks in the United 
States has been published. One of the challenges for studying this association 
epidemiologically is the poor fit of traditional study designs since epidemiological 
studies typically evaluate outcomes at the level of individuals. Broad 
environmental factors like rainfall , however, are better analyzed by the outbreak 
and its location rather than by each individual affected by a WBDO. In this study, 
we present a novel approach to the case-crossover design with outbreak 
locations treated as individuals. This epidemiologically grounded design provides 
a framework for exploring an association with important public health 
implications. Climatologists predict increased heavy precipitation events as part 
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of ongoing climate change in the United States. 58 
The idea that heavy precipitation events are risk factors for WBDOs has 
clear biological plausibility. Water supply systems are most reliable when they 
work in steady state. 59 Dramatic changes in throughput following heavy rainfall 
can overcome drinking water sanitation systems. When rainfall volume exceeds 
the carrying capacity of combined sewage overflow systems, storm water 
contaminated with untreated sewage can be discharged into bodies of water that 
seNe as a source of drinking water. 60 Studies have shown increased microbial 
load during extreme rain or runoff, 51 increased concentrations of Giardia and 
Cryptosporidium (common causes of WBDOs) in water during rainy or post-
rainfall periods,62·63 and an increase in gastrointestinal symptoms in a 
prospective cohort during local flooding.64 Groundwater sources can also be 
contaminated as a sequella of heavy precipitation. In a 2004 multi-microorganism 
outbreak, extreme precipitation likely raised the water table and allowed 
contamination through extensive interchange between surface waters and 
groundwater. 57 
Although the evidence for biological plausibility supports heavy rainfall as 
a risk factor in general , drinking water systems designed to accommodate major 
precipitation events may be less susceptible. The influence of a heavy rainfall 
may also be mitigated by the overall amount of precipitation preceding it. A one-
inch rainfall in a wet climate may pose little threat while a one-inch rainfall after a 
drought may produce run-off carrying a high concentration of pathogens that had 
9 
not been flushed into the drinking water source previously. Waterborne disease 
outbreak narratives explore these scenarios at the single event level, but a more 
comprehensive analysis is needed. 
The primary barrier to epidemiologic evaluation of a heavy precipitation 
event as a risk factor is finding a way to move beyond investigations of individual 
outbreaks. At best, reporting on individual outbreaks provides the equivalent of a 
medical case series. In a typical scenario, an outbreak occurs at a restaurant that 
uses a private well with a chlorinator for drinking water and has a septic system 
on site. The septic system develops a leak, and at some unknown point later the 
chlorinator fails. Finally, a rainstorm overwhelms the leach field of the septic 
system and carries contaminants into the well where the broken chlorinator fails 
to treat the contaminants. The leak, the chlorinator failure, and the rainstorm 
were all necessary causes for this outbreak to occur when it did.65 In an 
alternative scenario, all of those elements are present but the septic system leak 
started long enough ago to seep into the well independent of a coincidental 
heavy rainfall. 56 The investigator records all of the elements but cannot see, in 
the words of Rothman,67 the true causal pie and know with certainty if the 
precipitation was a necessary cause or a coincidental event, just as a doctor 
cannot tell if a particular person's lung cancer is due to smoking. 
Additionally, the lack of high quality data has been cited as one reason for 
the paucity of research.68 The sole US study showed a significant association 
between extreme rainfall and WBDOs over a 46-year period.69 In that study, 
10 
Curriero et al. examined 548 reported WBDOs in the US between 1948 and 1994 
and the monthly rainfall total for the watershed area surrounding the outbreak. 
They reported a statistically significant association between rainfall and WBDOs 
in the United States based on the finding that 51% of WBDOs studied were 
preceded by precipitation events above the 90th percentile (P = .002) , and 68% 
by events above the 80th percentile (P = .001 ). However, the lack of temporal 
and geographic granularity of their rainfall data (monthly rainfall totals for the 
watershed) as well as the use of outbreaks that pre-date modern drinking water 
treatment practices may affect the generalizability of that study to the present. 
While anecdotal evidence for rainfall contributing to individual outbreaks is 
present for some outbreaks in both the recent53·56·70•71 and distant past,72-75 those 
cases cannot support a generalizable association . A broader epidemiologic 
approach is necessary. 
The study presented here utilizes the case-crossover design, which was 
created to investigate brief exposures that cause a temporary increased risk for 
an acute-onset event. In Maclure's definitive article, 15 he examined two risk 
factors, sexual activity and coffee drinking, in connection with myocardial 
infarction, assessing their presence in biologically relevant hazard periods. In the 
same way, heavy precipitation is hypothesized to have a transient effect on the 
risk of a drinking water associated outbreak. Just as Maclure assessed the 
presence of the exposure in periods with and without the outcome for each 
individual, this study assesses, for each outbreak location, the presence of heavy 
11 
rainfall events in periods before the WBDO as well as in control periods that 
occur at the same time of year, but in years without an outbreak. A strength of 
this study design is that variables that may confound the exposure-outcome 
relationship are inherently matched between the case and control periods. A 
study of outbreaks in different cities where the cities are compared to each other 
would suffer from a lengthy list of potential confounding factors. In the current 
study, we assessed the effect of a major precipitation event (PE) in the hazard 
periods of two and four weeks prior to a WBDO. 
Treating a location as an individual may be seen as unconventional , but it 
is the logical unit of analysis for studying outbreaks. Researchers did not worry if 
each cell in a body was equally exposed to carcinogens when they first studied a 
broad association between cigarettes and cancers. They defined the outcome in 
an individual as the presence of a malignancy in the body. Similarly, a 
geographic area that has a single water supply is a cohesive unit. Focusing on 
individual cases of disease is no more helpful than tallying individual cells in a 
body. 
2.2 Methods 
2.2.1 Study Design 
This study uses a case-crossover design applied in a community-level 
setting. "Cases" are locations that have had a WBDO (see description below). 
The exposure of interest is the presence of a heavy precipitation event (PE). The 
selection of a hazard period for the PE is not simple because different pathogens 
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have different incubation periods. Also, despite thorough epidemiological 
investigation, misclassification of the start date for an epidemic may occur since 
the earliest cases may have gone undetected. Therefore, we elected to use two 
hazard periods, two and four weeks, to accommodate the heterogeneity of 
pathogen incubation periods as well as potential misclassification of the timing of 
the outbreak. 
The crossover aspect of the study design assesses the presence of the 
exposure at times when the event did not occur, "control" periods. In essence, 
the crossover period should provide the expected frequency of the exposure in 
each location. We sought to balance three concerns in selecting the number of 
years to include as control periods. First, we wanted to maximize the number of 
years before and after the outbreak to provide an accurate comparison for the 
outbreak year. Second, we needed to restrict the number of years to avoid losing 
outbreaks as cases. By definition, if we required 15 years before and after the 
outbreak year, any outbreak more recent than 15 years could not be included. 
Third, to avoid any time-dependent confounding, we needed to sample equally 
before and after the outbreak. If a location has been trending toward increasingly 
frequent heavy rainfall events, then sampling more years after the outbreak than 
before would skew the comparison period toward appearing to have more 
frequent PEs. Previous work on reducing confounding by temporal trends in 
unmeasured variables found that a balanced bidirectional control selection 
approach addressed this issue.76·77 Thus, we selected the ten years before and 
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after each outbreak as control periods that addressed all three concerns. For 
each outbreak, we collected rainfall data for the same time of year in the ten 
years before and after, creating a 20:1 matching for each outbreak location. 
2.2.2 Outbreak identification 
WBDOs were identified through the Waterborne Disease Outbreak 
Surveillance System (WBDOSS) maintained by the Centers for Disease Control 
and Prevention (CDC). It contains US WBDOs from 1971 to the present. WBDO 
detection and investigation is generally performed by state, territorial, and/or local 
public health departments, with subsequent voluntary reporting to CDC. The 
WBDOSS contains all outbreaks investigations submitted to CDC. The CDC 
defines an event as a WBDO based on two criteria78: 1) two or more persons 
must be epidemiologically linked by location of exposure to water, time, and 
characteristics of illness and 2) epidemiologic evidence must implicate water as 
the probable source of illness. The Water and Environment Team in the CDC's 
National Center for Zoonotic, Vector-Borne, and Enteric Diseases (NCZVED) 
keep the original WBDOSS papers at their offices in Atlanta, while also 
maintaining an abbreviated electronic database including location (city, county, 
state, and site -e.g. camp or restaurant) , outbreak start date (day, month, year) , 
etiology (e.g . Giardia) , source of drinking water (e.g. surface or ground water) , 
and case and death numbers. The paper files include supplemental documents 
like department reports or hydrologic and medical tests. 
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2.2.3 Data Collection 
Under a CDC data-sharing agreement, review of the paper documents 
was performed in 2010. The most recent outbreaks considered occurred in 2000, 
allowing for ten years of daily precipitation data after each outbreak. To increase 
the likelihood that all the locations analyzed truly had WBDOs, we initially 
selected only outbreaks with stronger evidence. Since 1989 CDC staff have 
assigned a strength-of-evidence classification based on the completeness of 
epidemiologic, clinical, laboratory, and environmental data.79 Class I is the 
strongest classification , and Class IV is the weakest (See Table 1 ). Not all 
outbreaks can be investigated with the same level of resources, and an outbreak 
classified as Class IV does not imply the reporting agency's investigation was 
faulty or inadequate. The classification system was available only for outbreaks 
from 1989 on; so, we initially restricted to those outbreaks. However CDC staff 
helped evaluate four outbreaks from 1988 that would meet the current standards. 
The full WBDOSS includes all outbreaks sent to the CDC, but not all of the 
outbreaks involve infectious organisms (i.e. chemical contamination) or water 
intended for drinking (illnesses from drinking grey water or pond water) . Figure 
1.1 shows the exclusion of these outbreaks as well as restriction by year and 
strength-of-evidence classification. We included eleven additional outbreaks 
based on review of the evidence and their large size, four of which predated the 
classification system. Finally, we excluded six outbreaks due either to inadequate 
information on their precise location or date of occurrence or insufficient weather 
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station data availability for the outbreak location (see below). 
2.2.4 Creation and definition of precipitation variables 
Daily precipitation records were downloaded from the National Oceanic 
and Atmospheric Administration's (NOAA) National Climatic Data Center (NCDC) 
through the NCDC's website80. For each outbreak, we selected the nearest 
continuously operated, reliable weather station to provide precipitation 
information. For each outbreak location, a search on the NCDC website to 
identified all stations within 30 degree minutes of the outbreak, resulting in 
anywhere from a single to dozens of prospective weather stations. The web-
based search results returned a table listing the station name, city, state, county, 
period of record, and identification numbers. We excluded weather stations not 
active during the 21-year period relevant to the specific outbreak. Google Maps 
(http://maps.google.com/) allowed for exclusion of weather stations that were 
clearly the farthest from the outbreak site. We then assessed the distances 
between the outbreak and each possible station using a web-based calculator 
(http://www.view-map.com/distance/). An ArcGIS analysis of a sample of the 
web-based distances verified those values, validating the web-based tool for use 
in the rest of the dataset. 
For each outbreak, we created a list of one to five promising stations. The 
closest station was the first choice; the others were recorded as alternatives in 
the event the rainfall data were of poor quality. To evaluate each weather 
station's data quality, we assessed daily rainfall data for missing or impossible 
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values. For a four-week hazard period, the 28 days in the outbreak year and the 
20 comparison years sum to 588 days. If six or more of those days (> 1% of all 
days) had missing data, other sites were evaluated for completeness of data. Of 
the 92 outbreaks analyzed, seven could only be mapped to the county of 
occurrence. For the other 85 outbreaks, 58 outbreaks used the closest weather 
station, 19 used the second closest and eight used a lower ranked station. The 
median distance between the precise outbreak location and the weather station 
used was 9.1 miles with a range of 0.4 to 26.7 miles; 85% of the weather stations 
were within 15 miles of the outbreak location . 
For eight outbreaks, a single year was missing in the 21-year period for 
that outbreak, and alternative stations were not desirable due to either 
substantial increases in distance or excessive missingness. For those outbreaks, 
we selected a station with a missing year. Analysis treated the missing year and 
its mirror year as missing at random (e.g. if no data were available five years 
before the outbreak, data for both five years before and five years after were 
marked as missing). This compromise was intended to decrease the risk of 
measurement error from selecting a station too far away to reflect the rainfall at 
the outbreak while maintaining the symmetry desired for control of non-time 
dependent confounding. 
The exposure of interest was the presence of a heavy PE within a 
specified period of time. Atmospheric science studies typically define heavy PEs 
as greater than 1.0 or 2.0 inches of rain over one to two days (14 of 16 studies 
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cited by a 2000 review used these values81 ) . Therefore, we considered 24-hour 
rainfall totals greater than or equal to 1.0, 1.5, 2.0, and 2.5 inches in hazard 
periods of two and four weeks as potential threshold definitions. 
A continuous rainfall of greater than one inch could occur such that part of 
it is measured in one day's total and the rest is measured in the following day, 
meaning that neither day had more than 1.0 inch of rain. Therefore, we created 
additional exposure variables based on a two-day rainfall total (i.e. the sum of the 
rainfall from one day and the day preceding it) . This variable allowed assessment 
of 48-hour rainfall totals of greater than or equal to 1.0, 1.5, 2.0, and 2.5 inches in 
the hazard periods of two and four weeks. 
The prevalence of these measures was calculated among case and 
control periods (Table 2) . The common occurrence of PEs meeting the lower 
threshold definitions indicated that these were not unusual events. Therefore, we 
selected the following thresholds for analysis: one-day rainfall totals exceeding 
1.5 and 2.0 inches, and two-day rainfall totals exceeding 1.5, 2.0, and 2.5 inches. 
2.3 Analysis 
This study employed conditional logistic regression models fit to repeated 
Monte Carlo samples of the matched control dataset to evaluate the relationship 
between WBDOs and heavy PEs. Initially, we performed a conditional logistic 
regression analysis in R [Version 2.9.2, The R Foundation for Statistical 
Computing, 2009] on the full set of cases and controls data to determine the 
odds ratios (ORs) and 95% confidence intervals for different PE thresholds in 
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both hazard periods. The 20:1 matching of control periods to outbreak periods 
resulted in models which would not adequately fit the data using GEE models 
and estimates which were unreliable or unreproducible. Similar convergence 
issues arose in SAS Version 9.3 of the SAS System for Windows. (Copyright© 
2012 SAS Institute Inc.). Therefore, we employed a resampling approach to 
create a distribution of ORs for each of the seven exposure definitions. For each 
iteration of resampling, each of the 92 outbreak years was individually matched 
to a randomly selected control year. For example, one location may be matched 
to the control six years before the outbreak while another was matched to the 
control three years afterwards. The resulting 1 :1 matched data set was fit to a 
conditional logistic regression model and the odds ratio for each iteration 
recorded. After repeated resampling (n=1 000), the median value defined the 
point estimate for the OR. The 95% confidence intervals were defined by 
removing the most extreme 2.5% of observed ORs at each extreme and then 
identifying the minimum and maximum values.82 
We also performed stratified analyses to explore potential effect measure 
modification by etiology, season of outbreak, expected rainfall in the outbreak 
location and water source. Finally, to assess the possibility that a location may 
substantially change its water infrastructure after an outbreak, we also performed 
the analyses using only the years before the WBDO as controls. 
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2.4 Results 
The 92 outbreaks ranged from May 1988 to August 2000. Most had the 
highest classified level of evidence: 72 (78.2%) were Class I, eleven (12%) were 
Class II, six (6.5%) were Class Ill (and deemed appropriate for inclusion after 
consultation with CDC staff), none were Class IV, and three were unclassified. 
Almost half the outbreaks (n=43) did not have an identified etiology, but among 
the 49 with known causes the etiology was parasitic in 23, bacterial in 19, and 
viral in seven. The source of the drinking water was most commonly groundwater 
(n=70) with the rest coming from surface water (n=21) and one outbreak with 
mixed water from both ground and surface sources. The number of individuals 
affected ranged from 8 to 40300 (the infamous 1993 cryptosporidium outbreak in 
Milwaukee83). The median size was 83 with a mean size of 244 (excluding the 
1993 Milwaukee outbreak). 
The results conditional logistic regression analyses on the Monte Carlo 
resampled data are presented in Table 3. Overall, the presence of a heavy PE 
appears to reduce the odds of having a WBDO, but the 95% confidence intervals 
include 1.0 or a larger value except for 1.5 inches of rain in one day in the four-
week hazard period. For example, the odds of an outbreak occurring within the 
two weeks of the calendar date (day/month) of a known outbreak with a one-day 
rain total exceeding 2.0 inches are 0.50 times the odds of having an outbreak in 
the same period without the rainfall meeting that threshold, meaning an outbreak 
is half as likely in those two weeks after the heavy PE. 
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The ORs for the higher rainfall thresholds show a substantial reduction in 
the odds of a WBDO after a heavy PE. This inverse relationship increases as the 
rainfall threshold increases. The effects are slightly stronger in the two-week 
hazard period, but the 95% confidence intervals for both hazard periods are 
similar. The effect is similar for one-day and two-day rainfalls at the same 
threshold. To explore the possibility of either confounding by time trend or 
evidence that locations changed their safety measures post outbreak, we 
performed the same Monte Carlo sampled analyses using only the controls 
before the outbreak, but the results were nearly the same as the results based on 
sampling from all of the controls (data not shown). These results were not 
surprising given that the prevalence of the threshold events was very similar in 
the pre-outbreak and post-outbreak control periods. For the five thresholds 
analyzed, the largest difference in prevalence between the two time periods of 
controls was for the 2.0-inch threshold in one day within four weeks (11.2% and 
9.7% respectively). 
Tables 4 and 5 present the results for sub-analyses on the warmer months 
and by average rainfall, respectively. Interestingly, restricting analysis to the 
warmer months (March through November) strengthened the ORs and 
sometimes tightened the 95% confidence intervals. The justification for 
examining winter and non-winter outbreaks separately was the concern that 
heavy rain events during months when the precipitation is often snow might have 
a different ecologic effect than in the warmer months. This subset analysis 
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provides some evidence that the effect of heavy rainfall may be stronger in non-
winter months than during the winter, but a larger dataset would be needed to 
explore thoroughly any effect modification by season. Sparse data limited the 
utility of analysis by tertiles of average rainfall, particularly in the two-week 
hazard period . We did note inverse associations in the two wetter tertiles were 
similar to those for the full data set. The remaining results are not tabulated . 
The small sample sizes for the analyses by etiology led to unstable or 
incalculable estimates so those results are not presented. Analysis by water 
source had a similar problem. Since the vast majority of the outbreaks were from 
groundwater sources, the ORs and 95% confidence intervals were very similar to 
those for the full dataset (results not shown) while analysis of the small subset of 
surface water outbreaks had problems with convergence errors. The subset of 
winter outbreaks was too small (n=12) to analyze. 
2.5 Discussion 
Epidemiologic research of environmental risk factors requires new 
techniques to expand beyond traditional methods. Here, we present a novel 
research design to explore the purported association between heavy rainfall 
events and WBDOs. Using this approach we found evidence of an inverse 
relationship between heavy rainfall events and WBDOs. In both hazard periods, 
for all but one threshold the odds of a WBDO after a heavy rainfall event were 
half those of a period without a heavy rainfall event. While the confidence 
intervals included or exceeded 1.0, the consistency of the inverse association 
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was noteworthy. Due to the small number of WBDOs for the subset analyses of 
etiology, season, and water source, no conclusions can be drawn regarding 
. . 
those categories. 
The results presented here contrast with conventional wisdom and 
previous research. 59 A traditional narrative of an outbreak involves heavy rainfall 
leading to increased pathogen load due to either run-off through agricultural 
lands or elevation of the water table leading to unusual contamination. In either 
scenario, the rainfall event triggers a situation that exceeds the water treatment 
infrastructure. Improvements in drinking water infrastructure in the post-Clean 
Water Act United States may have been substantial enough to remove this kind 
of risk. The reversal of the expected odds ratio may be due to the old adage, 
"dilution is the solution to pollution." If drinking water infrastructure in the United 
States is now generally structurally designed to accommodate continue proper 
function during sudden significant increases in water volume, then the remaining 
threat of an outbreak is due to the presence of untreated pathogens. A rainfall-
induced increase in water volume which causes no compromise in treatment 
could actually be beneficial to water treatment efficacy by diluting the pathogen 
concentration to levels easily addressed by the system. 
Many factors may contribute to the difference in the present findings from 
what might have been expected based on previous research. Curriero et al. 
found that 51% of United States WBDOs from 1948 to 1994 were preceded by 
precipitation events above the 90th percentile and 68% by events above the 80th 
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percentile. That study of WBDOs in the United States examined WBDOs over 
many decades. Associations between rainfall and WBDOs may differ in years 
before and after the clean water legislation of the early 1970s. Changes to 
drinking water systems have likely made many locations in the United States less 
vulnerable to WBDOs resulting from heavy rainfall events. Also , differences in 
the definition and measurement of rain events may have contributed to the 
disparate results. The earlier study used total rainfall per month, a rather coarse 
measurement that may not capture the true exposure of interest. Also relevant 
was the lack of comparability of precipitation data collected in 1948 versus 1994 
(the date range of the outbreaks examined). For example, modern precipitation 
measurements can account for deviations due to high wind. The research 
presented here concentrates on the smaller, more recent date range of 
outbreaks to improve generalizability. This study also takes advantage of the 
much more detailed rain data available in recent decades. 
The difference in approach between the earlier and present studies 
underscores the challenges of investigating environmental risk factors. Studies 
must balance the benefit of larger datasets created by using older events with the 
improved granularity of modern measurements of environmental data. The daily 
precipitation data used for this study do not extend back to the earliest outbreaks 
in the Curriero et al. study. We believe our choices of recent outbreaks and more 
detailed precipitation data better support generalizability to locations in the United 
States in the present day, but the earlier research may have important 
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implications for locations with more limited drinking water treatment 
infrastructure, particularly in areas of the world which expect more frequent 
heavy rainfall events in the face of ongoing climate change. 
Beyond the selection of data sources, this study offers a novel approach 
to examine environmental risk factors and health outcomes. Much of the existing 
literature looks at environmental factors like heat or air quality in relation to 
individual outcomes, 84·85 and many employ a case-crossover approach for 
individual subjects.86·87 Waterborne disease outbreaks, however, are somewhat 
different. In an individual, many factors play a role in an emergency department 
admission for an asthma attack, for example. To investigate the relationship 
between the environment and the health outcome and to quantify it in a way that 
can be generalized requires a large enough number of individuals to capture the 
distribution of additional unspecified risk factors. In a WBDO, many factors may 
play roles in the introduction of the pathogen into the drinking water, but once the 
water is contaminated the sequence of events from exposure to infection is 
comparatively straightforward. While individuals may consume different amounts 
of water or have differences in immune system health, the primary public health 
interest emphasizes understanding the risk for introducing the pathogen into the 
drinking water. In this respect, a WBDO with 200 cases shouldn't influence the 
assessment of the association twice as much as a WBDO with only 100 cases. In 
a hypothetical case-control study based on those two outbreaks, two thirds of the 
study subjects would have the same weather exposure history. Adjusting for 
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correlation within an outbreak cannot overcome the fundamental mismatch of 
study design and research question. The driving question is not what 
environmental exposures are associated with cases in an outbreak. The question 
should be what environmental exposures are associated with the outbreak itself. 
One way to address the different nature of WBDOs is to treat locations as 
individuals. By extending Maclure's case-crossover design 15 to outbreak 
locations, we can compare measures of environmental risk factors before 
outbreaks to those values at other times. The locations themselves provide the 
best measurement of the exposure distribution for the "population" of other times 
that would have been identified as a case period had a WBDO occurred. A 
potential challenge of assessing outcomes in locations occurs when communities 
are matched to each other in a traditional case-control fashion. Differences 
between communities can create a long list of potential confounders that may be 
impossible to control. Just as the original application of the case-crossover 
method allowed for extensive control of confounding factors by matching the 
individual to himself, the extension of this approach sidesteps the difficulties of 
finding comparable communities to use as controls for the WBDO locations. 
Once the case-crossover design is selected, a new problem arises. In 
most traditional case-control studies, the selected controls are a subset of all the 
possible controls. Practical considerations dictate against enrolling acceptable 
controls ad infinitum: additional budget and time required to enroll each extra 
control, compensation (where relevant) of participants, finding similar numbers of 
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controls for each case, etc. When investigating environmental risk factors, most 
of these issues are irrelevant. Theoretically, this study could have used even 
more control periods per outbreak. The obvious cost of using additional controls 
is the loss of outbreaks for which not enough years have passed to provide 
sufficient years of post outbreak data. Additionally, when the exposure 
distribution conflicts with the high ratio of controls to cases, regression models 
may fail to converge. Monte Carlo resampling allowed us to evaluate more 
control periods than traditional regression analysis would have permitted. As 
epidemiologists increase their research in environmental risk factors and 
disease, this approach may prove useful in other settings. 
The findings of this study were unexpected and suggest that increased 
heavy rainfall events may not lead to more frequent WBDOs involving drinking 
water in the United States, which would be fortunate given both the public health 
and economic cost. The 1993 Milwaukee outbreak sickened over 400,000 people 
and cost almost $100 million in direct medical costs and productivity losses. 88 
Additionally, the percentage of people most vulnerable to WBDOs may be 
increasing. Gerba et al. found that almost 20% of the US population in 1991 was 
at increased risk of serious illness from waterborne organisms. They identified 
the number of people who were very young or old, pregnant, or 
immunocompromised based on Department of Commerce data. 89 Thus, 
understanding the ecology of WBDOs as well as any factors that may be 
associated with increased periods of risk is important in protecting the health of a 
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large portion of Americans. 
Due to the complexity of WBDOs, we remain concerned that unidentified 
characteristics may be effect modifiers of the relationship between heavy PEs 
and WBDOs. Other than identification of the drinking water source (surface 
versus ground), we did not have information on the drinking water treatment 
systems for the outbreak locations. In addition to this concern, several limitations 
for this study must be noted. 
First of all, misclassification of the exposure may have occurred in 
instances where the outbreak documentation did not identify the first case. If the 
initial case was actually a week earlier than the date assigned , the rainfall data 
used to create the study variables would be incorrect, with potentially incorrect 
assignment of the presence or absence of a heavy rainfall event in the hazard 
period of interest. Additionally, difference in incubation time of different 
pathogens may contribute to a mis-specification of the timing of the rainfall 
relative to the contamination of the drinking water. Given the similar results found 
in the two different hazard periods (two and four weeks), we believe this 
misclassification did not substantially influence the observed association . 
A second limitation concerns the source of the outbreak data. The CDC's 
WBDOSS dataset is not a census of all outbreaks in the US. The dataset may 
overrepresent states with greater public health infrastructure or staff with an 
interest in WBDOs. The likelihood that the presence of an earlier rainfall event 
would influence the decision to report an outbreak to the CDC seems quite low. 
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Thus, we believe selection bias was unlikely to influence the results, but no data 
on the completeness of the reporting are available for use in further assessing 
this possibility. Finally, the use of a novel study design and analytic methods 
make it more challenging to frame these results in the context of the limited 
research that precedes this study. 
In conclusion, this study employed a novel study design and analytic 
methods to investigate the hypothesis that heavy rainfall is an independent risk 
factor for WBDOs. Contrary to previous research, we found an inverse 
relationship between the presence of a heavy rainfall and WBDOs. These 
findings may suggest that the United States will not see increased frequency of 
WBDOs in connection with the expected increase in heavy precipitation events 
as the climate changes. Finally, epidemiologically based research on 
environmental risk factors of disease is urgently needed to inform policy 
decisions. The approach presented here may help to expand the research 
methods available to epidemiologists working in this developing field . 
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Table 1. Strength of evidence classification used by the CDC for Waterborne 
Disease Outbreaks65 
Class Epidemiologic data Water-quality data 
I Adequate Provided and adequate 
- Data provided about exposed - Laboratory data or historical 
and unexposed persons with information (e.g. the history that a 
relative risk or odds ratio of ~ 2 or chlorinator of pH acid feed pump 
p-value s 0.05 malfunctions, no detectable free-
chlorine residual , or a breakdown in a 
recirculation system) 
II Adequate Not provided or inadequate (e.g. 
laboratory testing of water not 
conducted and no historical 
information 
Ill Provided but limited Provided and adequate 
- Epidemiologic data provided 
that did not meet the criteria for 
Class I, or claim made that ill 
persons had no exposure in 
common, besides water, but no 
data provided 
IV Provided but limited Not provided or inadequate 
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Figure 1. Inclusion and exclusion criteria for WBDO selection 
All Outbrea'ks in WBDOSS (1971-2006) 
N=833 
l Restrict years 
All outbreaks {1988-2000) 
N=206 
! Remove chemicali~contaminant outbreaks 
lnfectious disease outbreaks (1988-2000) 
N= 18.2 
i Restrict to outbreaks of tap water in US states 
Infectious. disease, tap water {1988-2000.): 
N=163 
InClude all evidence strength Cl'ass II or U 
InClude 7 Class lill outbreaks with strong evidence 
Infectious disease, tap water (1988-2000), Class li or II 
N=98 
Exclude outbreaks with inadequate documentation or 
weather data 
Infectious disease, ta·p water (1988-2000h Class. II or Ill .• 
sufficient data 
N=92 
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Table 2. Prevalence of a precipitation event meeting the exposure thresholds 
among the case and control periods 
Hazard period = 2 
weeks 
Percent with event 
Cases Controls 
Threshold (inches) 
1.0 in 1 day 26.1% 26.1% 
1.5 in 1 day 6.5% 12.1% 
2.0 in 1 day 2.2% 5.2% 
--··· ... ·-·· ... ·······--···························--- ····························---·······-·· --·-········--·-----
1.0 in 2 days 35.9% 36.3% 
1.5 in 2 days 12.0% 19.4% 
2.0 in 2 days 5.4% 10.4% 
2.5 in 2 days 2.2% 5.4% 
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Hazard period = 4 
weeks 
Percent with event 
Cases Controls 
43.5% 41.7% 
12.0% 20.3% 
5.4% 10.4% 
·····················----·········-- """""''"'-··················-·····-
56.5% 53.4% 
27.2% 30.9% 
10.9% 17.9% 
5.4% 9.9% 
Table 3. Odds ratios and 95% confidence intervals for the presence of at least 1 
instance in specified hazard period of rainfall greater than specified threshold 
Hazard period = 2 weeks 
OR (95% Cl) 
Hazard period = 4 weeks 
OR (95% Cl) 
Threshold (inches) 
1.5 in 1 day 0.50 (0.25, 1.00) 0.50 (0.29, 0.90) 
2.0 in 1 day 0.40 (0.14, 2.00) 0.50 (0.23, 1.00) 
·······-·········-··············· .. ---··-···-·"'"" ··········································-···- -··-··················· .. -· ............. ········································--··-- ·····························---············-··-·· .. ······-·-------··········-·······-·······- ·························-··········--······ 
1.5 in 2 days 0.53 (0.29, 1.00) 0.82 (0.55, 1.31) 
2.0 in 2 days 0.45 (0.21' 1.00) 0.53 (0.29, 1.00) 
2.5 in 2 days 0.40 (0.14, 2.00) 0.50 (0.23, 1.25) 
Abbreviations: Cl , confidence interval; OR, odds ratio 
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Table 4. Odds ratios and 95% confidence intervals for the presence of at least 
one instance of rainfall greater than the specified threshold in the specified 
hazard period among WBDOs in non-winter months (March-November) 
Hazard period = 2 weeks Hazard period = 4 weeks 
OR (95% Cl) OR (95% Cl) 
Threshold (inches) 
1.5 in 1 day 0.27 (0.1 0, 0.60) 0.40 (0.22, 0. 75) 
2.0 in 1 day 0.25 (---, 1.00) 0.43 (0.18, 1.00) 
· ···· ·· ·---·········-·· ········· ······--·~-·····.,···-·-.. ······ ·····························---------·····················-······------·-·····-·-· ... ··-····--·- ··························----·········-- ······-··-··--·-""""""'"''' ___ , ................... .... ... - ...... - ...... _ .. .... _,,_,,, 
1.5 in 2 days 0.43 (0.22, 0.75) 0.81 (0.54, 1.33) 
2.0 in 2 days 0.20 (0.08, 0.50) 0.40 (0.21, 0.78) 
2.5 in 2 days 0.50 (0.17, 2.00) 0.57 (0.30, 1.67) 
Abbreviations: Cl, confidence interval; OR, odds ratio; WBDO, waterborne 
disease outbreak; ---, undefined 
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Table 5. Odds ratios and 95% confidence inteNals for the presence of at least 
one instance of rainfall greater than the specified threshold in the four week 
hazard period among the WBDOs in the middle and wettest tertiles of average 
rainfall 
Threshold (inches) 
1.5 in 1 day 
2.0 in 1 day 
····································-···-----················· ··· 
1.5 in 2 days 
2.0 in 2 days 
2.5 in 2 days 
Middle Tertile Wettest tertile 
OR (95%CI) OR (95%CI) 
0.60 (0.22, 2.00) 0.43 (0.14, 1.00) 
0.50 (0.14, 2.00) 0.50 (0.20, 2.00) 
....................... ,.,,,,.,,, ____ ··················································- ················-·······················--·······-···············-·····-······-········ 
0.70 (0.33, 1.50) 0.70 (0.33, 1.50) 
0.50 (0.17, 1.50) 0.56 (0.22, 1.33) 
0.33 (0.00, ---) 0.75 (0.33, 3.00) 
Abbreviations: Cl, confidence inteNal; OR, odds ratio; WBDO, waterborne 
disease outbreak; ---, undefined 
35 
3 Precipitation measures as predictors of Ebola outbreaks in Africa 
3.1 Introduction 
Discovery and characterization of Ebola90 followed simultaneous outbreaks in 
Sudan91 and the Democratic Republic of Congo92 in 1976. Since then, Ebola 
outbreaks have been both deadly and sporadic. After two additional outbreaks in 
the 1970s, no cases were recorded until 1994. Since 1994, nineteen human 
outbreaks involving four strains have been documented in Africa. Despite 
decades of research and progress, our understanding of Ebola's ecology 
remains incomplete, leaving health workers unable to anticipate greater periods 
of risk. 
Ebolavirus and Marburgvirus are the two genera in the Fi/ovirdae family. 
Ebolavirus has five species: Zaire, Sudan, Bundibugyo, Ivory Coast, and 
Reston. 93•94 The first three have been associated with Ebola Hemorrhagic Fever 
(EHF) outbreaks in Africa with high case fatality rates (50-90%). 95 Infection with 
Ebola typically presents with fever, diarrhea, vomiting, and pain96 but can 
progress to the extensive internal and external bleeding associated with high 
mortality in human97 and non-human98·99 primates. Despite the infrequency of 
outbreaks, Ebola's unusual lethality presents an important threat to human and 
non-human 100 primate health in Africa. 
The natural ecology of Ebolavirus is poorly understood, but index cases 
often hunted or handled bushmeat. The frequency of bat species' links to 
emerging diseases 101 made them an early research focus. Growing serologic 
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evidence indicates some bat species may be asymptomatically infected and 
thereby serve as a possible reservoir.39-43 The investigation of the 2007 outbreak 
in Luebo, Democratic Republic of Congo was the first to implicate bats; 102 
hunting and consumption of migrating fruit bats was associated with cases. In an 
analysis of Ebola-associated wildlife mortality, Lahm et al. noted a "clear 
tendency" for outbreaks in their study area to occur "mainly in transitional and dry 
months."44 Fruit bat movement is tied to availability of food,45-47 which is in turn 
timed with the rainy season.48 Therefore, precipitation measurements may be 
highly correlated to Ebola risk if rain patterns lead to fruit availability, which in 
turn drives fruit bat migration and allows for introduction of Ebola into human 
populations. 
Weather data have been successfully used to predict increased risk of other 
diseases in Africa. Rift Valley Fever is a viral disease that causes fever, pain, and 
occasionally hemorrhagic fever in humans. Periodic outbreaks have been 
documented since 1931 in Kenya. Linthicum et al. used seven outbreaks over 60 
years to determine possible climate and satellite data which predict future 
outbreaks. 103 They then successfully identified a period of increased risk which 
allowed the Kenyan government to mobilize vector and disease surveillance 
activities prior to human cases in the 2006-7 outbreak. 104 Thomson et al. have 
used rainfall and sea surface temperature to predict severity of malaria outbreaks 
in Botswana. 105•106 As mosquito-borne diseases, Rift Valley Fever and malaria 
have a more direct relationship with temperature and humidity than Ebola, but 
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the essential idea that meteorological factors influence outbreak likelihood is 
grounded in the same hypothesis that disease ecology includes weather. 
The two published attempts at examining environmental data for triggers of 
Ebola outbreaks may have used too few outbreaks to draw any meaningful 
conclusions in the face of a complex disease ecology. Tucker et al. examined 
five, 107 and Pinzon et al. used eight.108 While there were at least twelve 
outbreaks (where an outbreak is a cluster of cases in a short time period in a 
single location) between 1995 and 2009, over twenty unique introductions of 
Ebola into humans occurred in Africa during that period. Studies of several 
outbreaks 109-111 have shown that, rather than a single index case whose infection 
is the source for all subsequent cases, some outbreaks have multiple 
introductions of Ebola into the human population. By utilizing introductions of 
Ebola (Eis) into the human population as the unit of analysis, a larger number of 
events can be examined for investigation of environmental risk factors . . 
We hypothesized that measures derived from precipitation values would 
be significant predictors of periods of elevated risk for Ebola outbreaks. Given the 
biologically plausible theory that rain , fruit availability, and bat movement are 
associated with Els, investigation into precipitation and El risk could offer a 
predictive model of great utility. The infrequency and remote location of most 
Ebola outbreaks limits the cost-effectiveness of surveillance and intervention 
programs. Identifying long- or short-term predictors of increased risk for 
outbreaks would be invaluable to public health efforts and would improve our 
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limited understanding of Ebola ecology. The small number of documented Els 
may not support generalizability of these findings to all Els, and models built on 
small samples are prone to poor performance due to overfitting . Nevertheless, 
exploration of the association between environmental risk factors and Els 
provides estimates to inform future predictive modeling research. · 
The present study utilizes the case-crossover design 15 which was created to 
investigate brief exposures that cause a temporary increased risk for an acute-
onset event in biologically relevant hazard periods. In a similar fashion , unusual 
precipitation patterns are hypothesized to have a transient effect on the risk of an 
Ebola outbreak. A strength of this study design is that variables that may 
confound the exposure-outcome relationship are inherently matched between the 
case and control periods. A study of outbreaks where the locations of cases are 
compared to control locations would suffer from a lengthy list of potential 
confounding factors. Here, we examined rainfall deviation from historic average. 
3.2 Methods 
3.2.1 Study Design 
This study uses a case-crossover design applied in a population-level setting. 
Here, an outbreak refers to a temporally and geographically linked cluster of 
cases while an Ebola introduction (EI) refers to a single introduction of Ebola into 
humans from the wild. Review of the literature in English and French provided 
detailed information on the chains of transmission from every introduction of 
Ebola. "Cases" are locations that have had an El (see description below). The 
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exposures of interest were the presence of abnormal weekly total rainfall (defined 
by deviation from 15-year means) and the temporal position of the outbreak in 
the context of the overall rainy season (defined by the cumulative percent of 
yearly rainfall to date). 
The crossover aspect of the study design assesses the presence of the 
exposure on the same day and month but in years when an El did not occur, 
"control" periods. The crossover period provides the expected values of the 
exposures in each location. Rainfall data for remote locations in Africa can be 
unreliable or unavailable. The Climate Prediction Center in the National Oceanic 
and Atmospheric Administration's National Weather Service created the African 
Rainfall Climatology (ARC) which provides reliable precipitation data derived 
from satellite imaging and validated with ground measurements. We had access 
to data for January 1995 to January 201 0. Therefore, only Els which occurred in 
that time window were included in the study. For each of the 20 Els identified, we 
derived the rainfall-associated exposures for the same time of year in all of the 
other years in the ARC dataset. For example, the most recent El in this study 
began on 26 November 2008 in Mweka District, Kasai Occidental Province, 
Democratic Republic of Congo. For this El, the case variables were derived from 
the rainfall data for that location from 29 October to 25 November 2008. The 
variables for the 14 control periods were calculated using 29 October to 25 
November in each year from 1995 through 2007 and in 2009. While a balanced 
bidirectional case-crossover design would have controlled for confounding by any 
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trend in precipitation, selecting an equal number of years before and after each 
El would have necessitated either the exclusion of the most recent outbreaks 
given the small number of years after them or use of a small portion of the control 
periods. Therefore, we used all available rainfall data to allow for inclusion of all 
20 Els and the most control periods possible. 
3.2.2 Ebola introduction identification 
El data for the Ebola events from 1995 to 2010 were obtained from academic 
literature40•102•112-127 and HealthMap. 128'129 HealthMap aggregates information on 
infectious disease outbreaks from multiple disparate data streams: news sources 
throughout the world, personal accounts like the curated reports from 
professionals in the field collected by ProM ED, and alerts from official sources 
like the World Health Organization (WHO) and CDC. By combining HealthMap 
sources with the academic literature, we identified highly detailed temporal and 
geographic information on each of the 20 Els. Latitude and longitude are 
published for several outbreak index cases 130 and the others were derived from 
the city or village name and details about its location relative to larger cities 
through the internet mapping tool www.geonames.org. 
3.2.3 Creation and definition of precipitation variables 
The Climate Prediction Center in NOAA's National Weather Service has 
produced the African Rainfall Climatology (ARC), a dataset of daily precipitation 
for all of Africa from January 1995 to January 2010 at a spatial resolution of 0.1 o 
latitude and longitude. Precipitation estimates are produced by rain gauge 
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measurements and from three satellite sources. 34 ARC uses an improved 
algorithm 131 and has performed well in an independent validation study. 132 We 
selected the ARC for its high quality, high resolution (temporally and 
geographically), and availability. 
Each El is associated with a location (latitude, longitude) and an index date 
(day, month, year). The index week was defined as the seven days preceding the 
index date. Three additional seven-day periods were defined using the three 
preceding weeks. The ARC rainfall data from the same day/month periods in the 
other years were used as location-specific controls for the case periods. For each 
location, we calculated the average rainfall total for the seven-day periods of 
interest using the available data from the ARC. We then calculated the standard 
deviation for the same period of the year. For each week in the 15-year period 
associated with an outbreak, we calculated a week-specific z-score (WZ) by 
dividing the difference from the 15-year mean for the calendar week by the 
standard deviation for the 15-year period. We calculated these deviations for the 
four weeks preceding the outbreak, denoted by WZ-1, WZ-2, WZ-3, and WZ-4. 
We also created an additional summary variable, a z-score for the month (MZ), in 
the same manner for the four combined weeks prior to the El. If an El occurred 
on January 29, then the rainfall exposures would have been calculated for 
January 1-7, 8-14, 9-21, 22-28, and 1,.28 for every year of the dataset. 
We chose to evaluate several time periods due to the variability of Ebola's 
incubation as well as potential errors in outbreak date assignment. The WHO 
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uses a conservative two to 21 day133 estimate for incubation periods in their 
general Ebola factsheet, but the incubation period may be serotype-specific. The 
first recognized outbreak of the Zaire serotype (the serotype for 17 of this study's 
20 Els) in 1976 had an incubation period of 1-21 days with a mean of 6.3 days 
for cases due to contaminated injections and 9.5 days for person-to-person 
cases. 134 More recently, a study of a 1995 outbreak of Zaire serotype found a 
mean incubation of 12.7 days with 4.1% of patients having incubation periods 
longer than 21 days.135 Therefore, we considered several time segments in the 
28 days preceding the El. Previous research suggested the end of the rainy 
season may be associated with higher Ebola introduction risk.44 We created a 
variable to characterize an El's timing relative to the rainy season, but no 
association was found so this analysis is not included. 
3.3 Analysis 
Initial univariate conditional logistic regression analyses were performed in 
SAS [Version 9.3 of the SAS System for Windows, 2012] to determine the odds 
ratios (ORs) and 95% confidence intervals for different exposures. We also 
performed these analyses on data stratified by country to explore potential effect 
measure modification because weather patterns often have geographic-specific 
characteristics. 
3.4 Results 
The 20 Els ranged from 1996 to 2008 and covered five countries (Table 6) : 
Gabon (n=8) , Republic of Congo (7) , Democratic Republic of Congo (2), Uganda 
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(2) and Sudan (1 ). A suspected animal source for the El was specifically reported 
for fewer than half of the outbreaks, but hunting and other contact with animals 
were believed to underlie all the outbreaks. 
The z-scores of all the weekly rainfall deviations from the historic average 
ranged from -2.48 to 3.61. The mean values for the case periods (Table 7) 
differed from the control periods. However, it should be noted that the control 
periods comprise the bulk of the historical data so an average z-score near zero 
is expected . The case periods varied by week of interest. The week just before 
the El along with those two and four weeks before had mean z-scores greater 
than zero, indicating higher than historic average rainfall in those weeks. The 
period three weeks before the El had a mean z-score of -0.37, indicating less 
rainfall than the historic average for that period. The mean z-score for the entire 
month was -0.1 0, likely due to the strongly negative WZ-3 period overwhelming 
the positive values in the other weeks. 
Table 8 presents the results of the univariate conditional logistic regression 
using SAS. For every 1.0 unit increase in the z-score for the week before the El 
(WZ-1), the odds of an El increase by 19% (95% Cl -11 to 60%) . Among the 
measures for seven-day periods, all but the three weeks prior measure (WZ-3) 
had a positive relationship, meaning a greater than average rainfall was 
positively associated with the presence of an El. 
In contrast, the measure for the seven-day period three weeks before the El 
had an inverse relationship. For each 1.0 unit increase in the z-score, the odds of 
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an El decreased to 57% those of an average week. Using the inverse, each 1.0 
unit z-score decrease increased the odds of an El by 75%. This association was 
stronger than that of the other variables , and it was the only seven-day period 
with a confidence interval that excluded one. The measure for the 28 days (MZ) 
before the outbreak also produced an inverse relationship although the 
confidence interval includes 1.0. This result likely reflects the lower than historic 
average for the WZ-3 period overwhelming the other three weeks in the 28 day 
period . Subset analysis for the Els in Gabon and Republic of Congo (Table 9) 
produced similar results to those for the full dataset, but the week 3 effect is 
stronger in Gabon than in the Republic of Congo. 
3.5 Discussion 
This study evaluated the 28 days before documented human introductions of 
Ebola in Africa and found an association with lower than average rainfall in the 
seven-day period three weeks before the El. Given the limited understanding of 
the ecology of Ebola, this association may provide important clues to the 
mechanism of introduction to humans. Direct contact with bats is one possibility, 
but others may be more important. Many bat species are fructivorous. Previous 
studies have hypothesized that Ebola-containing saliva may be left on fruit by 
feeding bats. 102 Contaminated fruit could be a source of exposure for human 
exposure or for other animals that are later butchered and eaten by humans. 
Since bats migrate every year and Ebola events are rare, additional factors likely 
contribute to the emergence of Ebola in the human population . These results 
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suggest unusual rainfall levels could lead to unusual interactions between bats 
and humans. Lower than average rainfall could also be associated with changes 
in factors affecting hunting activities. For example, past research has shown that 
lack of protein or carbohydrates (the meat may be traded for grain) 136 increases 
bushmeat hunting. 137 Unusually dry periods could put additional strain on poor 
families, leading to increased bushmeat hunting and increased contact with 
potentially infected species. 
The finding that an unusually dry seven-day period three weeks before the El 
has greater odds of an El is biologically plausible given Ebola's incubation period 
and the suspected sources of exposure. The mean incubation period for Ebola 
varies by outbreak, but is generally between six and nine days.96•116·134·138 
Eichner, et al.135 found the average incubation for the Zaire serotype of Ebola to 
be 12.7 days (standard deviation 4.31 days). Based on an incubation period of 
between six and thirteen days, one would expect the period two weeks before 
Els to be most important if atypical rainfall levels immediately led to changes in 
human interactions with bats. A lag likely exists between abnormal rainfall and a 
change in bat movement or human hunting activities. Therefore, the period three 
weeks prior is a more biologically plausible period of importance. A lag between 
abnormal rainfall and Els is particularly plausible when the El is due to contact 
with a contaminated animal other than a bat since the additional species would 
be an intermediate case in the full chain of transmission. Since non-human 
primates appear to have a shorter incubation period, their presence in the chain 
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of transmission would add less than a week as they generally die six to nine days 
post infection.139 
Seventeen of the Ebola introductions involved the Zaire subtype. Therefore, 
the results may not be generalizable to all Ebola subtypes. To the degree that 
incubation period varies by serotype, the week with the strongest association 
would also vary since a longer incubation period would mean a longer lag 
between the unusually low rainfall and the date of the initial symptoms of an El. 
Also, data for the Els in Gabon (all Zaire serotype) drive the associations found in 
the full data set. Analysis of the effect by country shows a much stronger effect 
for WZ-3 among the Gabon Els than among those in the Republic of Congo. The 
Gabon Els occurred in the earlier portion of the study period and all of the 
Republic of Congo Els occurred in the later portion. This temporal spacing raises 
the issue of whether a long-term weather trend could influence the observed 
association between Els and unusually low rainfall in the three weeks earlier. If a 
large-scale rainfall trend, unrelated to the occurrence of Els, occurred over the 
course of study period, then the drier than normal weeks observed in the 
beginning of the study period (when the Gabon Els occurred) could be driving a 
spurious association. The fact that only a single seven-day period showed an 
association instead of all of the periods suggests a broad trend is unlikely to be 
responsible for our results. Additionally, the 95% confidence intervals provide 
some assurance regarding the results , but a study design using balanced 
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bidirectional control selection should be performed when appropriate precipitation 
data are available. 
Despite progress over the past two decades, our understanding of the 
ecology of Ebola remains limited. The suggested tendency of outbreaks to occur 
during transitional and dry months 140 could indicate seasonal patterns play an 
important role, but it does not fully explain why these rare events happen when 
they do, especially given the appearance of some outbreaks during the rainy 
period .112 While interaction with wildlife is widely believed to be a key driver in 
Ebola introductions, hunting and butchering of bush meat are common 
activities 141 -143 and Ebola outbreaks are rare. Identifying the constellation of 
conditions necessary for an outbreak remains challenging. This analysis raises 
the possibility that an unusual drop in rain compared to the historic average could 
be associated with a subsequent El three weeks later. The underlying 
mechanism could relate to bat movement, availability of prey for hunters, or other 
food demands among the human population. However, these hypotheses are 
speculative, and additional field research on bat migration behavior as well as 
identification of the specific species responsible for human cases is necessary to 
understand the complete ecology of human Ebola introductions. 
This study utilized two approaches to enhance the investigation of a disease 
with little data available for analysis. First, it employed a novel study design 
based on a case-crossover approach where locations are treated as cases. For 
the most part, research on environmental risk factors for infectious disease 
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outbreaks in Africa have focused on diseases that are more common like malaria 
or Lassa fever. Epidemiologic models can be based on case counts over large 
periods of time, like the 20-year malaria anomaly index created by Thomson et 
al. 105 Also, the ecology of these diseases is better understood: malaria depends 
on mosquitoes 144 and Lassa fever on a rodent (Mastomys natalensis) 145 . Having 
a known vector for the disease supports clearer hypotheses and models 
regarding the relationship between environmental factors and human disease. 
Ebola researchers lack the ample ecological research on an established vector, 
large case counts, and cyclical outbreaks that researchers of other diseases 
have. Given these deficits, researchers must use other methods to evaluate 
Ebola event hypotheses. 
In a traditional case-control study, researchers assess an exposure of interest 
among individual cases and controls. In general, given Ebola's highly contagious 
nature, secondary cases are easily explained through history of contact with an 
infected individual. While individuals may had different levels of contact with 
infected animals or persons or differences in immune system health, the primary 
public health interest emphasizes understanding the risk for an initial human 
Ebola case. 
Another way to investigate drivers of Ebola introductions is to treat locations 
as individuals. By extending Maclure's case-crossover design 15 to outbreak 
locations, we compared measures of environmental risk factors preceding Els to 
those values at same time of year in other non-E I years. The locations provided 
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the best measurement of the exposure distribution for the "population" of other 
times that would have been identified as a case period had an El occurred. This 
case-crossover approach allows for control of confounding factors related to 
location. Given our limited understanding of Ebola ecology, selecting appropriate 
alternative locations to use as controls would be challenging at best. The case-
crossover approach allowed for a sounder study design. 
Second, this study used more Ebola outbreaks than previous published 
studies. In addition to using a longer period than was available in earlier 
studies, 107•108 it utilized Ebola introductions as opposed to Ebola outbreaks to 
increase the sample size, potentially allowing for better analysis of the 
association between Els and measures of rainfall. Despite the larger number of 
Ebola events in this study, the limited number of historic Ebola events cannot be 
overcome and leads to an inevitable limitation of power. 
Although the identified association between unusual levels of precipitation 
and outbreaks is biologically plausible, future research may identify other 
variables that better capture the association, particularly if a larger number of 
outcomes could be evaluated. While development of a predictive model for Ebola 
was the ultimate goal, Ebola is not thought to be mosquito borne and therefore 
likely has a more complicated relationship with environmental risk factors. 
Due to the limited period of time the precipitation exposure data are available, 
we could not employ a balanced bidirectional case-crossover design to control 
for confounding by any trend in precipitation. We considered using 2:1 and 4:1 
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matching for controls (i .e. the one and two years before and after the Els, 
respectively) to address such potential confounding. The 2:1 matching of controls 
periods to El periods resulted in models which could not adequately fit the data 
using conditional logistic regression and produced unreliable results. The 4:1 
matching approach would have necessitated the exclusion of four outbreaks 
(three in 1996 and 1 in 2008) due to the unavailability of rain data for 1994 and 
201 0, years needed as control periods. Alternative precipitation data sources 
were either of poorer quality or inaccessible. For example, the non-profit 
organization HarvestChoice created the SLATE (Synthesized Long-term 
Weather) database 146 which provides weather values for 1910 to 2009 for sub-
Saharan Africa at 0.5 degree spatial resolution , but it is extrapolated from historic 
means and may not capture unusual rainfall in shorter periods of time. Also, the 
spatial resolution is five times weaker than the chosen data source. Commercial 
websites typically offer weather data for metro regions only, and locations 
needed were not available. 
A related limitation would be if, rather than being an emerging disease, Ebola 
is an emerging diagnosis.147 Gire et al. have suggested some emerging diseases 
may in fact be more historically common than outbreak records suggest. If 
identification of Ebola introductions in the period studied is biased by an 
increasing ability to identify those introductions, then the control periods could 
actually contain cases. Although, as Gire et al. mention, seroprevalence studies 
have indicated the presence of subclinical cases of Ebola, insufficient research 
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exists to assess the likelihood that improvements in diagnostics created an 
artificial impression of increasing frequency of cases, especially in the time 
period examined. 
Finally, despite thorough review of the existing literature on Ebola outbreaks, 
a single El could have actually represented two separate Els that had been 
conflated in the epidemiologic record. Given this study's focus on more recent 
Ebola events and the extensive literature available on them, we feel this situation 
is unlikely. 
In conclusion , this study has identified a significant inverse association 
between deviation from historic rainfall and odds of an Ebola introduction in a 
time frame consistent with known incubation periods. Given the severity of Ebola 
outbreaks and the dearth of knowledge about indicators of increased risk, this 
finding is an important step in advancing our understanding of Ebola ecology. 
Two innovations in this study, the use of the novel Ebola introduction definition 
and the treatment of locations as individuals in the case-crossover design, 
provide researchers with useful new methods to investigate environmental risk 
factors for Ebola events. Additional research using the full census of known 
Ebola introductions is necessary to explore further this association and assess its 
generalizability to non-Zaire subtype Ebola introductions. 
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Table 6. Ebola introductions: location, date, and source information 
Year Country City, Province Suspected Source El Date Longitude Latitude 
1996 Gabon Mayibout chimpanzee 1/30/1996 12.80 1.77 
1996 Gabon Booue 7/12/1996 11.95 -0.10 
1996 Gabon Booue 8/24/1996 11 .93 -0.10 
2000 Uganda Gulu unknown 8/29/2000 32.30 2.90 
2001 Gabon Medemba chimpanzee or 10/24/2001 13.96 1.01 (Mekambo) antelope? 
2001 Gabon Ekata antelope 11/27/2001 14.31 0.68 
2001 Gabon Ekata 12/21/2001 14.31 0.68 
2001 Gabon Etakangaye hunting party 12/28/2001 13.97 1.02 
2002 Gabon Grand Etoumbi gorilla 3/26/2002 14.37 0.60 
2002 Gabon Franceville 1/12/2002 14.10 1.10 
2001 RC Olloba gorilla 11/30/2001 13.58 -1 .63 
2002 RC Entsiami 1/14/2002 14.21 0.00 
2002 RC Yembelengoye, 12/21/2002 14.19 -0.05 Kelle 
2002 RC Mvoula, Mbomo 12/31/2002 14.42 -0.03 
2003 RC Mbandza, Mbomo 10/11/2003 14.52 -0.91 
2004 Sudan Yambio unknown 4/14/2004 28.38 4.57 
2005 RC Etoumbi 4/26/2005 14.68 0.49 
2007 DRC Bamoukamba bats 5/14/2007 21.30 -5.30 
2007 Uganda Bundibugyo 11/9/2007 30.12 0.77 
2008 DRC Mweka District, 11/26/2008 21 .57 -0.08 Kasai Occidental 
Abbreviations: DRC, Democratic Republic of Congo; RC, Republic of Congo 
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Table 7. Average precipitation z-scores for the seven-day periods and the 28-day 
period preceding the Ebola Introductions among case and control periods. 
Cases Controls 
Mean z-score (SO) n Mean z-score (SO) n 
WZ-1 0.16 (0.65) 20 -0.01 (0.99) 280 
WZ-2 0.05 (0.83) 20 0.00 (0.98) 280 
WZ-3 -0.37 (0.61) 20 0.03 (0.98) 279 
WZ-4 0.21 (1.09) 20 -0.01 (0.96) 280 
MZ -0.10 (0.74) 20 0.01 (0.98) 280 
Abbreviations: MZ, the twenty-eight day period before the El ; SO, standard 
deviation; WZ-1 , the seven day period immediately occurring the week before 
the El; WZ-2, the seven day period two weeks before the El; WZ-3, the seven 
day period three weeks before the El; WZ-4, the seven day period four weeks 
before the El. 
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Table 8. Odds ratios (95% confidence intervals) and p-values from conditional 
logistic regression analyses of all Ebola introductions (Eis) and deviation from 
normal weekly rainfall prior to an El in the four weeks before the El 
Week before El (WZ-1) 
Week 2 weeks before EI(WZ-2) 
Week 3 weeks before El (WZ-3) 
Week 4 weeks before El (WZ-4) 
Month (28 days) before El (MZ) 
All Els (n=20) 
OR (95% Cl) 
1.19 (0.89, 1.60) 
1.06 (0.72, 1.58) 
0.57 (0.35, 0.92) 
1.24 (0.79, 1.94) 
0.88 (0.60, 1.30) 
Abbreviations: Cl , confidence interval; OR, odds ratio 
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p-value 
0.24 
0.76 
0.02 
0.34 
0.53 
Table 9. Odds ratios (95% confidence intervals) and p-values from conditional 
logistic regression analyses of Ebola introductions (Eis) in Gabon and Republic 
of Congo and deviation from normal weekly rainfall prior to an El in the four 
weeks before the El 
Gabon (n=8) Republic of Congo (n=7) 
OR (95% Cl) p-value OR (95% Cl) p-value 
Week before El (WZ-1) 1.19 (0.75, 1.88) 0.46 1.28 (0.77, 2.11) 0.34 
Week 2 weeks before El (WZ-2) 0.93 (0.48, 1.80) 0.82 0.84 (0.40, 1.75) 0.64 
Week 3 weeks before El (WZ-3) 0.36 (0.18, 0.69) 0 0.82 (0.37, 1.82) 0.62 
Week 4 weeks before El (WZ-4) 1.35 (0.74, 2.48) 0.32 1.64 (0.77, 3.51) 0.20 
Month (28 days) before El (MZ) 0.78 (0.44, 1.38) 0.39 1.05 (0.47, 2.35) 0.91 
Abbreviations: Cl, confidence interval; OR, odds ratio 
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4 Hyperlocal environment and risk of Lyme palsy among children in a Lyme 
endemic area 
4.1 Introduction 
Lyme-associated peripheral facial palsy (LAPFP) in children is an acute and 
dramatic complication of Lyme disease, the most common vector-borne disease 
in the US with -15,000 cases annually. 148 Approximately 80148-90149% of patients 
develop erythema migrans, the well-known slowly expanding red skin lesion, 
after a tick bite transmits Borrelia burgdorferi, the causative agent of Lyme 
disease. In some cases, untreated patients may progress to invasive disease 
involving the nervous system 150 (15% of invasive cases), the heart (5%), or the 
joints (60%). 148 LAPFP is seen in roughly half of children with Lyme-associated 
neurologic symptoms. 151 In contrast to non-invasive and joint-related Lyme 
disease, risk factors specifically for LAPFP have not been well studied. 
As a zoonotic disease, Lyme disease has a complex ecology that involves 
Borrelia's genetic diversity, tick and host distribution, tick and host behavior, and 
human activity. 152 In the eastern US, Ixodes scapularis is the tick responsible for 
the transmission of Borrelia and thus for Lyme disease. Ixodes larvae are 
uninfected when they hatch; the larvae molt to nymphs, which then molt to 
adults. At each life stage ticks require a blood meal before molting to the next. 
Larvae and nymphs feed on small rodents that can carry Borrelia. Adult ticks 
typically feed on white-tailed deer. Deer do not carry Borrelia, but deer 
populations appear to be necessary for the maintenance of Ixodes populations 
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and therefore for the perpetuation of Borrelia. 153 Humans are infected when 
bitten by a tick that has acquired Borrelia from a previous meal. Unsurprisingly, 
occupational154•155 and recreational156•157 exposures to ticks have been 
associated with Lyme disease, but the variable quality of studies has prevented a 
consensus on the magnitude of risk.158 Many studies have focused on collecting 
and testing ticks to determine vector infection rates and from there extrapolate 
risk based on characteristics of the land where the ticks were collected. 159·160 
While these studies provide important information about the ecology of Lyme and 
the presence of infected vectors, 161 they do not always directly illuminate human 
risks for disease. 162 
Tick abundance is generally highest in fragmented, moist, deciduous forests 
as compared to coniferous forests, 163 wetlands, 164 large continuous forests 165 or 
urban areas. 164 Also, smaller forest fragments have been associated with larger 
mouse populations, 166-168 which are common sources of Lyme infection for ticks. 
Increased risk for Lyme disease risk in humans has been associated with edges 
between forest ·and lawns or fields, either due to increased human activity or tick 
clustering.169 A recently published risk map for the Eastern United States 170 
found very little relation between forest fragmentation and prevalence of infection 
in nymphal ticks, but the coarser spatial scale of the study may have played a 
role in the lack of such a finding. These sometimes-conflicting studies reflect the 
difficulty in translating Lyme prevalence in ticks and mammals, and population 
density of those species into risk for human cases of Lyme disease. 
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The complex interplay of microbe, vector, and human has complicated efforts 
to determine risk factors for Lyme disease. Spatial analyses of Lyme disease risk 
factors have generally focused on three approaches: evaluation of landscape 
type 171-174 (e.g. forest versus grassland), degree or characteristics of forest 
fragmentation, 162· 175 and length of edge 169 between forest and non-forest 
landscapes. The focus on forest is due to the overall narrative that the Lyme 
disease literature suggests: the reforesting of communities throughout the 
eastern US has allowed for extensive increases in the tick population leading to 
the high burden of Lyme disease. 174 The evolution of forest measurements 
reflects an ongoing effort to find the most meaningful measure for risk 
assessment. 
Past studies have often been restricted by disease surveillance data which 
lacked fine geographic specificity. Thus, county-level infection rates 176 have been 
used in lieu of individual case data. Additionally, exposure data are often 
aggregated to large political units like towns 152 or have used averaged measures 
(e.g . average forest patch size at the town level). 162 When possible, research into 
individual risks should utilize individual-level data on case status and exposure 
variables to provide the most accurate assessment of the association between 
environmental risk factors and individual risk. While some studies have examined 
peridomestic risk factors for clinically typical Lyme disease among cases and 
controls, 171·177 this study is the first to do so for LAPFP. 
Research on LAPFP has essentially focused on diagnostic methods and 
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treatments, 178 despite the fact that environmental risk factors for LAPFP may 
differ from those for Lyme disease in general. Lyme disease is often the etiology 
of pediatric facial palsy in Borrelia-endemic areas (34% in Massachusetts 179 ; 
50% in the Pennsylvania, Delaware, and New Jersey area 180) and therefore 
warrants specific examination. Previous research has shown patients with 
neurologic Lyme symptoms commonly report complaints one year after their 
treatment. 181 Identifications of risk factors for LAPFP could help reduce this 
condition and its sometimes-prolonged symptoms. In this case-control study, we 
examine a hyper-local risk factor, the total length of forest edge surrounding a 
residence, for association with LAPFP. 
4.2 Methods 
4.2.1 Study population 
Subjects from a previously conducted case-control study were utilized to 
evaluate the relationship between residential environmental risk factors and 
LAPFP in children. The purpose of the original hospital-based study was to 
determine clinical predictors of Lyme disease as the etiology of peripheral facial 
palsy in children presenting to an emergency department (ED). 179 The study 
population consisted of all children (::; 20 years of age) who presented to the ED 
of Boston Children's Hospital for a first visit due to peripheral facial nerve palsy 
between 1 October, 1995 and 30 September, 2007. The study site ED volume 
exceeds 50,000 patients annually. 182 
ED visits of patients with peripheral facial palsy were identified using a 
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keyword screening tool previously developed for use at the study site for 
evaluation of lumbar puncture in febrile seizure patients.183 First, a computer-
assisted search of medical records for all cases of facial palsy was performed 
using a flexible program that allowed for misspelling and typos in keywords. A 
manual review then identified the cases and controls. Patients with generalized 
paralysis or facial paralysis due to congenital or traumatic causes were excluded . 
After these exclusions, the remaining patients were unlikely to know whether or 
not their palsy was due to Lyme disease. Cases were defined as patients who 
met the CDC definition of Lyme disease: presence of erythema migrans or 
serologic evidence of infection with Borrelia burgdorferi via a two-tiered testing 
strategy.148 Case patients had a positive Western blot as specified by the 
reference laboratory definitions. Serologic testing for 8 burgdorferi was 
performed by offsite commercial laboratories: ARUP (Salt Lake City, UT) and 
lmmugen (Norwood , MA). Patients with a positive enzyme-linked immunosorbent 
assay and negative or absent Western blot were not considered to have Lyme 
disease.184 Controls were patients in the study population who did not meet the 
Lyme case definition; common causes of their palsies included herpes infection, 
acute otitis media, or idiopathic [Bell 's palsy]. Two subjects were excluded due to 
listing of a PO Box as a residential address; geocoding was successful for all 
other addresses (99.2%). After removal of four repeat visit records, this study 
utilized records for 92 LAPFP cases and 165 facial palsy patients with a non-
Lyme etiology. 
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4.2.2 Data collection 
Age at diagnosis, sex, and residential address had previously been collected 
from the medical records for the earlier study. 179 As no information on 
socioeconomic status (SES) was available in the original dataset, we chose a 
measure of neighborhood poverty to address potential confounding by SES in 
the current study. For each subject's address, we used the 2000 US Census to 
calculate the proportion of people living below poverty for the census block group 
(the second smallest census unit and the smallest unit available for this variable) . 
Numerous public health studies 185-187 have used census tract or block group data 
to address confounding by SES, a method supported by validation studies which 
have found area-based measurements to be equal or better assessments of SES 
status as compared to individual-level factors.188-190 Advantages to this approach 
include its ease of computation, the accessibility of the data, and its use in 
previous public health studies based in Massachusetts 186-188•191 and/or Rhode 
Island, 186•192 an area which contains the Boston Children's Hospital catchment 
area. 
Previous studies have employed both quantile and a priori cut points in their 
use of neighborhood poverty level. 186·193 We attempted to use set cut points 
based on the federal definition of "poverty areas" as many studies 185•186·192-194 
have done. However, the distribution of neighborhood poverty among these 
study subjects was skewed such that over half of the subjects were in the 
traditional lowest a priori-defined category of <5.0%. In evaluations of 
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socioeconomic measures for assessing inequalities in health outcomes, authors 
have reported no meaningful difference between these approaches. 192·193 
Therefore, we employed a tertile categorization based on the distribution of 
neighborhood poverty level in the study patients. 
4.2.3 Creation and definition of the forest edge variables 
Data on land cover and forestation for Massachusetts were obtained from the 
Massachusetts Geographic Information Systems'35 (MassGIS) 2005 Land Use 
dataset. This GIS data layer is based on digital photographs taken 5,070 meters 
above the ground and with a pixel resolution of 45cm. These data were 
processed by a commercial geospatial company to create a continuous map of 
land use and land cover for the entire state at a fine resolution (0.25 to 1 acre 
depending on location in the state). The data layer is anchored to latitude and 
longitude and was released in June 2009. The 2005 Land Use dataset classifies 
all parcels of land into one of 40 different codes (see Appendix 1 for land use 
codes). The earlier land use data from 1999 were less appropriate for this study's 
analyses because they formed a patchwork of information gathered from 1971 to 
1999. 
Residential addresses were geocoded using the US Streets Geocode Service 
in ArcGIS 10. Additionally, the MassGIS-provided US Census TIGER 
(Topologically Integrated Geographic Encoding and Referencing) roads file was 
used to confirm that the geocoded locations appeared on the correct streets. 
Once each patient's home was geocoded to a precise latitude and longitude, we 
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used ArcGIS® software version·1 0.1 by Esri (Copyright© Esri) to create buffer 
zones with radii of 100, 150, and 250 meters around each residence. We then 
overlaid the 2005 Land Use file over the buffer zones to identify the types of 
landscape surrounding the residence. The Land Use 2005 file identifies the 
shape, dimension, and land use type of each patch of land. Within each of the 
buffer zones, the patches of land were first classified into forest (Land Use Code 
3) and not forest (Land Use Codes other than 3), and then classified into forest or 
forested wetlands (Land Use Code 3 or 37) and not forest or forested wetland 
(Land Use Codes other than 3 or 37). Due to the potential similarity between 
forest and forested wetlands and the lack of earlier studies to indicate whether 
the differences would be meaningful, both definitions were examined. 
The lengths of the interface between forest and non-forest (forest edge (FE)) 
and between forest/forested wetlands and not forest/forested wetlands 
(forest/forested wetlands edge (FFWE)) were calculated using the intersect 
function in ArcGIS. These variables represent the total length of the forest 
interface within the three defined radii of the residences. Figure 2 shows an 
example of the forest edge in a 250m buffer around a home. Appendix 2 provides 
step-by-step images of the variable creation process. 
4.3 Analysis 
Age at presentation of facial palsy was defined in decimal years and treated 
as a continuous variable. Sex and tertile of neighborhood poverty level were 
treated as categorical variables. The forest edge variables were assessed as 
64 
continuous variables as well as categorical variables to explore non-linear 
effects. The large number of subjects with zero forest edge under the six 
definitions (i.e., FE and FFWE within the three radii around the residence), made 
traditional quantile categorization impractical (over half the study subjects have 
zero FE at the 1OOm radius). Therefore, a categorical approach was utilized: 
zero, low, medium, high. The cut-points for the low, medium, and high categories 
were based on tertiles of the distribution of the non-zero values in the study 
patients. A correlation analysis of FE and FFWE was performed to examine 
collinearity. 
Odds ratios (ORs) and 95% confidence intervals were calculated for the 
associations between the study variables and LAPFP. Sex, age, and 
neighborhood poverty level were included in logistic regression models to control 
for confounding. Data analyses were generated using SAS software, Version 9.3 
of the SAS System for Windows. (Copyright© 2012 SAS Institute Inc.). 
4.4 Results 
Cases tended to be slightly younger and more often male. Cases also 
generally had a much lower proportion of people in their census track living 
below the poverty level in comparison to the controls (Table 1 0). For the initial 
comparison of cases and controls, we looked at the measurements of total forest 
edge around the residence in meters. As expected, the cases on average had 
longer total interfaces between forest and non-forest land types than did the 
controls. This finding held for both definitions of forest edge (FE and FFWE) and 
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for all three radii (100, 150, and 250m around the residence). FE and FFWE 
were sufficiently correlated (correlation coefficients of 0.99, 0.98, and 0.97 for the 
three radii) that only the FE results are presented for the rest of the results. 
The distribution of study subjects by category of exposure is presented in 
Table 11. As expected , the number of residences with zero forest edge 
decreases as the radius of analysis is expanded. This decrease allowed for a 
more even distribution of the study subjects among the four categories of 
exposure (zero, low, medium, high) in the 250m-radius analysis. At all levels of 
analysis (1 00, 150, and 250 meters), a larger portion of controls had zero or low 
forest edge compared to the cases. Since the categorical definitions of FE values 
suggested non-linear effects, the logistic regression models used categorical 
exposure variables. 
Crude and adjusted ORs (95% confidence intervals) are presented for FE in 
Table 12. Overall, the crude ORs for all three radii for forest edge measurements 
showed an increasingly strong effect on LAPFP as the categorical level of forest 
edge increased. Also, as the radius used for the analysis increased, the ORs 
also increased. For the analysis of forest edge in a 250m radius, all three 
categories have ORs greater or equal to 2.00. The comparison of low amounts of 
forest edge and zero forest edge was weakest and less stable, decreasing from 
1.77 at 100m to 1.74 to 150m. The ORs were weakly decreased when adjusted 
for age and sex. Controlling for neighborhood poverty level blunted the 
association strongly, but the forest edge measurements still showed positive 
66 
associations with LAPFP. The categories for the highest amount of edge 
continued to show the strongest association with LAPFP. Due to the stronger 
than expected effect of sex on the models, we performed additional analyses 
stratified by sex. However, the effect estimates were highly unstable, and no 
meaningful differences between male and female children were observed (data 
not shown). 
Due to the lack of individual information for study subjects, we used 
neighborhood poverty level to address potential confounding by SES status. To 
the d~gree that SES leads to house and neighborhood selection, which then 
leads to exposure, adjusting for SES could additionally adjust for the exposure 
itself since both factors are on the causal pathway. To evaluate the relationship 
between SES and exposure status, we performed a logistic regression analysis 
of the effect of neighborhood poverty level tertile on LAPFP among unexposed 
study subjects (those with zero meters of FE at a radius of 250m). It 
demonstrated a persistent association between the SES measure and the 
outcome. After adjusting for sex and age among those living in a residence with 
no FE, subjects who were in the middle tertile for neighborhood poverty level had 
7.92 the odds of having LAPFP compared to subjects in the tertile with the lowest 
neighborhood poverty. The OR was similar (7.23) when comparing subjects with 
the highest neighborhood poverty to those with the lowest. The evidence of an 
association between the SES measure and LAPFP among those unexposed to 
FE indicates confounding outside of exposure opportunity. 
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To further evaluate the effects of SES on the exposure-outcome relationship, 
we stratified the logistic regression analysis by median neighborhood poverty 
level (4.62%) (Table 13); the distribution of the data dictated stratification on two 
rather than three levels. After adjustment for sex and age, the effect of FE was 
stronger among those with higher levels of neighborhood poverty, but an 
association was still seen for those in the lower levels. 
Since hospital-based controls may not represent the source population, we 
looked for evidence of selection bias. The rash from erythema migrans can be 
quite visible, which could have caused some parents of cases to suspect the 
cause of their child's facial paralysis. If cases (particularly those with erythema 
migrans) were more likely to travel greater distances than controls, then the 
study population would have undersampled controls living farther from the 
hospital. When the study population was stratified at the median distance 
traveled by cases (24.1 miles); we still found an effect of forest edge on LAPFP 
after adjusting for sex and age (Table 14), but the ORs were smaller for those 
who drove farther. Since miles driven and neighborhood poverty level are closely 
linked, we did not adjust for poverty in this analysis. The different results for the 
two groups suggest selection bias may be affecting the results. However, for both 
groups an association was present at all levels except for low forest edge 
compared to zero forest edge within 250m among those who drove further. The 
instability of the estimates among those who drove further is partially due to the 
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uneven distribution of study subjects; 165 subjeCts drove fewer than 24 .1 miles 
while only 92 drove that distance or greater. 
4.5 Discussion 
This study, the first to examine environmental risk factors for LAPFP, provides 
evidence that a hyperlocal residential characteristic is associated with LAPFP. 
For each radii of analysis, we found that children whose residence had more 
forest edge nearby had greater odds of LAPFP than children whose residence 
had less forest edge. At all radii of analysis, a larger portion of controls had zero 
or low forest edge compared to the portion of cases. The odds ratios were 
strongest at the 250m radius but effects are seen in tighter radii. Within all radii , 
the odds ratios were greatest when comparing residences with the most forest 
edge to those with no forest edge. 
The three different radii were used to balance our desire to explore hyperlocal 
measurements with the moderate size of the data and the substantial number of 
zero meter measurements using tight radii. Given the variability of a home's lot 
size and the unpredictability of the extent of a child 's effective activity area (which 
may easily include a neighbor's yard), the multiple radii allowed us to look for a 
sharp boundary affecting the relationship between forest edge and LAPFP. The 
results for the three radii support the hypothesis that increased forest edge, 
regardless of definition used (forest edge or foresUforested wetland edge), is 
associated with increased odds of LAPFP. 
Unlike many earlier Lyme disease studies,162·173·195 this study uses hyperlocal 
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measurements of risk factors at the individual level instead of data aggregated by 
city or county. Aggregated exposure measurements do not necessarily have 
biologic meaning and may extensively misclassify individual exposure status 
when the geographic areas assessed are internally heterogeneous. For example, 
a county with an average forest fragment size of 1 0 hectares may be composed 
completely of 20 and 1 hectare fragments such that no residence actually has a 
1 0-hectare fragment near it. While some models using aggregated data have 
been improved and validated over time for prediction of cases in an area, 196 
these approaches do not automatically translate to individual risk assessment. 
Some studies have assessed peridomestic risk factors for cases and controls 
using questionnaires.171•177 Another combined questionnaires with time-intensive 
site visits to assess the homes. 197 Other studies have used remote sensing to 
assess environmental characteristics in relation to tick abundance 198 or Lyme-
infection rates 159•172•174 rather than to human cases. Research using exposure 
variables assessed through remote sensing data in conjunction with individual 
cases and controls is rare in the study of typical Lyme disease 199 and previously 
absent for LAPFP. 
We employed recent satellite imagery to create a variable measuring the 
interface between forested and non-forested land around the residence of the 
individually identified cases and controls. This variable has important utility in the 
clinical setting . We believe forest edge is likely easier to understand than degree 
of forest fragmentation. Thus, physicians may be able to use that question to 
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inform their assessment of the differential diagnoses for pediatric partial 
peripheral facial palsy. The findings are consistent with earlier studies suggesting 
an association between greater amounts of fragmented forest and Lyme infection 
rates in ticks. 165·200·201 Therefore, studies on environmental risk factors for Lyme 
disease in general may be applicable to LAPFP or possibly all neurologic 
complications from Lyme disease. 
Despite extensive literature on the greater Lyme ecology and subsequent 
suggestions on ways to mitigate risk, the number of Lyme cases continues to 
increase.202 Future research should utilize individual-level data for case and 
control status, easily accessed data sources that support highly granular 
exposure measurement, and novel exposure definitions that explore the most 
relevant associations and may generate new hypotheses. 
Ancillary analyses were performed to look for evidence of uncontrolled 
confounding by SES as well as selection bias. Adjustment for SES status through 
the use of the percent of the population of the census block group living below 
the poverty level substantially changed the initial odds ratios for the forest edge 
exposure variables. The extent of the change in the association raised the 
question of whether adjustment for SES was appropriate since both the exposure 
and poverty level were derived from the location of the residence. Adjustment for 
a common cause is appropriate.203 However, if SES influences house selection, 
then controlling for it could produce misleadingly low estimates of the true 
association between forest edge and LAPFP since location would be adjusted for 
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twice. We suspected at least a portion of the effect of SES on LAPFP is through 
residence selection. However, some of the effect is independent of this 
mechanism since we found an association between SES status and LAPFP 
among the unexposed (those without forest edge around their home). 
Additionally, when we examined the association between forest edge and LAPFP 
among those with the highest SES, we still observed increased odds of LAPFP 
among those with higher levels of forest edge (Table 15). We believe that 
controlling for SES using census block poverty level may have excessively 
decreased the ORs for the forest edge variables and LAPFP, but we also believe 
the unadjusted ORs reflect some confounding by SES. Therefore, we are 
conservatively reporting the adjusted ORs, but the true ORs likely lies between 
the two estimates. 
In studies of more common Lyme disease symptoms, cases and controls may 
suspect their Lyme status before entering the medical system, leading to 
systemic differences in care-seeking behavior. The acute nature of facial palsy 
may correspond to a more localized catchment area than for other medical 
conditions. On the other hand, facial palsy's highly visible and disconcerting 
presentation may lead parents to drive farther to reach a top tier facility. In this 
study, patients did not know the cause of their facial palsy upon presentation. 
This ignorance supports a framework where control patients whose facial palsy 
had a non-Lyme etiology were likely to be people who would have entered the 
study had they been case patients with LAPFP. Therefore, selection bias is a 
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concern only to the degree that the decision to go to the study site was 
influenced by beliefs about the underlying cause of the medical condition, called 
"parental triage,"204 or through referral bias. Studies have found that parents 
choose to go to a children's hospital due to the quality of care they expect their 
child will receive there. 205•206 Separately, Shargorodsky et al. noted that "the 
dramatic appearance of the affected child is often of great immediate concern to 
the child and parents" and "[g]iven the dramatic presentation of this condition, 
early and reliable guidance is necessary to reassure the patient and family". 207 
The concerning nature of facial palsy combined with a reported tendency for 
parents to select children-focused facilities supports the idea that parents of both 
cases and controls would be equally likely to chose the study site. Additionally, 
the low incidence of acquired facial palsy may decrease the likelihood a family 
has any strong suspicion of an underlying cause that would influence their 
decision on where to seek treatment; the estimated incidence in children 10 
years old, and younger is only 2.7 per 100,000 per year and among those 10 to 
20 years it rises to just 10.1 per 100,000 per yea~08 . 
To the degree the data allowed, we looked for evidence of a selection bias by 
performing a subanalysis on the study population dichotomized by median 
driving distance to the hospital. This subanalysis did show differences in the OR 
estimates, but the positive associations between forest edge and LAPFP 
remained. For selection bias to have affected the results, two conditions must 
have occurred. First, the parents of children with LAPFP in the study site's 
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catchment area must have chosen their treatment facility differently from the 
parents of children with a non-Lyme etiology to their facial palsy. Second, the 
distribution of the study variable of interest among case parents who chose the 
study site hospital must not represent all the potential cases. The subanalysis did 
not provide evidence of a large bias, but the possibility remains that the control 
patients used in this study may not adequately represent the source population 
that gave rise to the LAPFP cases. 
Several limitations remain for this study. A well-recognized limitation of 
vector-borne disease research is the inability to determine the exact location 
where infection occurs. Studies of hyperlocal environmental risk factors of Lyme 
disease assume that cases are infected near their residences. Although that 
assumption cannot be validated for individual cases, Falco et al.209 found that 
ticks from the yards of cases had a higher prevalence of Lyme infection than 
neighboring yards, lending support to the residential infection assumption. In a 
different study, researchers selected residence for analysis because 87% of the 
case patients knew of no other likely location for tick exposure. 199 
Misclassification of exposure is a possibility due to land use changes over 
time. Land that was heavily forested when a case occurred in 1995 could have 
less forest in the 2005 Land Use dataset if large scale zoning changes or 
construction had occurred. If so, the determined forest edge would be inaccurate 
for when the patient sought medical care. MassGIS also published a Land Use 
map in 1999. Unfortunately, the 1999 and 2005 datasets are too different to 
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accommodate repeat the analyses using the earlier Land Use dataset. The 
minimum mapping unit in 1999 was larger than in 2005; therefore the forest edge 
measurements were smaller in the 1999 data than in the 2005 data. To avoid the 
lack of comparability of perimeter measurements, we examined the percent of 
the area in the buffer zones that was covered by forest. This analysis was also 
problematic due to changes in classification. In 1999 only forest and wetland 
were used. Thus, when we examined the land labeled forested wetland in 2005, 
it was sometimes forest and sometimes wetland in 1999. Overall, the differences 
between the two datasets made it difficult to assess the likelihood of 
misclassification of forest edge measurements. However, we have no reason to 
believe the misclassification would be differential with respect to case/control 
status. 
A final limitation is that the cases at the study site may not represent cases in 
the general population. To the degree that the relationship between forest edge 
and LAPFP is modified by unmeasured factors that characterize the study 
population , the association may not be applicable more broadly. 
In conclusion, GIS methods for assessing hyperlocal environmental risk 
factors allow for greater precision in evaluating the association between the 
environment and Lyme disease. Forest edge appears to be a useful variable for 
assessing Lyme disease risk, providing clinicians with a variable that is easier to 
ascertain from a patient or parent than the degree of fragmented forest around a 
residence. This study, the first investigation of environmental risk factors 
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specifically for LAPFP, suggests that earlier studies on environmental risk factors 
for169 or prevention210 of Lyme Disease in general may be applicable to LAPFP. 
Finally, this study revealed a complicated relationship between geographically 
defined variables. In this case, the measures of both SES and the environmental 
risk factor of interest were defined by characteristics of the residence's location. 
Adjusting for SES controls for confounding as intended, but it may also adjust the 
association by opportunity for exposure in such a way that it blunts the measure 
of the relationship of interest. As epidemiologists take advantage of increasingly 
available remote sensing data to evaluate new risk factors, study designers must 
consider underlying relationships between variables. 
Software note: Maps throughout this book were created using ArcGIS® software 
by Esri. ArcGIS® and ArcMap TM are the intellectual property of Esri and are used 
herein under license. Copyright© Esri. All rights reserved. 
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Figure 2. Forest edge (bold lines) between forest (darker grey within circle) and 
non-forest (lighter grey within circle) with in 250 meters of a residence (circle) . 
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Table 10. Characteristics of the entire study population and by case status 
All Controls Cases 
N=257 (100%) N=165 {64.2%} N=92 (25.8%) 
Age (mean (SD)) 10.51 (4.93) 10.87 (5.30) 9.86 (4.14) 
Sex (n(%)) 
Male 136 (52.9%) 73 (44.2%) 63 (68.5%) 
Female 121 (47.1%) 92 (55.8%) 29 (31.5%) 
Neighborhood poverty level 
(n(%)) 
Lowest (0.00-2.55%) 86 (33.4%) 38 (23.0%) 48 (52.1%) 
Middle (2 .58-8.21 %) 85 (33.1%) 46 (27.9%) 39 (42.4%) 
Highest (8.23-66.08%) 86 (33.4%) 81 (49.1 %) 5 (5.4%) 
Forest edge (meters) (mean 
(SO)) 
100m 228.1 (284. 7) 146.9 (242 .9) 373.73 (297 .1) 
150m 531 .7 (593.5) 351.9 (516 .6) 854.17 (588.5) 
250m 1555.6 (1493.7) 1043.3 (1293.7) 2473.31 (1390.6) 
Forest/forested wetlands edge 
(meters) (mean (SD)) 
100m 222.4 (275.3) 146.2 (239.1) 359.1 (284.2) 
150m 495.9 (548.4) 337.6 (488.9) 779.6 (537.2) 
250m 1401 .7 (1330.7) 969.8 (1179.8~ 2176.3 (1236.3) 
Abbreviations: SO, standard deviation 
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Table 11. Categorical breakdown of forest edge measurements among subjects 
All Controls Cases 
Forest edge Range in meters N=257 {100%) N=165 (64.2%} N=92 {25.8%} 
Radius= 100m 
Zero edge 0 132 (51.4%) 108 (65.5%) 24 (26.1%) 
Low edge 0.51-383.43 42 (16.3%) 22 (13.3%) 20 (21.7%) 
Medium edge 390.73-583.71 41 (16.0%) 20 (12.1%) 21 (22.8%) 
High edge 599.30-977.71 42 (16.3%) 15 (9 .1%) 27 (29 .3%) 
Radius = 150 m 
Zero edge 0 102 (39.7%) 87 (52.7%) 15(16.3%) 
Low edge 12.43-615.29 52 (20.2%) 34 (20.6%) 18 (19.6%) 
Medium edge 634.07-1171 .09 51 (19.8%) 28 (17.0%) 23 (25.0%) 
High edge 1174.86-2024.65 52 (20.2%) 16 (9 .7%) 36 (39 .1 %) 
Radius = 250 m 
Zero edge 0 69 (26.8%) 61 (3.7%) 8 (8.7%) 
Low edge 7.50-1209.44 63 (24 .5%) 51 (30.9%) 12 (13.0%) 
Medium edge 1244.27-2893.68 62 (24.1%) 32 (19.4%) 30 (32 .6%) 
High edge 2900.44-4830.81 63 (24.5%) 21 (12.7%) 42 (45.7%) 
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Table 12. Crude and adjusted odds ratios and 95% confidence intervals for the 
association of forest edge category and LAPFP 
Crude Adjusted for age Adjusted for age, 
and sex sex, and SES 
OR {95% Cl} OR {95% Cl} OR {95% Cl} 
Radius= 100m 
Forest Edge Category 
Low vs. Zero 4.09 (1 .93 , 8.66) 3.88 (1.80 , 8.36) 1.82 (0 .77, 4.26) 
Medium vs. Zero 4.73 (2 .22 , 10.06) 4.47 (2.05, 9.74) 1.77 (0.76, 4.15) 
High vs. Zero 8.10 (3.75, 17.51) 7.32 (3.30, 16.22) 2.74 (1 .15, 6.53) 
Age 0.97 (0.92, 1.03) 0.97 (0 .91 ' 1.04) 
Female 0.38 (0.21' 0.68) 0.34 (0.18, 0.62) 
Neighborhood Poverty 
Level 
Middle vs. Low 0.85 (0.44, 1.63) 
High vs. Low 0.08 (0.03 , 0.23) 
Radius = 150 m 
Forest Edge Category 
Low vs. Zero 3.07 (1 .39, 6.78) 3.67 (1.61 ' 8.36) 2.44 (0 .98 , 6.1) 
Medium vs. Zero 4.76 (2 .19, 10.37) 4.93 (2.21 ' 1 0.99) 1.74 (0 .72 , 4.23) 
High vs. Zero 13.05 (5.84 , 29.17) 12.62 (5.51 ' 28.9) 4.58 (1 .84, 11.41) 
Age 0.96 (0.91' 1.02) 0.97 (0.91 ' 1.03) 
Female 0.35 (0.19, 0.63) 0.31 (0.17, 0.59) 
Neighborhood Poverty 
Level 
Middle vs. Low 0.94 (0.48 , 1.82) 
High vs. Low 0.09 (0.03 , 0.27) 
Radius = 250 m 
Forest Edge Category 
Low vs. Zero 1.79 (0.68, 4.73) 2.31 (0.85 , 6.27) 2.00 (0.68, 5.89) 
Medium vs. Zero 7.15 (2.94, 17.40) 8.17 (3.27, 20.41) 3.48 (1.28 , 9.46) 
High vs. Zero 15.25 (6.17 ' 37 .67) 15.45 (6 .13, 38.95) 5.88 (2.11 ' 16.4) 
Age 0.96 (0 .9, 1.02) 0.97 (0.91' 1.03) 
Female 0.36 (0.2 , 0.66) 0.32 (0.17, 0.61) 
Neighborhood Poverty 
Level 
Middle vs. Low 0.97 (0.50, 1.91) 
High vs. Low 0.12 (0.04, 0.35) 
Abbreviations: Cl , confidence interval ; OR, odds ratio 
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Table 13. Age- and sex-adjusted association of forest edge and LAPFP, stratified 
by median neighborhood poverty level (NPL) 
Radius = 1OOm Radius = 150m Radius = 250m 
OR {95% CQ OR {95% CQ OR {95% CQ 
NPL < 4.62% (n=128) 
Forest Edge Category 
Low vs. Zero 1.89 (0.65 , 5.44) 2.89 (0.87, 9.61) 2.33 (0.47, 11.45) 
Medium vs. Zero 2.22 (0.82 , 6.00) 2.12 (0.69, 6.46) 5.04 (1.20, 21.17) 
High vs. Zero 3.10 (1 .13, 8.47) 6.43 (2.06, 20 .04) 9.52 (2.31 ' 39.31) 
NPL ~ 4.62% (n=129) 
Forest Edge Category 
Low vs. Zero 5.54 (1 .65 , 18.62) 2.60 (0. 72, 9.42) 1.86 (0.48 , 7.30) 
Medium vs. Zero 4.56 (0.93, 22.46) 8.96 (2.21' 36.35) 8.80 (2.31 ' 33.58) 
High vs. Zero 13.17 (2 .59, 66.94) 12.64 (2.73 , 58.49) 13.52 (2.77 , 66.11) 
Abbreviations : Cl, confidence interval; NPL, neighborhood poverty level , OR, 
odds ratio 
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Table 14. Age- and sex-adjusted association of forest edge and LAPFP, stratified 
by median distance driven by cases 
Radius = 1OOm 
OR (95% Cl) 
Distance driven < 24.1 miles (n=165) 
Forest Edge Category 
Radius= 150m 
OR(95% Cl) 
Radius = 250m 
OR (95% Cl) 
Low vs. Zero 2.79 (0.99, 7.85) 3.45 (1.25, 9.55) 3.60 (1.09, 11.82) 
Medium vs. Zero 8.79 (2.87, 26.92) 
High vs. Zero 6.81 (2.12, 21 .82) 
6.37 (2.04, 19.91) 11 .02 (3.18, 38.23) 
13.41 (4.35, 41.33) 27.39 (7.54, 99.54) 
Distance driven ~ 24.1 miles (n=92) 
Forest Edge Category 
Low vs. Zero 3.54 (0.95, 13.25) 2.96 (0.63, 13.90) 
Medium vs. Zero 1.66 (0.48, 5.74) 2.48 (0.64, 9.67) 
High vs. Zero 4.70 (1.35, 16.30) 7.19 (1.73, 29.92) 
Abbreviations: Cl (confidence interval); OR, (odds ratio) 
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0.52 (0.06, 4.26) 
2.50 (0.52, 12.05) 
3.80 (0. 79, 18.22) 
Table 15. Age- and sex-adjusted association of forest edge and LAPFP among 
study participants with highest socio-economic status 
Forest Edge 
Radius = 100 m 
OR (95% Cl) 
Radius = 150 m 
OR (95% Cl) 
Radius = 250 m 
OR (95% Cl) 
Low vs. Zero 1.22 (0.32, 4.60) 1.68 (0.34, 8.24) 2.90 (0.37, 22.56) 
Mid vs. Zero 1.28 (0.36, 4.56) 0.92 (0.22, 3.86) 2.84 (0.42, 19.05) 
High vs. Zero 1.68 (0.52, 5.49) 2.32 (0.93, 1.13) 6.16 (0.99, 38.38) 
Abbreviations: Cl (confidence interval) , m (meters) , OR (odds ratio) 
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Appendix 1: Additional table for this study 
Table 16. Land Use Code Definitions used by MassGIS 
Land Land Use 
Use Description 
Code 
1 Cropland 
2 Pasture 
3 Forest 
4 Non-
Forested 
Wetland 
5 Mining 
6 Open Land 
7 Participation 
Recreation 
Detailed Definition 
Generally tilled land used to grow row crops. Boundaries 
follow the shape of the fields and include associated 
buildings (e.g., barns). This category also includes turf 
farms that grow sod. 
Fields and associated facilities (barns and other 
outbuildings) used for animal grazing and for the 
growing of grasses for hay. 
Areas where tree canopy covers at least 50% of the 
land. Both coniferous and deciduous forests belong to 
this class. 
DEP Wetlands (1:12,000) WETCODEs 4. 7, 8, 12, 2~ 
18, 20. and 21. 
Includes sand and gravel pits, mines. and quarries. The 
boundaries extend to the edges of the site's activities, 
including on-site machinery, parking lots, roads and 
bui.ldings. 
Vacant land; idle agriculture, rock outcrops, and barren 
areas. Vacant land is not maintained for any evident 
purpose and it does not support large plant growth. 
Facilities used by the public for active recreation. 
Includes ball fields, tennis courts, basketbal,l courts, 
athletic tracks,. ski areas, playgrounds, and bike paths 
plus associated parking lots. Primary and secondarY · 
school recreational facilities are in this category, but 
university' $tadiums and arenas are considered · · 
Spectator Recreation. Recreation facilities not open to 
the public such as those belonging to private residences 
are mostly labeled with the associated residential land 
use class not partiCipation recreation. However, some 
private facilities may also be mapped . ' 
. ' . .. 
" ' · ~ ' .. 
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Land Land Use Detailed Definition 
Use Description 
Code 
8 Spectator University and professional stadiums designed for 
Recreation spectators as well as zoos, amu~ement parks, drive-in 
theaters, fairgrounds , race tracks and associated 
faciltties and parking lots. 
9 Water-Based Swimming pools, water parks, developed freshwater 
Recreation and saltwater sandy beach areas and associated 
parking lots. Also included are scenic areas overlooking 
lakes or other water bodies, which may or may not 
include access to the water (such as a boat launch). 
Water-based recreation facilities related to universities 
are in this class. Private pools owned by individual 
residences are usually included in the Residential 
category. Marinas are separated into code 29. 
10 Multi-Family Duplexes (usually with two front doors, two entrance 
Residential pathways, and sometimes two driveways), apartment 
buildings, condominium complexes, including buildings 
and maintained lawns. Note: This category was difficult 
to assess via photo interpretation, particularly in highly 
urban areas. 
11 High Density Housing on smaller than 1/4 acre lots. See notes below 
Residential for details on Residential interpretation. 
12 Medium Housing on 1/4- 1/2 acre lots. See notes below for 
Density details on Residential interpretation. 
Residential 
13 Low Density Housing on 1/2- 1 acre lots. See notes below for details 
Residential on Residential interpretation. 
14 Saltwater DEP Wetlands (1 :12,000} WETCODEs 11 and 27. 
Wetland 
15 Commercial Malls, shopping centers and larger strip commercial 
areas, plus neighborhood stores and medical offices 
(not hospitals). Lawn and garden centers that do not 
produce or grow the product are also considered 
commercial. 
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Land Land Use Detailed Definition 
Use Description 
Code 
16 Industrial Light and heavy industry, including buildings, equipment 
and parking areas. 
17 Transitional Open areas in the process of being developed from one 
land use to another (if the future land use is at all 
uncertain). Formerly identified as "Urban Open". 
18 Trans porta- Airports (including landing strips, hangars, parking areas 
tion and related facilities), railroads and rail stations, and 
divided highways (related facilities would include rest 
areas, highway maintenance areas, storage areas, and 
on/off ramps). Also includes docks, warehouses, and 
related land-based storage facilities, and terminal freight 
and storage facilities. Roads and bridges less than 200 
feet in width that are the center of two differing land use 
classes will have the land use classes meet at the 
center line of the road (i.e., these roads/bridges 
themselves will not be separated into this class). 
19 Waste Landfills, dumps, and water and sewage treatment 
Disposal facilities such as pump houses, and associated parking 
lots. Capped landfills that have been converted to other 
uses are coded with their present land use. 
20 Water DEP Wetlands (1 :12,000} WETCODEs 9 and 22. 
23 Cranberry Both active and recently inactive cranberry bogs and the 
bog sandy areas adjacent to the bogs that are used in the 
growing ~rocess. lm~ervious features associated with 
cranberry bogs such as ~arking lots and machinery are 
included. Modified from DEP Wetlands 
(1:12,000) WETCODE 5. 
24 Powerline/ Powerline and other maintained public utility corridors 
Utility and associated facilities, including power plants and 
their parking areas. 
25 Saltwater DEP Wetlands (1:12,000} WETCODEs 1, 2, 3, 6, 10, 13, 
Sandy 17 and 19 
Beach 
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Land Land Use Detailed Definition 
Use Description 
Code 
26 Golf Course Includes the greenways, sand traps, water bodies within 
the course, associated buildings and parking lots. Large 
forest patches within the course greater than 1 acre are 
classified as Forest (class 3). Does not include driving 
ranges or miniature golf courses. 
29 Marina Include parking lots and associated facilities but not 
docks (in class 18) 
31 Urban Lands comprising schools, churches, colleges, 
Public/ hospitals, museums, prisons, town halls or court 
Institutional houses, police and fire stations, including parking lots, 
dormitories, and university housing. Also may include 
public open green spaces like town commons. 
34 Cemetery Includes the gravestones, monuments, parking lots, 
road networks and associated buildings. 
35 Orchard Fruit farms and associated facilities . 
36 Nursery Greenhouses and associated buildings as well as any 
surrounding maintained lawn. Christmas tree (small 
conifer) farms are also classified as Nurseries. 
37 Forested DEP Wetlands (1 :12,000) WETCODEs 14, 15, 16, 24, 
Wetland 25 and 26. 
38 Very Low Housing on > 1 acre lots and very remote, rural housing. 
Density See notes below for details on Residential interpretation. 
Residential 
39 Junkyard Includes the storage of car, metal, machinery and other 
debris as well as associated buildings as a business. 
40 Brush land/ Predominantly(> 25%) shrub cover, and some 
Succession- immature trees not large or dense enough to be 
al classified as forest. It also includes areas that are more 
permanently shrubby, such as heath areas, wild 
blueberries or mountain laurel. 
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APPENDIX 2: Additional figure for this study 
Figure 3. Step by step images of forest edge variable creation 
A. B. 
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A. Satellite image of author's neighborhood (Google Maps), B. Google map representation of author's 
neighborhood, C. Close-up ·of A, D. close of B, E. Land Use data from MassGis 2005 Land Use layer of author's 
neighborhood, F. 100m, 150m, and 250m buffer zones around author's home, G. Land Use tracts within those 
buffer zones, H. Land Use simplified into forest and not forest in the 250m radius around author's home, I. Forest 
edge (intersect between forest and not forest) within 250m radius, J. Forest edge within 150m radius, K. Forest 
edge within 1OOm radius 
5 Conclusions 
By using novel methods and case definitions, as well as remote sensing-
derived environmental data, the studies presented in this dissertation reflect the 
future of epidemiology. The resurgence of infectious diseases along with 
increasing evidence and acceptance of climate change has refocused public 
health's attention on the environment. The increased availability of satellite 
image-derived data sets with fine temporal and geographic granularity and the 
expansion of epidemiologic methods allow for contemporary epidemiologists to 
explore the relationship between the environment and infectious disease in new 
ways. 
The first study employed a novel study design and analytic methods to 
investigate the hypothesis that heavy rainfall is an independent risk factor for 
WBDOs. Contrary to previous research ,69 for all threshold definitions studies we 
found that a location experiencing a heavy rainfall event had about half the odds 
of a WBDO two or four weeks later than did a location without a heavy rainfall 
event. These findings may suggest that the United States will not see increased 
frequency of WBDOs in connection with the expected increase in heavy 
precipitation events as the climate changes. The location-based case-crossover 
study design utilized in this study may help to expand the research methods 
available to epidemiologists working in this developing field. 
The second study investigated rainfall fluctuations and the odds of an Ebola 
introduction into humans. This study employed a location-based case-crossover 
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study design to evaluate standardized differences from historic average of 
weekly rainfall in locations with a historic introduction of Ebola into a human. We 
used the novel case definition of Ebola introduction rather than outbreak to 
increase the number of events and to capture the most relevant exposure data 
for understanding risk factors for human Ebola cases .. The analysis found that for 
each 1.0 unit z-score decrease in total rainfall, the odds of an Ebola introduction 
three weeks later increased by 75%. Given the severity of Ebola outbreaks and 
the dearth of knowledge about indicators of increased risk, this finding is an 
important step in advancing our understanding of Ebola ecology. Additional 
research using the full census of known Ebola introductions is necessary to 
explore further this association and explore the underlying mechanisms at play. 
The third study is the first to examine environmental risk factors for lAPFP. 
Using GIS methods on remote sensing data, we determined the length of the 
peridomestic foresUnon-forest interface within 100, 150, 250 meters of the home 
for pediatric cases and controls who presented to the study site for peripheral 
facial palsy of unknown origin. After adjustment for sex, age, and SES, children 
with the highest level afforest edge in the three radii of analysis had 2,74 (1 .15, 
6.53), 4.58 (1.84, 11.41 ), and 5.88 (2.11 , 16.4) times the odds of lAPFP 
compared to children with zero forest edge in those radii. While the effect was 
strongest for the most exposed compared to the children with zero forest edge, 
children in the low and middle exposure categories had elevated odds of lAPFP 
as well . Forest edge appears to be a useful variable for assessing Lyme disease 
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risk, providing clinicians with a variable that is easier to ascertain from a patient 
or parent than the degree of fragmented forest around a residence. This study, 
the first investigation of environmental risk factors specifically for LAPFP, 
suggests that earlier studies on environmental risk factors for169 or prevention210 
of Lyme Disease in general may be applicable to LAPFP. 
In conclusion, each of the studies presented in this dissertation advance the 
techniques used to study environmental risk factors for infectious disease 
through study design, case definition, data used, or exposure definitions. As 
discussed in the introduction, these kinds of research questions are increasingly 
important to public health. 
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