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Abstract
In this thesis we evaluate the total energy E of a homogeneous ultra-cold Fermi
gas with the approach developed by Prof. Strinati’s group at the University of
Camerino. The obtained results are in good agreement both with the experimen-
tal data and with Quantum Monte Carlo simulations at zero temperature and in
the so-called unitary limit (where the scattering length diverges). The behavior
of E as a function of T appears to be non-monotonic, with negative specific heat
and entropy in a region of temperatures near T = 0. At the unitary limit, the
agreement with QMC calculations is quite good at zero temperature but worsens
in the temperature region near the transition, where the energy and the chemical
potential are smaller than expected. The results for strong coupling show the pres-
ence of a fluctuative contribution of the same order of the mean-field term, thereby
preventing the recovering of the correct bosonic mean-field energy. This term ap-
pears to have been already described in the literature, where it was interpreted as
leading to a renormalization of the bosonic scattering length.
Successively, we have introduced corrections to the approach in order to im-
prove the agreement with QMC simulations in the region of temperatures near
the transition, and in general to improve the theory in the strong-coupling limit.
This has been made with the inclusion of the Popov’s self-energy in the T-matrix.
With this novel approach, we have evaluated the critical temperature and chemical
potential of a gas of ultra-cold fermions in the BCS-BEC crossover. The obtained
results show at unitarity a substantial reduction of the discrepancy with respect to
recent Quantum Monte Carlo simulations for the critical temperature, and provide
an upwards shift of more than 10% for the chemical potential with respect to the
case where the Popov’s corrections are not included.
These results show that the Popov’s corrections represent the most important
part of the fluctuations which are needed to describe the BCS-BEC crossover in a
detailed way.
Chapter 1
Introduction
Particles in Nature can be classified into two categories, bosons and fermions,
according to their spin being integer or half-integer, respectively. The differences
between these two categories become relevant only in the so-called degenerate
regime, i.e., when the De Broglie wavelength defined as
λ =
√
2π~2
mkBT
(1.1)
is comparable with the mean inter-particle distance. Here, ~ is the Planck’s con-
stant, m the particle mass, kB Boltzmann constant, and T the temperature. When
this condition is satisfied, the quantum behavior of the system becomes relevant.
Note that De Broglie wavelength (1.1) increases with decreasing temperatures,
while the mean inter-particle distance becomes smaller with increasing densities.
The degeneracy condition can thus be achieved both by decreasing of T or in-
creasing N . In such a situation, a system composed of bosons can condense into a
novel phase which is called the Bose-Einstein condensate (BEC), characterized by
a macroscopic occupation of a single quantum level. Non-interacting fermions are
instead forced by Pauli principle to occupy each single-particle quantum level at
most once, so that their ground state can be described in terms of a Fermi sphere
in k-space with radius kF comprising the occupied states. The two situations of
degeneracy (for fermions and for bosons), therefore, differ drastically from each
other.
The above picture can change considerably when an attractive interaction be-
tween fermions is turned on. As shown by L.N. Cooper [1], particles in this case
can form “Cooper pairs”, i.e., two fermions pair up in the sense that they are
characterized by long-range correlations. The system undergoes a transition to a
condensed phase, which is of fundamental importance for describing phenomena
such as superconductivity of metals. A mean-field theory describing such a sit-
uation was proposed by Bardeen, Cooper, and Schrieffer (from which the name
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BCS theory) [2] in the fifties. The theory has been quite successful in describ-
ing the properties of many superconducting materials. Its range of applicability,
however, is limited to situations where the Cooper pairs are not strongly tied,
and their mean radius is much larger than the coherence length [3]. The opposite
situation, where pairs are strongly bound and their size is much smaller than the
average inter-particle spacing, is better described in terms of composite bosons, the
fermionic degrees of freedom being frozen out owing to the large binding energy.
As an example, we can refer to the 4He case, where the fermionic constituents
of the atoms (electrons and nucleons) are so deeply tied up to temperatures of the
order of thousands of Kelvin that treating each atom as a point-like boson is an
excellent approximation. Between these two (BCS and BEC) extrema, however,
there are plently of intermediate situations where the composite nature of the
bosons can be important. The evolution between the (BCS and BEC) extrema is
usually referred to as the crossover between BCS and Bose-Einstein condensation,
or BCS-BEC crossover. Due to the fact that the ingredients (i.e., the fermions)
of the system are the same in the two situations, we expect a priori that a single
theory should suffice for describing the whole crossover, a theory containing only
fermions and their mutual interactions. It must be stressed that any boson in our
world (apart from the mediators of fundamental forces such as photons, gravitons
and so on) is indeed a composite boson made up of constituent fermions (electrons,
protons, and neutrons).
1.1 Historical perspectives
An important step for understanding how a system of composite bosons can be
described in terms of its constituent fermions has been accomplished by the experi-
mental production and storage of ultra-cold gases, which are gaseous systems made
up of atoms belonging usually to the alkali or alkali-earth families, cooled to tem-
peratures of the order of nKs. The ground state of these systems is not the gaseous
phase. However, the metastable state which is produced in a controlled situation
can have a decaying time of the order of seconds or even minutes, thus allowing
one to study its properties. Thanks to a phenomenon known as the Fano-Feshbach
resonance, the effective interaction between fermions can be tuned in such a way
to reproduce a continuous transition from a weakly-interacting Fermi gas to a gas
of deeply-bound dimers. While in the experiments on solids and condensed-matter
systems the coupling constant of the system under consideration is fixed by Na-
ture, in an ultra-cold gas it can be changed almost at will via the Fano-Feshbach
resonance.
The first experimental realization of Bose-Einstein condensation in a gas of
bosons (rubidium-87 and sodium-23) was achieved in 1995 [4] [5]. The first experi-
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mental signature of a fermionic superfluid phase was produced in 2005 [6]. Relevant
progresses in the experimental characterization of the BCS-BEC crossover can be
found in [7], [8], [9], [10], [11]. We shall be particularly interested in Refs. [12]
and [13], where accurate measurements of the entropy and energy of a trapped gas
have allowed for the first time a model-independent calibration of the temperature
of the gas.
From the theoretical point of view, starting from the first descriptions of the
crossover based on a mean-field theory which is a generalizion of the BCS the-
ory ([15], [14], [16]), many sophisticated models have later been developed (see
[17], [18], [19], [20], [21], [22] among others), together with ab-initio Quantum
Monte Carlo simulations ([23], [24], [25], [26], [27]). The BCS-BEC crossover is at
present of great relevance for several different fields, such as high-Tc superconduc-
tors, neutron stars, particle physics, and quantum fluids [28] [29].
1.1.1 Ultracold gases
As a first step, it is useful to describe the techniques used to produce and store
ultra-cold gases in the laboratory. Somewhat surprising is the fact that, while
studying systems at temperatures of the order of the micro- or even nano-Kelvin,
no cryogenic technique is employed and the laboratory, apart from the gas itself,
is at room temperature. Using an oven which produces a hot gas of atoms, the
first step in the cooling procedure is made by a Zeeman slower, which uses the
simultaneous effect of a magnetic field and a Doppler shift for cooling the gas [30].
The second step is based on the use of the laser cooling technique (see Fig. 1.1),
where six counter-propagating laser beams (red-detuned with respect to a transi-
tion line of the gas) are targeted on the system. In this way, atoms at rest in the
laboratory frame possess equal propability to be hit by a photon in each direction,
while atoms moving against the laser beam experience a Doppler shift which in-
creases its probability of being hit. The net result is a cooling of the gas down
to temperatures of the order of mKs [30]. Another mechanism, which allows one
to reach the µKs regime, is the so-called Sisyphus cooling, a complicated effect
connected with the spatial and polarization inhomogeneity of the field produced
by the counter-propagating laser beams (see [30] for a clear discussion). The last
step in the cooling process is achieved by means of evaporative cooling, which con-
sists in allowing the hottest part of the gas to leave the system. In the relevant
case of fermions, the Pauli principle forbids the fast thermalization required for
the evaporative cooling to be efficient, so that in such cases sympathetic cooling
can be used, where a different hyperfine species or isotope is employed to overcome
the exclusion principle.
Closely connected with efficient cooling strategies are the trapping techniques.
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Absorption rate for atoms
υ0
Figure 1.1: Schematic representation of the rate of absorption of photons as a function
of the atomic velocity υ. Red curves represent absorption rates for left and right-moving
photons, blue curve represents the sum of the two effects.
The so-called magneto-optical trap (see Figs. 1.2 and 1.3) was developed in the
eighties and is particularly useful in ultra-cold gas experiments, allowing both the
trapping and cooling of atoms. In its simplest form, it is based on the simultaneous
presence of a quadrupole magnetic field and of six counter-propagating laser beams.
The basic physical effect exploited is radiation pressure, together with the Zeeman
effect acting on the atomic energy levels. In such a way, it is possible to make the
radiation pressure depend on position, determining an effective potential able to
confine the atoms in a portion of space. Simultaneously, the Doppler mechanism
and Sisyphus cooling continue to operate.
As we shall see, to be able to tune the interaction by the use of Fano-Feshbach
resonances, the trapping magnetic field must be turned off and a homogeneous
magnetic field has to be applied. In this case, a purely optical trap has to be used,
where the confining potential is supplied by a focused laser beam (see Fig. 1.4). If
the frequency of the light is red-detuned (i.e., its frequency is below the transition
of the gas), the dipole force generated by the laser electric field produces a shallow
potential with a local minimum for the ground state of the gas. The depth of the
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Figure 1.2: A magneto-optical trap. Figure adapted from http://commons.bcit.ca/
physics/jbooth/motlab/grf/Trapped%20Atoms1.jpg.
trap can be of order µK in temperature units, so that atoms must be precooled in
a different kind of trap before they are loaded. A clear discussion about cooling
and trapping techniques can be found in [30] as well as in [31] and [32].
1.1.2 Fano-Feshbach resonances
One of the most exciting discovery in the field of ultra-cold gases has been the
possibility to exploit the so-called Fano-Feshbach resonances [33] [34] to tune the
interaction between atoms. This possibility was pointed out for the first time
in [35]. The phenomenon is closely connected to the presence of zero-energy reso-
nances, where the position of a bound state (or a virtual one) can have dramatic
effects on the scattering length, changing its value from being large and negative
to being large and positive when the quasi-bound state turns into a true bound
state. In the case of ultra-cold gases, the scattering is always a multi-channel one,
with several channels connected by the hyperfine interaction. Let us consider a
model situation (see Fig. 1.5) where two atoms scatter in an open channel, i.e.,
a channel for which the total kinetic energy of the atoms is above threshold for
the atoms to reach infinite distance), while a second channel (a closed one where
energy is below its own threshold) is deep enough to permit the presence of a
bound state or of a virtual bound state with binding energy near zero. Due to the
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Figure 1.3: Schematic representation of a magneto-optical trap, with six
counter-propagating circularly polarized laser beams and the quadrupole
magnetic field generated by anti-Helmoltz coils. Figure adapted from
http://www.fi.infn.it/sezione/esperimenti/MAGIA/founta1.jpg.
different spin configurations of the two channels, they possess different magnetic
moments µi (i = 1, 2), and react in a different way to an external magnetic field
B. It is then possible to shift the position of the bound state to a quasi-bound
state (or the reverse) by changing the magnetic field . Due to the presence of
the hyperfine interaction which connects the two channels through second-order
perturbative processes, a feedback between the closed and open channels results,
with the scattering length behaving to a good approximation as [36]:
aF = abg
(
1− ∆B
B −B0
)
. (1.2)
Here, aF is the scattering length in the open channel, abg the background scattering
length (in the absence of the Fano-Feshbach resonance), ∆B the width of the
resonance, B the external magnetic field, and B0 the position of the resonance
(see Fig. 1.5).
In particular situations when a so-called broad Fano-Feshbach resonance is
present [37], the scattering length suffices to describe the interaction (a condition
usually referred to as universality). In these cases, by changing the intensity of
the external magnetic field, the effective interaction acting between atoms can
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Figure 1.4: A focused red-detuned laser beam trapping an atom by
means of the dipole force. Figure adapted from http://www.uni-leipzig.de/
p˜wm/kas/modul opticalforces/trap.jpg.
be tuned spanning a wide set of different situations, from a system of weakly-
interacting atoms, to a strongly-correlated one, up to a system of dimers made of
deeply-bound atoms. When the ultra-cold gas is made of fermions, the effect of the
attractive interaction can lead to a transition to the condensed phase, and varying
the interaction results in a crossover from a condensed phase made up of overlap-
ping Cooper pairs [1] to one characterized by small size, non-overlapping composite
bosons. Since the first situation is well described by the BCS theory [2], and the
second one reduces essentially to the case of a non-interacting Bose-Einstein con-
densate (as described in textbooks, such as [30] and [3]), the study of such a system
of ultra-cold fermions is referred to as BCS-BEC crossover (see Fig. 1.6).
1.1.3 Recent studies
The study of the BCS-BEC crossover started from the pioneering works of Keldysh
et al. [14], Eagles [15], and Leggett [16]. Their approaches were based on a gen-
eralization of the BCS theory, i.e., they were mean-field approximations. Leggett
coupled equations for the density n and order parameter ∆ are:
n = 2
∫
dk
(2π)3
(
1− ξk
Ek
)
(1.3)
m
4πaF
=
1
2
∫
dk
(2π)3
(
1
εk
− 1
Ek
)
(1.4)
where µ is the chemical potential, ξk ≡ εk−µ = k2/(2m)−µ, and Ek ≡
√
ξ2k +∆
2
is the BCS dispersion relation. These equations describe a smooth crossover from
the BCS side, characterized by a weak attractive interaction between fermions, to
a BEC side, made up by almost non-interacting bosons. Neglecting fluctuations,
this theory predicts a value of the critical temperature which is monotonically in-
creasing with increasing coupling, because the transition to the condensed phase
is strictly linked to the formation of Cooper pairs. Real bosons, however, behave
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Figure 1.5: Left panel: schematic of a Fano-Feshbach resonance. The solid lines rep-
resent the potential energy as a function of interatomic distance. The free atoms in-
teract via the open channel (red line). The closed channel potential corresponds to
the blue line. A resonance occurs when the bound state in the closed channel crosses
the threshold. Right panel: scattering length (green line) and dimer binding energy
(red line) near a magnetically tuned Fano-Feshbach resonance. Figure adapted from
http://cua.mit.edu/Ketterle group/ex-perimental setup/BEC I/background.html.
quite differently. Their formation is not connected with the onset of BEC, which
usually requires a much smaller temperature. The missing ingredient in the mean-
field theory, as already noticed by Nozieres and Schmitt-Rink [17] (NSR) in their
study of the critical temperature, is the fluctuative contribution which allows for
the formation of preformed but non-condensed pairs. Once the so-called ladder ap-
proximation to the T-matrix has been inserted, they have showed that the correct
limit for Tc is recovered in the region of strong coupling:
TBE =
[
4π2
Γ(3/2)ζ(3/2)
]2/3
n
2/3
B
2mB
≃ 0.218εF (1.5)
which is the critical temperature of a system of non-interacting bosons of mass mB
twice that of the fermions and density nB equal to n/2, expressed in terms of the
Fermi energy εF.
Successively, different approaches have been proposed. Among these, we men-
tion a generalization to the condensed phase of NRS treatment [22], functional inte-
gral approaches [38] [19], a fully self-consistent T-matrix [39] [20], N−1-expansions
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Figure 1.6: Schematic representation of the BCS-BEC crossover. Figure adapted from
http://jilawww.colorado.edu/˜jin/research /crossover.html.
[63], a GG0 approximation in the T-matrix [21]. An approach based on the T-
matrix, and generalized to describe the condensed phase, has been proposed by
Prof. Strinati’s group at the University of Camerino [18] [40] [41]. This approach
is based on the identification of the relevant contributions on both sides of the
crossover, where the presence of a small parameter (namely, the coupling constant
on the BCS side and the residual interaction between bosons on the BEC side)
allows for a perturbative treatment. In this way, they were able to formulate
present a theory that smoothly evolves from the Galitskii description of a weakly-
interacting Fermi gas to the Bogoliubov theory for point-like bosons. The choice of
fermionic self-energy to be included is based on a mapping to the point-like boson
diagrammatic theory [41] [42]. The self-energy chosen has been quite successful in
predicting many properties of the system, in good agreement with the experimen-
tal evidence and with ab-initio calculations such as Quantum Monte Carlo. Its
limitation consists essentially in the fact that the bosonic theory which is recov-
ered (namely, the Bogoliubov theory) represents the first level of the sophisticated
models that describe a set of interacting bosons [43] [44].
My thesis work started at this point, with the aim of completing the description
of the system of ultra-cold fermions within the above approach by evaluating the
total energy of the gas. Having in mind the identification of the key ingredients
that need be included to improve the agreement with experiments, a second step
of my thesis work has concerned the prediction of the critical temperature and
chemical potential in an improved approach which recovers, in the limit of strong
attraction, the Popov theory [43] instead of the Bogoliubov one. The philosophy
underlining such an approach is quite similar in spirit to the one characterizing the
Bethe-Peierls approximation for the Ising problem [45]. A simple modification of
the mean-field approximation can result in a definite improvement of the predictive
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capacity of the theory. In our case, the improvement consists in the inclusion of
specific diagrams that, when interpreted in bosonic language, lead to the kind
of modifications we are looking for. We expect their beneficial contribution will
extend to the whole BCS-BEC crossover.
1.2 Outlines of the main results of this thesis
In this thesis I have evaluated the total energy E of a homogeneous ultra-cold
Fermi gas with the approach developed by Prof. Strinati’s group at the University
of Camerino [18] [40]. The results I have obtained are in good agreement both
with experimental data and with Quantum Monte Carlo simulations at zero tem-
perature and in the so-called unitary limit (where the scattering length diverges).
The behavior of E as a function of T appears to be non-monotonic, with negative
specific heat and entropy in a region of temperatures near T = 0. At the unitary
limit, the agreement with QMC calculations is quite good at zero temperature but
worsens in the temperature region near the transition, where the energy and the
chemical potential are smaller than expected.
The results for strong coupling show the presence of a fluctuative contribution
of the same order of the mean-field term, thereby preventing the recovering of
the correct bosonic mean-field energy. This term appears to have been already
described in the literature, where it was interpreted as leading to a renormalization
of the bosonic scattering length. In our approach, this interpretation appears
doubtful, considering further that an additional contribution (not included in the
calculations reported in this thesis) is of the same order of the mean-field term,
but with opposite sign with respect to the first one.
Successively, I have introduced corrections to the approach in order to improve
the agreement with QMC simulations in the region of temperatures near the tran-
sition, and in general to improve the theory in the strong-coupling limit, having
in mind to recover there a more sophisticated approximation for the composite
bosons. This has been made with the inclusion of the Popov’s self-energy in the
T-matrix, as already outlined in [41]. With this novel approach, I have evaluated
the critical temperature and chemical potential of a gas of ultra-cold fermions in
the BCS-BEC crossover. The results obtained show at unitarity a substantial re-
duction of the discrepancy at unitarity with respect to recent Quantum Monte
Carlo simulations for the critical temperature, and provide an upwards shift of
more than 10% for the chemical potential with respect to the case where the
Popov’s corrections are not included.
These results show that the Popov’s corrections represent the most important
part of the fluctuations which are needed to describe the crossover in a detailed
way. They show, moreover, that the fully self-consistency of the T-matrix is not
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important once the main relevant diagrammatic contributions have been identified.
The possibility opens up, therefore, to introduce only a minimal set of terms
(like the Popov’s contribution and possibly a few others [46]) needed to obtain
good agreement with experimental and QMC data, thus avoiding the problems
connected with the fully self-consistent T-matrix [47].
1.3 Content of the present thesis
This thesis concerns the evaluation of thermal properties of an ultra-cold homo-
geneous Fermi gas. The thesis is structured as follows. Chapter 2 describes the
main lines of the theory employed in the description of the fermions, with its di-
agrammatic ingredients and equations [18] [40]. The approximations chosen in
order to evaluate E (as well as other choices made to allow meaningful results to
be obtained with reasonable numerical effort) will be outlined. The obtained re-
sults will be described and compared with available data from recent experiments,
Quantum Monte Carlo simulations, and other theoretical approaches. The last
part of Chapter 2 will concern a critical evaluation of our approach, in order to
improve on it and cure its weaknesses.
Chapter 3 contains the consequences of this process of improvement. After
having identified the contributions considered to be essential for overcoming the
weaknesses evidenced in the evaluation of E, they are used to implement a novel
theory [41] which in the strong-coupling limit recovers the Popov theory for point-
like bosons. The chapter thus starts with a description of the Popov theory as
originally developed in [43]; then its diagrammatic contributions are generalized
to the case where there are composite bosons [41]. The theory is then implemented
with the calculation of the critical temperature and chemical potential throughout
the BCS-BEC crossover, and a description of the approximations used and the
details of the calculation are given. The remaining part of Chapter 3 concerns
the results obtained for Tc and µc, and compares them with the data obtained by
Quantum Monte Carlo simulations and other theoretical approaches.
After the Conclusions, two Appendices present the details of analytic calcu-
lations used in the text, concerning the evaluation of Matsubara sums and the
recovering of a useful analytic limit for the Popov theory when applied to compos-
ite bosons.
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Chapter 2
Calculation of the total energy
throughout the BCS-BEC
crossover
The evaluation of the energy of a homogeneous interacting Fermi gas has been
performed using a model developed by the Camerino’s group both for the nor-
mal phase [42] and for the condensed one [18]. The basic ingredients of this
approach consist in a ladder approximation to the T-matrix (or generalized T-
matrix in the condensed phase), together with the choice of a contact potential
representing a simplified form of interaction. This theory allows one to recover a
reasonable bosonic description at finite temperature in the strong-coupling limit.
In particular, it has been shown [18] that the bosonic chemical potential µB and
condensate density n0 approach the chemical potential and condensate density of
the diagrammatic Bogoliubov theory (as outlined, for example, in [3]), while in
the normal phase the theory recovers the behavior of an ideal Bose gas [42].
In the following sections the theory utilized for the purpose will be outlined,
together with the further approximations introduced when evaluating the energy
of the system, as well as the numerical scheme of implementation. The results
obtained in this way and the considerations that follow on the basis of them will
finally be discussed.
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2.1 T-matrix approximation
A system of interacting fermions can be described by the following Hamiltonian:
H =
∑
σ
∫
drψ†σ(r)
(
−∇
2
2m
− µ
)
ψσ(r)
+
1
2
∑
σ,σ′
∫
dr dr′ ψ†σ(r)ψ
†
σ′(r
′)V (r− r′)ψσ′(r′)ψσ(r) (2.1)
where ψσ(r) is the field operator with spin σ = (↑, ↓), m the fermion mass, µ the
chemical potential, and V (r) the two-body interaction (units are chosen so that
~ = 1 throughout).
As mentioned, the approximation developed by the Camerino’s group is based
on the choice of ladder diagrams for the T-matrix, while the interaction is modeled
in the simplest possible way, e.g. by a contact potential:
Veff(r) = gδ(r).
This kind of potential gives rise to ultraviolet divergences due to the fact that this
choice implies no natural cutoff at high energies. This feature can be overcome
by a regularization procedure and a redefinition of the strength of interaction in
terms of the scattering length. The regularization can be achieved by imposing an
upper cut off to the momentum integrals, while introducing the scattering length
aF via the following relation [42]:
m
4πaF
=
1
g
+
∫
dk
(2π)3
m
k2
.
Identical results could be obtained by using a different scheme, such as minimal
subtraction or dimensional regularization.
Figure 2.1: Particle-particle ladder in the normal phase.
The use of a contact potential permits one to achieve a considerable simplifica-
tion of the diagrammatic structure of the theory, while at the same time allowing
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for a reasonable description of the experimental situation in case of broad Fano-
Feshbach resonances [37]. The basic ingredient of the self-energy is the ladder
approximation to the T-matrix, defined as the sum of the ladder diagrams of
Fig. 2.1 (normal phase) and Fig. 2.2 (condensed phase). In the normal phase, the
ladder assumes the following expressions:
Γ0(q) = −
{
m
4πaF
+
∫
dk
(2π)3
[
tanh(βξk/2) + tanh(βξk−q/2)
2(ξk + ξk−q − iΩν) −
m
k2
]}−1
, (2.2)
where q stands for (q,Ων), i.e., the exchanged momentum and the bosonic Mat-
subara frequency defined by Ων ≡ 2νπ/β [48] (β being the inverse temperature)
and ξk ≡ εk − µ ≡ k2/(2m) − µ. In the condensed phase, the ladder acquires a
matrix form (due to the presence of non-zero anomalous mean values [49] [50]):
Figure 2.2: Particle-particle ladder in the broken-symmetry phase. Conventions for
Nambu indices are specified.
[
Γ11(q) Γ12(q)
Γ21(q) Γ22(q)
]
=
[
χ11(−q) χ12(q)
χ12(q) χ11(q)
]
1
[χ11(q)χ11(−q)− χ212(q)]
(2.3)
where the χij ’s are defined as as follows
χ11(q) = − m
4πaF
−
∫
dk
(2π)3
[
1
β
∑
n
GBCS11 (k + q)G
BCS
11 (−k)−
m
k2
]
,
χ12(q) =
∫
dk
(2π)3
1
β
∑
n
GBCS12 (k + q)G
BCS
21 (−k). (2.4)
Here, k stands for (k, ωn), ωn being the fermionic Matsubara frequency defined by
ωn ≡ (2n+ 1)π/β [48], and GBCS11 , GBCS12 are the usual BCS Green’s functions [3]:
GBCS11 (k, ωn) = −GBCS22 (−k,−ωn) = −
iωn + ξk
ω2n + ξ
2
k +∆
2
, (2.5)
GBCS12 (k, ωn) = G
BCS
21 (k, ωn) =
∆
ω2n + ξ
2
k +∆
2
, (2.6)
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∆ being the order parameter of the theory.
The self-energy diagram chosen for the normal phase is shown in Fig. 2.3, and
corresponds to the usual approximation which correctly describe the dilute limit
of an interacting Fermi gas up to first order in the scattering length [3]:
Σ(k, ωn) = −
∫
dq
(2π)3
1
β
∑
ν
Γ0(q,Ων)
×G0(q− k,Ων − ωn). (2.7)
The self-energy matrix for the condensed phase (in Nambu notation) is defined
Figure 2.3: Fermionic self-energy diagram associated with the expression (2.7) in the
normal phase.
by the following elements (see Fig.2.4):
Σ11(k) = −Σ22(−k)
= −
∫
dq
(2π)3
1
β
∑
ν
Γ11(q)G
BCS
11 (q − k),
Σ12(k) = Σ21(k) = −∆.
The corresponding Green’s function is then obtained by solving the Dyson’s equa-
tion (in matrix form for the condensed phase):
G(k, ωn) = [G
−1
0 (k, ωn)− Σ(k, ωn)]−1. (2.8)
Thermodynamic variables such as the chemical potential (and the order pa-
rameter ∆ below Tc) can be obtained by solving the equation for the number of
particles:
n = lim
η→0+
∫
dk
(2π)3
1
β
∑
n
eiηωntrG(k, ωn), (2.9)
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Figure 2.4: Fermionic self-energy diagrams associated with the expression (2.8) in the
broken-symmetry phase.
supplemented below Tc by the mean-field gap equation [18]:
m
4πaF
+
∫
dk
(2π)3
[
tanh(βEk/2)
2Ek
− m
k2
]
= 0, (2.10)
where Ek ≡
√
ξ2k +∆
2 represents the usual BCS dispersion relation [3]. The
presence of the convergence factor eiηωn and the connected limit η → 0+ will be
omitted for brevity throughout the rest of the thesis.
2.2 Energy of a homogeneous interacting Fermi
gas
The contribution of this thesis to the understanding of the properties of an in-
teracting homogeneous gas of fermions consists in the calculation of the energy
as a function of temperature (both above and below Tc) with values of the di-
mensionless coupling (kFaF)
−1 spanning the whole crossover from the BCS limit
(the so called weak-coupling side) to the Bose-Einstein condensation of composite
bosons (the strong-coupling limit of the system). Here, kF represents the Fermi
momentum of a system of non-interacting fermions with the same density of the
interacting one: kF ≡ (3π2n)1/3.
The evaluation of E(T ) has required considerable numerical efforts due to the
the presence of slow converging sums and integrals, as well as of partial cancella-
tion of large terms. After several unsuccessful approaches, we decided to use the
numerical scheme outlined in the following section. As we will see, the results we
have obtained can be considered to be accurate across the crossover at T = 0, while
unpleasant features show up at finite T and in the strong-coupling limit, such as
negative specific heat in the low-T region and an incorrect mean-field value of the
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bosonic energy when (kFaF)
−1 → +∞. Investigation of these shortcomings will be
postponed to the end of the chapter.
2.2.1 Numerical evaluation of the energy
The energy of a many-body system can be evaluated starting from the one-particle
Green’s function (the diagonal part of the 2 × 2 Green’s function matrix in the
condensed phase), according to the expression [3]:
E = V
∫
dk
(2π)3
1
β
∑
n
1
2
(iωn + εk + µ)trG(k, ωn). (2.11)
This expression has two main disadvantages. First, the presence of slowly con-
vergent Matsubara sums with contributions that partially cancel each other in
the limit of large momenta. Second, in strong coupling the energy per particle of
the system under consideration tends to half the two-body binding energy (which
increases in the limit) plus a small correction due to bosonic effects. Being this
last value just the one of interest, we have to extract it out from a large number
affected by numerical inaccuracies, a process which becomes rapidly meaningless
when approaching the BEC limit.
In order to overcome these two problems, we decided to implement a threefold
strategy of calculation based on the following criteria:
• Use an expanded Dyson’s equation (up to first order in the self-energy) to
simplify the calculation;
• Introduce a spectral representation for the ladder propagator, in order to
rotate imaginary Matsubara frequencies to the real axis;
• Evaluate E−µN directly instead of E, to subtract fermionic terms from the
outset.
About the first point, its usefulness stems from the possibility of analytically
evaluating the fermionic Matsubara sum, diminishing considerably the numerical
burden. Let us consider the expanded version of Dyson equation (in the normal
phase):
G(k) = G0(k) +G0(k)Σ(k)G0(k). (2.12)
Inserting it into the expression for the energy and recalling the choice (2.7) made
for the self-energy, we get:
E = E0 −
∑
k
(iωn + εk + µ)G
2
0(k)
∑
q
Γ0(q)G0(q − k)
= E0 −
∑
q
Γ0(q)
∑
k
(iωn + εk + µ)G
2
0(k)G0(q − k), (2.13)
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where now the fermionic Matsubara sum over ωn can be done analytically owing
to the simple form of the summand. Here, E0 represents the energy of a non-
interacting Fermi gas evaluated at the chemical potential of the interacting one.
In the condensed phase, the matrix Dyson equation
G(k) = GBCS(k) +GBCS(k)[Σ(k)−ΣBCS(k)]GBCS(k), (2.14)
with
ΣBCS(k) ≡
[
0 −∆
−∆ 0
]
(2.15)
leads to the expression:
E = EBCS −
∑
q
Γ11(q)
∑
k
[iωn + εk + µ]G
BCS
11 (k)
2GBCS11 (q − k)
+
∑
q
Γ11(q)
∑
k
[iωn + εk + µ]G
BCS
12 (k)
2GBCS11 (q + k), (2.16)
where now EBCS is the mean-field energy evaluated at the chemical potential that
includes the effect of the fluctuations.
The second point allows for the conversion of the bosonic Matsubara sum into
an integral along the real axis, thus avoiding problems of slow convergence and
subtle elisions of divergent terms. The only remaining Matsubara sum is the
one connected with the bosonic frequency Ων , i.e., the fourth component of the
four-momentum q. Problems arise when the momentum q becomes the dominant
scale in the problem (apart from Ω). The behavior of the summand in that case
(its real and imaginary parts) is characterized by a sign change and a quite large
maximum absolute value with respect to the result of the whole sum. From a
numerical standpoint, even obtaining a low precision in this calculation is quite
challenging, due to the fact that the number of frequencies to be summed over
and the accuracy required for each of them are too demanding. The situation is
similar to the known examples of slow converging series such as:
∞∑
n=−∞
1
n2 − a2 (2.17)
with a /∈ Z and |a| ≫ 1, whose solution consists in converting the series into an
integral on a suitable contour in the complex plane.
The technique we used has been outlined by the Camerino group in [18], and
consists in introducing a spectral representation for the ladder propagator Γ (which
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can be either the normal phase ladder Γ0 or an element Γij of the condensed phase
ladder matrix):
Γ(q, iΩν) = −1
π
∫ +∞
−∞
dω′
ImΓR(q, ω′)
iΩν − ω′ (2.18)
where the retarded ladder propagator is defined by
ΓR(q, ω) ≡ Γ(q, iΩν → ω + iη). (2.19)
Care must be exerted in (2.19) because the analytical continuation has to be
performed after the internal Matsubara sum over fermionic frequencies in Γ has
been evaluated. It can be shown that (2.18) and (2.19) hold provided the function
Γ(q, iΩν → z) of the complex variable z is analytic off the real axis, which in turn
has been checked with the aid of numerical calculations [18].
Inserting (2.18) into (2.13) then gives for the normal phase:
E = E0 − V
∫
dq
(2π)3
1
β
∑
ν
1
π
∫ +∞
−∞
dω
ImΓR(q, ω)
iΩν − ω
×
∫
dk
(2π)3
1
β
∑
n
(iωn + εk + µ)G
2
0(k, ωn)G0(q− k,Ων − ωn), (2.20)
which can be rearranged to give:
E = E0 − V
∫
dq
(2π)3
1
π
∫ +∞
−∞
dωImΓR(q, ω)
∫
dk
(2π)3
× 1
β
∑
n
(iωn + εk + µ)G
2
0(k, ωn)
1
β
∑
ν
G0(q− k,Ων − ωn)
iΩν − ω , (2.21)
where now both fermionic and bosonic Matsubara sums in the last line can be done
analytically (see Appendix A). An analog albeit more complicated expression can
be obtained also for the condensed phase, as shown in Appendix A.
The last point concerns the evaluation of E−µN instead of E. The idea behind
this is connected with the fact that, in the strong-coupling limit, the chemical
potential of the fermions tends to half the value of the binding energy of the dimer
plus a correction:
µ =
1
2
(µB − ǫ0) (2.22)
where ǫ0 is the two-body binding energy and µB is the chemical potential of the
composite bosons with µB ≪ ǫ0 in the limit. We then get:
E − µN = E − 1
2
(µB − ǫ0)N = (E + 1
2
Nǫ0)− µB
2
N. (2.23)
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Writing further the energy as the sum of a large fermionic part (which represents
the energy of formation of the dimers) and a residual bosonic term (which is much
smaller than the first one)
E ≡ −1
2
Nǫ0 + EB, (2.24)
we obtain
E − µN = (−1
2
Nǫ0 + EB +
1
2
Nǫ0)− µB
2
N
= EB − µB
2
N
= EB − µBNB (2.25)
where NB = N/2 is the number of composite bosons. We may conclude that the
evaluation of E − µN allows, in the strong coupling limit, for a direct probe of
the bosonic energy, by excluding from the start the burden of calculating a large
binding term and subtracting it numerically.
The final expression employed in our calculation is obtained from (2.21) with
the replacement of εk + µ by ξk ≡ εk − µ and E0 by E0 − µN0 (where N0 is the
density of the non-interacting system above Tc, evaluated at the same chemical
potential, temperature and coupling of the interacting one). This can be seen by
writing the analog of (2.21) for the density N , namely,
N = 2V
∫
dq
(2π)3
1
π
∫ +∞
−∞
dωImΓR(q, ω)
∫
dk
(2π)3
× 1
β
∑
n
G20(k, ωn)
1
β
∑
ν
G0(q− k,Ων − ωn)
iΩν − ω , (2.26)
and subtracting it from (2.21). We get eventually:
E − µN = (E0 − µN0)− V
∫
dq
(2π)3
1
π
∫ +∞
−∞
dω ImΓR(q, ω)
∫
dk
(2π)3
× 1
β
∑
n
[iωn + ξ(k)]G
2
0(k, ωn)
1
β
∑
ν
G0(q− k,Ων − ωn)
iΩν − ω . (2.27)
The generalization of (2.27) to the condensed phase is reported in Appendix A.
2.2.2 Numerical results
We have employed equation (2.27) and its extension below Tc to evaluate the energy
of a homogeneous interacting Fermi gas for various couplings and temperatures.
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The values of E as a function of the coupling (kFaF)
−1 at zero temperature are
shown in Fig. 2.5, and compared with results obtained using a diffusion Quantum
Monte Carlo calculation [24]. The overall agreement looks good especially in the
region around unitarity, while approaching the weak-coupling region the agreement
is not as good due to the fact that our scheme misses the Galitskii second-order
corrections both to the chemical potential and energy [51] [52].
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Figure 2.5: Total energy at zero temperature vs the coupling parameter (kFaF)
−1. The
results of the present theory (red circles) are compared with the Fixed-node diffusion
QMC data from Ref. [24] (blue squares), Galitskii’s expression for the dilute Fermi gas
(green dashed curve), and the asymptotic expression for strong coupling using the result
aB = 0.6aF [53] (yellow dash-dotted curve).
The situation is different in the strong coupling, where the disagreement with
QMC data becomes important. This point will be discussed later on (see sec-
tion 2.2.2).
Unitary limit
When the value of the scattering length becomes larger than any other length
scale, the system is said to be in the unitary limit or at resonance. This particular
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region of the phase diagram is characterized by the fact that, as the scattering
length disappears from the relevant scales describing the system, the only other
remaining scale becomes the Fermi momentum like for a non-interacting Fermi gas.
The seemingly paradoxical result is that every property of the strongly interacting
Fermi gas at resonance can be expressed in terms of the Fermi energy, the rescaled
temperature T/TF, and a constant β which accounts for the difference with respect
to the non-interacting case [the so called Bertsch parameter [54] (not to be confused
with the inverse temperature β = (kBT )
−1)]:
(1 + β) ≡ ESIFG(T = 0)
ENIFG(T = 0)
. (2.28)
Here, ESIFG represents the energy of the strongly interacting gas at unitarity and
ENIFG the energy of the non-interacting gas [55]. At zero temperature the Bertsch
parameter thus suffices to describe all the properties of the interacting gas, and it
is of the outmost interest both the experimental and the theoretical determination
of its accurate value.
Our calculation of the energy both above and below Tc is shown in Fig. 2.6,
and compared with available Quantum Monte Carlo values as well as with other
theoretical approaches. The agreement with the Quantum Monte Carlo calculation
of Ref. [25] is good in the low temperature region (T . 0.6Tc), confirming what
already obtained for T = 0, while it is noticeably worse near Tc and slightly
above it. From Fig. 2.6 an unphysical feature common to all couplings results,
i.e., a slightly decreasing energy with increasing temperature from T = 0 up to
T ≃ 0.4Tc, which makes it impossible to extract meaningful data about the specific
heat and entropy from the theory. The problem becomes more prominent towards
strong coupling, as we will see below. From our value E(T = 0) = 0.26 we
obtain for the Bertsch parameter the value β = −0.57. In Tab. 2.1 this value is
compared with the experimental values from leading groups as well as with QMC
calculations. In Fig. 2.7 the same values are reported in chronological order. Our
result is in good agreement with the QMC values and with the experimental ones
within the error bars. In Tab.2.2 the comparison is made with other theoretical
estimates taken from the literature.
Temperature behavior and strong-coupling limit
While for thermodynamic variables, such as the chemical potential and the order
parameter, our theory is able to recover known results in the strong-coupling limit
(within the Bogoliubov theory for point-like bosons [18]), the results for the energy
appear to be rather puzzling. Differently from the mean-field result, which allows
one to recover the mean-field energy of an interacting gas of bosons, the inclusion
of fluctuations as in equation (2.27) introduces a further correction of the same
22
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4
E/
(N
ε F
)
T/TF
Present results
QMC Bulgac
QMC Carlson
QMC Astrakharchik
Haussmann
Drummond
Free Fermi gas
BCS
Figure 2.6: Energy as a function of temperature at (kFaF)
−1 = 0 (unitarity limit).
The results of the present theory (red solid line) are compared with the QMC data from
Ref. [25] (blue circles), Ref. [23] (green circles), and Ref. [24] (grey circles), the theoretical
predictions from Ref. [20] (purple curve) and Ref. [22] (light blue dash-dotted curve), the
free Fermi gas (yellow dash-dotted curve) and BCS theory results (black dotted curve).
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β
Present result −0.57
Grimm et al. (2004) [7] −0.68+0.13−0.10
Salomon et al. (2004) [8] −0.64± 0.15
Thomas et al. (2005) [9] −0.49± 0.04
Experimental Hulet et al. (2006) [10] −0.54± 0.05
values Jin et al. (2006) [11] −0.54+0.05−0.12
Thomas et al. (2007) [12] −0.565± 0.015
Thomas et al. (2008) [13] −0.60± 0.02
Thomas et al. (2008) [13] −0.62± 0.02
QMC Carlson et al. (2003) [23] −0.56± 0.01
Astrakharchik et al. (2004) [24] −0.58± 0.01
Table 2.1: The present result for the gas coefficient β is compared with recent experi-
mental and QMC data.
β
Present result −0.57
T-matrix (from µ) [18] −0.545
Drummond et al. [22] −0.599
Haussmann et al. [20] −0.64
Pade´ approximation [56] −0.67
BCS theory −0.41
Table 2.2: The present result for the gas coefficient β is compared with other theoretical
predictions.
24
-0.8
-0.75
-0.7
-0.65
-0.6
-0.55
-0.5
-0.45
 2002  2003  2004  2005  2006  2007  2008  2009
β
year
Experiment
QMC
Present result
T-matrix (from µ)
Figure 2.7: Time evolution of the experimental and QMC data of the gas coefficient β
compared to the result of the present theory and the T-matrix result from Ref. [18].
order of the mean-field term. That feature has actually been already underlined
in literature (see, e.g., [19] [22]) through approaches based on a direct calculation
of the grand-canonical potential, while other properties are obtained via standard
thermodynamic identities, e.g., the density by N = −∂Ω/∂µ. The presence of
a fluctuative contribution of the same order of the mean-field implies a feedback
on other quantities, and the global effect has been interpreted as a renormaliza-
tion of the scattering length describing the residual interaction between composite
bosons [19] [22]. In our approach, on the other hand, where the fundamental quan-
tity is the self energy and the key to evaluate the properties of the system is the
single-particle Green’s function, the presence of such an anomalous term in the
energy (or, equivalently, in the grand-canonical potential) ends up simply with a
wrong result for the properties of the composite bosons.
The leading term in the fluctuative contribution below Tc comes from the ex-
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pression:
(E − µN)fluc = V
∫
dq
(2π)3
1
π
∫ +∞
−∞
dω ImΓR11(q, ω)
×
∫
dk
(2π)3
1
β
∑
n
[iωn + ξ(k)]G
BCS
11 (k, ωn)
2
× 1
β
∑
ν
GBCS11 (q− k,Ων − ωn)
iΩν − ω (2.29)
which in strong coupling becomes proportional to ∆4:
(E − µN)fluc ∼ γ (2m)
3/2
256π
∆4
|µ|3/2 (2.30)
where the constant γ ≃ −2.58 is in reasonable agreement with that found by other
groups ([19], [22]).
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Figure 2.8: Energy as a function of T/Tc for (kFaF)
−1 = −1.0.
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Figure 2.9: Energy as a function of T/Tc for (kFaF)
−1 = −0.5.
In Figs. 2.8-2.11 the curve of the energy as a function of T is reported for various
couplings. The behavior of the energy vs temperature is clearly non-monotonic,
with a minimum reached at a T different from zero. This effect was already
evidenced at resonance (when (kFaF)
−1 = 0), but is now more prominent towards
strong coupling. An explanation for this unphysical feature can be attempted
basing on two factors:
• Some authors [57], dealing with 2D-systems, have already recognized a sim-
ilar problem and connected it with the truncated expansion of the Dyson
equation which has been employed also in our calculation for numerical con-
venience. They found that the expansion leads to negative entropy and
specific heat up to some temperature;
• The Bogoliubov theory for point-like bosons suffers from the same shortcom-
ing [58], which then excludes that simply resumming the Dyson equation
could eliminate the problem completely.
It could also be that the presence of additional fluctuative contributions of
the same order of the mean-field term may lead to cancellation of this unpleasant
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Figure 2.10: Energy as a function of T/Tc for (kFaF)
−1 = +0.5.
feature. In fact, we found that the inclusion of the fluctuative off-diagonal term
Σ12 (analog to Σ11 but with Γ12 in the place of Γ11) in the evaluation of E leads
to another mean-field-like contribution in addition to the one of equation (2.30).
This fact could indicate that there can be numerous spurious contributions at the
leading (mean-field) order in E−µN , canceling each other to produce the correct
result.
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Chapter 3
Popov theory for composite
bosons
As we have discussed, the calculation of E based on the theory developed in [18]
and [40] turned out to be quite successfull in the region of low temperatures (with
respect to Tc) over the whole crossover, but to be inaccurate near Tc. Moreover,
similarly to the Bogoliubov theory for point-like bosons, it shows an unphysical
feature due to the non-monotonic behavior of E as a function of T .
In order to improve the theory, we decided to implement a recent approach
based on the inclusion of further fluctuative corrections (besides from the ladder
propagator) in order to recover, in the strong coupling limit, an improved version of
the Bogoliubov theory, i.e., the diagrammatic theory developed by Popov [43], as
outlined by the Camerino group in [41]. An additional reason to include the Popov
contribution is related to the problem of determining the critical temperature of
a homogeneous interacting Fermi gas. Recent results based on Quantum Monte
Carlo calculations give for Tc a value near to 0.15TF, while our theory predicts the
higher value 0.24TF [18]. Haussmann et al. [20] have shown that, including self-
consistency in the T-matrix, gives a critical temperature quite close to the QMC
value. Due to the fact that the Popov correction represents the leading contribution
to self-consistency, our hope is to reduce drastically the distance from our Tc and
the value Tc ≃ 0.15TF predicted by QMC calculations, without including some
unfavorable consequence of the full self-consistency (as evidenced by, e.g. [47]).
In the following sections, an outline of Popov’s original theory for point-like
bosons will be presented, underlining its principal results and features. Then the
characteristics of our improved theory for composite bosons will be described.
This is the theory that will be used to evaluate the critical temperature of a
homogeneous interacting Fermi gas.
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3.1 Popov theory for point-like bosons
Popov theory for point-like bosons aims at describing a system of interacting
bosons in a perturbative fashion, by selecting a class of diagrams which are impor-
tant under certain conditions, when the temperature is in some specific sense not
too close to Tc nor to zero. It is thus a theory describing the condensed phase of the
Bose gas. It can, however, be extended to any temperature and used even above Tc.
Let us start from the condensed phase. Popov selection of the relevant self-energy
diagrams is shown in Fig. 3.1, i.e., it consists of the diagrams already included
in Bogoliubov theory [3] [59] [60] where the interactions affect only particles in
the condensate, supplemented by the diagrams where first-order interactions are
allowed with particles out of the condensate (the usual Hartree-Fock contribution
in perturbation theory).
In the original paper by Popov, instead of the bare interaction a normal-phase
T-matrix is considered, by substituting a ladder summation each time a bare
interaction appears. For our purposes we can limit to a first-order perturbative
term (i.e., the bare interaction), in the same way as considered by Griffin et al.
in [60]. This simplification is possible because at first order Popov theory is well
defined anyway, while the inclusion of the whole bosonic T-matrix starting from
fermionc self-energy terms would be beyond the scope of this thesis.
Figure 3.1: Self-energy diagrams in the Popov approximation involving the bare potential
(dotted line). A solid line denotes a bare or dressed bosonic propagator, a wiggly dashed
line denotes a condensate atom.
Another point to stress here is the choice of which Green’s function to use in the
internal lines of the two additional (with respect to the Bogoliubov’s ones) Popov
diagrams. The natural choice would be to employ the dressed Popov (diagonal)
Green’s function itself, but Popov used instead a non-interacting Green’s function
evaluated at the chemical potential of the non-interacting system considered at
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the same temperature and density. The reason of this choice is that, generally
speaking, the lack of self-consistency simplifies the theory, but care must be ex-
erted in avoiding divergences due to the use of non-interacting Green’s functions
below the transition point. Then the choice of G0(q;µ
(0)) results, where µ(0) is the
chemical potential of the non-interacting Bose gas at the same temperature (with
µ(0) = 0− in the whole condensed phase). We will see below that the results of the
two different choices coincide above Tc.
Let us consider the analytic expression associated with the bosonic diagrams
of Fig. 3.1. For the diagonal element we write:
Σ11(q,Ων) = n0[υ(0) + υ(q)]−
∫
dp
(2π)3
1
β
∑
n
G0(p,Ωn)[υ(0) + υ(p− q)] (3.1)
where G0(q) represents the non-interacting Green’s function evaluated at the chem-
ical potential of the non-interacting system at the same temperature:
G0(p,Ωn) ≡ 1
iΩn − εp + µ(0) =
1
iΩn − εp (3.2)
(we have used the fact that the chemical potential is infinitesimally negative in the
condensed phase for an ideal Bose gas). In Eq. (3.1) υ(q) represents the Fourier
transform of the potential V (r). The off-diagonal element of the self-energy is
instead:
Σ12(q,Ων) = n0υ(q). (3.3)
The use of a contact potential
V (r) = gδ(r)→ υ(q) = g, (3.4)
simplifies the above expressions as follows:
Σ11(q,Ων) = 2gn0 − 2g
∫
dp
(2π)3
1
β
∑
n
G0(p,Ωn), (3.5)
Σ12(q,Ων) = gn0. (3.6)
Performing the Matsubara sum, we get that both elements of the self-energy matrix
are constant:
Σ11 = 2gn0 + 2gn
(0)
exc, (3.7)
Σ12 = gn0, (3.8)
where n
(0)
exc represents the density of excited particles (out of the condensate) of an
ideal Bose gas at the same temperature of the interacting one.
32
Due to the fact that the difference with respect to Bogoliubov self-energy [60]:
ΣBog11 = 2gn0, (3.9)
ΣBog12 = gn0, (3.10)
amounts to a constant shift in the diagonal element, the inclusion of Popov’s
corrections simply results in a redefinition of the chemical potential. Indeed, using
Hugenholtz-Pines relation [61] we get:
µ = Σ11(0, 0)− Σ12(0, 0) = gn0 + 2gn(0)exc, (3.11)
to be compared with Bogoliubov value:
µBog = gn0. (3.12)
Popov Green’s function can be obtained by inserting the self-energies (3.8) into
the Dyson-Beliaev equation [44] expressed in matrix form:
G(q) = G0(q) +G0(q)Σ(q)G(q), (3.13)
where:
G(q) ≡
[
G11(q) G12(q)
G21(q) G22(q)
]
, (3.14)
G0(q) ≡
[
G0(q) 0
0 G0(−q)
]
, (3.15)
and
Σ(q) ≡
[
Σ11(q) Σ12(q)
Σ21(q) Σ22(q)
]
. (3.16)
We get:
G11(q,Ων) =
iΩν + εq + gn0
(iΩν)2 − ε2(q)− 2gn0εq , (3.17)
G12(q,Ων) = − gn0
(iΩν)2 − ε2(q)− 2gn0εq , (3.18)
which are the same as in Bogoliubov theory [3] [60]. Therefore, apart from a shift
in the chemical potential and any other quantity connected with it, the results of
the Popov theory are equivalent to that of Bogoliubov one.
Turning now to the normal phase (T > Tc), the situation appears simpler due
to the disappearance of the condensed density n0 and the off-diagonal terms. The
set of diagrams reduces to the usual Hartree-Fock ones (note that the Bogoliubov
theory recovers instead the ideal Bose gas above Tc). The self-energy becomes:
Σ(q,Ων) = Σ = 2gn
(0) = 2gn (3.19)
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because the total density of the non-interacting system equals that of the interact-
ing one. Again, the constant value of the self-energy allows for a rescaling of the
chemical potential with respect to the ideal case:
µ = µ(0) + 2gn. (3.20)
In the case of interest of a repulsive interaction (the only one possible for a ho-
mogeneous Bose gas in the thermodynamic limit), g is a positive constant and
the chemical potential is pushed towards more positive values. The effect is par-
ticularly important in the region near Tc (where µ
(0) goes to zero), but becomes
negligible when |T − Tc|/Tc & 1.
Comparing Popov treatment of the non-ideal Bose gas with more sophisticated
approaches, we can appreciate what are the limits of the theory. In the region
of low temperatures, Popov’s choice of self-energy diagrams (considered with a
T-matrix in the place of the bare interaction) picks up only few of the diagrams
considered by Beliaev [44], so neglecting contributions which are of the same order
of the retained ones. Near Tc Popov theory neglects contributions to the self-energy
which go like
√
n0 and which are dominant in the limit over the ones held. It can be
shown [60] that the omitted terms are indeed negligible if |T − Tc|/Tc ≫ (n1/3a),
where a is the scattering length connected at first order in the strength of the
potential g = 4πa/m (m being the boson mass).
3.2 Popov theory for composite bosons
Having outlined the Popov theory for point-like bosons, the question now remains
of how to generalize the approach to the case of composite bosons, i.e., how to
choose the fermionic self-energy diagrams in order to recover in the limit of strong-
coupling the analog of Popov theory for dimers composed by two fermions. A direct
way of doing that has been discussed in an article published by the Camerino
group [41]. It is based on the application of the following “rules” of substitution
(starting from bosonic quantities):
1. Introduce a Dyson equation for the generalized particle-particle propagator
Γ(q), of the form of the equation (3.13); in the end, the generalized Γ(q) will
replace the ladder propagator.
2. In equation (3.13), GB0 (q) is replaced by the normal-phase ladder propagator
Γ0(q) of equation (2.2).
3. Replace each condensate line with a factor ∆.
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Figure 3.2: Graphical representation of the effective boson-boson interaction u¯2 of
Eq. (3.21).
4. Replace each interaction line with the effective bosons-bosons interaction:
u¯2(q1, q2, q3, q4) ≡
∫
dp
(2π)3
1
β
∑
n
G0(−p)G0(p+ q2)
×G0(−p + q1 − q4)G0(p+ q4), (3.21)
which represents the exchange of a fermion between two dimers (see Fig. 3.2)
of incoming and outgoing momenta q1, q2 and q3, q4, respectively.
These recipes represent a useful guide for obtaining fermionic ingredients with
known strong-coupling limit, but it should be stressed that different choices of
diagrams may recover the same bosonic limit at the leading order.
The practical implementation of these rules can be simplified by noting that
we already have a particle-particle propagator which allows one to the recover
the Bogoliubov theory, i.e., the matrix Γ(q) whose elements are defined in equa-
tion (2.3) [41]. The Dyson-like equation for Popov’s new propagator ΓPop(q) is:
ΓPop(q) = Γ0(q) + Γ0(q)ΣPop(q)ΓPop(q) (3.22)
where
Γ0(q) ≡
[
Γ0(q) 0
0 Γ0(−q)
]
(3.23)
and ΣPop(q) represents the Popov self-energy written in fermionic terms by use of
the previous rules. Equation (3.22) can be written in the following way:
Γ−1Pop(q) = Γ
−1
0 (q)−ΣPop(q)
= Γ−10 (q)−ΣBog(q)− (ΣPop(q)−ΣBog(q))
= Γ−1(q)− (ΣPop(q)−ΣBog(q)), (3.24)
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where use has been made of the definition of Γ(q) of equation (2.3) in terms of
Γ0(q) and the Bogoliubov-like fermionic self-energy ΣBog(q):
Γ−1(q) = Γ−10 (q)−ΣBog(q). (3.25)
Figure 3.3: Popov diagrams to be expressed in fermionic terms.
This implies that we need to “translate” into fermionic language only the differ-
ence between Popov and Bogoliubov self-energies, i.e., the two terms corresponding
to Hartree-Fock diagrams of Fig. 3.3, with no anomalous corrections [41]. The only
elements different from zero will thus be the diagonal ones. Employing the recipes
already outlined, we get eventually:
ΣPop11 (q) = −2
∑
p
∑
q′
G20(p+ q)G0(q
′ − q − p)G0(−p)Γ(q′). (3.26)
An alternative choice, which is better suited for the condensed phase, would consist
in substituting each bare Green’s function with a BCS one [41]:
ΣPop11 (q) = −2
∑
p
∑
q′
GBCS11 (p+ q)
2GBCS11 (q
′ − q − p)GBCS11 (−p)Γ(q′). (3.27)
The factor of 2 in Eqs. (3.26) and (3.27) originates from the alternative dressing
of the two fermionic lines constituting a single run of the ladder (see Fig. 3.4).
The solution of (3.24) is [41]:[
ΓPop11 (q) Γ
Pop
12 (q)
ΓPop21 (q) Γ
Pop
22 (q)
]
=
[
χ11(−q)− ΣPop11 (−q) χ12(q)
χ12(q) χ11(q)− ΣPop11 (q)
]
× 1[
χ11(q)− ΣPop11 (q)
] [
χ11(−q)− ΣPop11 (−q)
]
− χ212(q)
. (3.28)
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Figure 3.4: Graphical representation of the bosonic self-energy ΣPop11 (q) of Eq. (3.26),
obtained by dressing both fermionic lines in the particle-particle channel.
This system has to be solved together with Eq. (3.27), and depending on the choice
for Γ(q) to be used in (3.27), we may get different schemes of approximation. The
situation is similar to that encountered for point-like bosons, where the internal
lines in the self-energy diagrams could be chosen as a bare Green’s function (eval-
uated at a particular value of the chemical potential) or as dressed ones. For the
self-consistent choice, the Γ(q) of equation (3.27) becomes ΓPop11 (q), such that:
ΣPop11 (q) = −2
∑
p
∑
q′
GBCS11 (p+ q)
2GBCS11 (q
′ − q − p)
×GBCS11 (−p)ΓPop11 (q′). (3.29)
In the other case it becomes instead Γ0(q), having care of evaluating it at the proper
temperature and chemical potential in order to avoid problems of divergences in
the condensed phase:
ΣPop11 (q) = −2
∑
p
∑
q′
GBCS11 (p+ q)
2
×GBCS11 (q′ − q − p)GBCS11 (−p)Γ0(q′;µ∗, T ∗). (3.30)
The extension to the normal phase is readily obtained:
ΣPop(q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p)ΓPop(q′) (3.31)
for the self-consistent case and
ΣPop(q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p)Γ0(q′;µ∗, T ∗), (3.32)
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for the non self-consistent one, with ΓPop(q) defined by:
ΓPop(q) =
1
Γ−10 (q)− ΣPop(q)
(3.33)
and Γ0(q
′) given by the T-matrix of Eq. (2.2). Note that in the expression (3.32)
it could be required to use different internal temperatures and chemical potentials,
because the critical temperature of the system described by the new theory can be
below the critical temperature connected with Γ0, giving then rise to divergences.
For the theory to be predictive, we have to include the new two-particle prop-
agators into fermionic self-energy diagrams. This can be done by simply gener-
alizing Eqs. (2.7) and (2.8), inserting in them the new definitions of two-particle
propagators. The new self-energy in the normal phase can then be taken as:
ΣF(k) = −
∑
q
ΓPop(q)G0(q − k). (3.34)
In the condensed phase, due to the matrix form of the self-energy, we have instead
the two following elements:
Σ11(k) = −Σ22(−k)
= −
∑
q
ΓPop11 (q)G
BCS
11 (q − k),
Σ12(k) = Σ21(k) = −∆.
By use of the Dyson equation, it now becomes possible to obtain the single-
particle Green’s function of the system, and through it all of its relevant properties.
In the condensed phase, the presence of the order parameter ∆ requires the in-
troduction of a further relation. The old theory (the one without the inclusion
of Popov’s corrections) was supplemented by the mean field gap equation (2.10),
a choice made via the usual definition of the gap as the trace of the anomalous
Green’s function G12:
∆ =
1
g
∑
k
G12(k). (3.35)
This choice was made to maintain gapless the excitation spectrum along the whole
crossover. The same line of reasoning forces us to enforce the gapless condition of
the two-particle propagator in the place of (3.35) as being the gap equation of the
system:
ΓPop11 (q = 0)
−1 = 0 (3.36)
⇒ χ11(q = 0)− ΣPop11 (q = 0)− χ12(q = 0) = 0. (3.37)
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3.3 Numerical calculation of Tc throughout the
BCS-BEC crossover
In order to evaluate the critical temperature of the Fermi gas within the approach
outlined above, we need to identify the condition characterizing the critical line at
any coupling. This condition is a generalization of the so-called Thouless criterion:
Γ0(q = 0)
−1 = 0, (3.38)
i.e., the divergence of the ladder propagator at the transition for zero momentum
and frequency, a divergence connected with the instability of the normal state by
pair formation. In our case, the ladder propagator has to be replaced by the one
that includes the Popov’s corrections, and we get accordingly:
ΓPop(q = 0)−1 = 0⇒ Γ0(q = 0)−1 − ΣPop(q = 0) = 0. (3.39)
The set of relations to be solved simultaneously is then given by Eq. (3.39)
supplemented by the density equation:
N
V
= 2
∫
dk
(2π)3
1
β
∑
n
G(k, ωn), (3.40)
where N is the number of fermions in the system and G(k, ωn) is the single-particle
Green’s function obtained from the self-energy (3.34) via the Dyson equation. In an
analogous way to the case of the calculation of the energy, we introduce a truncated
expansion of Dyson equation at first order in the self-energy. This approximation
is suggested by the heavy numerical computations required to solve the problem.
The truncation, however, does not modify the behavior of the theory at the leading
order in weak and strong coupling.
The fermionic Green’s function is then obtained approximately as:
G(k) = G0(k) +G0(k)Σ(k)G0(k)
= G0(k)−G20(k)
∑
q
ΓPop(q)G0(q − k) (3.41)
where ΓPop(q) is defined by Eq. (3.33) and the Popov self-energy correction has
been chosen in a non-self-consistent manner as follows:
ΣPop(q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p)Γ0(q′;µ∗, T ∗). (3.42)
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Here, µ∗ and T ∗ represent the critical chemical potential and temperature, respec-
tively, of a system described by the bare Γ0 (i.e., without the Popov’s corrections),
because using the actual temperature and chemical potential of the system would
result in a divergence at finite momentum in Γ0(q).
To check if the results depend in a sensible way on the choice of (µ∗, T ∗),
we repeated the calculations using (µ∗ + δµ, T ∗ + δT ), with δµ = (0.01 ÷ 0.1)µ∗
and δT = (0.01 ÷ 0.1)T ∗. This inspection showed that in the most important
region of couplings with (kF|aF|)−1 . 1, ΣPop(q) is too strongly dependent on the
temperature of the internal Γ0 to get reliable results. This feature is not totally
unexpected due to the fact that, as we will see, the differences between the new
Tc obtained with the inclusion of the Popov’s corrections and T
∗ of the old theory
become appreciable just in the same region of couplings, suggesting an important
role of the self-consistency there. We will see later how to partially include the
effects of self-consistency in a somewhat simplified manner.
Summarizing, the set of equations which are needed to evaluate the critical
temperature and chemical potential of the system when (kF|aF|)−1 & 1 is as follow:
ΣPop(q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p)Γ0(q′;µ∗, T ∗);
ΓPop(q) =
1
Γ−10 (q)− ΣPop(q)
;
ΓPop(0)−1 = 0;
G(k) = G0(k)−G20(k)
∑
q
ΓPop(q)G0(q − k);
N
V
= 2
∫
dk
(2π)3
1
β
∑
n
G(k, ωn). (3.43)
In the region (kF|aF|)−1 . 1 about the unitary limit, on the other hand, we
decided to employ a different kind of approach, aimed at including a partial self-
consistency without burdening the computation complexity too much. We have
thus assumed that the form of the self-consistent ΣPopSC could be obtained by our
non-self-consistent ΣPop of Eqs. (3.43) simply by rescaling it by a constant factor
υ0, i.e., maintaining unaltered its nodal structure:
ΣPopSC (q) ≃ υ0ΣPop(q). (3.44)
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The self-consistency equation defining simultaneously ΣPopSC (q) and Γ
Pop
SC (q), namely,
ΣPopSC (q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p) 1
Γ0(q′)− ΣPopSC (q′)
, (3.45)
is used for the particular value q = 0 in order to get υ0, by simply inserting it in
the relation (3.44):
υ0Σ
Pop(0) = −2
∑
p
∑
q′
G0(p)
2G0(q
′ − p)
×G0(−p) 1
Γ0(q′)− υ0ΣPop(q′) (3.46)
which is an equation for the single variable υ0.
In the case (kF|aF|)−1 . 1 the set of equations becomes:
ΣPop(q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p)Γ0(q′;µ∗, T ∗);
υ0Σ
Pop(0) = −2
∑
p
∑
q′
G0(p)
2G0(q
′ − p)
×G0(−p) 1
Γ0(q′)− υ0ΣPop(q′) ;
ΓPop(q) =
1
Γ−10 (q)− υ0ΣPop(q)
;
ΓPop(0)−1 = 0;
G(k) = G0(k)−G20(k)
∑
q
ΓPop(q)G0(q − k);
N
V
= 2
∫
dk
(2π)3
1
β
∑
n
G(k, ωn). (3.47)
3.4 Numerical results
The Tc curve we obtained by solving Eqs. (3.43) and (3.47) is shown in Fig.3.5
and compared with known analytic results in the limits of weak and strong in-
teractions (recall that the BCS value of the critical temperature is Tc/TF =
8eγπ−1 exp [π/(2kFaF)− 2], while for an ideal Bose gas the transition tempera-
ture is Tc = 0.218TF). Two independent theoretical estimates are also shown
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Figure 3.5: Critical temperature Tc as a function of the coupling parameter (kFaF)
−1.
The results of the present theory (red solid curve) are compared to the T-matrix val-
ues of Ref. [18] (green dashed curve), the expanded T-matrix (blue dashed curve), the
asymptotic expression for strong coupling TBEC = 0.218TF (black dotted curve) and the
BCS expression (light blue dash-dotted curve).
in Fig. 3.5, the first one obtained in [18] via a T-matrix approximation and the
second one (by our definition the expanded T-matrix) resulting from a truncated
expansion of the Dyson equation in the same way as done in NSR approach. We
see that the Popov’s result converges rapidly to both the matrix and BCS values
for coupling (kFaF)
−1 < −2, while in the strong-coupling side it goes to both T-
matrix results and, of course, to ideal Bose gas value of Tc. It may be noticed that,
differently from T-matrix approximations, the ideal gas result is now approached
from below, and so the present theory lacks the typical maximum of the T-matrix
theory in the region near unitarity.
In Fig.3.6 a comparison with two Quantum Monte Carlo calculations [26] [27]
is shown for a region of couplings about unitarity. It should be stressed that the
results published in [26] represent upper bounds to the true values. The agree-
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Figure 3.6: Critical temperature Tc as a function of the (kFaF)
−1 for a region of couplings
about unitarity. The results of the present theory (red solid curve) are compared to the
T-matrix values of Ref. [18] (green dashed curve), the expanded T-matrix (blue dashed
curve), the asymptotic strong-coupling value TBEC (dotted black curve), the QMC data
from Ref. [26] (light blue squares), and the diagrammatic determinant QMC data from
Ref. [27] (black squares).
ment with both calculations is fairly good just near resonance, while it becomes
increasingly worse toward strong coupling. Notice that the rate of increase for Tc
with increasing coupling is surprisingly high in both Monte Carlo estimates, a fact
that leaves space open to questions concerning the maximum value of Tc reached
by those curves and about at which couplings the same curves would approach
the asymptotic ideal gas result. The somehow suspect results obtained by the
two Monte Carlo groups for the intermediate region of positive couplings can be
connected with the huge numerical effort needed away from unitarity or with the
difficulty of obtaining a correct dilute limit from a simulation at finite density and
volume, or both.
Due to the importance of the unitarity limit (kFaF)
−1 = 0 in the theoretical
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Tc/TF
Present result 0.172
T-matrix [18] 0.243
expanded T-matrix 0.222
QMC [27] 0.152(7)
QMC [26] < 0.15(1)
1
N
expansion [63] 0.136
ε ≡ 4− d expansion [64] 0.249
Borel-Pade´ [64] 0.183
Haussmann et al. [20] 0.160
Drummond et al. [22] 0.225
BCS theory 0.50
Experiment [62] ∼ 0.15
Table 3.1: Critical temperature Tc at (kFaF)
−1 = 0. The result of the present theory is
compared with QuantumMonte Carlo values, other theoretical predictions, and available
experimental data.
understanding of the whole crossover, as well as for its connection with the hypoth-
esis of universality, we have collected in Tab. 3.1 a series of estimates for Tc both
from theoretical approaches and Quantum Monte Carlo simulations, together with
the value obtained from our theory. The only possible direct comparison with the
experimental results can be made through an extrapolation to an unpolarized gas
starting from the value obtained at finite polarization [62], which gives a value of
the critical temperature close to the QMC ones: Tc ∼ 0.15. It should be stressed
that many different critical temperature would be compatible with the data pre-
sented in [62], so the experiment is far from being conclusive.
In Fig. 3.7 the curve of the critical chemical potential vs (kFaF)
−1 is shown
in a region of weak to intermediate couplings, and compared with the T-matrix
approximation of ref. [18] and the expanded T-matrix described above. We see
clearly that, while converging rapidly to the expanded T-matrix result toward
weak coupling (i.e., for (kFaF)
−1 < −1), the Popov’s results are consistently shifted
upwards from resonance toward strong coupling, in agreement with the expectation
which led us to explore such a theory. The result in the region of weak coupling,
tending to the expanded T-matrix one, is readily explained given the fact that in
our theory the Dyson equation is likewise expanded, while the Popov’s correction
to the ladder propagator amounts to subleading fermionic effects with respect to
the ones considered, e.g., by Galitskii [51].
Again, given the importance of the resonant coupling in the phase diagram, we
have collected several values of the critical chemical potential found in the relevant
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Figure 3.7: Chemical potential at the critical temperature Tc vs (kFaF)
−1. The results
of the present theory (red solid curve) are compared to the T-matrix values of Ref. [18]
(green dashed curve) and to the expanded T-matrix value (blue dashed curve).
literature, and compared with the one obtained in this thesis (see Tab. 3.2). We see
that our value is still slightly below the ones supplied by Quantum Monte Carlo
simulations. Compared to the expanded T-matrix result, the effect of Popov’s
correction amount to an upward shift of ∼ 15%. An analog shift starting from the
non expanded T-matrix value would decrease the difference from the QMC results
to less than 5% [26] and less than 20% [27]. This consideration strongly suggests
the importance of the inclusion of higher order effects in the solution of the Dyson
equation of our theory.
The strong-coupling limit of our theory is a useful benchmark to test the nu-
merical accuracy of the whole procedure used to obtain thermodynamic quanti-
ties. In fact, in that limit, the equations simplify considerably and it is possible
to obtain analytic results for the critical chemical potential and temperature. In
Appendix B, it is shown that the critical chemical potential can be written as the
sum of a fermionic term connected with the binding energy of the dimers, plus (in
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µc/εF
Present result 0.384
T-matrix [18] 0.365
expanded T-matrix 0.335
QMC [27] 0.493(14)
QMC [26] 0.43(1)
1
N
expansion [63] 0.585
ε ≡ 4− d expansion [64] 0.18
Borel-Pade´ [64] 0.294
Haussmann et al. [20] 0.394
Drummond et al. [22] 0.459
BCS theory 0.743
Table 3.2: Critical chemical potential µc at (kFaF)
−1 = 0. The result of the present
theory is compared with Quantum Monte Carlo values and other theoretical predictions.
a similar way to the Popov theory for point-like bosons) a part proportional to the
coupling constant of the residual interaction between bosons:
µ ≡ −1
2
ǫ0 +
1
2
µB
≃ −1
2
ǫ0 + gnB
= − 1
2ma2F
+
2πaF
m
n
= εF
(
− 1
k2Fa
2
F
+
4
3π
kFaF
)
, (3.48)
so we get for µB the expression
µB ≡ 2µ+ ǫ0
≃ 8
3π
kFaFεF. (3.49)
In Fig. 3.8 a comparison is made between the numerical bosonic chemical po-
tential obtained from µc by use of the asymptotic value (3.49). The agreement is
excellent, while both the T-matrix approximation and its expanded version give
results near zero, in agreement with their own asymptotic value, i.e., the result of
the ideal Bose gas (µB = 0
−).
In Fig. 3.9, we report a plot describing the evolution of the scaling constant
υ0 (defined by Eq. (3.44) and employed in the region of intermediate coupling
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Figure 3.8: Strong-coupling limit of the bosonic chemical potential µB = 2µ + ǫ0. The
results of the present theory (red solid curve) are compared with a known analytic limit
(purple dotted curve), the T-matrix results [18] (green dashed curve), and the expanded
T-matrix results (blue dashed curve).
(kF|aF|)−1 < 1 as representing a partial inclusion of self-consistency) along the
crossover. We see that the value of υ0 is strongly different from 1 near unitarity
as expected, but it tends rapidly to one away from this region. This implies that
the role of self-consistency is quite important near the resonance but becomes
negligible away from it.
The last point that we explore is connected with the theory developed by
another group working on the same field, which employed a self-consistent T-
matrix approach to evaluate the thermodynamic quantities of a homogeneous
Fermi gas [20]. They get results similar to ours (see Fig. 3.10), and through
the self-consistency of the T-matrix they include, among others, also the dia-
grams considered by us as Popov corrections. This comparison implies that the
Popov diagrams alone are sufficient to explain the discrepancy between the non-
self-consistent T-matrix (as in [18]) and the QMC results at unitarity, so that other
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Figure 3.9: Scaling constant υ0 as a function of the coupling parameter (kFaF)
−1.
diagrams appear to amount to a few percent modifications of this leading effect.
We can conclude that we have singled out the leading diagrammatic contribution
to the strong reduction (from 0.22 ÷ 0.25 to 0.17) of the critical temperature at
unitarity. The remaining part (from 0.17 to ∼ 0.15, provided the QMC values
are correct) should be connected with the other leading contribution originating
from the weak-coupling side which is missed in most theoretical treatments, the so-
called Gorkov-Melik-Barkhudarov correction [46] (the Camerino group is working
on the inclusion of that effect).
Moreover, QMC results based on the so-called diagrammatic determinant Monte
Carlo technique may point to the peculiar situation where, notwithstanding the
limit of the perturbative approach in a situation of a divergent coupling parameter
at unitarity, many diagrams appear to cancel each other to leave a contribution
described essentially by the leading perturbative terms! For this reason we believe
that an approach, which identifies one by one the effects of individual diagram-
matic contributions to the properties of the system, is the only way to understand
deeply the physics of a strongly interacting Fermi gas.
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Figure 3.10: Critical temperature Tc as a function of the coupling parameter (kFaF)
−1.
The results of the present theory (red solid curve) are compared with the results of
Ref. [20] (green dashed curve), the QMC data of Ref. [26] (blue solid squares), and the
DD-QMC of Ref. [27] (purple squares).
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Chapter 4
Conclusions
During my three years of graduate studies, I have evaluated the total energy E of a
homogeneous ultra-cold Fermi gas with the approach developed by Prof. Strinati’s
group at the University of Camerino. To overcome the computational complexity
of the problem, I have introduced a truncated expansion of the Dyson equation,
together with a spectral representation for the ladder propagator Γ (in order to con-
vert the discrete Matsubara summations into integrations along the real axis), and
the diagrammatic subtraction of the leading contribution in the strong-coupling
limit (i.e., µN).
The results I have obtained are in good agreement with Quantum Monte Carlo
simulations at zero temperature, particularly near the unitary limit. The behavior
of E as a function of T appears to be non-monotonic, giving rise to negative
specific heat and entropy. Concerning the unitary limit, the agreement with QMC
calculations is good near T = 0, but worsens in the temperature region near the
transition. Here the value of the energy predicted is too low, and the chemical
potential is consistently too small. The results for the strong-coupling limit show
the presence of a mean-field-like contribution, in the sense that the fluctuative
terms amount to a leading correction instead than to a subleading one as expected.
This feature seems to have the same origin and behavior of those terms that
renormalize the bosonic scattering length as found by different theoretical groups
with approaches different from ours [19] [22]. I was, in addition, able to identify
another contribution of the same leading order, connected with the off-diagonal
fluctuative self-energy term Σ12, which possesses opposite sign with respect to the
first one.
Successively, in order to improve the theory in the strong-coupling limit, and
having in mind to recover there a more sophisticated approximation for the com-
posite bosons (the Popov theory instead of the Bogoliubov one), as well as hoping
to reduce the difference from Quantum Monte Carlo computations at unitarity, I
have included the relevant corrections over and above the ladder approximation to
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the T-matrix as outlined in [41], and evaluated the transition temperature of the
gas along the crossover.
The numerical scheme I have employed has consisted of a non-self-consistent
Popov self-energy (with the internal Γ taken in ladder approximation and evaluated
at suitable chemical potentials and temperatures to avoid divergences), together
with a truncated Dyson equation and the use of a generalized Thouless criterion.
In the relevant region near the unitary limit, where the difference between the
critical temperature predicted by the theory and the internal temperature of the
ladder is not negligible, I decided to introduce a partial dressing of self-consistency
by using a rescaled Popov self-energy ΣPop, assuming that the relevant part of self-
consistency can be incorporated by maintaining the same nodal structure of the
non-self-consistent ΣPop. The two different schemes connect smoothly with each
other, and provide the curves of Tc and µc along the crossover. The results obtained
show a sensible reduction of the discrepancy at unitarity with respect to recent
Quantum Monte Carlo simulations for the critical temperature, and an upwards
shift of about 15% of the chemical potential with respect to the case where the
Popov’s corrections were not included (the so-called expanded T-matrix). This
difference goes exactly in the direction we predicted, showing that the Popov’s
corrections are the most important part of the fluctuations which are needed to
describe in a detailed way a Fermi gas of atoms in the crossover.
The results obtained, however, do not compare favorably with Quantum Monte
Carlo calculations in the coupling region just past the unitarity limit, where QMC
data seem to show too fast an increase of Tc. Moreover, some considerations
made by one of the leading QMC groups appear to point to cancellations among
many higher order diagrams in the unitary region, leaving as the important ones
just those predicted by perturbation theory to be relevant in the regions of weak
and strong coupling. This possibility greatly emphasizes the importance of an
approach, like ours, which picks up the important contributions where a small
parameter exists. The physical understanding gained by such an approach is, in my
opinion, very precious, to the extent that it can be compared with other approaches
for which, apart from producing numbers in agreement with experiments, the
identification of the important effects remains somewhat difficult.
My results using the Popov’s theory of composite bosons are similar to those ob-
tained by another group [20], using an approach based on a fully self-consistent T-
matrix. While this can be considered as an indication that the full self-consistency
is not so important once the relevant diagrammatic contributions have been iden-
tified, I should add that, at least for the Hubbard model, the self-consistent T-
matrix proved to give problematic results for what concerns response properties
of the system [47]. Our hope is that, introducing the minimal terms (such as the
Popov’s contribution) needed to obtain good agreement with experimental and
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QMC data, we could eventually be able to avoid these kind of problems in the
response properties.
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Appendix A
Analytic evaluation of Matsubara
sums
In Chapters 2 and 3 we have employed a truncated version of the Dyson equa-
tion in order to perform analytically some of the Matsubara sums entering the
evaluation of thermodynamic quantities (such as density and energy) in terms of
finite-temperature Green’s functions. In particular, in Chapter 2 we have being
concerned with the calculation of the energy of the Fermi gas using the expres-
sion (2.27), which we here rewrite for clarity:
E − µN = (E0 − µN0)− V
∫
dq
(2π)3
1
π
∫ +∞
−∞
dω ImΓR(q, ω)
∫
dk
(2π)3
× 1
β
∑
n
(iωn + ξk)G
2
0(k, ωn)
1
β
∑
ν
G0(q− k,Ων − ωn)
iΩν − ω . (A.1)
Let us look in details at the analytic evaluation of all the Matsubara sums
appearing in this expression. Using a technique outlined in textbooks (e.g. [3], [65],
[66]), we express a discrete summation as an integration along a proper contour
in the complex plane, using a suitable weight function. For bosonic sums, running
along even frequencies, it can be shown [3] that under conditions satisfied in our
cases1 the following identity holds:
1
β
∑
ν
g(iΩν) = −
∑
i
Res[b(z)g(iΩν → z), z = zi] (A.2)
where b(z) is the Bose function of argument z
b(z) ≡ 1
exp(βz)− 1 (A.3)
1The conditions concern the convergence of the series and the integral, usually assured by the
convergence factors eiΩν0
+
and ez0
+
, and the absence of branch-cut discontinuities within and
on the contour.
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and the sum on the rhs includes all poles zi of the function g(z).
The bosonic sum of interest in Eq. (A.1) is:
1
β
∑
ν
G0(q− k,Ων − ωn)
iΩν − ω =
1
β
∑
ν
1
(iΩν − ω)(iΩν − iωn − ξq−k)
= −Res[ b(z)
(z − ω)(z − iωn − ξq−k) , z = ω]
−Res[ b(z)
(z − ω)(z − iωn − ξq−k) , z = iωn + ξq−k]
=
b(iωn + ξq−k)− b(ω)
ω − iωn − ξq−k
=
f(ξq−k) + b(ω)
iωn + ξq−k − ω (A.4)
where f(x) is the Fermi function
f(x) ≡ 1
exp(βx) + 1
(A.5)
and we have exploited the identity b(x+ iωn) ≡ b(x+ i(2n + 1)π/β) = −f(x).
Now for what concerns the fermionic summation in Eq. (A.1) we have:
1
β
∑
n
(iωn + ξk)G
2
0(k, ωn)
f(ξq−k) + b(ω)
iωn + ξq−k − ω
=
1
β
∑
n
(iωn + ξk)[f(ξq−k) + b(ω)]
(iωn − ξk)2(iωn + ξq−k − ω) . (A.6)
In an analog way as for bosons, the following identity can be used
1
β
∑
n
g(iωn) =
∑
i
Res[f(z)g(iωn → z), z = zi], (A.7)
by which we get:
∑
i=1,2
Res[f(z)
(z + ξk)[f(ξq−k) + b(ω)]
(z − ξk)2(z + ξq−k − ω) , z = zi] (A.8)
where z1 = ξk and z2 = ω− ξq−k. After straightforward algebra Eq. (A.6) reduces
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to:
1
β
∑
n
(iωn + ξk)[f(ξq−k) + b(ω)]
(iωn − ξk)2(iωn + ξq−k − ω) = [f(ξq−k) + b(ω)]
×
{
f(ω − ξq−k) (ω − ξq−k + ξk)
(ω − ξq−k − ξk)2
+f ′(ξk)
(ξk + ξk)
(ξk + ξq−k − ω)
+
f(ξk)
(ξk + ξq−k − ω)
−f(ξk) (ξk + ξk)
(ξk + ξq−k − ω)2
}
. (A.9)
Let us now study the more involved case occurring for the condensate phase.
The expression to be considered for the total energy is that of Eq. (2.16), rewritten
below in a compact form for the sake of clarity:
E = EBCS −
∑
q
Γ11(q)
∑
k
(iωn + εk + µ)
{
GBCS11 (k)
2GBCS11 (q − k)
+GBCS12 (k)
2GBCS11 (q + k)
}
. (A.10)
Inserting the spectral representation for Γ11 as defined by Eq. (2.18) and subtract-
ing the term µN , we get:
E − µN = (EBCS − µNBCS)− V
∫
dq
(2π)3
1
π
∫ +∞
−∞
dω ImΓR11(q, ω)
∫
dk
(2π)3
× 1
β
∑
n
(iωn + ξk)
{
GBCS11 (k)
2 1
β
∑
ν
GBCS11 (q − k)
iΩν − ω
+GBCS12 (k)
2 1
β
∑
ν
GBCS11 (q + k)
iΩν − ω
}
(A.11)
where NBCS represents the mean-field density evaluated at the chemical potential
µ. Consider first the two bosonic sums. For the first one, we have:
1
β
∑
ν
GBCS11 (q − k)
iΩν − ω =
1
β
∑
ν
1
(iΩν − ω)
iΩν − iωn + ξq−k
(iΩν − iωn)2 − E2q−k
=−
∑
i
Res
[
b(z)
(z − ω)
z − iωn + ξq−k
(z − iωn)2 − E2q−k
, z = zi
]
(A.12)
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where z1 = ω, z2 = iωn + Eq−k, and z3 = iωn − Eq−k. Simple algebra then leads
to:
−b(ω) ω − iωn + ξq−k
(ω − iωn)2 −E2q−k
− b(iωn + Eq−k) 1
(iωn + Eq−k − ω)
Eq−k + ξq−k
2Eq−k
−b(iωn − Eq−k) 1
(iωn −Eq−k − ω)
Eq−k − ξq−k
2Eq−k
= b(ω)
ω − iωn + ξq−k
E2q−k − (ω − iωn)2
+ f(Eq−k)
Eq−k + ξq−k
2Eq−k(iωn + Eq−k − ω)
+f(−Eq−k) Eq−k − ξq−k
2Eq−k(iωn − Eq−k − ω) . (A.13)
The other bosonic sum in Eq. (A.11) gives:
1
β
∑
ν
GBCS11 (q + k)
iΩν − ω = b(ω)
iωn − ω − ξq+k
(iωn − ω −Eq+k)(iωn − ω + Eq+k)
+f(Eq+k)
Eq+k + ξq+k
2Eq+k(iωn + Eq+k − ω)
+f(−Eq+k) Eq+k − ξq+k
2Eq+k(iωn − Eq+k − ω) . (A.14)
Turning our attention to fermionic sums, and employing the same technique
discussed above, after a lengthy calculation we write:
1
β
∑
n
(iωn + ξk)
3
(iωn −Ek)2(iωn − Ek)2
{
b(ω)
iωn − ω − ξq−k
(iωn − ω −Eq−k)(iωn − ω + Eq−k)
+f(Eq−k)
Eq−k + ξq−k
2Eq−k(iωn + Eq−k − ω)
+f(−Eq−k) Eq−k − ξq−k
2Eq−k(iωn −Eq−k − ω)
}
= b(ω)
{
(Eq−k − ξq−k)(Eq−k + ξk + ω)3f(ω + Eq−k)
2Eq−k(E2k − (ω + Eq−k)2)2
+
(Eq−k + ξq−k)(ξk − Eq−k + ω)3f(ω − Eq−k)
2Eq−k(E2k − (ω − Eq−k)2)2
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− (Ek + ξk)
3f(Ek)
4E2k(Ek − Eq−k − ω)(Ek + Eq−k − ω)
− (Ek + ξk)
3(Ek − ξq−k − ω)f(Ek)
4E2k(Ek −Eq−k − ω)(Ek + Eq−k − ω)2
− (Ek + ξk)
3(Ek − ξq−k − ω)f(Ek)
4E2k(Ek − Eq−k − ω)2(Ek + Eq−k − ω)
+
3(Ek + ξk)
2(Ek − ξq−k − ω)f(Ek)
2E2k(Ek − Eq−k − ω)(Ek + Eq−k − ω)
− (Ek + ξk)
3(Ek − ξq−k − ω)f(Ek)
4E3k(Ek −Eq−k − ω)(Ek + Eq−k − ω)
+
(Ek + ξk)
3(Ek − ξq−k − ω)f ′(Ek)
4E2k(Ek −Eq−k − ω)(Ek + Eq−k − ω)
+
(ξk − Ek)3f(−Ek)
4E2k(Ek + Eq−k + ω)(Eq−k −Ek − ω)
− (ξk − Ek)
3(Ek + ξq−k + ω)f(−Ek)
4E2k(Ek + Eq−k + ω)(Eq−k −Ek − ω)2
+
(ξk − Ek)3(Ek + ξq−k + ω)f(−Ek)
4E2k(Ek + Eq−k + ω)
2(Eq−k − Ek − ω) +
3(ξk − Ek)2(Ek + ξq−k + ω)f(−Ek)
2E2k(Ek + Eq−k + ω)(Eq−k − Ek − ω)
+
(ξk − Ek)3(Ek + ξq−k + ω)f(−Ek)
4E3k(Ek + Eq−k + ω)(Eq−k − Ek − ω)
+
(ξk −Ek)3(Ek + ξq−k + ω)f ′(−Ek)
4E2k(Ek + Eq−k + ω)(Eq−k − Ek − ω)
}
+
f(Eq−k)(Eq−k + ξq−k)
2Eq−k
×
{[
(Ek + ξk)
2{[E2k + 2Ek(Eq−k − 2ξk − ω) + ξk(−Eq−k + ω)]f(Ek)
+Ek(Ek + ξk)(Ek + Eq−k − ω)f ′(Ek)}
] 1
4E3k(Ek + Eq−k − ω)2
−
[
(ξk − Ek)2{[E2k + ξk(−Eq−k + ω)− 2Ek(Eq−k − 2ξk − ω)]f(−Ek)
−Ek(ξk −Ek)(Eq−k −Ek − ω)f ′(−Ek)}
] 1
4E3k(Eq−k − Ek − ω)2
−(−Eq−k + ξk + ω)
3f(−Eq−k + ω)
[E2k − (Eq−k − ω)2]2
}
+
f(−Eq−k)(Eq−k − ξq−k)
2Eq−k
×
{[
(Ek + ξk)
2{[E2k + 2Ek(−Eq−k − 2ξk − ω) + ξk(Eq−k + ω)]f(Ek)
+Ek(Ek + ξk)(Ek − Eq−k − ω)f ′(Ek)}
] 1
4E3k(Ek − Eq−k − ω)2
−
[
(ξk − Ek)2{[E2k + ξk(Eq−k + ω)− 2Ek(−Eq−k − 2ξk − ω)]f(−Ek)
−Ek(ξk − Ek)(−Eq−k −Ek − ω)f ′(−Ek)}
] 1
4E3k(−Eq−k −Ek − ω)2
−(Eq−k + ξk + ω)
3f(Eq−k + ω)
[E2k + (Eq−k − ω)2]2
}
(A.15)
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and:
1
β
∑
n
∆2(iωn + ξk)
(iωn −Ek)2(iωn − Ek)2
{
b(ω)
iωn − ω − ξq+k
(iωn − ω −Eq+k)(iωn − ω + Eq+k)
+f(Eq+k)
Eq+k + ξq+k
2Eq+k(iωn + Eq+k − ω)
+f(−Eq+k) Eq+k − ξq+k
2Eq+k(iωn −Eq+k − ω)
}
= ∆2b(ω)
{
(Eq−k − ξq−k)(Eq−k + ξk + ω)f(ω + Eq−k)
2Eq−k(E
2
k − (ω + Eq−k)2)2
+
(Eq−k + ξq−k)(ξk − Eq−k + ω)f(ω −Eq−k)
2Eq−k(E
2
k − (ω −Eq−k)2)2
− (Ek + ξk)f(Ek)
4E2k(Ek − Eq−k − ω)(Ek + Eq−k − ω)
− (Ek + ξk)(Ek − ξq−k − ω)f(Ek)
4E2k(Ek −Eq−k − ω)(Ek + Eq−k − ω)2
− (Ek + ξk)(Ek − ξq−k − ω)f(Ek)
4E2k(Ek − Eq−k − ω)2(Ek + Eq−k − ω)
+
(Ek − ξq−k − ω)f(Ek)
2E2k(Ek − Eq−k − ω)(Ek + Eq−k − ω)
− (Ek + ξk)(Ek − ξq−k − ω)f(Ek)
4E3k(Ek −Eq−k − ω)(Ek + Eq−k − ω)
+
(Ek + ξk)(Ek − ξq−k − ω)f ′(Ek)
4E2k(Ek −Eq−k − ω)(Ek + Eq−k − ω)
+
(ξk − Ek)f(−Ek)
4E2k(Ek + Eq−k + ω)(Eq−k −Ek − ω)
− (ξk −Ek)(Ek + ξq−k + ω)f(−Ek)
4E2k(Ek + Eq−k + ω)(Eq−k −Ek − ω)2
+
(ξk −Ek)(Ek + ξq−k + ω)f(−Ek)
4E2k(Ek + Eq−k + ω)
2(Eq−k − Ek − ω) +
(Ek + ξq−k + ω)f(−Ek)
2E2k(Ek + Eq−k + ω)(Eq−k − Ek − ω)
+
(ξk −Ek)(Ek + ξq−k + ω)f(−Ek)
4E3k(Ek + Eq−k + ω)(Eq−k − Ek − ω)
+
(ξk − Ek)(Ek + ξq−k + ω)f ′(−Ek)
4E2k(Ek + Eq−k + ω)(Eq−k − Ek − ω)
}
+∆2
f(Eq−k)(Eq−k + ξq−k)
2Eq−k
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×
{[
− [E2k + 2Ekξk + ξk(Eq−k − ω)]f(Ek)
+Ek(Ek + ξk)(Ek + Eq−k − ω)f ′(Ek)
] 1
4E3k(Ek + Eq−k − ω)2
−
[
[E2k + ξk(Eq−k − ω)− 2Ekξk)]f(−Ek)
+Ek(ξk −Ek)(Eq−k −Ek − ω)f ′(−Ek)
] 1
4E3k(Eq−k −Ek − ω)2
−(−Eq−k + ξk + ω)
3f(−Eq−k + ω)
[E2k − (Eq−k − ω)2]2
}
+∆2
f(−Eq−k)(Eq−k − ξq−k)
2Eq−k
×
{[
− [E2k + 2Ekξk − ξk(Eq−k + ω)]f(Ek)
+Ek(Ek + ξk)(Ek −Eq−k − ω)f ′(Ek)
] 1
4E3k(Ek − Eq−k − ω)2
−
[
[E2k − ξk(Eq−k + ω)− 2Ekξk)]f(−Ek)
−Ek(ξk −Ek)(Eq−k + Ek + ω)f ′(−Ek)
] 1
4E3k(Eq−k + Ek + ω)
2
−(Eq−k + ξk + ω)
3f(Eq−k + ω)
[E2k − (Eq−k + ω)2]2
}
. (A.16)
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Appendix B
Strong-coupling limit of the
Popov theory for composite
bosons
In Chapter 3, we have employed an analytic limit which is valid on the strong-
coupling side (kFaF)
−1 ≫ 1, in order to check the consistency of the numerical
results obtained. To see how this limit results, let us start from the expression of
the Popov self-energy for composite bosons given in Eq. (3.32):
ΣPop(q) = −2
∑
p
∑
q′
G0(p+ q)
2G0(q
′ − q − p)
×G0(−p)Γ0(q′;µ∗, T ∗). (B.1)
In the situation we consider, the fermionic chemical potential µ represents the
largest energy scale in the system, so that β|µ| ≫ 1 and |µ| ≫ µB. While the
fermionic integration over (p, ωn) extends over a scale of order |µ|, the bosonic
integrations over (q′,Ω′ν) and (q,Ων) are limited by the much smaller scale µB.
With good approximation we can then neglect the bosonic momenta and frequen-
cies anywhere they appear with the fermionic ones [41]:
ΣPop(q) ≃ ΣPop(0) ≃ −2
∑
p
∑
q′
G0(p)
2G0(−p)2Γ0(q′;µ∗, T ∗)
= −2
∑
p
G0(p)
2G0(−p)2
∑
q′
Γ0(q
′;µ∗, T ∗). (B.2)
The asymptotic form of Γ0 in strong coupling is [42]:
Γ0(q) ≃ − 8π
m2aF
1
iΩν − q2/(4m) + µB = −
8π
m2aF
GB0 (q) (B.3)
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where GB0 (q) represents the free propagator for a boson of mass mB = 2m and
chemical potential µB. The trace over q
′ in Eq. (B.2) then gives a constant fac-
tor times the density of non-interacting bosons (note that, having employed the
chemical potential and temperature of the the non-interacting gas, this density is
the same as for the interacting system):∑
q′
Γ0(q
′;µ∗, T ∗) =
8π
m2aF
nB =
4π
m2aF
n. (B.4)
Evaluation of the fermionic trace over (p, ωn) then gives:
−2
∑
p
G0(p)
2G0(−p)2 = −2
∫
dp
(2π)3
1
β
∑
n
1
(iωn − ξk)2(iωn + ξk)2
= −2
∫
dp
(2π)3
∑
i
Res
[
f(z)
(z − ξk)2(z + ξk)2 , z = zi
]
= −2
∫
dp
(2π)3
[
ξkf
′(ξk)− f(ξk) + f(−ξk) + ξkf ′(−ξk)
4ξ3k
]
≃ −2
∫
dp
(2π)3
1
4ξ3k
= −2 (2m)
3/2
128π|µ|3/2 ≃ −
m3a3F
8π
(B.5)
where use has been made of the condition β|µ| ≫ 1 to neglect exponentially small
terms, and µ has been approximated by half the binding energy µ ∼ −(2ma2F)−1.
In the end, we get:
ΣPop(q) ≃ −ma2FnB ≡ Σ0. (B.6)
Popov’s two-particle propagator then becomes:
ΓPop(q) =
1
Γ0(q)− ΣPop(q) ≃
1
−m2aF
8pi
[
iΩν − q2/(4m) + µB + 8pim2aFΣ0
]
1
−m2aF
8pi
[
iΩν − q2/(4m) + µB − 2
(
4piaF
m
)
nB
] . (B.7)
Note that the inclusion of the Popov’s correction simply amounts to a shift of the
bosonic chemical potential µB with respect to the non-interacting one µ
(0)
B :
µB − 2
(
4πaF
m
)
nB = µ
(0)
B . (B.8)
Considering that the critical chemical potential for the ideal case is µ
(0)
c = 0, we
get eventually the result:
µB = 2
(
4πaF
m
)
nB =
8
3π
kFaFεF. (B.9)
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