This paper provides a numerical analysis for European options under partial integro-differential Bates model. An explicit finite difference scheme has been used for the differential part, while the integral part has been approximated using the four-points open type formula. The stability and consistency have been studied. Moreover, conditions guaranteing positivity of the solutions are provided. Illustrative numerical examples are included.
Introduction
It is well known that the geometric Brownian motion proposed by BlackScholes [1] fails to reflect some empirical phenomena such as the volatility smiles and skews in the return distribution and the large random fluctuations as crashes and rallies. There are two ways of developing option pricing models capturing 5 such behavior; firstly adding jumps into the price process for the underlying asset, as proposed by Merton [2] and Kou [3] ; secondly, allowing the volatility to evolve stochastically for instant Hull and White [4] and Heston [5] .
Essentially, stochastic volatility appears to be needed to explain the variation 10 in strike at longer time, although it performs poorly across different maturities, especially at shorter time. Adding jumps to the price and/or the volatility provides a great flexibility allowing to explain the strike variation at shorter time, [6, Chap. 14] . In this sense, Cont and Tankov (2003) indicate that a model combining both stochastic volatility and jump diffusion feather provides 15 more reasonable results.
Bates Model [8] combines the Merton and Heston models by adding lognormally distributed jumps to the square root volatility process introduced by Heston. Other further extensions have been studied in [9, 10, 11] . 20 In this paper we deal with the Bates model that describes the behavior of the underlying asset S and its variance ν by the coupled stochastic differential equations: dS(t) = (r − q − λξ)S(t)dt + ν(t)S(t)dW 1 + (η − 1)S(t)dZ(t), dν(t) = κ(θ − ν(t))dt + σ ν(t)dW 2 , dW 1 dW 2 = ρdt, where W 1 and W 2 are standard Brownian motions, Z is the poisson process.
The parameter r is the risk free interest rate, q is the continuous dividend yield, λ is the jump intensity, κ is the mean reversion rate, θ is the long-run variance, σ is the volatility of the variance ν, ρ is the Wiener correlation parameter, η is the jump amplitude of the jump diffusion process and ξ is the expected relative jump 
where τ = T − t is the time to maturity. and the density function f (η) is given by
where µ is the mean of the jump andσ is the standard deviation. For the European call option we consider the initial condition
where E is the strike price. We assume the boundary conditions applied to the Heston model, see [14] , but modified for ν = 0 due to the additional integral term appearing in Bates model. For the boundaries S = 0 and S → ∞ one gets
Note that this last condition means a linear behavior of the option price for large values of S with slope 1. Based on that fact, we replace it by the following condition, see [15, Chap. 3, pag . 54]
with slope e −qτ for large values of S due to the dividend payment. For ν → ∞ and ν = 0, the corresponding boundary conditions are imposed as follows
where ϕ = Sη.
Some authors used an alternative boundary condition see [21, 23] . Chiarella et.
al. [13] used the method of lines to solve the American call option problem for
Bates model by discretizing with respect to time and variance variables obtaining a system of first order ordinary differential equations with two unknowns the price and its derivative with respect to asset variable. Then the system is solved using Riccati transformation, see [16] . Final discretization achieves 30 a seven points stencil scheme treated using a linear complementarity problems (LCP). More recently [17] treat also the American call option problem under the Bates model using a full discretization for the spatial variable driving to a seven point finite difference stencil and the quadrature term is discretized using the quadrature rule based on piecewise linear interpolation. The authors use
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Rannacher scheme [18] for the time-stepping and the resulting LCP problem is solved using an iterative method.
The model (1)- (7) has two challenges from the numerical analysis point of view.
Firstly, the presence of a mixed spatial derivative term involves the existence of negative coefficient terms into the numerical scheme deteriorating the quality of 40 the numerical solution such as spurious oscillation and slow convergence, see the introduction of [19] . Secondly, the discretization of the improper integral part should be adequate with the bounded numerical domain and the incorporation of the initial and boundary conditions.
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Dealing with prices, guaranty of the positivity of the solutionis is essential.
In this paper we construct an explicit difference scheme that guarantees positive solutions. We transform the PIDE (1) into a new PIDE without mixed spatial derivative before the discretization, following the idea of [20] , and avoiding the above quoted drawbacks. Furthermore, this strategy has additional computa-50 tional advantage of the reduction of the stencil scheme points, from nine [21, 22] or seven [13, 17] to just five.
The discrete treatment of the integral part is performed taking into account the chosen boundary numerical domain together with the boundary conditions The organization of the paper is as follows. In Section 2 we transform the original problem into a new one without cross derivative term. We also construct the difference scheme including its matrix form that will be used in Section 3 to study positivity and stability. Section 4 is addressed to the study of con- 
Matrix A is said to be nonnegative if a ij ≥ 0 for all 1 ≤ i ≤ m, 1 ≤ j ≤ n , and we denote A ≥ 0. For x ∈ R, the error function of x is denoted by erf(x) and is given by [26, pag. 93] erf
Problem Transformation and Scheme Construction

The transformation of the problem
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We begin this section by eliminating the mixed spatial derivative term of (1), inspired by the reduction of second order linear partial differential equation in two independent variables to canonical form, see [27, Chap. 3] and [20] for details. Let us consider the following transformation
whereρ = 1 − ρ 2 , 0 < |ρ| < 1, obtaining the following transformed equation
with
For the sake of convenience in the matching of the further discretization of the differential and integral parts of (10), we consider now the substitution
Hence from 2 and (11) one gets
where m = ρ ρ . Note that from (9), we have
The initial and boundary conditions (3)- (7) are transformed into the corresponding conditions using (9) and (13).
w(x, y, 0) = max{e
w(x, y, τ ) ≈ exp x σρ
w(x, y, τ ) ≈ exp
From [28, 29] a suitable bound for the underlying asset variable S is available and generally accepted. In an analogous way, considering an admissible range of the variance ν, we can identify a convenient-bounded numerical domain R =
Under the transformation (9) as it is shown in [20] the rectangle R is transformed into the rhomboid ABCD as shown in Fig. 1 , where the sides are given by
where 
The numerical scheme
In light of the transformation (9) and the boundary given by (21), we use a discretization of the numerical domain where the space stepsizes h = ∆x and h y = ∆y = |m|h are related by the slope m = ρ ρ . Here we subdivide space-time axes into uniform spaced points using
where
|m|h and k = T Nτ . Note that any mesh point in the computational spatial domain has the form
The discretization for the boundary points is given by
Denote the approximate value of w at a representative mesh point P (x i , y j , τ n )
by W n i,j , we implement the center difference approximation for spatial partial derivatives such that
and ∂w ∂τ is discretized using the explicit forward approximation
For the approximation of the integral part I(w) in (11) 
and the integral part is given by
assuming that N x has been previously chosen as a multiple of 5. The weight function g i, is given by
The initial condition (16) is discretized into
and the two Dirichlet conditions (17) along AD and (18) along AB take the forms
respectively. For the boundary condition along BC, x is constant x = b and from (18) one gets
Note that the boundary condition (20) The centered finite difference approximation for the directional derivative along CD at the mesh point (x i , y Ny+i , τ n ) ∈ P (CD) is given by
and the backward difference approximation has been used for the term κθ ∂w ∂y ,
while the integral part of (20) is approximated using four points open type formula. For the sake of positivity of the coefficients of the scheme, we take the following special approximation of the term
From (37)-(39) the boundary condition (20) is approximated by
for 1 ≤ i ≤ N x − 1 and 0 ≤ n ≤ N τ − 1, wherê
and J n i,Ny+i is obtained from (31) taking j = N y + i. In order to study the stability of the numerical scheme (28)- (41), let us write it in a matrix form. It is convenient to write the numerical solutions {W n i,j } in a suitable vector form, following the strategy of [30] , let us define the vector
Hence numerical scheme (28)-(41) can be written in a matrix form as
where D and P are square matrices of size (N x + 1)(N y + 1) × (N x + 1)(N y + 1)
representing the discretization of the differential and integral parts of the scheme (28)- (41) respectively. The block matrix D can be written in the explicit form
where I and Θ are the identity and zero matrices in R (Ny+1)×(Ny+1) . The block entriesC( ), B( ) andĈ( ) are matrices ∈ R (Ny+1)×(Ny+1) such that
With respect to the matrix P, we denote its block entries by P s such that 
where P (s) ( − 1) are matrices in R (Ny+1)×(Ny+1) their elements are denoted by P s ij ( − 1). Note that from the periodic weight structure ({0, 11, 1, 1, 11, 0, . . .}) of four points open type formula (31), one gets
for s = 2, 7, . . . , N x − 3 and s = 5, 10, . . . , N x , we have
Finally for s = 3, 8, . . . , N x − 2 and s = 4, 9, . . . , N x − 1,
Thus the matrix representation of the scheme (31)-(41) has been detailed in (43-51).
3. Numerical properties of the scheme
Positivity of the solution
We start this section by providing suitable conditions on the step sizes that guarantee the positivity of the numerical solution {W Note that as ν i,j defined in (23) satisfy 0 < ν 1 ≤ ν i,j ≤ ν 2 , the coefficient (29) is nonnegative under the following condition
Note also from (29) that coefficientsα i,j andα i,j are simultaneously nonnegative provided that
Ifb ij = 0, then (54) holds for any value of the step size h. Otherwise (54) can be written in the following form
and from lemma 1 for z = ν i,j , α = −1 and β = 2ξ, z i = ν i , i = 1, 2, one gets that (55) is verified under condition
Similarly, one guarantees the simultaneous positivity of the coefficients α i,j and
From (29), we have
and from lemma 1, (57) holds true under the condition
where α and β are defined in (58). Then by incorporating the conditions (56) and (59) one gets
To guarantee the positivity of the numerical solution on boundary of the domain, it is sufficient to put condition on the coefficientsâ i of (40) defined in (41) in terms of h and k. This condition is
The entries of matrix P are nonnegative since the coefficients of the integral 75 part of the scheme given by (28) by (42) and (43) satisfies
where Λ > 0 is independent of n, h and k.
We begin here by providing bounds for the infinite norm of D and P. From (29) and (41), under the positivity conditions of theorem 1, we have
From (63) and the structure of matricesC, B andĈ, given by (45)-(47) it follows
From the definition of D (44), property of infinite norm of the block matrices (8) and (64), one gets
In order to bound the norm of the matrix P (48)-(51), let i m be the row that coincides with the infinite norm of P, therefore
Since the right hand side of (66) represents the approximation of
see (32), its value is given by
Then for small enough h, we have
and from (42) it follows that
and from (66) and (67), one gets
Summarizing, according to definition (1), a conditional strong uniform stable scheme is established.
Consistency
Let us denote the local truncation error T n i,j (w) as
where w is the exact theoretical solution for the PIDE (10), (w
F (W n i,j ) = 0 represent the approximating finite difference equation (28), L(w) is the differential operator of (10) and I(w) is the integral part given by (14) .
Based on the definition of consistency of [31] and [32], a numerical scheme is consistent with a PIDE if an exact theoretical solution of the PIDE approximates well the difference scheme as the stepsizes discretization tend to zero, i.e., Let w be a continuous function of x, y and τ with continuous derivatives of order four with respect to x and y and of order two with respect to τ . By using Taylor expansion about (x i , y j , τ n ), we have
For the second partial derivatives with respect to the spatial variables x and y, the Taylor's expansions are given by
and w n i,j+1 − 2w
The expansions for the first partial derivatives with respect to x and y are given by w n i+1,j − w According to Briani et. al. [33] , since the integral part contains the Gaussian function, then the absolute value of H n i,j (w) can be controlled using a tolerance parameter error ε > 0 by choosing
Furthermore, due to the symmetric property of the probability measure of Gaussian distribution, one can assume that the option price w satisfies the Lipschitz condition with respect to the spacial variables, then one has [33] ,
Finally, from [24, 95] ,
and the fourth derivative of the function w(φ, y j + m(φ − x i ), τ n ) is taken with respect to φ. Hence the total error for the integral part |T n i,j | satisfies
finite difference scheme has been constructed to obtain a numerical approximation for the option price. Furthermore, the positivity conditions are provided, also stability and consistency have been studied. In this section, several examples are provided to study the behavior of the option price obtained by the proposed scheme using Matlab. The used computer has Microprocessor 3.4 GHz The root mean square relative error (RMSRE) is calculated based on the equa-
where U (S i , ν 0 , T ) is the numerical solution at spot variance ν 0 = 0.4. In Table 2 , the variation of error due to the change of the spatial step sizes, while N τ = 500 has been studied. Table ( 2): The associated RMSRE for different values of (Nx, Ny).
The aim of the last example is to study the variation of the resultant error for
European option under Bates model. 2.10 7.91 Table ( 3): The associated RMSRE for several values of Nτ .
The variation of error due to the change of the spatial step sizes, while N τ = 500 150 has been presented in Table 4 .
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