The features of non-stationary multi-component signals are often difficult to be extracted for expert systems. In this paper, a new method for feature extraction that is based on maximization of local Gaussian correlation function of wavelet coefficients and signal is presented. The effect of empirical mode decomposition (EMD) to decompose multi-component signals to intrinsic mode functions (IMFs), before using of local Gaussian correlation are discussed. The experimental vibration signals from two gearbox systems are used to show the efficiency of the presented method. Linear Support Vector Machine (SVM) is utilized to classify feature sets extracted with the presented method. The obtained results show that the features extracted in this method have excellent ability to classify faults without any additional feature selection; it is also shown that EMD can improve or degrade features according to the utilized feature reduction method.
Introduction
Nowadays, vibration condition monitoring of industrial machines is used as a suitable tool for early detection of variety faults. Data acquisition, feature extraction, and classification are three general parts of any expert monitoring systems. One the most difficult and important procedure in fault diagnosis is feature extraction which is done by signal processing methods. There are various techniques in signal processing, which are usually categorized to time (e.g. [1, 2] ), frequency (e.g. [3] ), and time-frequency (e.g. [4, 5] ) domain analyses. Among these, time-frequency analyses have attracted more attention because these methods provide an energy distribution of signal in timefrequency plane simultaneously, so frequency intensity of non-stationary signals can be analyzed in time domain.
Continuous wavelet transform (CWT), as a time-frequency representation of signal, provides an effective tool for vibration-based signal in fault detection. CWT provides a multi-resolution capability in analyzing the transitory features of non-stationary signals. Behind the advantages of CWT, there are some drawbacks; one of these is that CWT provides redundant data, so it makes feature extraction more complicated. Due to this data redundancy, data mining and feature reduction are extensively used, such as decision trees (DT) (e.g. [6] ), principal component analysis (PCA) (e.g. [7] ), independent component analysis (ICA) (e.g. [8] [9] [10] ), genetic algorithm with support vector machines (GA-SVM) (e.g. [1, 2] ), genetic algorithm with artificial neural networks (GA-ANN) (e.g. [1, 2] ), Self Organizing Maps (SOM) (e.g. [11] ), and etc.
Selection of wavelet bases is very important in order to indicate the maximal capability of features extraction for desired faults. As an alternative, Tse et al. [4] presented "exact wavelet analysis" for selection of the best wavelet family member and reduction of data redundancy. In this method, for any time frame, by defining cosine function between wavelet coefficients and the inspected signal, GA finds the scale parameter and some parameters related to wavelet family member (i.e. shape of wavelet). However, in the best conditions, GA finds only the most appropriate member of the wavelet family of the desired adaptive wavelets. This wavelet member may not be necessarily the best wavelet shape. Another approach is designing the wavelet based on similarity of wavelet and desired signal, but this method is not complete because it does not consider frequency properties of wave and signal. Lin and Zuo [12] suggested an adaptive wavelet filter based on Morlet wavelet. In their presented method, wavelet parameters are optimized based on the kurtosis maximization principle. Holm-Hansen et al. [13] presented a customized wavelet using the scaling function that has been derived from the actual impulse response of a ball bearing. Customized wavelet has shown better performance in comparison to other wavelets commonly used in detection of bearing faults.
Although exact wavelet analysis shows efficiency, but it has some drawbacks such as selection of scale in case of multi-component signals, equal weights of all samples participating in each time frame, treating of objective function with non-zero mean signals in each time frame and using of time consuming evolutionary algorithm which will be discussed in the next sections in more details.
Support Vector Machine (SVM) has been used in many applications of machine learning because of high accuracy and good generalization ability. The foundations of support vector machines (SVM) have been developed by Vapnik [14] in 1995 and are gaining popularity due to many attractive features, and promising empirical performance. The formulation embodies the structural risk minimization (SRM) principle, which has been shown to be superior to traditional empirical risk minimization (ERM) principle, employed by conventional neural networks [15] . Many researchers compared SVM with artificial neural networks (ANN) in fault diagnosis (e.g. [1, 2] ) and generally showed that SVMs have better classification ability. Some researches (e.g. [6] ) implemented different SVM algorithms to compare them in the field of gear fault diagnosis. In the current paper, linear SVM has been utilized to determine linear separability of extracted features.
In this paper a modified method for feature extraction based on exact wavelet analysis is presented to improve this analysis. A flowchart is shown in Fig. 1 for summarizing the proposed fault diagnosis procedure that has been used in this research. 
Empirical Mode Decomposition (EMD)
The empirical mode decomposition (EMD) presented by Haung et al. [16] is a decomposition method for nonlinear and non-stationary time-series into a finite set of oscillatory functions called the intrinsic mode functions (IMF). An IMF represents a simple oscillation with the following definition: (1) the number of extrema and the number of zero-crossings must either equal or differ at most by one, and (2) at any point, the mean values of the envelopes defined by the local maxima and the local minima are zero. Therefore, an IMF represents a simple oscillatory mode that has a variable amplitude and frequency as function of time. The readers are referred to [17] to find more details on EMD. The procedure to decompose a signal   xt into its IMFs is as follows: 1) Identify all the local maxima and connect them by a cubic spline to produce the upper envelope,
2) Repeat the procedure for the local minima to produce the lower envelope,   lt .
3) Calculate mean of two envelopes as
Ideally,
 
1 ht should satisfy the definition of an IMF, however, even if the fitting is perfect, a gentle hump on a slope can be amplified to become a local extremum in changing the local zero from a rectangular to a curvilinear coordinate system [17] . To eliminate riding waves and to make the wave profiles more symmetric, a process called sifting by Huang [17] should be followed. Therefore, the next step is: 5) Repeat the procedures 1 to 4 (sifting process), by replacement of 
where
is called daughter wavelet derived from mother wavelet   t  and the bar denotes its complex conjugation and a and b are real-value parameters, called scale and translation, respectively. In this paper, Morlet wavelet [18] , as a non-adaptive wavelet has been selected (Eq. (3)), which is considered as a common wavelet used in fault diagnosis.
where 0 2 equals 5 in this work.
Exact Wavelet Analysis [4]
Exact wavelet analysis, presented by Tse et al. [4] , is aimed to provide a direct measure of the similarity in shapes between the daughter wavelet and the inspected signal. The "normalized dot product" (cosine function) of the CWT and the inspected signal is adopted for measuring their similarity in shape, as shown in Eq. (4). The calculated index from the fitness function provides a measure to evaluate the similarity of the two vectors not only in their magnitudes but also in their geometrical shapes. The higher the indexes of the fitness function, the more similar are the derived wavelet and the portion of the inspected signal. The index of the cosine function approaches to 1 indicating a perfect match, whilst the index approaches to zero shows a mismatch. Genetic algorithms are employed to optimize Eq. (4) as a function of scale and parameters related to wavelet shape that are used to generate a series of daughter wavelets. Therefore, the derived exact wavelets are able to match properties of the inspected signal well. In this method, in each time frame, only one scale among possible scales, which has the best fitness function, is selected. The final extracted features are based on distribution of selected scales obtained by GA.
Modified Exact Wavelet Analysis
As explained in section 4, in exact wavelet analysis, one scale is chosen in each time frame based on maximization of normalized dot product of the wavelet coefficients and the inspected signal. This selection does not guarantee that fault effects are considered in the selected features in case of multicomponent signals. In this paper it has been tried to solve this deficiency. Some drawbacks on exact wavelet analysis that are investigated in this paper are as follows:
1) In the exact wavelet analysis, definition of normalized dot product of the wavelet coefficients and the inspected signal in a time window is based on the equal weight of samples. Indeed, the center sample in window has equal effect with the samples at the boundaries of the window. This is not necessarily the best choice.
2) In practical multi-component signals, exact wavelet selects only one scale corresponding to one component of the signal. This component may not necessarily be due to the faults of the system.
3) In any time frame, the normalized dot product represents a good criterion for finding similarity of zero mean signals and its wavelet coefficients. However, for non-zero mean signals, this measure cannot be as effective as zero mean signals.
4) The use of GA for each time frame is a time-consuming process.
In this paper, some solutions are suggested as a new method for feature extraction based on maximization of "local Gaussian correlation" function of wavelet coefficients and signal. These solutions are as follows:
1) To solve the problem of equal weights, Gaussian weights is presented. The effect of samples, from center of time frame to the ends, reduces according to a Gaussian function from one to zero.
2) In practical applications, especially for vibration signals, there is a probability that the selected scale has not been caused by any faults and effects of the faults may be neglected. Indeed, some of the signal components are due to unbalanced mass, misalignment, looseness, bearing and gear faults, resonance, etc. that can affect the analysis. In order to solve this problem, usage of empirical mode decomposition (EMD) of signal is suggested. By using EMD, primarily, each vibration signal is decomposed to intrinsic mode functions (IMFs) that are almost mono-component and orthogonal.
Then the procedure of exact wavelet analysis is implemented for each IMF. In this way, the probability of omitting scales which are due to the faults is eliminated or at least is reduced.
3) The "normalized dot product" function can be replaced with "local correlation" or "dot product" functions. In order to use these functions for non-zero mean time frames appropriately, subtraction of mean of samples in the selected time frame, and its corresponding wavelet coefficients can provide a solution. The suggested function is not bounded and the greater value means more similarity.
In the modified method, for each selected time frame with length of 21  n samples, the similarity of wavelet coefficients W(a,b) and corresponding signal x(t) is calculated by local correlation function, which is defined in Eq. (5). 
2.146 2 ln10 nn  
4) The GA optimization can be neglected in price of neglecting any adaptive wavelet. This can be done by using an appropriate non-adaptive wavelet and optimization of scale discretely with desirable resolution. So in each time frame, only one parameter (i.e. scale) should be optimized. The advantage of this method is that the optimization algorithm can be omitted with comparing objective function (i.e. local Gaussian correlation or normalized dot product function) in a finite number of discrete scales. Therefore, the computation effort has been significantly decreased. The calculated index in Eq. (5) provides a boundless measure to evaluate the similarity of the two unnecessarily zero mean vectors not only in their magnitudes but also in their geometrical shapes. The higher index of the function, the more correlation is derived. Let's clarify the difference of two functions in Eq. (4) and Eq. (5). It is clear that for constant signal in a time frame for example, Eq. (5) equal zero whereas Eq. (4) is not necessarily zero. In Eq. (4) the greater value of the constant signals leads the greater value of the function whereas in Eq. (5) the magnitude of constant signal doesn't affect the measure of similarity and the value remains zero. So Eq. (5) doesn't consider the effect of constancy and it focuses on similarity of the shape of signal and wavelet coefficients and higher wavelet coefficients, simultaneously. In case of local Gaussian correlation the effects of center of participating signal is more than phenomena that occurred before or will occur in futures.
Support Vector Machine
The concept of support vector machine is extensive. A brief introduction of SVM is presented here and the readers are referred to references [15] and [19] for more details. Without loss of generality, the classification problem can be restricted to consideration of the two-class problem. SVM can be considered to create a line or hyper-plane between two sets of data for classification. Consider the problem of separating the set of training vectors belonging to two separate classes:
with a hyper-plane, . 0.  b wx (8) In the case of two-dimensional situation, the action of the SVM can be explained easily. In this situation, SVM find a line which separates two classes of data (feature sets). This line separates data into two parts so that the data on the right hand belong to one class (Class A) and the data on the left hand belong to the other class (Class B). Many lines may have the ability to separate data completely. However, SVM find the line that has the maximum Euclidean distance between the nearest data to this line both in Classes A and B. The data, which has the minimum distance to this line, are called support vectors (SVs) that are shown in Fig. 2 . Since training SVM with SVs in case of linear separable data is sufficed, the rest of data can be neglected.
The SVs are located in two parallel lines, which are parallel to the separating line. The margin equations for class A and B are:
. 1 (Class A), b  wx (9) and .
(Class B)
. b    wx (10) Figure 2 . Linear separating plane for classification, the support vectors are circled [19] .
Once the SVM has been trained, the decision function in Eq. (11) determines the class of each test sample and indicates its position related to the decision boundary.
The SVM training is obtained by optimizing an objective function that is presented in Eq. (12).
  
The set of vectors is said to be optimally separated by the hyper plane if it has been separated without error and the distance between the closest vector to the hyper plane is maximal [15] . In the case of non-separable data with linear hyper plane, a hyper plane should be defined so that it allows linear separation in the higher dimension (corresponding to nonlinear separating hyper planes). The intent of this paper is to show that the extracted features are linearly separable by the presented method, so Linear SVMs are expected to have excellent classification performance and nonlinear SVMs can be neglected.
Two Illustrative Examples
In this section, in order to clarify the presented method, two examples for two synthetic signals are presented. 
Example 1
The coefficients of CWT of signal   yt are shown in time-scale plane ( Fig. 3(a) ). It is clear that 
Example2
The second example is devoted to a summation of a harmonic signal (   (18) In this example a chirp signal is intentionally chosen because in practical situations with controlled speed, even a small fault in gear can change rotating speed that containing chirp like characteristics due to the impact and inappropriate gear meshing. This is exaggerated in this example. Again, the coefficient of CWT and local Gaussian correlation for synthesized signal and its first two IMFs are shown in Figs. 6-8, respectively. It is obvious in Fig. 6 (b) that local Gaussian correlation of signal, at least in the first half of chirp, cannot extract features of chirp component. Fig. 7(a) and Fig. 8(a) show that when frequency of chirp and harmonic signal at the end of the duration come close together, the EMD fails to decompose the signal appropriately. However, even in these conditions, local Gaussian correlation can track scales related to chirp and harmonic signal in a gentle manner. These two examples show that the greater coefficient of CWT cannot represent the best match of scale with a signal alone. The other fitness functions such as normalized dot product, Gaussian dot product, correlation coefficient have been checked. Among these functions, local Gaussian correlation represented better match than the other functions to follow signal in time-scale plane.
 
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Experimental Results
To evaluate the efficiency of the presented method in fault diagnosis of practical applications, the vibration signals, which have been acquired from two gearboxes, are used in this paper. 
Amirkabir Experimental Setup


. A disk brake system has been considered to provide appropriate load on the system. The gearbox was tested for three conditions; normal, chipped, and worn teeth as shown in Fig.10 . In the chipped case, 50% area from top land of a pinion tooth profile to pitch surface has been eliminated with linear decreasing slop. In the worn case, material of the face and flank of three consequent teeth has been removed with thickness of 0.5 mm . It should be mentioned that the effect of the chipped and worn teeth gears are similar in signal and the difference is minor and these faults intentionally have been chosen to measure power discrimination of the presented methods. For each test condition, data was stored in duration of 10 sec and each acquired signal was divided to 80 segments with the length of 1250 samples. Each segment was used to extract feature sets, so in total 240 ( 80 3  ) feature sets were obtained, 90 sets were used for training the SVM, and the remaining 150 feature sets were used for testing the performance of trained SVM. For the first feature set, the coefficient of CWT and scales that maximize local Gaussian correlation function are shown in Fig. 11 . The differences between gear conditions, obtained by local Gaussian correlation function, are obvious. For investigating the effects of EMD method, selected scales of the first three IMFs for the first segment are considered and plotted in Fig. 12 , as a sample. The distributions of scale levels (suggested by Tse et al. [4] ) in normal, chipped, and worn teeth gears are calculated, and provide 3 32  initial features for each segment. All of initial features obtained from IMFs are mixed together by summation of equivalent scale levels divided by the number of IMFs. This kind of summation sometimes may degrade features' value in classification because the features derived from each IMF have different dependencies to faults and need to be investigated further. So, finally with and without EMD process, 32 features are extracted as final feature sets. The mean of distribution of scale levels for all signal segments with and without EMD is plotted in Fig. 13 .
The final training feature sets are used for training Linear SVM. The performance has been evaluated by test feature sets and has been tested with trained feature sets to evaluate the training success. In order to provide multiclass classification by SVM, one-versus-all approach has been used. The results are represented in Tables 1-3 . For all gear conditions (healthy, chipped, and worn) in Table 1 , local Gaussian correlation has the best match and dot product is on the second. 5.33% improvement has been achieved by local Gaussian correlation in comparison to normalized dot product. The classification performance by using EMD has been increased or decreased depend on the cases. Using EMD has reduced the classification performance in worn teeth condition by about 0.7% with first three IMFs and 1.3% with first four IMFs and 0.7% in chipped tooth with first four IMFs. The results may seem contrary to the expectation of EMD at first, and can be justify by this reason that, all IMFs of signal are not related to fault so summation of features of non-related components (i.e. related IMFs) with related components (i.e. non-related IMFs) in order to reduce features, degrade power of discrimination of the final extracted features. In all of the cases in Table 1 , local Gaussian correlation is dominated to the others. 
Lemmer's Data
In this case study, the machine under investigation is a pump that is driven by an electromotor. The speed of incoming shaft is reduced by two decelerating gear-combinations. Measurements were repeated for two identical machines; the first pump had severe gear damage (pitting), whereas the second pump was fault free [20] . Seven uni-directional accelerometers were used to measure the vibration near different structural elements of the machine (shaft, gears and bearings) [20] . The pinion teeth number was 13 and the driving shaft speed was 997 RPM, which results in a GMF of 13 997 60 216Hz . The first three channels correspond to three different measurement directions at the position near the incoming axis. Sensors 4 to 7 were mounted on the gearbox casing. Sensors 4 and 5 were mounted near the first set of deceleration gears (sensor 4 on the upper part and sensor 5 on the lower part of the casing). Sensors 6 and 7 were mounted near the second set of gears (sensor 6 on the upper part and sensor 7 on the lower part of the casing, near the outgoing shaft). Simultaneously, an oil pump was running at a speed of 1430 RPM. The pump vane consists of 7 blades. The data was measured for 6.08 second, low-pass filtered (analog) to 5kHz and oversampled at 12.8kHz. This gives a data length of 6.08 12800 77824  [20] .
In this paper, the analyses have been done with sensors 1 and 4 under maximal load and no load conditions. The signals have been split to 100 segments to provide 100 feature sets for each gear condition; 40% and 60% of them were used for training and testing, respectively. The remaining details are similar as section 7.1. Distribution of CWT coefficients and selected scales for the first signal segment under maximal load is shown in Fig. 14 , and for an example, selected scales for first three IMFs by local Gaussian correlation are shown in Fig. 15 . The final level distributions contain 42 scale levels corresponding to scales 1 through 42, shown in Fig.15 for sensor 4. The classification performance for full and no load conditions is shown in Tables 4 and 5 . As shown in these tables, by using EMD, classification performance has been increased under maximal load and no-load conditions in case of local Gaussian correlation function. The exception is on Table 5 in case of normalized dot product. It is clear from results that normalized dot product has excellent ability in feature extraction and local Gaussian correlation does not have good performance in this case. To justify the result it may be said that local Gaussian correlation and dot product focus more on the magnitude of wavelet coefficients comparing to normalized dot product and in some cases similarity between signal and wavelet coefficients maybe dominate on the magnitude of wavelet coefficients. So in these conditions, normalized dot product has better ability on feature extraction than the two other functions. With this explanation, the results of Table 4 and 5 in case of signal, the similarity of signal, and wavelet coefficient is more important than the magnitude of wavelet coefficients, this condition doesn't appear on case of decomposed signal in EMD, and local Gaussian correlation again is dominant in feature extraction. 
Conclusions
In this paper, a new method of feature extraction for fault diagnosis has been presented. The method uses Gaussian correlation function in a time frame to determine appropriate scales. Gaussian correlation function can treat to non-zero mean signal in each time frame by conversion of a signal into zero-mean signal in each time frame. EMD is also presented to tackle multi-component signals in real applications. To evaluate the efficiency of the presented method in fault diagnosis of practical applications, the vibration signals, which have been acquired from two gearboxes, are used in this paper.
The obtained results indicate that, the feature extraction based on local Gaussian correlation function of wavelet coefficients and inspected signal has excellent ability to extract features and extracted features are almost linearly separable. In this study, generally local Gaussian correlation has the better performance in feature extraction; also normalized dot product has the best performance in one of the data sets without considering the IMFs. It's been said local Gaussian correlation and dot product are focused more on the magnitude of wavelet coefficients than similarity of wavelet coefficients and inspected signal comparing to normalized dot product and in signal without EMD, normalized dot product may have better performance as seen in one case.
Instead of using evolutionary optimization algorithms (such as GA, PSO), non-adaptive Morlet wavelet and discrete scales has been used in this study. It has been shown that Morlet wavelet has excellent ability to be used in exact wavelet analysis as a non-adaptive wavelet, which sped up the algorithm but did not affect extracted features.
The effects of EMD generally can improve classification performance in different applications, in some cases because of the mentioned combining features may degrade classification performance and need to be more investigated. In sense of computation time, the authors' suggestion is to prevent EMD with this procedure because the number of IMFs in processing has direct relation to computation time. In case of EMD usage, finding a procedure to consider a contribution factor for each IMF can be the subject of future investigations to enhance extracted features.
