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V magistrskem delu je predstavljena ideja izvedbe varovanja sodelujoče 
robotske celice, ki temelji na metodologiji varovanja prek nadzora hitrosti in gibanja. 
Podane in opisane so tudi druge standardne rešitve možnosti varovanja, ki pa imajo s 
praktičnega vidika določene pomankljivosti in omejitve. Te pomankljivosti so bile 
motiv za izdelavo univerzalnejše rešitve.  
Magistrsko delo nas vodi skozi postopek implementacije stereo vida, katerega 
namen je spremljati oddaljenosti objektov interesa, ki so ključni za zagotavljanje 
varnosti take aplikacije. Opisani so koraki ter tudi strojna in programska oprema, ki je 
potrebna za uspešno izvedbo aplikacije. Postopek se začne s kalibracijo posamičnih 
kamer zaradi distorzij, ki se pojavijo v procesu zajema slike, nato sledi stereo 
kalibracija z namenom lažjega iskanja oslonilnih točk med paroma slik in enostavnejše 
določitve razdalje objektov v prostoru. Za zaznavo objektov je bil uporabljen model 
nevronske mreže, ki se je iz baze učnih podatkov naučil detektirati želene objekte 
interesa. Kot zadnji korak sta predstavljena metoda iskanja oslonilnih točk na slikah 
in način izračuna razdalje objekta. 
V zaključku magistrskega dela so podani rezultati in kritična ocena aplikacije, 
pri čemer so opisane pomankljivosti in izzivi, ki so se pojavili med pisanjem tega dela. 




Ključne besede: stereo vid, strojni vid, sodelujoča robotska celica, kalibracija 





The master thesis presents the idea of ensuring safety of a collaborative robotic 
cell, based on the speed and separation monitoring methodology.  Also other standard 
safety approaches for a collaborative application are described, all of which have 
certain disadvantages and limitations. Those shortcomings were the motive for 
creating a more universal solution. 
The thesis guides us through the process of implementing stereo vision, with the 
intention of tracking the positions of our objects of interest, which is key to ensuring 
safety of such an aplication. All of the steps, as well as the hardware and software, 
necessary for its successful operation are explained and described. These steps begin 
with individual camera calibration due to distortion which appear in the image capture 
process. This is then followed by stereo calibration, which is needed in order to find 
the correspondng points between a pair of pictures more easily and also for distance 
estimation between objects in space. A neural network model was used to detect 
objects, which learnt how to detect the desired objects of interest from the learning 
database. Lastly, methods for finding corresponding points as well as object position 
estimation are described. 
The conclusion of the master thesis presents the results and critical appraisal of 
the application, outlining the shortcomings and challenges that emerged while writing 
the application. Finally, potential solutions and possible improvements are described. 
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1  UVOD  
Za zagotovitev potreb današnje potrošniško usmerjene družbe je masovna 
proizvodnja nujno zlo sodobne industrije. Razumemo jo lahko kot izdelavo velikih 
količin kopij oziroma standardnih izdelkov v omejenem časovnem okviru. Da to 
zagotovimo, je izdelava končnega izdelka razdeljena na več procesnih korakov, pri 
katerih se izvede ponavljajoče se opravilo. Zaradi tekmovalne usmerjenosti podjetij, 
sta za obstoj na trgu ključna stalni razvoj in vpeljevanje inovacij v svoje izdelke. Te 
zahteve se močno poznajo tudi na proizvodnih procesih, ki morajo hkrati zagotoviti 
ustrezno kakovost in količino izdelkov ter tudi omogočati fleksibilnost in hitro 
prilagajanje izdelku v razvoju. Robot je pri tem v avtomatiziranih proizvodnih obratih, 
ki stremijo k čim večji avtomatizaciji, procesni stabilnosti in povečevanju 
konkurenčnosti, zaradi svojih lastnosti postal nepogrešljiv člen idustrije, kakršno 
poznamo danes. Poleg tehničnih razlogov za njegovo uporabo, kot na primer 
izboljšanje kakovosti izdelka in večji nadzor nad procesom, so tu še ekonomski in tudi 
humanizacijski vidiki. Med slednje spadata v prvi vrsti predvsem pospešitev cikla in 
razbremenitev človeku težkih, nevarnih in monotonih del. V industriji so najpogosteje 
uporabljeni tako imenovani industrijski roboti, ki se uporabljajo za opravila, kot so 
prelaganje, pakiranje, lepljenje, lakiranje in varjenje. Pionirsko vlogo vpeljevanja 
robotov v proizvodnjo je imela predvsem avtomobilska industrija. Zagotovitev 
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1.1  Varnost 
 
Pogoje oziroma standarde, ki jih pri tem morajo izpolnjevati podjetja, ureja 
nevladna mednarodna organizacija ISO (International Organization for 
Standardization). Standard ISO 10218-1 [1] ureja varnostne zahteve robotov in 
robotskih naprav. Prav tako pa tudi standard ISO 10218-2 [2], ki določa predpise za 
integracijo oziroma robotsko celico (slika 1.1).  
Standard ISO 12100 [3] usmerja pri izdelavi strategije za varovanje strojev 
oziroma robotskih celic. Pri tem je zahtevano, da se izdela ocena tveganja, pri čemer 
se definirajo omejitve strojev, identificirajo potencialne nevarnosti in posledice 
izpostavljenosti ter določi možna frekvenca ponavljanja nevarnosti. Iz ocene tveganja 
razberemo potrebe po morebitnih dodatnih varnostnih ukrepih. Ta postopek je 
iterativne narave in se izvaja za vsako izmed prepoznanih nevarnosti posebej. Grafični 
prikaz standardov je prikazan na sliki 1.1.  
 
Slika 1.1: Grafični prikaz razmerij standardov, ki se navezujejo na robotski sistem ali celico [2] 
 
Temelje je pravzaprav postavil že Isaac Asimov leta 1942 v kratki zgodbi 
»Runaround«, ki je del zbirke »I, Robot« [4]. Zapisal je naslednje tri zakone: 
 
1. Robot ne sme poškodovati človeka ali s svojim nedelovanjem človeku 
povzročiti škodo. 
2. Robot mora ubogati ukaze, ki mu jih da človek, razen če bi bili takšni ukazi 
v nasprotju s prvim zakonom. 
3. Robot mora zaščititi svoj obstoj, dokler takšna zaščita ni v nasprotju s prvim 
ali drugim zakonom. 
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Asimov je kasneje dodatno razvil idejo, kako naj bi potekala interakcija med robotom 
in človekom, in je tako dodal še ničti zakon, ki pravi: 
  
0. Robot ne sme škodovati človeštvu ali s svojim nedelovanjem povzročiti 
človeštvu škodo. 
 
1.1.1  Gradniki varovanja robotske celice 
Primarno sredstvo za zaščito robotskih celic je varnostna ograja, ki loči območje 
med celico in ostalo proizvodnjo ter onemogoči vstop v delovno območje robota in 
drugih strojev, ki so del celice. Skoraj vedno pa se zaradi potrebe vstopa v celico 
varnostna ograja kombinira z različnimi rešitvami. Najpogostejši razlogi so pretok 
materiala, menjava orodij in servisiranje. Metoda varovanja se v tem primeru izbere 
na podlagi ocenitve zagotavljanja varnosti s potencialno izbrano metodo, frekvenco 
potrebe po vstopanju v delovni prostor in ceno. Najpogosteje uporabljene varnostne 
rešitve pri pretoku materiala so varnostna zavesa, varnostni prostorski skener in 
varnostna preproga, ki je občutljiva na pritisk. Te rešitve so uporabljene na način, da 
zaznajo prisotnost potencialno nevarnih človeških posegov v celico. Njihova izbira in 
namestitev se izvedeta projektno specifično. Pri tem je treba upoštevati reakcijski čas 
naprave, reakcijski čas varnostnega elementa in tudi hitrost premika osebe. 
V nasprotju z varnostno preprogo in prostorskim skenerjem ima lahko tudi 
svetlobna zavesa (slika 1.2) le dve stanji, in sicer proženo in neproženo. Če objekt 
vstopi v področje svetlobnega soja, se ta prekine in sproži varnostni signal. 
 
 
Slika 1.2: Svetlobna zavesa [5] 
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Varnostni skener (slika 1.3) je ena izmed novejših tehnologij na tržišču. 
Omogoča nastavitev več varnostnih con, za vsako izmed njih pa lahko definiramo 
odziv robota. Nevarno območje je pri tem definirano kot varnostna cona, pri vstopu 
vanjo se robot ustavi. Omogočena pa je tudi opozorilna cona, pri kateri lahko hitrost 
robota le preventivno upočasnimo. Še ena izmed prednosti takega skenerja je, da lahko 
iz cone opazovanja določene stacionarne objekte ignoriramo. Deluje na principu 
rotirajočega se optičnega oddajnika in sprejemnika, ki vsezkozi preverja razdaljo 
predmeta z znano varnostno cono. Če optični sprejemnik zazna vstop objekta v 
varnostno cono, se pošlje ustrezen varnostni signal. 
 
 
Slika 1.3: Laserski skener [6] 
 
 
1.2  Sodelujoči roboti 
Mnogokrat zaradi značaja procesa oziroma dopolnjevanja dela robota in človeka 
skozi proizvodni proces njunega delovnega prostora ne moremo oziroma ga ni 
smiselno ločiti. Tema sodelovanja človeka in robota je v veliki meri posledica vedno 
večje kompleksnosti in variant izdelkov. Človek je zaradi svojih kognitivnih 
sposobnosti izjemno prilagodljiv in se lahko v kratkem času prilagodi novim 
proizvodnim procesom in zahtevam. Združitev in s tem kombinacija svetov človeka in  
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robota tako prinaša v delovni proces poleg fleksibilnosti tudi preciznost in ponovljivost 
znotraj istega delovnega območja.  
Sodelujoči robot je mobilni ali stacionarni robot, ki si, če poenostavimo, brez 
ločitvene varnostne opreme s človekom deli delo v istem delovnem prostoru (slika1.4). 
To mu omogoča značilnost preciznega zaznavanja nepredvidenih sil med svojo potjo. 
Ob nepredvideni obremenitvi se ustavi znotraj ustreznih časovnih zahtev. Ti roboti so 




Slika 1.4: Sodelujoč delovni prostor [7] 
1. Delovni prostor robota. 
2. Skupni delovni prostor, kjer svoji nalogi opravljata tako človek kot robot. 
 
Tehnična specifikacija ISO/TS 15066 [7] navaja štiri načine sodelujoče aplikacije, kjer 
je aplikacija lahko izvedena z eno metodo ali pa po potrebi v kombinaciji s preostalimi: 
 
1. nadzorovana varnostna ustavitev, 
2. ročni nadzor, 
3. omejitev sile in moči, 
4. nadzor hitrosti in razdalje. 
  
1.2  Sodelujoči roboti 16 
 
 
1.2.1  Nadzorovana varnostna ustavitev 
To je najosnovnejši način, pri katerem si sodelujoči delovni prostor delita robot 
in operater. Delo lahko tako oba izvajata v skupnem delovnem prostoru, vendar ne 
simultano, saj se robot ob prisotnosti operaterja v takem načinu sodelovanja ne sme 
premikati (slika 1.5). Ko operater zapusti prostor za sodelovanje, se lahko gibanje 
robota nadaljuje od tam, kjer se je program ustavil. Tak način sodelovanja je primeren 
za ročno vstavljanje kosov v doseg robota, kjer potem robot nadaljuje delo. 
 
 
Slika 1.5: Nadzorovana varnostna ustavitev [8] 
1.2.2  Ročni nadzor 
Omogočen je ročni nadzor nad robotom, ki se najpogosteje uporablja za 
dvigovanje težjih bremen, saj pri tem robot prevzame fizično težko delo, operater pa v 
tem primeru ročno nadzoruje le njegovo trajektorijo in hitrost premikanja brez uporabe 
nadzorne plošče. Ta metoda se uporablja tudi za hitro učenje trajektorije (slika 1.6). 
 
 
Slika 1.6: Ročno vodenje [8] 
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1.2.3  Omejitev sile in moči 
Pri tem načinu se lahko robot in operater hkrati gibljeta v sodelujočem prostoru. 
Med njima je dovoljen tudi fizični kontakt, saj robotova senzorika, ki je najpogosteje 
nameščena v posameznih oseh, omogoča zaznavo nepredvidenih kontaktov, pri katerih 
se ustrezno ustavi. Varnost zagotavlja omejitev sil in moči, pri katerih ob kontaktu ni 
predvidenih nevarnosti za poškodbo operaterja (slika 1.7). Celotna aplikacija mora biti 
zasnovana tako, da te vrednosti ne presežejo dovoljenih mejnih vrednosti. Predvideni 
morajo biti tudi trki z orodjem in potencialnim kosom v orodju.  
 
 
Slika 1.7: Omejitev sile in moči [8] 
 
 
Kontakte delimo na kvazistatične in prehodne. Pri prvih gre za stisk dela telesa, 
pri čemer se ujamemo med robota in del delovnega prostora. O prehodnih pa 
govorimo, ko pride do kontakta med gibanjem robota, pri katerem ni nevarnosti, da bi 
del operaterja stisnilo oziroma ujelo. Z oceno tveganja določimo, katere dele telesa 
imamo med delovanjem aplikacije najbolj izpostavljene, v tehnični specifikaciji 
ISO/TS 15066 [7] pa so za vsak del telesa tudi kvantitativno določene dovoljene sile 
in pritiski, ki se lahko pojavijo pri trku. Za namen izpolnjevanja omenjene tehnične 
specifikacije pri robotih, ki omogočajo način sodelovanja z omejitvijo sile in moči, 
pogosto lahko nastavljamo parametre, kot so: omejitev gibanja posameznih osi, 
omejitev hitrosti po osi, omejitev hitrosti vrha robota, omejitev sil vrha robota, čas in 
razdaljo ustavljanja. 
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Za zagotavljanje varnosti takšnega načina sodelovanja morajo biti ekstremi izmerjenih 
sil pod mejno vrednostjo, ki je določena v omenjeni tehnični specifikaciji (slika 1.8). 
 
 
Slika 1.8: Grafični prikaz dovoljenih in nedovoljenih sil in pritiskov [7] 
 
1.2.4  Nadzor hitrosti in razdalje 
Gre za spremljanje hitrosti in trajektorije gibanja tako robota kot operaterja ter 
na osnovi teh podatkov za ohranjanje minimalne varnostne razdalje med njima (slika 
1.9). Ta razdalja je definirana kot razdalja, ki jo robot potrebuje za zaustavitev pred 
kontaktom, in se nenehno spreminja glede na medsebojne hitrosti ter poti robota in 
operaterja. Tako v času delovanja aplikacije ta razdalja nikoli ne sme biti manjša od 
minimalne, v nasprotnem primeru se mora robot upočasniti oziroma ustaviti. Z 
upočasnitvijo robota se posledično zmanjša tudi minimalna potrebna varnostna 
razdalja, saj ima robot posledično krajšo pot do zaustavitve. Drugi način ohranjanja 
minimalne varnostne razdalje, torej poleg zaustavitve oziroma upočasnitve, je 
spreminjanje trajektorije robota na način, da razdalja ne pade pod dopustno. 
  
1.2  Sodelujoči roboti 19 
 
 
Minimalno varnostno razdaljo se po tehnični specifikaciji ISO/TS 15066 [7] izračuna 
po naslednji formuli: 
 
 𝑆𝑝 (𝑡0) =  𝑆ℎ + 𝑆𝑟 +  𝑆𝑠 + 𝐶 +  𝑍𝑑 + 𝑍𝑅. (1.1) 
 
Pri tem so: 
̶ 𝑆𝑝 (𝑡0): minimalna varnostna razdalja ob času 𝑡0, 
̶ 𝑡0: trenutni čas, 
̶ 𝑆ℎ: prispevek spremembe gibanja operaterja k minimalni varnostni razdalji, 
̶ 𝑆𝑟: prispevek 𝑘 minimalni razdalji zaradi reakcijskega časa robota, 
̶ 𝑆𝑠: prispevek 𝑘 minimalni varnostni razdalji zaradi zaustavitvene razdalje robota, 
̶ 𝐶: razdalja, ki jo lahko opravi telo v sodelujočem prostoru pred zaznavo senzorjev, 
̶ 𝑍𝑑: pozicijska negotovost operaterja zaradi negotovosti senzorike, 
̶ 𝑍𝑟: pozicijska negotovost robota. 
 
Prispevek gibanja operaterja se izračuna na naslednji način: 
 





Pri tem so: 
̶ 𝑇𝑟: reakcijski čas robotskega sistema, v katerega sta vključena čas detekcije  
 operaterja, ter komunikacijski čas med senzoriko in robotom, 
̶ 𝑇𝑠: čas od prejetega zaustavitvenega signala do dejanske ustavitve robota –  ta 
razdalja je odvisna od nastavitev robota, 
̶ 𝑣ℎ: hitrost operaterja, 
̶ 𝑡: časovna integracijska spremenljivka. 
 
Prispevek spremembe gibanja operaterja je odvisen od njegove hitrosti in smeri 
njegovega gibanja. Če varnostni sistem ne zaznava njegove hitrosti, se upošteva 
konstantna hitrost 1,6 m/s, in sicer v smeri najkrajše razdalje proti robotu: 
 
 𝑆ℎ = 1,6 ∗ (𝑇𝑟 +  𝑇𝑠). (1.3) 
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Prispevek zaradi prepotovane razdalje v reakcijskem času je: 
 





Pri tem je lahko vrednost hitrosti robota vr pozitivna v primeru približajočega se 
robota oziroma negativna v primeru, da se robot od operaterja oddaljuje. Tako kot 
hitrost operaterja (𝑣ℎ) se tudi hitrost robota (𝑣𝑟) med aplikacijo spreminja. V primeru, 
da varnostni sistem tega podatka nima, se prevzame njegova najvišja možna hitrost. 
Nazadnje pa je treba še upoštevati razdaljo, ki jo robot prepotuje med ustavljanjem: 
 





Pri tem je: 
̶ 𝑣𝑠: hitrost robota v času ustavljanja. 
 
Slika 1.9: Prispevek komponent k minimalni varnostni razdalji [7]  
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1.3  Robotski vid 
Robotski vid (slika 1.10) neposredno zavzema področja obdelave slik, 
računalniškega in strojnega vida, pri tem pa vključuje vidike robotike, kot so 
kinematika, kalibracija glede na robota in interakcija z okoljem, pod čimer 
najpogosteje razumemo tehnologijo manipulacije izdelkov. Je zmožnost robota, da 
vidi. Pri tem uporablja eno ali več kamer za analizo in razumevanje scene v realnem 
svetu in se nato glede na slikovno informacijo ustrezno odzove.  
V industriji se strojni in robotski vid najpogosteje uporabljata za avtomatski 
pregled in analizo kakovosti izdelkov, v aplikacijah sortiranja, za nadzor prisotnosti 
elementov, v lokalizaciji kosov in vodenju robota. Vedno bolj aktualna tema pa je tudi 
zagotavljanje varnosti robota prek kamer.  
Taki sistemi najpogosteje delujejo v nadzorovanih okoljih, kjer lahko 
nadzorujemo svetlobo in kontrast, ki sta predpogoja za uspešno izvajanje aplikacije, 
ki temelji na metodah robotskega vida. 
V splošnem razumevanje slike lahko definiramo kot opis vsebine slike, 
prepoznavanje in lokalizacijo objektov ter razumevanje medsebojnih odnosov med 
njimi, hkrati pa tudi kot prepoznavo dogodkov na zajeti sliki. Reševanje problemov 
računalniškega vida se pogosto zdi enostavno, saj je nam, ljudem, trivialen. Za 
računalniški vid pa odkrivanje simboličnih informacij v skupku pikslov sloni na 
prepoznavanju oziroma primerjanju matematičnh modelov, zgrajenih s pomočjo 
geometrije, statistike, in fizike.  
 
Slika 1.10: Robotski vid [9] 
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2  Predstavitev ideje 
 
Osnovni cilj dela je proučiti možnost in izdelati aplikacijo zagotavljanja varnosti 
sodelujoče robotske celice s sistemom robotskega stereo vida. Metoda varovanja v 
takem primeru poteka prek nadzora hitrosti in razdalje. Osnovna ideja izhaja iz dejstva, 
da mnogokrat aplikacije sodelovanja med robotom in človekom z metodo omejitve sil 
in moči ni možno uresničiti zaradi narave procesa. To je način varovanja, s katerim se 
v industriji najbolj približamo pomenu sodelovanja oziroma deljenju skupnega 
prostora in dela. Razlog, da tako varovanje ni sprejemljivo, je pogosto manipulacija 
ostrih predmetov, s katerimi bi ob kontaktu prekoračili dovoljene sile in pritiske ter 
posledično v nevarnost postavili operaterja. Drugi tak primer je aplikacija vijačenja, 
kjer prav tako zaradi narave dela, omejevanje sil in pritiskov robota še ne zagotavlja 
varnosti celotne aplikacije. Podjetja v takih primerih mnogokrat razvijajo tako 
imenovana sodelujoča orodja, v primeru vijačnika to pomeni vijačnik, ki z dodano 
senzoriko zazna prisotnost operaterjeve roke ali prsta in procesa ne zažene. 
 Poleg tega tehnična specifikacija ISO/TS 15066 [7] veleva, da kontakt robota v 
predelu glave operaterja ni dovoljen, kar se rešuje z ergonomijo delovnega mesta, 
načrtovanjem delovnega procesa in prilagajanjem trajektorije robota na način, da se 
med delom ne znajdeta ob istem času na istem mestu. Po oceni tveganja se ob preveliki 
izpostavljenosti težava rešuje z optimizacijo prej naštetih rešitev. S tako metodo pa v 
praksi ne moremo preprečiti kontakta v predelu glave, lahko le zmanjšamo verjetnost, 
da se to zgodi. 
Zaradi omenjenih pomankljivosti metode varovanja z omejitvijo sile in moči 
verjamem, da se bo razvoj aplikacij v prihodnosti osredotočil na brezkontatno 
varovanje z metodo zagotavljanja minimalne razdalje. Taka metoda poleg večjega 
zagotavljanja varnosti prinaša tudi mnogo drugih pozitivnih učinkov na proizvodni 
proces. Ker se robot v takem primeru upočasni oziroma ustavi še pred kontaktom, to 
prinaša večjo stopnjo zaupanja operaterja, ker do kontakta ne more priti. Poleg tega  
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ima tudi pozitivne učinke na cikel, saj ne prihaja do trkov in posledičnih ustavitev 
robota. S prilagajanjem trajektorije robota pa bi lahko robot kljub nepredvidenim 
posegom v njegovo bližino celo naprej opravljal svoje delo.  
Tako je bil cilj magistrskega dela izdelati programsko opremo s sistemom stereo 
vida in algoritma, ki zaznava objekte in zna določiti razdalje med njimi (slika 2.1). Za 
dosego tega je treba delo razdeliti na več ključnih elementov, ki so podrobneje opisani 
tekom magistrskega dela. Algoritem (slika 2.2) bi z metodo strojnega učenja zaznal, 
kategoriziral in določil lego ključnih objektov v 2D-sliki, kot so roka, glava, robot in 
prijemalo. Za določitev pozicije objekta v prostoru je bila ideja uporabiti sistem dveh 
kamer (slika 2.3). 
 
 
Slika 2.1: Idejni prikaz aplikacije  




Slika 2.2: Sistem kamere 
 
 
Slika 2.3: Idejna blokovna shema 
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3   Programska in strojna oprema 
3.1  Kamera 
Za zajem slike sta bili uporabljeni dve spletni kameri Logitech, model C270, 
(slika 3.1) z naslednjimi osnovnimi podatki: 
 
̶ hitrost zajema slik: 30 slik na sekundo, 
̶ diagonalno vidno polje: 600, 
̶ ločljivost: 1280 × 720 slikovnih točk, 
̶ povezljivost: USB. 
 
Slika 3.1: Kamera Logitech C270 
 Kameri sta bili fiksirani na namensko konstrukcijo, ki je zagotavljala, da sta 
ohranjali konstantno medsebojno pozicijo, kar je ključno zaradi stereo kalibracije. Če 
bi se premaknili ena napram drugi, bi bili rezultati oddaljenosti napačni in bi bila 
potrebna ponovna kalibracija.  
3.2  Programski jezik Python 
Celotna aplikacija je bila narejena s programskim jezikom Python, saj poleg 
tega, da je visokonivojski jezik, ponuja tudi širok nabor tako vgrajenih kot zunanjih 
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knjižnic, ki programerju prihranijo čas in povečajo učinkovitost. Je objektno orientiran 
programski jezik, kar pomeni, da temelji na konceptu objektov, ki so skupek določenih 
lastnosti oziroma podatkov. Za izvedbo programske kode je potreben Pytonov tolmač 
– uporabili smo verzijo Python 3.7.4. Tolmač ima funkcijo, da prevede kodo v 
»bytecode« in jo zapiše v format pyc. Če aplikacija vsebuje več datotek, vsako posebej 
pretvori v pyc. V tem postopku se generirajo opozorila zaradi sintaktičnih napak. 
Naslednji korak tolmača je izvedba instrukcij – v tem postopku se pokažejo »runtime« 
napake. Za razvojno okolje smo uporabili PyCharm, ki je uporabniku prijazno okolje, 
saj omogoča jasno strukturiranje programske kode, poleg tega pa programerju 
omogoča analizo in enostavno identifikacijo programskih napak. 
 
 
3.3  Uporabljene knjižnice 
3.3.1  OpenCV 
To je odprtokodna knjižnica, ki je namenjana za strojni vid. Knjižnica vsebuje 
mnogo funkcij za zajem in obdelavo slik. Napisana je z mislijo na računsko 
učinkovitost in je s tem primerna za uporabo v realnočasovnih aplikacijah. 
 
3.3.2  NumPy 
Numerical Python je prav tako odprtokodna knjižnica, ki je nepogrešljiv člen pri 
delu z numeričnimi podatki v obliki večdimenzionalnih podatkovnih struktur. V 
največji meri se ga uporablja za izvajanje matematičnih operacij na večdimenzijskih 
matrikah.  
 
3.3.3  Tensorflow 
Prvotno je bil narejen za zahtevno numerično računanje. To je knjižnica za 
numerično računanje in strojno učenje ter tako poenostavljeno grajenje modelov 
nevronskih mrež. Razvil jo je »Google brain team«. Uporabniku omogoča gradnjo 
grafov strukture prenosa podatkov (»dataflow«) oziroma serijo procesnih vozlišč 
nevronske mreže. Vsako izmed vozlišč v grafu predstavlja matematično operacijo. 
Vsaka izmed povezav pa je večdimenzionalna podatkovna matrika ali tenzor. Za 
gradnjo aplikacij ponuja API, za katerega uporablja Python. Matematične operacije se  
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izvedejo v visoko zmogljivem c++ izvedljivi kodi. Aplikacije TensorFlow lahko 
poženemo tako na CPE kot na GPE, za pospešitev postopka učenja pa tudi na Google 
TensorFlow Processing Unit (TPU). Z uporabo TensorBoarda vizualiziramo napredek, 
saj nam ta omogoča spremljanje parametrov postopka učenja. 
Za izgradnjo modela osnovne nevronske mreže moramo najprej konfigurirati 
posamezne sloje, ki so osnovna struktura nevronske mreže. Te so sestavljene iz 
medseboj povezanih slojev. Za grajenje modela za slike uporabimo najprej 
tf.keras.layers.Flatten(), s čimer dvodimenzionalno strukturo slike pretvorimo v 
enodimenzionalno strukturo.  Sam sloj pa zgradimo s funkcijo keras.layers.Dense(), 





4  Opis dela 
4.1  Zajem slik 
Določitev medsebojne razdalje objektov s stereo vidom je proces, ki ga lahko 
razdelimo na več ključnih segmentov. Prvi korak je zajem para slik in njuna posamična 
geometrijska kalibracija. Za posnetje scene digitalna kamera uporablja matriko 
𝑁𝑠𝑡𝑜𝑙𝑝𝑐𝑒𝑣 × 𝑁𝑣𝑟𝑠𝑡𝑖𝑐 fotodektorjev CCD (charge coupled device) ali pa CMOS 
(complementary metal-oxide semiconductor) tranzistorjev. Te prekrivajo barvni filtri 
RGB (slika 4.1). 
 
Slika 4.1: Matrika fotodetektorjev [10] 
 
  Rezultat kvantizirane množice celih števil, ki ga dobimo s prostorskim in 
časovnim vzorčenjem svetlobe, je dvodimenzionalna matrika celih števil (slika 4.2). 
Cela števila dobimo s pretvorbo nabranega naboja na posameznih slikovnih elementih. 
V primeru uporabljene kamere Logitech C270 je ta razpon zajemal cela števila med 0 
in 255 (od 0 do 28-1). 
 
Slika 4.2: Koordinatni sistem slike  
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4.2  Distorzija 
Pri zajemu slike prihaja zaradi lastnosti leč do optičnih distorzij, ki jih lahko 
obravnavamo kot napake, zaradi katerih se objekti oziroma določene slikovne točke 
ne nahajajo na mestih, kjer bi se morali. Objekti so v takem primeru geometrijsko 
spremenjeni. Optično distorzijo lahko zaznamo kot odstopanje od sicer pravilne mreže 
črt. To vidimo kot deformacijo oziroma upognitev. Distorzije so lahko naključne, 
vendar najpogosteje govorimo o dveh tipih distorzij, in sicer o učinku sodčka in 
blazinice (slika 4.3).  
 
Slika 4.3: Od leve: učinek sodčka, korigirana slika, učinek blazinice [10] 
Geometrijska preslikava g(𝑢, 𝑣) = 𝐓(f(𝑥, 𝑦)) opiše deformacijo pravilne slike 




Slika 4.4: Geometrijske deformacije [11] 
4.3  Kalibracija kamere 
Pri postopku kalibracije kamere naredimo ocenitev parametrov kamere s 
pomočjo zajemanja vzorčnega objekta, ki je visoko kontrasten. Ti vključujejo 
intrinzične, ekstrinzične in distorzijske koeficiente kamere. Pri kalibracijskem 
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algorimu se zgledujemo po modelu kamere z luknjico (ang. pinhole camera), kar 
pomeni, da se svetlobni žarki scene zajemanja preslikajo na slikovno ravnino prek 
majhne odprtine. Taka kamera praktično ni v uporabi, je pa dobra osnova za izgradnjo 
matematičnega modela (slika 4.5). 
 
Slika 4.5: Model kamere z luknjico [12] 
Goriščna razdalja f med odprtino in slikovno ravnino poleg oddaljenosti objekta 
od kamere določa velikost projekcije. 
Parametri takega modela kamere brez leče so zajeti v matriko dimenzije 4×3. 
S to matriko preslikamo točke 3D-zajete scene na slikovno ravnino (2D-prostor). 
Kalibracijski algoritem pri modelu kamere z luknjico tako zajema le ekstrinzične in 
intrinzične parametre, saj zaradi odsotnosti leče distorzijskih ni. Točke iz 
koordinatnega sistema scene se preslikajo v koordinatni sistem kamere prek 
ekstrinzičnih parametrov. Točke se nato prek koordinatnega sistema kamere preslikajo 
v koordinatni istem slikovne ravnine s pomočjo intrinzčnih parametrov (slika 4.6.). 
 
Slika 4.6: Projekcija na slikovno ravnino [12] 
 Ekstrinzični parametri so parametri, ki določajo relativno lego objekta glede na 
kamero. Te parametre opisuje matrika T dimenzije 4×3. Sestavljena je iz rotacijskega 
dela R in translacijskega dela t. Optični center kamere je izhodišče njegovega 
koordinatnega sistema. Ekstrinzične parametre zapišemo:  
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 [𝐑 𝐭] =  [
𝑟11 𝑟12 𝑟13 𝑡1
𝑟21 𝑟22 𝑟23 𝑡2
𝑟31 𝑟32 𝑟33 𝑡3
]. (4.1) 
  
Pri tem rotacijski del dobimo na naslednji način: 
 




] = 𝐑𝟏(𝛼)𝑹𝟐(𝛽)𝑹𝟑(𝛾), (4.2) 
 
 𝐑𝟏(𝛼) =  [
1 0 0
0 cos 𝛼 sin 𝛼
0 − sin 𝛼 cos 𝛼
], (4.3) 
 
 𝐑𝟐(𝛽) =  [
cos 𝛽 0 − sin 𝛽
0 1 0




 𝐑𝟑(𝛾) =  [
cos 𝛽 sin 𝛽 − sin 𝛽
− sin 𝛽 1 0
sin 𝛽 0 cos 𝛽
]. (4.5) 
 
 Z intrinzičnimi parametri preslikajo točke iz 3D-koordinatnega sistema kamere 
v 2D-prostor slikovne ravnine. Matriko intrinzičnih parametrov K zapišemo tako: 
 




] . (4.6) 
  
            V tej matriki, ki ji pravimo matrika kamere, nastopata ogljiščni razdalji 𝑓𝑥  in𝑓𝑦  












𝑟11 𝑟12 𝑟13 𝑡1
𝑟21 𝑟22 𝑟23 𝑡2
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Pri tem so (slika 4.7): 
̶ u: lokacija slikovnega elementa v slikovni ravnini v smeri osi x, 
̶ v: lokacija slikovnega elementa v slikovni ravnini v smeri osi y, 
̶ X: koordinata točke v globalnem k.s. scene v smeri osi x, 
̶ Y: koordinata točke v globalnem k.s. scene v smeri osi y, 
̶ Z: koordinata točke v globalnem k.s. scene v smeri osi z. 
 
 
Slika 4.7: Preslikava [13] 
V matriki kamere pa v primeru kamere z luknjico ni upoštevana distorzija, ki se 
v realno zajeti sceni pojavi zaradi leče. Za to moramo upoštevati še radialno in 
tangencialno distorzijo kamere. Pri radialni distorziji se svetlobni žarki ob robu leče 
bolj lomijo kot v optičnem središču. Radialno vrsto popačenja matematično zapišemo: 
 
 𝑥𝑢 =  𝑥𝑑 ∗ (1 +  𝑘1 ∗ 𝑟
2 +  𝑘2 ∗ 𝑟
4 +  𝑘3 ∗ 𝑟
6), (4.8) 
 𝑦𝑢 =  𝑦𝑑 ∗ (1 +  𝑘1 ∗ 𝑟
2 +  𝑘2 ∗ 𝑟
4 +  𝑘3 ∗ 𝑟
6). (4.9) 
 
Tangencialno popačenje je posledica nevzporednosti leče in slikovne ravnine, ki jo 
zapišemo: 
 
 𝑥𝑢 =  𝑥𝑑 + (2𝑝1𝑥𝑑𝑦𝑑 + 𝑝2(2𝑥𝑑
2)), (4.10) 
 𝑦𝑢 =  𝑦𝑑 + (𝑝1(𝑟
2 + 2𝑦𝑑
2 + 2𝑝2𝑥𝑑𝑦𝑑). (4.11)  
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V tem primeru velja: 
 
 𝑟2 = 𝑥𝑑
2 + 𝑦𝑑
2. (4.12) 
Pri tem so:  
̶ 𝑥𝑢 , 𝑦𝑢: korigirani slikovni točki v koordinatnem sistemu kamer,                                       
̶ 𝑥𝑑, 𝑦𝑑: normalizirani slikovni točki v koordinatnem sistemu kamere,  
̶ 𝑘1, 𝑘2, 𝑘3: radialni distorzijski koeficienti, 
̶ 𝑝1, 𝑝2: tangencialna distorzijska koeficienta. 
 
Iz tega sledi, da celotno popačenje korigiramo: 
 
 𝑥𝑢 = 𝑥𝑑 + 𝑥𝑑(1 + 𝑘1𝑟
2 + 𝑘2𝑟
4 + 𝑘3𝑟
6) + (2𝑝1𝑥𝑑𝑦𝑑 + 𝑝2(𝑟
2 + 2𝑥2)), (4.13) 





2) + 2𝑝2𝑥𝑑𝑦𝑑). (4.14) 
 
Slikovni točki v koordinatnem sistemu slikovne ravnine dobimo prek: 
 
 𝑢 =  𝑓𝑥𝑥𝑢 + 𝑐𝑥, (4.15) 
 𝑣 =  𝑓𝑦𝑥𝑦 + 𝑐𝑦. (4.16) 
 
Za ocenitev teh parametrov potrebujemo 3D-točke realno zajete scene in njihove 
2D-korespondenčne točke slike. Korespondenčne točke pridobimo z zajemom slik 
kalibracijskega objekta, za katerega je značilen visokokontrasten vzorec za enostavno 
iskanje oslonilnih točk. Za ta objekt smo uporabili vzorec črno-bele šahovnice (slika 
4.8), kjer so bile naše oslonilne točke ogljiča. Z namenom čim natančnejše kalibracije 
je treba zajeti večjo množico slik. Pri tem slike zajamemo s stacionarno kamero in 
premikamo kalibracijski objekt znotraj vidnega polja kamere. Objekt zajamemo pri 
različnih orientacijah in pozicijah.  
Za 3D-točke scene moramo poznati koordinate X, Y, Z. Primer lahko 
poenostavino tako, da privzamemo, da je kalibracijski objekt ves čas v isti ravnini  x–
y (z = 0), premikamo pa le kamero – tako določimo le vrednosti X in Y. Točkam v 
prostoru lahko pripišemo vrednosti (0, 0, 0), (1, 0, 0), (2, 0, 0), vse do (8, 6, 0) v 
primeru šahovnice z 8 * 6 ogljišči. Korespondenčne 2D-točke v zajeti sliki poiščemo 
s pomočjo OpenCV funkcije findCheeccboardCorners:  
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ret, corners = cv2.findChessboardCorners(gray, (8, 6), None). 
 
Funkcija od nas zahteva, da ji podamo sliko, v kateri naj išče ogljišča, in pa število 
ogljišč v vrsticah in stolpcih. Funkcija kot rezultat vrne najdena ogljišča. 
 
 
Slika 4.8: Kalibracijski vzorec 
 
 Kalibracijo izvedemo s funkcijo calibrateCamera, ki ji podamo 3D-točke z 
njihovimi korespondenčnimi 2D-slikovnimi točkami. Vrne nam matriko kamere, 
distorzijske koeficiente ter rotacijski in translacijski vektor: 
 
ret_L, mtx_L, dist_L, rvecs_L, tvecs_L = cv2.calibrateCamera(objpoints, imgpoints, 
gray.shape[::-1], None, None). 
  
Funkcija getOptimalNewCameraMatrix() vrne novo matriko kamere glede na to, ali 
želimo ohraniti vse slikovne elemente popačene slike. Če želimo ohraniti dimenzije 
slike, dobimo v tem primeru mrtve slikovne točke: 
 
newcameramtx_L, roi_L = cv2.getOptimalNewCameraMatrix(mtx_L, dist_L, (w, h), 
1, (w, h)). 
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Nepopačeno sliko dobimo z naslednjo funkcijo: 
 
frame2_L = cv2.undistort(distorted_L, mtx_L, dist_L, None, newcameramtx_L). 
Enak postopek se ponovi tudi za drugo kamero.  
 
Slika 4.9: Slika z distorzijo (leva), kalibrirana slika (desna) 
 
4.4  Stereo vid 
Globinska percepcija je vizualna sposobnost dojemanja sveta v treh dimenzijah. Pri 
oceni globine smo se odločili za tehniko uporabe dveh kamer, ki sta medsebojno 
skalibrirani. Tak sistem posnema človeški binokularni vid, ki na podlagi neskladja slik 
med posameznimi očesi izlušči informacijo o globini objektov (slika 4.10). Naši 
možgani se pri percepciji globine naslanjajo tudi na mnoge druge slikovne informacije, 
kot so perspektiva, gibanje objektov, sence, pomagamo pa si tudi s pomočjo izkušenj 
oziroma s spominom. Tako lahko globino, sicer ne tako prepričljivo, ocenimo tudi le 
z enim očesom. 
 
Slika 4.10: Binokularni vid  
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Cilj je tako iz 3D-scene prek dveh kamer, ki nam data dve 2D-sliki, pridobiti 
3D-informacijo o svetu. Pri stereo vidu je ključno, da sta zajeti sliki kamer med seboj 
čim bolj podobni. Cilj je doseči isti sliki, le zamaknjeni. S tem namenom je bila 
opravljena še pred stereo kalibracijo tudi posamezna kalibracija obeh kamer, kot je 
opisano v prejšnjem poglavju. Obe kameri sta bili istega modela, tako da je bila tudi 
dimenzija slik enaka. Kameri sta bili pritjeni na konstrukcijo z namenom dosega 
vzporednih optičnih osi – s tem sta sliki horizontalno poravnani in zamaknjeni za 
znano razdaljo med kamerama, ki jo imenujemo »baseline«. Tako dosežemo 
kolinearne slikovne vrstice med kamerama, kar pomeni, da je zaporedna številka 
vrstice slikovnih točk v eni sliki enaka zaporedni številki vrstice v drugi sliki. Poleg 
tega je fiksna konstrukcija nujno potrebna za ohranitev stereokalibracijskih 
parametrov, saj bi bilo treba v primeru medsebojne zamaknitve stereo kalibracijo 
ponoviti.  
Ena sama kamera, kot prikazuje (slika 4.11), ne bi bila dovolj, saj z njo 
pridobimo le 2D-informacijo o položaju slikovne točke v realni sceni. Ne moremo pa 
oceniti njegove globine, zato potrebujemo še drugo kamero (slika 4.11). 
 
Slika 4.11: Projekcija točk 
 
 Če lahko najdemo isto slikovno točko na obeh slikah, lahko s pomočjo 
trigonometrije izračunamo oddaljenost točke zanimanja od sistema kamer. Vse možne 
točke, ki se v prvi kameri projecirajo v isto slikovno točko, se v drugi kameri 
projecirajo na daljico. Tej daljici pravimo epipolarna črta, ki omeji prostor iskanja 
pripadajočih točk. To pomeni, da se bo modra točka, ki jo vidimo na levi sliki (slika 
4.11), sprojecirala na epipolarno črto na drugi. Tako velja, da vsaki točki na eni sliki 
pripada točka na epipolarni črti na drugi. Naslednji korak, ki ga naredimo, da si 
olajšamo nadaljnje delo, je, da slikovni ravnini preslikamo tako, da sta optični osi 
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kamer vzporedni. S tem dosežemo, da so epipolarne črte horizontalne premice, ki 
ležijo na obeh slikah na isti višini (slika 4.14). 
 
Slika 4.12: Problem iskanja korespondenčnih točk 
 
Slika 4.13: Epipolarni ravnini. Zelena točka na levi sliki leži na zeleni epipolarni ravnini na desni 
sliki. Enako velja tudi za rdečo točko na desni sliki, ki jo lahko najdemo na rdeči epipolarni ravnini na 
levi sliki. Tukaj vidimo, da optični osi kamer nista poravnani. 
 
Slika 4.14: Poravnani sliki z vzporednima optičnima osema, epipolarne črte so poravnane  
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Za poravnavo optičnih osi kamer moramo pridobiti informacijo o relativni legi 
med kamerama. To informacijo nam poda tako imenovana fundamentalna matrika F. 
Stereo kalibracija je pravzaprav iskanje rotacije R in translacije t, ki opisujeta relativen 
položaj druge kamere glede na prvo. Fundamentalna matrika podaja relacijo med 
dvema korespondenčnima slikovnima točkama na levi in desni sliki, kar pomeni, da 
sta točki x = (x, y, 1) v prvi kameri in točka x' = (x', y', 1) povezani prek enačbe: 
 
 𝑥′T𝐅𝑥 = 0 . (4.17) 
 
Z vsaj osmimi podanimi korespondenčnimi točkami se lahko izračuna fundamentalna 
matrika, in to nam omogoča poravnavo optičnih osi kamer. Zgornjo enačbo lahko 
razširjeno zapišemo tako: 








] = 0. (4.18) 
 
To lahko preoblikujemo v: 
 
𝑥′𝑥𝑓11 + 𝑥′𝑦𝑓12 + 𝑥′𝑓13 + 𝑦′𝑥𝑓21 + 𝑦′𝑦𝑓22 + 𝑦′𝑓23 + 𝑥𝑓31 + 𝑦𝑓32 + 𝑓33 =  0, (4.19) 
 
oziroma: 
 [𝑥′𝑥 𝑥′𝑦 𝑥′ 𝑦′𝑥 𝑦′𝑦 𝑦′ 𝑥 𝑦 1]𝐟 = 0. (4.20) 
 
 
Če imamo n korespondenčnih točk, zapišemo podobno: 
 
 𝐀𝐟 =  [
𝑥′1𝑥1 𝑥′1𝑦1 𝑥′1 𝑦′1𝑥1 𝑦′1𝑦1 𝑦′1 𝑥1 𝑦1 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑥′𝑛𝑥𝑛 𝑥′𝑛𝑦𝑛 𝑥′𝑛 𝑦′𝑛𝑥𝑛 𝑦′𝑛𝑦𝑛 𝑦′𝑛 𝑥𝑛 𝑦𝑛 1
] 𝐟 = 0. (4.21) 
 
Če velja, da je n > 8, potem gre za predoločen sistem, ker imamo več enačb kot 
neznank. V tem primeru iščemo tako rešitev, da bo imel ostanek Af minimalno normo.  
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 Posledično moramo za stereo kalibracijo poiskati korespondenčne točke med 
levo in desno sliko. V ta namen uporabimo kalibracijske točke iz kalibracijskega 
objekta šahovnice, ki smo jih pridobili pri kalibraciji posamičnih kamer. Ker smo 
zajemali slike z levo in desno kamero hkrati, dobimo sliko iste scene, zajete z dveh 
različnih zornih kotov. 
V Pythonovi knjižnici OpenCV [14] fundamentalno matriko izračunamo s 
pomočjo funkcije stereoCalibrate(): 
 
stereocalib_retval, _, _, _, _, R, t, E, F = cv2.stereoCalibrate(all_3d_points, 





̶ all_3d_points: točke v prostoru zajete scene – v našem primeru so to 
kalibracijske točke na šahovnici, 
̶ all_left_corners: 2D-kalibracijske točke, sprojicirane na levo kamero, 
̶ all_right_corners: 2D-kalibracijske točke, sprojicirane na desno kamero, 
̶ mtx_L: matrika leve kamere, 
̶ dist_L: distorzijski koeficienti leve kamere, 
̶ mtx_D: matrika desne kamere, 
̶ dist_D: distorzijski koeficienti desne kamere, 
̶ img_size3: velikost slike. 
 
Za nadaljne delo potrebujemo naslednje parametre: 
 
̶ stereocalib_retval: napaka pri ocenitvi fundamentalne matrike, 
̶ R: rotacijska matrika med koordinatnim sistemom prve in druge kamere, 
̶ t: translacijski vektor med koordinatnim sistemom prve in druge kamere, 
̶ E: vrne tako imenovano ključno (ang. essential) matriko, 
̶ F: fundamentalna matrika. 
 
Fundamentalno matriko F uporabimo v funkciji computeCorrespondEpilines(), kjer 
za vsako kalibracijsko točko na eni sliki poiščemo korespondenčno epipolarno črto na 
drugi: 
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lines_right = cv2.computeCorrespondEpilines(all_left_corners[selected_image_ep-
1], 1, F). 
 
Funkcija zahteva naslednje parametre: 
 
̶ all_left_corners: kalibrcijske točke leve slike, 
̶ indeks_slike: indeks slike je v primeru leve slike enak 1, 




̶ lines_right: epipolarne črte, ki so korespondenčne vhodnim točkam. Funkcija 
nam vrne tri parametre (a, b, c), ki ustrezajo koeficientom enačbe 𝑎𝑥 + 𝑏𝑦 +
𝑐 = 0. 
 
Epipolarne črte poiščemo na enak način tudi na drugi sliki. Nato s pomočjo funkcije 
stereoRectify() izračunamo transformacijske parametre, ki so potrebni, da obe sliki 
preslikamo na isto slikovno ravnino, kjer so potem epipolarne črte med slikama 
vzporedne:  
 
R1, R2, P1, P2, Q, validPixROI1, validPixROI2 = cv2.stereoRectify(mtx_L, dist_L, 
mtx_D, dist_D, img_size3, R, T). 
 
Funkcija od nas zahteva naslednje parametre: 
 
̶ mtx_L: matrika leve kamere, 
̶ dist_L: distorzijski koeficienti leve kamere, 
̶ mtx_D: matrika desne kamere, 
̶ dist_D: distorzijski koeficienti desne kamere, 
̶ img_size3: velikost slike, 
̶ R: rotacijski vektor med k.s. prve in druge kamere, 




̶ R1: rotacijska matrika prve kamere, s katero kamero prestavimo na skupno 
ravnino z drugo; 
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̶ R2: rotacijska matrika druge kamere, s katero kamero prestavimo na skupno 
ravnino s prvo; 
̶ P1: projekcijska matrika novega rektificiranega koordinatnega sistema prve 
kamere. To je projekcijska matrika prve kamere po stereo rektifikaciji, saj 
matrika kamere K preslika 3D-točko v 2D-slikovno ravnino, s poravnavo pa 
imamo novo slikovno ravnino, v katero 3D-točke preslikamo z matriko P1. V 
našem primeru sta si ti dve matriki med seboj zelo podobni (slika 4.15), saj 
smo v veliki meri zagotovili vzporednost optičnih osi že z ogrodjem, na 
katerega sta bili kameri pritrjeni; 
 
Slika 4.15: mtx_L, P1 
̶ P2: velja enako kot za P1, le da P2 velja za drugo oziroma desno kamero; 
̶ Q: perspektivna transformacijska matrika; 
̶ validPixROI1:obseg interesa nove leve slike; 
̶ validPixROI2: obseg interesa nove leve slike. 
 
S funkcijama initUndistortRectifyMap() in remap() dokončno poravnamo optični osi 
kamer. Vhodni parametri so opisani že pri prejšnjih funkcijah, s funkcijo remap() pa 
vrnemo poravnano sliko: 
 
map1_x, map1_y = cv2.initUndistortRectifyMap(mtx_L, dist_L, R1, P1, img_size3, 
cv2.CV_32FC1) 
im_left_remapped = cv2.remap(left_im_re, map1_x, map1_y, cv2.INTER_CUBIC). 
 
 
Po poravnanih optičnih oseh lahko globino iskane točke najdemo s pomočjo 
trigonometrije in podobnih trikotnikov. 3D-točka v prostoru P =  (XS, YS, Zs), zapisana 
v koordinatnem sistemu leve kamere, se preslika v naslednji slikovni točki: 
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Pri tem so: 
 
̶ 𝑝𝑢𝐿: slikovna točka v levi kameri, 
̶ 𝑝𝑢𝑅: slikovna točka v desni kameri, 
̶ 𝑥𝑢𝐿: koordinata slikovne točke x v levi kameri, 
̶ 𝑦𝑢𝐿: koordinata slikovne točke y v levi kameri, 
̶ 𝑥𝑢𝑅: koordinata slikovne točke x v desni kameri, 
̶ 𝑦𝑢𝑅: koordinata slikovne točke y v desni kameri, 
̶ 𝑋𝑠: koordinata točke x v prostoru v k.s. leve kamere, 
̶ 𝑌𝑠: koordinata točke y v prostoru v k.s. leve kamere, 
̶ 𝑍𝑠: koordinata točke z v prostoru v k.s. leve kamere. 
 
 
Slika 4.16: Slikovni točki v kalibriranih kamerah 
 
Kot je prikazano na sliki 4.16, lahko s pomočjo podobnih trikotnikov 
izračunamo globino po (4.25): 
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 𝑑 =  𝑥𝑟 − 𝑥𝑙. (4.26) 
 
Enačba pravi, da je globina inverzno proporcialna razdalji oziroma razliki med 
koordinato točke x v levi in desni slikovni ravnini [15]. Na ta način izračunamo 
komponento Z vsake izmed točk interesa. 
 
 
Slika 4.18: Podobne trikotnike uporabimo tudi za izračun koordinat točk X in Y objekta v prostoru  
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Z enakim pristopom podobnih trikotnikov izračunamo po formulah (4.28) in 



























4.5  Sledenje objektom interesa 
Cilj tega dela magistrskega dela je bil sledenje premikajočim se objektom, ki so 
ključni v aplikaciji varovanja sodelujoče robotske celice. Tako je bilo treba slediti 
gibanju robota, njegovemu prijemalu in najbolj izpostavljenima deloma telesa, glavi 
in roki. Pri tem je prvi pogoj zaznavanje v realnem času, saj sicer ne moremo zagotoviti 
varnosti. Najpogostejši izziv pri sledenju in zaznavanju je predvsem spreminjajoči se 
izgled objektov, kjer kot primer lahko navedemo obliko človeka pri gibanju, saj se 
položaj udov in oblika telesa ves čas spreminjata. Poleg omejitev, s katerimi se 
srečujemo že pri zajemu slike, kot so spremembe smeri in jakosti osvetlitve ter odboji, 
se srečujemo še z drugimi otežitvami. Ti sta na primer delno ali popolno zakrivanje in 
inerakcija med tarčami, pri katerih tarči težko ločimo. 
Pri taki aplikaciji lahko predpostavimo kontrolirano okolje s konstantno notranjo 
osvetlitvijo, tarče pa so v našem primeru iz neprozornih površin, pri čimer se njihova 
oblika počasi spreminja oziroma je toga v primeru prijemala. Število objektov zaradi 
naključno mimoidočih ni znano, velikosti in izgledi tarč pa se spreminjajo.  
 Rezultat je tako prepoznava in klasifikacija štirih različnih tipov objekta. Po 
zaznavi moramo objekt tudi lokalizirati. Glede na naštete zahteve in izzive se je najbolj 
smiselna zdela zaznava na podlagi globokega učenja s tako imenovano nevronsko 
mrežo SSD (single shot detection), ki je ustrezala tudi zahtevam po delovanju v 
realnem-času. Za detekcijo objektov je bil uporabljen Tensorflow Object Detection 
API [16]. 
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4.6  Globoko učenje (Deep learning) 
Globoko učenje spada v družino strojnega učenja in je ena izmed metod umetne 
inteligence (AI). Z njo posnemamo delovanje človeških možganov pri obdelavi 
podatkov in kreiranju vzorcev za sprejemanje odločitev [17]. Je način učenja 
računalnikov na podlagi izkušenj. Njihova struktura najpogosteje sestoji iz umetnih 
nevronskih mrež (ANN – Artificial Neural Network), beseda globoko pa označuje 
njihovo kompleksnost oziroma strukturo, zgrajeno iz mnogih skritih slojev, saj se od 
tradicionalnih nevronskih mrež, ki imajo le po 2–3 skrite sloje, razlikujejo po tem, da 
imajo globoke tudi čez 100 slojev. Z razvojem zmogljivosti procesne elektronike sta 
bila omogočena tudi razvoj in povečanje uporabnosti globokega učenja, ki tako na 
določenih področjih že lahko prekašata tudi človeka. Eno izmed takih področij je tudi 
klasifikacija objektov.  
Za uspešno delovanje potrebujemo za uporabo metode globokega učenja veliko 
količino vhodnih učnih podatkov, na podlagi katerih se model med procesom nauči 
določenih vzorcev. V ta namen smo uporabili podatke, zajete pri snemanju sodelujoče 
robotske aplikacije (slika 4.19) v Robolabu na Fakulteti za elektrotehniko, saj se je 
izkazalo, da bi za podobno uspešno zaznavanje potreboval mnogo večje količine 
podatkov, zajetih v drugačni okolici. Delovanje aplikacije z robotom UR5e smo 
snemali s treh različnih zornih kotov, s tremi različnimi kamerami, z namenom, da 
dobimo čim različnejše podatke o objektih interesa.  
 
 
Slika 4.19: Zajeta scena  
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4.5.1  Umetne nevronske mreže 
Umetna nevronska mreža (ANN) je matematični model, ki poskuša simulirati 
funkcionalnost bioloških nevronskih mrež. Osnovni gradnik takih mrež je nevron, ki 
se glede na jakost vhodnih podatkov lahko ustrezno aktivira. Biološki nevroni prek 
sinaps, ki se stikajo z naslednjim jedrom prek dendritov, prejmejo signale, in če so 
dovolj močni, se nevron aktivira in pošlje signal naprej prek aksona. Podobno 
obnašanje prepoznamo tudi pri umetnih nevronskih strukturah. Sestavljene so iz 
obteženih vhodov, ki imajo vlogo dendrita. Vhodov je lahko poljubno mnogo, njihove 
vrednosti pa so pomnožene z dodano utežjo. Te uteži delujejo kot ojačevalniki vhodnih 
signalov, ki nekatere vhodne signale ojačajo, druge omilijo. Vsote teh signalov se nato 
pošlje v aktivacijsko funkcijo, ki se na podlagi jakosti vsote odloči o aktivaciji 
nevrona. Glede na reakcijo nevrona (slika 4.20) se potem pošlje ustrezni odzivni signal 
naprej po izhodu. Tako je odziv nevrona poleg vhodnih signalov odvisen tudi od 
vrednosti uteži, s katerimi množimo te signale. S spreminjanjem oziroma 
prilagajanjem teh uteži lahko nastavljamo želeni odziv. Ker je v strukturi nevronske 
mreže z več medsebojno povezanimi nevroni ročno nastavljanje teh uteži s praktičnega 
vidika nemogoče, se ti z uporabo ustreznih algoritmov nastavljajo sami. Temu 




Slika 4.20: Zgradbi biološkega (zgoraj) in umetnega nevrona (spodaj)  
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   Aktivacijska funkcija ima pri tem vlogo praga. Vrednost izhoda lahko glede 
na utežene vrednosti vhoda v primeru binarne aktivacijske funkcije, ki nam lahko vrne 
le vrednosti 0 ali 1, zapišemo tako: 
 
 0, če ∑ 𝑤j𝑥j ≤ j 𝑝𝑟𝑎𝑔, (4.31) 
 1, če ∑ 𝑤j𝑥j > j 𝑝𝑟𝑎𝑔. (4.32) 
  
Pri tem so: 
 
- wj : uteži vhodnih vrednosti, 
- 𝑥𝑗: vrednosti vhodnih signalov, 
- prag: lahko je določen z binarno, linearno ali nelinearno funkcijo. 
 
V splošnem pa lahko odziv izhoda zapišemo tako: 
 
 𝑦(𝑘) = 𝑓(∑ 𝑤𝑗(𝑘)𝑥𝑗(𝑘) + 𝑏
𝑚
𝑗=0 ). (4.33) 
Pri tem so: 
 
̶ 𝑤𝑗(𝑘): uteži vhodnih vrednosti v diskretnem času k, kjer gredo vrednosti i od 
0 do m,  
̶ 𝑥𝑗(𝑘): vrednosti vhodnih signalov v diskretnem času 𝑘, kjer 
 gredo vrednosti 𝑖 od 0 do 𝑚, 
̶ 𝑏: prag, 
̶ 𝑓: aktivacijska funkcija, 
̶ 𝑦𝑘: izhodna vrednost v diskretnem času k. 
 
Pravi potencial in moč odločanja nevronov pa lahko dosežemo le z njihovim 
povezovanjem v mrežne strukture, ki jim pravimo nevronske mreže (slika 4.21). 
Sestavljene so iz vhodnega sloja, vmesnih tako imenovanih skritih slojev in izhodnega 
sloja. Opisu načina medsebojne povezanosti pravimo arhitektura, topologija ali graf 
nevronske mreže. Z vmesnimi sloji dosežemo kompleksnost, saj na odločitev nevrona 
v vmesnem sloju vpliva odločitev nevronov v prejšnejm in ne neposredni vhodni 
signal. Informacija pri tem skozi nevronske mreže teče na dva načina. Prvi je učni 
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proces, ko se mreža uči, drugi pa, ko so uteži nevronov že optimizirane in mreži 
prepustimo odločanje. 
 
Slika 4.21: Zgradba enostavne nevronske mreže 
 
4.5.2  Konvolucijska nevronska mreža (CNN) 
Konvolucijska nevronska mreža (slika 4.25) je globoka nevronska mreža, 
sestavljena iz mnogih skritih slojev. Zaradi svoje strukture je mreža, ki je primerna za 
obdelavo 2D-podatkov, kot je primer slike. Sposobna je preko filtrov, s katerimi izlušči 
ključne vzorce na sliki, izluščiti njihovo vsebino oziroma objekte in razlikovati med 
njimi. Sestavljena je iz konvolucijskih slojev oziroma »kernel-ov«, ki so pravzaprav 
filtri, katerih naloga je izluščiti značilke (slika 4.22). V prvem sloju, ki je pri CNN 
vedno konvolucijski sloj, poiščejo nizkonivojske strukture, kot so robovi in ogljišča. 
Z dodajanjem slojev in povečevanjem kompleksnosti pa lahko z njihovo pomočjo 
izluščimo tudi višjenivojske informacije, ki nam dajejo globlji vpogled v vsebino slike. 
Postopek konvolucije poteka tako, da se vsak izmed filtrov v konvolucijskem sloju 
postopoma premika po celotni površini slike, med vsakim premikom pa izvede 
matrično množenje med filtrom in delom slike, nad katerim se filter nahaja [19]. Vsak 
filter zazna vzorce iz prejšnjega sloja. Za prepoznavo različnih vzorcev se uporabljajo 
različni filtri. V primeru slike RGB, kjer imamo tri barvne kanale, je tudi konvolucijski 
filter trokanalen. 
 
Slika 4.22: Primer konvolucijskega postopka nad sliko dimenzije 5 x 5  
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Po konvolucijskem postopku, tako kot pri splošnih umetnih nevronskih mrežah, 
sledi aktivacijska funkcija, ki je v primeru CNN-a najpogosteje tako imenovana 
odločitvena funkcija ReLu (rectified linear). Matematično jo opišemo kot: 
 
 y = max (0, 𝑥). (4.34) 
Značilnost take funkcije je, da so njene izhodne vrednosti enake vhodnim, ko so 
vrednosti vhodov večje od 0, sicer pa je tudi izhod enak 0.   
 
Slika 4.23: Odločitvena funkcija ReLu 
Naslednja operacija, ki jo izvedemo, je »pooling«, katere funkcija je zmanjšanje 
velikosti konvolucijske slike. S tem prihranimo na računski moči, poleg tega pa ima 
še eno pomembno lastnost, in sicer poudari dominantne strukture. Najpogosteje se 
uporabljata dve vrsti »pooling« metode. Pri »MaxPooling« metodi se vrne največja 
vrednost znotraj zajetega dela slike, pri »average pooling« metodi pa se vrne 
povprečna vrednost zajetega dela (slika 4.24).  
 
Slika 4.24: Max in average pooling [19] 
 
V zadnjem sloju, ki ga imenujemo sloj FC (fully connected), izravnamo matriko 
v vektor in posredujemo naprej v popolnoma povezan sloj, kot pri navadnih umetnih 
nevronskih mrežah. Nato sledi še zadnja aktivacijska funkcija, ki klasificira objekt.   
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Slika 4.25: Arhitektura CNN [20] 
 
4.5.3  SSD_MobileNet_v1 
Zaradi časovno kritične aplikacije smo se odločili za uporabo nevronske mreže 
SSD_MobileNet_v1, ki je na voljo v TensorFlow Object Detection API-ju. Kot že ime 
pove, gre za SSD metaarhitekturo, MobileNet pa je arhitektura dela za izluščevanje 
značilk oziroma vzorcev na sliki [21]. SSD sestoji iz naprej usmerjene (ang. feed-
forward) konvolucijske mreže, kjer poteka pretok podatkov zgolj v eno smer, brez 
povratne zanke. SSD tako za razliko od arhitektur R-CNN in YOLO, neposredno 
izvede klasifikacijo objektov brez dodatnih klasifikacijskih struktur [19], kar 
pripomore k hitrejšemu delovanju. 
 
Slika 4.26: Arhitektura konvolucijske nevronske mreže z detektorjem SSD 
SSD je tako sestavljena iz plasti dodatnih konvolucijskih nivojev, dodanih na osnovno 
strukturo nevronske mreže, ki je v tem primeru MobileNet, njegov izhod pa so polja, 
ki označujejo objekte in njihov tip. Osnovna ideja take strukture je izogib pristopu, pri 
katerem objekte iščemo s premikajočim se oknom po celotni površini slike. Problem 
takega pristopa je, da ne poznamo velikosti objekta, ki ga iščemo, in tako ne moremo   
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vedeti niti velikosti okna, s katerim naj ga iščemo. Poleg tega lahko oblika in 
perspektiva objektov variirata in bi posledično potrebovali tudi informacijo o obliki 
pravokotnega okna (razmerje med dolžino in širino okna, ki se najbolj prilagaja 
objektu). Tak pristop bi bil tudi zelo računsko in posledično časovno zahteven. Zaradi 
naštetih omejitev SSD razdeli sliko na več delov in v vsakem uporabi preddefinirana 
okna zaznavanja. Ta okna imajo različna razmerja stranic in tako predvidimo tudi 
obliko. Rezultat zaznave je okno z najboljšim razmerjem prekrivanja. 
 
Slika 4.27: SSD in R-CNN [22] 
Struktura SSD omejevalna polja, s katerimi označujemo tarče, oblikuje v niz privzetih 
polj prek različnih skaliranj izhoda konvolucijskih vzorčnih struktur (slika 4.27). V 
času napovedovanja zaznanih struktur mreža generira rezultate za vsako prisotno 
kategorijo objekta pri vsakem izmed polj ter potem velikost in obliko teh polj prilagodi 
tako, da se najbolj možno ujema z zaznanim objektom [23]. 
 
Slika 4.28: SSD Single Shot MultiBox Detector [23] 
Za uspešno zaznavanje moramo mreži podati vhodne slike in točen položaj 
objektov z njihovimi kategorijami. Za vsako izmed preddefiniranih omejitvenih 
pravokotnikov ocenimo njihovo ustrezno velikost (cx, cy, w, h) in tudi prepričanost v 
posamezno kategorijo objektov (c1, c2, c3 itd.). To pomeni, da v istem koraku ocenimo 
velikost objekta, hkrati pa tudi njegovo klasifikacijo. 
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Hrbtenica oziroma osnovna struktura te nevronske mreže je MobileNet [24], ki 
temelji na globinsko ločljivi konvoluciji (depthwise separable convolution). Ta je 
zaradi svoje strukture mnogo hitrejša, saj zahteva manj računske zmogljivosti. 
Sestavljena je iz dveh korakov, in sicer iz globinske konvolucije (slika 4.30), kjer 
opravimo filtriranje vhodnih podatkov, in točkovne konvolucije (slika 4.31), kjer 
podatke iz več posameznih globin združimo. Pri globinski konvoluciji (slika 4.29) 
apliciramo filtre, katerih globina je enaka globini vhodnih podatkov. To v primeru 
slike iz treh barvnih kanalov (RGB) pomeni tri nivoje globine in posledično tronivojski 
filter.  
 
Slika 4.29: Konvolucijska operacija 
Celotno število potrebnih multiplikacij pri običajni konvolucijski strukturi je: 
 
 š𝑡𝑒𝑣𝑖𝑙𝑜 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑘𝑎𝑐𝑖𝑗 = 𝑁𝐷𝑝
2𝐷𝑘
2𝑀. (4.35) 
Pri tem so: 
 
- 𝐷𝑝: dimenzija izhoda, 
- 𝐷𝑘: dimenzija filtra, 
- 𝑀: globina, 
- 𝑁: število filtrov. 
 
Slika 4.30: Globinska konvolucija 
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Število potrebnih multiplikacij pri prvem delu globinske konvolucijske strukture je: 
 





Slika 4.31: Točkovna konvolucija 
Število potrebnih multiplikacij pri drugem delu oziroma točkovni konvoluciji je: 
 
 š𝑡𝑒𝑣𝑖𝑙𝑜 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑘𝑎𝑐𝑖𝑗 = 𝐷𝑝𝐷𝑝𝑁. (4.37) 
 
Celotno število potrebnih multiplikacij pri globinski konvolucijski strukturi je tako: 
 
 š𝑡𝑒𝑣𝑖𝑙𝑜 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑘𝑎𝑐𝑖𝑗 = 𝑀𝐷𝑝
2(𝐷𝑘
2 + 𝑁). (4.38) 
 
Slika 4.32: Celotna arhitektura MobileNet 
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4.6  Namestitev in zagon 
 
Celotna aplikacija in tudi učenje nevronske mreže sta bila izvedena na 
operacijskem sistemu Windows 10. Za kreiranje okolja Python z vsemi potrebnimi 
knjižnicami je bila uporabljena Anaconda 3, ki je distribucijsko okolje in omogoča 
enostavno rokovanje s kreiranimi okolji in njihovimi pripadajočimi knjižnicami. 
Uporabljen je bil programski jezik Python, različica 3.7.4. 
Za zahtevne računske operacije, ki se lahko izvajajo paralelno, je od CPE-ja 
mnogo primernejša uporaba GPE-ja. Pri paralelnem računanju računsko operacijo 
razbijemo na več manjših operacij, ki jih izvajamo vzporedno, rezultati pa so potem 
združeni. To je izvedljivo pri operacijah, ki so neodvisne ena od druge, in dober primer 
so ravno konvolucijske operacije, pri katerih je korak množenja filtrov z vhodnim 
podatkom neodvisen od naslednjega koraka. Število operacij, na katere lahko 
razdelimo računsko nalogo, je odvisno od števila jeder. Pri CPE-jih je najpogosteje 
štiri, osem ali šestnajst, medtem ko ima lahko GPE tudi po nekaj tisoč jeder. Za 
uspešen zagon knjižnice Tensorflow-gpu je potrebna namestitev programske opreme 
CUDA, ki je kompatibilna s strojno opremo grafične kartice NVIDIA. Orodje CUDA, 
različica 10.0.130, že vsebuje ustrezno knjižnico, prilagojeno za rokovanje z 
globokimi nevronskimi mrežami CuDNN 7.6.0. Za konfiguracijo modela in učnih 
parametrov Tensorflow Object Detection API uporablja Protobuf [25]. Uporabljena je 
bila knjižnica Tensorflow-gpu, različica 1.14.0. Delna ali pa celotna faza učenja 
nevronske mreže SSD_MobileNet_v1 je bila izvedena na CPE-ju Intel(R) Core(TM) 
i7-8550U in grafičnih karticah NVIDIA GeForce GTX 1050 in NVIDIA GeForce 
GTX 1070 – slednja se je obnesla daleč najbolje.  
Pred postopkom učenja je treba pridobiti vhodno množico podatkov, na katerih 
se bo globoka nevronska mreža učila. Ti podatki so razdeljeni v dve skupini, in sicer 
učno množico, ki je obsegala 792 slik, in testno množico, ki je obsegala 74 slik. Namen 
testne množice je, da lahko nevronska mreža med postopkom učenja sproti preverja 
uspešnost učnega procesa. Poleg slik za učenje moramo v fazi učenja mreži podati še 
želene izhode, ki so v primeru slik omejitveni pravokotniki, ki označujejo lokacijo 
objektov, vsebujejo pa tudi informacijo o tipu objekta. Za označevanje objektov na 
surovih slikah, pridobljenih iz videov snemanja scene, je bil uporabljen program za 
markiranje [26], katerega izhod so podatki o lokacijah označenih pravokotnikov 
(xmin, 𝑥𝑚𝑎𝑥𝑦𝑚𝑖𝑛 , 𝑦𝑚𝑎𝑥), število označenih objektov v posamezni sliki in tip objekta, 
vse to pa je zapisano v datotečnem formatu .xml. V našem primeru so bili to objekti: 
»UR«, »gripper«, »head« in »hand«.  
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 Za spremljanje učnega procesa nevronske mreže smo uporabili vizualizacijsko 
okolje TensorBoard (slika 4.33)[27]. Pri tem je ključno, da čim bolje izkoristimo 
potencial nevronske mreže, kar pomeni, da najdemo idealno točko prenehanja učenja. 
Natančnost oziroma uspešnost modela doseže vrhunec po določenem številu iteracij 
vnosa vhodnih podatkov. V primeru, da to idealno številko presežemo, pride do tako 
imenovanega »overfittinga«, pri katerem začne napredek natančnosti stagnirati ali pa 
celo padati. Nasprotni primer je »underfitting«, ko ima naš model še vedno potencial 
za izboljšanje delovanja, kar pomeni, da se mreža še ni učila dovolj dolgo, da bi 
prepoznala vse potrebne vzorce (slika 4.34). V splošnem želimo, da se model obnaša 
najbolje na še nevidenih novih slikah, kar lahko preverjamo s podanimi testnim vzorci.   
 
Slika 4.33: Funkcija izgube, ki jo želimo minimizirati 
Model se je nehal učiti pri 57580. iteraciji, pri čemer je bila velikost paketa 
učenja (batch size) enaka 24, kar pomeni, da so v času učenja vhodni podatki 2399-
krat šli čez globoko nevronsko strukturo.  
 
 
Slika 4.34: Časi učenja [28] 
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Slika 4.35: Delovanje nevronske mreže 1 
 
 
Slika 4.36: Delovanje nevronske mreže 2 
 
 
Slika 4.37: Delovanje nevronske mreže 3  
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4.7  Iskanje korespondenčnih točk 
Z naučeno nevronsko mrežo smo prišli do prepoznave in lokalizacije želenih 
objektov, kar pomeni, da smo iz dveh kalibriranih kamer lahko na obeh hkrati 
detektirali objekte. Rezultat izhoda oziroma informacije, do katerih smo tako prišli, so 
bile koordinatne točke omejitvenege prostora zaznanega objekta, njihova kategorija, 
in indeks kategorije, ki smo ga vsakemu objeku pred učenjem pripisali. Zadnja 
informacija, ki nam jo nevronska mreža poda, pa je verjetnost oziroma prepričanost v 
pravilnost zaznanega objekta. Zaporedna številka oziroma vrstni red zaznave je pri tem 
naključen, kar pomeni, da v primeru več objektov istega tipa na sliki leve in desne 
kamere ne moremo narediti vzporednic med levo in desno sliko. Zapisano z drugimi 
besedami, nimamo informacije o korespondenčnih objektih med slikama, kar je za 
določevanje razdalje ključnega pomena. Te težave pri zaznavanju robota in njegovega 
prijemala ni, saj se vedno nahaja le po en tak objekt v vsaki izmed kamer. 
 
 
Slika 4.38: Vprašanje korespondenčnih objektov na primeru roke 
 
Zaradi tega smo v vsakem izmed zaznanih objektov (ROI) s pomočjo funkcije 
point_finder(), ki je vsobovala detektor ORB [29], poiskali točke interesa oziroma 
značilke (keypoint). To so točke na sliki, ki izstopajo, najpogosteje se nahajajo na 
območjih slike z visokim kontrastom, torej robovih in ogljiščih. Poleg značilk detektor 
vrne še deskriptorje, ki opisujejo značilnosti zaznanih značilk oziroma povzame 
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kpHa_L, desHA_L, xy_povp_ha_L = stmg.point_finder_HAND(image_np_1, 
boxes_1, scores_1, classes_1). 
 
Napisana funkcija zahteva: 
 
̶ image_np_1: vhodno sliko, 
̶ boxes_1: koordinate zaznanih omejitvenih pravokotnikov, 
̶ scores_1: vrednost zaupanja v zaznani objekt, 




̶ kpHa_L: značilke roke, 
̶ desHA_L: deskriptorje značilk, 
̶ xy_povp_ha_L: koordinati x in y aritmetične sredine značilk. 
 
Enak postopek se izvede za vsako izmed ROI-jev. Po zajetju lokacij značilk vseh ROI-
jev se njihove koordinate primerja in v primeru, da je nevronska mreža v obeh slikah 
kamer zaznala objekt, določi korespondenčne pare zaznanih objektov. Z OpenCV 
funkcijo bf.match(), ki je vsebovana v funkciji match_points(), na podlagi 
deskriptorjev najdemo značilke, ki se med levo in desno sliko najbolj ujemajo. Poleg 
tega tudi vemo, da mora biti, zaradi predhodno opravljene stereo kalibracije kamer 
koordinata y najdene značilke na sliki obeh kamer enaka. Z drugimi besedami, značilka 
na levi sliki mora ležati na epipolarni črti na drugi, in obratno. S tem korakom izločimo 
določene napake funkcije bf.match(): 
 
good_matchesHA, _, _ = stmg.match_points(image_np_1, image_np_2, kp1, des1, 
kp2, des2). 
 
Napisana funkcija zahteva: 
 
̶ image_np_1: vhodno sliko leve kamere, 
̶ image_np_2: vhodno sliko desne kamere, 
̶ kp1: značilke zaznanega objekta na levi kameri, ki so upoštevane, 
̶ des1: deskriptorje značilk leve kamere, 
̶ kp2: značilke zaznanega objekta na desni kameri, ki so upoštevane, 
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̶ des2: deskriptorje značilk desne kamere. 
Vrne nam: 
 
̶ good_matchesHA: korespondenčne pare objektov leve in desne 
kamere. 
 
Rezultat zgoraj opisanega postopka je razviden na sliki 4.39. 
 
 
Slika 4.39: Rezultat iskanja korespondenčnih objektov na primeru roke 
 
Po tem koraku smo imeli vse potrebne informacije za izračun medsebojne oddaljenosti 
zaznanih objektov. To smo izvedli s pomočjo funkcije def_cordinates(), kjer smo z že 
kalibriranimi kamerami po opisanem postopku v podpoglavju 4.4 izračunali razdalje:  
 
_, _, X_HAA, Y_HAA, Z_HAA = stmg.def_sordinates(kp1, kp2, good_matchesHA, 
img3, 2, i_b). 
 
Napisana funkcija zahteva: 
 
̶ kp1: značilke zaznanega objekta na levi kameri, ki so upoštevane, 
̶ kp2: značilke zaznanega objekta na desni kameri, ki so upoštevane,  
̶ good_matchesHA: zaporedna številka korespondenčnih objektov, 
̶ img3: slika leve in desne kamere, zložena v eno sliko za nazornejši 
prikaz ujemanja epipolarnih črt, 
̶ 2: zaporedna številka iskanega objekta, v primeru roke je to številka 2, 
̶ i_b: številka iteracije zanke, v kateri se funkcija izvaja.  





̶ X_HAA: koordinata x objekta v centimetrih, 
̶ Y_HAA: koordinata y objekta v centimetrih, 
̶ Z_HAA: koordinata z objekta v centimetrih. 
 
 
Po dobljenih koordinatah vseh objektov v prostoru se izračuna razdalje med roko in 
robotom, roko in prijemalom robota, glavo in robotom ter glavo in prijemalom robota 
po formuli: 
 
 𝑑 =  √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 + (𝑧1 − 𝑧2)2. (4.39) 
 
Pri tem so: 
 
̶ d: razdalja med objektoma, 
̶ 𝑥1: koordinata x prvega objekta, 
̶ 𝑥2: koordinata x drugega objekta, 
̶ 𝑦1: koordinata y prvega objekta, 
̶ 𝑦2: koordinata y drugega objekta, 
̶ 𝑧1: koordinata z prvega objekta, 
̶ 𝑧2: koordinata z drugega objekta. 
 
 
Slika 4.40: Prikaz z komponente položaja roke v prostoru 
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5  Rezultati in možne izboljšave ter nadaljna nadgradnja 
Program je sposoben detektirati lokacijo in določiti kategorijo objekta, izračunati 
njegovo razdaljo in posledično določiti tudi razdalje med kritičnimi objekti, ki so 
potrebni za zagotovitev varnosti sodelujoče robotske aplikacije. Zanesljivost delovanja 
pa je odvisna od mnogih dejavnikov. V prvi vrsti je predpogoj za uspešno delovanje 
natančna in konsistenčna zaznava objektov, ki pa je v veliki meri odvisna od okolice, 
v kateri želimo objekte zaznati. Tu poleg scene, v kateri detektiramo objekt, velik vpliv 
igra tudi svetloba. Poleg tega dodaten izziv pri detekciji predstavljajo tudi 
spreminjajoča se oblika objektov med premikanjem ter tudi interakcija in delno 
prekrivanje objektov. Največ težav je po pričakovanju povzročalo zaznavanje roke 
oziroma dlani. Najočitnejšo rešitev za izboljšanje rezultatov vidimo v povečanju 
količine učnih podatkov, na podlagi katere se nevronska mreža uči. Prav tako bi učna 
množica morala vsebovati objekte, posnete v čim bolj raznolikem okolju in pri čim 
različnejših osvetlitvah.    
Drugi ključ, ki vodi do ocenitve lege, je uspešna detekcija oslonilnih točk ali 
značilk. Iskanje teh pa je ponovno v veliki meri odvisno od okolja oziroma ozadja, 
pred katerim se objekt nahaja, in od dobre osvetlitve. Slednja je še posebej ključni 
dejavnik pri objektih z monotono barvo, saj v takih primerih ni močnih robov ali 
ogljišč, ki bi jih uporabljen detektor ORB našel. Takšen primer je ponovno dlan, pri 
kateri držimo prste skupaj, ali pa pest, saj nam kontraste oziroma oslonilne točke lahko 
kreirajo le sence, ki so posledica ustrezne osvetlitve. V takem primeru lahko umetno 
povečamo ROI okoli zaznanega objekta, tako da je viden tudi del ozadja in lahko 
zaznamo robove želenega objekta, vendar tvegamo, da detektor oslonilno točko najde 
v ozadju, ki pa ni na isti oddaljenosti kot objekt interesa. Natančnost detekcije značilk 
je tako element, od katere je odvisna natančnost določitve lege. To težavo bi bilo 
najbolje reševati z dodatnim svetlobnim virom, ki bi projeciral definiran vzorec na 
sceno. Tako rešitev ima na primer tudi komercialno zelo uspešen produkt Microsofta 
Kinect [30]. S takim pristopom bi se znebili omejitev, ki so posledica iskanja 
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oslonilnih točk. Poleg tega pa bi bistveno pohitrili delovanje programa, ki je bil pri 
sedaj uporabljeni metodi sposoben sprocesirati med tri in štiri slike na sekundo. 
 
Slika 5.1: Projekcija vzorca [31] 
 
 
Slika 5.2: Oddaljenosti objektov od kamere 
  




Slika 5.3: Napake aplikacije 
Kot je prikazano na sliki 5.3, aplikacija v taki obliki ni zanesljiva in posledično ne 
more zagotavljati varnosti sodelujoče aplikacije. Poleg tega sta tudi odzivni čas in 
merilna negotovost lege objekta mnogo prevelika. S predlaganimi rešitvami potencial 
aplikacije vidimo v možnosti spremljanja in analize procesa, s čimer lahko 
optimiziramo delovne korake in izboljšamo cikel procesa. Na podlagi analize gibanja 
bi lahko izboljšali tudi ergonomijo delovnega mesta.   
 S to aplikacijo je bila predstavljena idejna osnova prenesena v prakso, ideja pa 
je bila tudi preizkušena v realnem laboratorijskem okolju. Na podlagi odkritih 
pomankljivosti so bile podane smernice za izboljšavo delovanja aplikacije. S popolnim 
zaupanjem naše varnosti tehnologiji, za kar so dober primer avtomobili, menim, da je 
le vprašanje časa, kdaj bo za našo varnost skrbela umetna inteligenca tudi v 













Dodatek A: glavni del programske kode, v katerem poteka 
zajem slike in zaznava objektov 
 
import numpy as np 
import os 
import six.moves.urllib as urllib 
import sys 
import tarfile 
import tensorflow as tf 
import zipfile 
 
from collections import defaultdict 
from io import StringIO 
from matplotlib import pyplot as plt 










import stereo_alignment_31_10 as stereo 
import StereoAlignment as sta 
import Stereo_matcher as stm 
 





cap1 = cv2.VideoCapture(2) 
cap2 = cv2.VideoCapture(1) 
def changer_resolution_1(width, height): 
    cap1.set(3, width) 
    cap1.set(4, height) 
def changer_resolution_2(width, height): 
    cap2.set(3, width) 
    cap2.set(4, height) 
 
def rescale_frame(frame, percent): 
    scale_percent = percent 
    width = int(frame.shape[1] * scale_percent / 100) 
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    height = int (frame.shape[0] * scale_percent / 100) 
    dim = (width, height) 





from utils import label_map_util 
 
from utils import visualization_utils as vis_util 
 
 
fourcc = cv2.VideoWriter_fourcc(*"XVID") 
 
 
MODEL_NAME = 'FAKS_57580_graph' 
 
 
PATH_TO_CKPT = MODEL_NAME + '/frozen_inference_graph.pb' 
 
 
PATH_TO_LABELS = os.path.join('FAKS_57580_training', 'object-
detection.pbtxt') 
 
NUM_CLASSES = 4 
 
 
detection_graph = tf.Graph() 
with detection_graph.as_default(): 
    od_graph_def = tf.GraphDef() 
    with tf.gfile.GFile(PATH_TO_CKPT, 'rb') as fid: 
        serialized_graph = fid.read() 
        od_graph_def.ParseFromString(serialized_graph) 
        tf.import_graph_def(od_graph_def, name='') 
 
label_map = label_map_util.load_labelmap(PATH_TO_LABELS) 
categories = label_map_util.convert_label_map_to_categories(label_map, 
max_num_classes=NUM_CLASSES, 
                                                            
use_display_name=True) 
category_index = label_map_util.create_category_index(categories) 
 
with detection_graph.as_default(): 
    with tf.Session(graph=detection_graph) as sess: 
 
         
        image_tensor = 
detection_graph.get_tensor_by_name('image_tensor:0') 
 
        detection_boxes = 
detection_graph.get_tensor_by_name('detection_boxes:0') 
 
        detection_scores = 
detection_graph.get_tensor_by_name('detection_scores:0') 
        detection_classes = 
detection_graph.get_tensor_by_name('detection_classes:0') 
        num_detections = 




        i_counter = 0 
 
        frame_rate = 10 
        prev = 0 
 
        out = cv2.VideoWriter("outpy.avi", fourcc, 10, (640, 480)) 
 
        while True: 
            time_elapsed = time.clock() - prev 
            t0 = time.clock() 
 
            # print(i_counter) 
            if time_elapsed > 0.1 / frame_rate: 
                prev = time.clock() 
                ret_1, LEVA = cap1.read() 
                ret_2, DESNA = cap2.read() 
 
 
                image_np_1, image_np_2 = sta.mat_alignment(LEVA, DESNA) 
 
                image_np_1 = cv2.cvtColor(image_np_1, cv2.COLOR_BGR2RGB) 
                image_np_2 = cv2.cvtColor(image_np_2, cv2.COLOR_BGR2RGB) 
 
                rows1, cols1 = image_np_1.shape[:2] 
                rows2, cols2 = image_np_2.shape[:2] 
 
 
                image_np_expanded_1 = np.expand_dims(image_np_1, axis=0) 
                image_np_expanded_2 = np.expand_dims(image_np_2, axis=0) 
                (boxes_1, scores_1, classes_1, num_1) = sess.run( 
                    [detection_boxes, detection_scores, detection_classes, 
num_detections], 
                    feed_dict={image_tensor: image_np_expanded_1}) 
 
                (boxes_2, scores_2, classes_2, num_2) = sess.run( 
                    [detection_boxes, detection_scores, detection_classes, 
num_detections], 
                    feed_dict={image_tensor: image_np_expanded_2}) 
 
                image_np_1 = cv2.cvtColor(image_np_1, cv2.COLOR_RGB2BGR) 
                image_np_2 = cv2.cvtColor(image_np_2, cv2.COLOR_RGB2BGR) 
                img3 = np.hstack((image_np_1, image_np_2)) 
 
 
                boxes_1 = boxes_1[0] 
                boxes_2 = boxes_2[0] 
                tm1 = time.clock() 
                ### --- gripper --- ### 
                X_G = [] 
                Y_G = [] 
                Z_G = [] 
                x_POVP_G_L = [] 
                y_POVP_G_L = [] 
                GRIPPER = 3 
                maskG_L, oknaG_L, kp1G, des1G = 
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stmg.point_finder_GRIPPER(image_np_1, boxes_1, scores_1, classes_1) 
                maskG_D, oknaG_D, kp2G, des2G = 
stmg.point_finder_GRIPPER(image_np_2, boxes_2, scores_2, classes_2) 
                good_matches, kp1G_L, kp2G_D = 
stmg.match_points(image_np_1, image_np_2, kp1G, des1G, kp2G, des2G) 
                if kp1G_L and kp2G_D: 
                    good_cordG_L, good_cordG_D, X_GA, Y_GA, Z_GA, 
x_POVP_G_LA, y_POVP_G_LA = stmg.def_cordinates(kp1G_L, kp2G_D, 
good_matches, img3, GRIPPER) 
                    X_G.append(X_GA) 
                    Y_G.append(Y_GA) 
                    Z_G.append(Y_GA) 
 
 
                    x_POVP_G_L.append(x_POVP_G_LA) 
                    y_POVP_G_L.append(y_POVP_G_LA) 
 
                if X_G and Y_G and Z_G: 
                    X_G = X_G[0] 
                    Y_G = Y_G[0] 
                    Z_G = Z_G[0] 
 
                if x_POVP_G_L and y_POVP_G_L: 
                    x_POVP_G_L = x_POVP_G_L[0] 
                    y_POVP_G_L = y_POVP_G_L[0] 
 
                ### --- gripper --- ### 
 
                ### --- UR --- ### 
                X_UR = [] 
                Y_UR = [] 
                Z_UR = [] 
                x_POVP_UR_L = [] 
                y_POVP_UR_L = [] 
                UR = 4 
                maskUR_L, oknaUR_L, kp1UR, des1UR, = 
stmg.point_finder_UR(image_np_1, boxes_1, scores_1, classes_1) 
                maskUR_D, oknaUR_D, kp2UR, des2UR, = 
stmg.point_finder_UR(image_np_2, boxes_2, scores_2, classes_2) 
                good_matchesUR, kp1UR_L, kp2UR_D = 
stmg.match_points(image_np_1, image_np_2, kp1UR, des1UR, kp2UR, des2UR) 
                #print(good_matchesUR) 
                if kp1UR_L and kp2UR_D: 
                    good_cordUR_L, good_cordUR_D, X_URA, Y_URA, Z_URA, 
x_POVP_UR_LA, y_POVP_UR_LA = stmg.def_cordinates(kp1UR_L, kp2UR_D, 
good_matchesUR, img3, UR) 
                    X_UR.append(X_URA) 
                    Y_UR.append(Y_URA) 
                    Z_UR.append(Z_URA) 
 
 
                    x_POVP_UR_L.append(x_POVP_UR_LA) 
                    y_POVP_UR_L.append(y_POVP_UR_LA) 
 
                if X_UR and Y_UR and Z_UR: 
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                    X_UR = X_UR[0] 
                    Y_UR = Y_UR[0] 
                    Z_UR = Z_UR[0] 
                if x_POVP_UR_L and y_POVP_UR_L: 
                    x_POVP_UR_L = x_POVP_UR_L[0] 
                    y_POVP_UR_L = y_POVP_UR_L[0] 
                ### --- UR --- ### 
 
                ### --- head --- ### 
                X_HE = [] 
                Y_HE = [] 
                Z_HE = [] 
                x_POVP_HE_L = [] 
                y_POVP_HE_L = [] 
                HE = 2 
                kpHE_L, desHE_L, xy_povp_he_L, = 
stmg.point_finder_HEAD(image_np_1, boxes_1, scores_1, classes_1) 
                kpHE_D, desHE_D, xy_povp_he_D, = 
stmg.point_finder_HEAD(image_np_2, boxes_2, scores_2, classes_2) 
                ###   ---   BOX MATCH   --- ### 
                box_matchHE = [] 
                for i_L, value_L in enumerate(xy_povp_he_L): 
                    for i_D, value_D in enumerate(xy_povp_he_D): 
                        diff = abs(xy_povp_he_L[i_L][1] - 
xy_povp_he_D[i_D][1]) 
                        if diff < 5:  
                            b_m = [i_L, i_D] 
                            box_matchHE.append(b_m) 
 
                if len(kpHE_L) > 0 and len(kpHE_D) > 0: 
                    for i_b in range(0, len(box_matchHE)): 
                        for key_L in kpHE_L: 
                            for key_D in kpHE_D: 
                                if str(box_matchHE[i_b][0]) in key_L and 
str(box_matchHE[i_b][1]) in key_D: 
 
                                    kp1 = kpHE_L[key_L] 
                                    kp2 = kpHE_D[key_D] 
                                    keydes_L = "ds_" + str(key_L[3]) 
                                    keydes_D = "ds_" + str(key_D[3]) 
                                    des1 = desHE_L[keydes_L] 
                                    des2 = desHE_D[keydes_D] 
                                    good_matchesHE, kp1HE_L, kp2HE_D = 
stmg.match_points(image_np_1, image_np_2, kp1, des1, kp2, des2) 
                                    #print(good_matchesHE) 
                                    if kp1HE_L and kp2HE_D: 
 
                                        good_cordHE_L, good_cordHE_D, 
X_HEA, Y_HEA, Z_HEA, x_POVP_HE_LA, y_POVP_HE_LA= 
stmg.def_cordinates(kp1HE_L, kp2HE_D, good_matchesHE, img3, 2, i_b) 
                                        if X_HEA and Y_HEA and Z_HEA: 
                                            X_HE.append(X_HEA) 
                                            Y_HE.append(Y_HEA) 
                                            Z_HE.append(Z_HEA) 
 
                                            
x_POVP_HE_L.append(x_POVP_HE_LA) 
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y_POVP_HE_L.append(y_POVP_HE_LA) 
 
                if x_POVP_HE_L and y_POVP_HE_L: 
                    x_POVP_HE_L = x_POVP_HE_L[0] 
                    y_POVP_HE_L = y_POVP_HE_L[0] 
 
                ### --- head --- ### 
 
                ### --- hand --- ### 
                X_HA = [] 
                Y_HA = [] 
                Z_HA = [] 
                x_POVP_HA_L = [] 
                y_POVP_HA_L = [] 
                HAND = 1 
                kpHA_L, desHA_L, xy_povp_ha_L, = 
stmg.point_finder_HAND(image_np_1, boxes_1, scores_1, classes_1) 
                kpHA_D, desHA_D, xy_povp_ha_D, = 
stmg.point_finder_HAND(image_np_2, boxes_2, scores_2, classes_2) 
                ###   ---   BOX MATCH   --- ### 
                box_match = [] 
                for i_L, value_L in enumerate(xy_povp_ha_L): 
                    for i_D, value_D in enumerate(xy_povp_ha_D): 
                        diff = abs(xy_povp_ha_L[i_L][1] - 
xy_povp_ha_D[i_D][1]) 
                        if diff < 5:  
                            b_m = [i_L, i_D] 
                            box_match.append(b_m) 
 
                if len(kpHA_L) > 0 and len(kpHA_D) > 0: 
                    for i_b in range(0, len(box_match)): 
                        for key_L in kpHA_L: 
                            for key_D in kpHA_D: 
                                if str(box_match[i_b][0]) in key_L and 
str(box_match[i_b][1]) in key_D: 
 
                                    kp1 = kpHA_L[key_L] 
                                    kp2 = kpHA_D[key_D] 
                                    keydes_L = "ds_" + str(key_L[3]) 
                                    keydes_D = "ds_" + str(key_D[3]) 
                                    des1 = desHA_L[keydes_L] 
                                    des2 = desHA_D[keydes_D] 
                                    good_matches, kp1_L, kp2_D = 
stmg.match_points(image_np_1, image_np_2, kp1, des1, kp2, des2) 
 
                                    if kp1_L and kp2_D: 
 
                                        good_cord_L, good_cord_D, X_HAA, 
Y_HAA, Z_HAA, x_POVP_HA_LA, y_POVP_HA_LA = stmg.def_cordinates(kp1_L, 
kp2_D, good_matches, img3, HAND, i_b) 
                                        if X_HAA and Y_HAA and Z_HAA: 
                                            X_HA.append(X_HAA) 
                                            Y_HA.append(Y_HAA) 
                                            Z_HA.append(Z_HAA) 
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x_POVP_HA_L.append(x_POVP_HA_LA) 
                                            
y_POVP_HA_L.append(y_POVP_HA_LA) 
                    if x_POVP_HA_L and y_POVP_HA_L: 
                        x_POVP_HA_L = x_POVP_HA_L[0] 
                        y_POVP_HA_L = y_POVP_HA_L[0] 
 
                    if X_HA and Y_HA and Z_HA and X_G and Y_G and Z_G: 
                        for s_e, s_value in enumerate(X_HA): 
                            d_HA_G = math.sqrt((X_HA[s_e][0] - X_G[0]) ** 
2 + (Y_HA[s_e][0] - Y_G[0]) ** 2 + (Z_HA[s_e][0] - Z_G[0]) ** 2) 
                        if X_HA and Y_HA and Z_HA and X_UR and Y_UR and 
Z_UR: 
                            d_HA_UR = math.sqrt((X_HA[s_e][0] - X_UR[0]) 
** 2 + (Y_HA[s_e][0] - Y_UR[0]) ** 2 + ( 
                                        Z_HA[s_e][0] - Z_UR[0]) ** 2) 
 
                            print(d_HA_G) 
                            if d_HA_G < 70 or d_HA_UR < 70: 
                                cv2.putText(img3, ("z:" + 
str(Z_HA[s_e][0]) + "cm"), (int(x_POVP_HA_L), int(y_POVP_HA_L)), 
cv2.FONT_ITALIC, 
                                            1, (0, 0, 255), 4, 
lineType=cv2.LINE_AA) 
                                cv2.putText(image_np_1, ("z:" + 
str(Z_HA[s_e][0]) + "cm"), 
                                            (int(x_POVP_HA_L), 
int(y_POVP_HA_L + 40)), cv2.FONT_ITALIC, 
                                            1, (0, 0, 255), 4, 
lineType=cv2.LINE_AA) 
                            else: 
                                cv2.putText(img3, ("z:" + 
str(Z_HA[s_e][0]) + "cm"), (int(x_POVP_HA_L), int(y_POVP_HA_L)), 
cv2.FONT_ITALIC, 
                                            1, (0, 255, 0), 4, 
lineType=cv2.LINE_AA) 
                                cv2.putText(image_np_1, ("z:" + 
str(Z_HA[s_e][0]) + "cm"), 
                                            (int(x_POVP_HA_L), 
int(y_POVP_HA_L + 40)), cv2.FONT_ITALIC, 
                                            1, (0, 255, 0), 4, 
lineType=cv2.LINE_AA) 
 
                    if X_HE and Y_HE and Z_HE and X_G and Y_G and Z_G: 
 
                        for d_e, d_value in enumerate(X_HE): 
                            d_HE_G = math.sqrt((X_HE[d_e][0] - X_G[0]) ** 
2 + (Y_HE[d_e][0] - Y_G[0]) ** 2 + (Z_HE[d_e][0] - Z_G[0]) ** 2) 
 
                            if X_HE and Y_HE and Z_HE and X_UR and Y_UR 
and Z_UR: 
                                d_HE_UR = math.sqrt((X_HE[d_e][0] - 
X_UR[0]) ** 2 + (Y_HE[d_e][0] - Y_UR[0]) ** 2 + ( 
                                        Z_HE[d_e][0] - Z_UR[0]) ** 2) 
 
                            if d_HE_G < 70 or d_HE_UR < 70: 
                                cv2.putText(img3, ("z:" + 
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str(Z_HE[d_e][0]) + "cm"), (int(x_POVP_HE_L), int(y_POVP_HE_L)), 
cv2.FONT_ITALIC, 
                                            1, (0, 0, 255), 4, 
lineType=cv2.LINE_AA) 
                                cv2.putText(image_np_1, ("z:" + 
str(Z_HE[d_e][0]) + "cm"), (int(x_POVP_HE_L), int(y_POVP_HE_L + 40)), 
cv2.FONT_ITALIC, 
                                            1, (0, 0, 255), 4, 
lineType=cv2.LINE_AA) 
                            else: 
                                cv2.putText(img3, ("z:" + 
str(Z_HE[d_e][0]) + "cm"), (int(x_POVP_HE_L), int(y_POVP_HE_L)), 
cv2.FONT_ITALIC, 
                                            1, (0, 255, 0), 4, 
lineType=cv2.LINE_AA) 
                                cv2.putText(image_np_1, ("z:" + 
str(Z_HE[d_e][0]) + "cm"), (int(x_POVP_HE_L), int(y_POVP_HE_L + 40)), 
cv2.FONT_ITALIC, 
                                            1, (0, 255, 0), 4, 
lineType=cv2.LINE_AA) 
                    cv2.imshow("img3", img3) 
                else: 
                    img3 = np.hstack((image_np_1, image_np_2)) 
                    cv2.imshow("img3", img3) 
                tm3 = time.clock() 
 
 
### --- vizualizacija --- ### 
 
                vis_util.visualize_boxes_and_labels_on_image_array( 
                    image_np_1, 
                    np.squeeze(boxes_1), 
                    np.squeeze(classes_1).astype(np.int32), 
                    np.squeeze(scores_1), 
                    category_index, 
                    use_normalized_coordinates=True, 
                    line_thickness=8) 
 
                vis_util.visualize_boxes_and_labels_on_image_array( 
                    image_np_2, 
                    np.squeeze(boxes_2), 
                    np.squeeze(classes_2).astype(np.int32), 
                    np.squeeze(scores_2), 
                    category_index, 
                    use_normalized_coordinates=True, 
                    line_thickness=8) 
### --- vizualizacija --- ### 
 
                for i in range(0, image_np_1.shape[0], 30): 
                    cv2.line(image_np_1, (0, i), (image_np_1.shape[1], i), 
(255, 0, 0), 1) 
                    cv2.line(image_np_2, (0, i), (image_np_2.shape[1], i), 
(255, 0, 0), 1) 
                cv2.imshow("object detection_1", image_np_1) 
                cv2.imshow("object detection_2", image_np_2) 
 
                t5 = time.clock() 
Dodatek A: glavni del programske kode, v katerem poteka zajem slike in zaznava objektov 79 
 
                i_counter = i_counter + 1 
                if cv2.waitKey(25) & 0xFF == ord("q"): 
                    cv2.destroyAllWindows() 




Dodatek B: skripta za iskanje točk in določitev razdalj 
objektov 
import cv2 
import numpy as np 
import time 
import matplotlib.pyplot as plt 
import timeit 
 
### --- GRIPPER --- ### 
 
def point_finder_GRIPPER(LEVA, boxes, scores_1, classes_1): 
    orb = cv2.ORB_create() 
    slika = LEVA 
    mask_L = np.zeros(slika.shape[:2], dtype=np.uint8) 
    for i, j in enumerate(boxes): 
        if classes_1[0][i] == 3: 
            if scores_1[0][i] > 0.5: 
                y1 = int(boxes[i][0] * 480) 
                x1 = int(boxes[i][1] * 640) 
                y2 = int(boxes[i][2] * 480) 
                x2 = int(boxes[i][3] * 640) 
 
                mask_L = cv2.rectangle(mask_L, (x1- 10, y1 - 10), (x2 + 
10, y2 + 10), (255), thickness=-1) 
 
 
    okna = cv2.bitwise_and(slika, slika, mask=mask_L) 
    kp1, des1 = orb.detectAndCompute(okna, mask=mask_L) 
    objekt = 3 
    return mask_L, okna, kp1, des1 
 
### --- UR --- ### 
 
def point_finder_UR(LEVA, boxes, scores_1, classes_1): 
    orb = cv2.ORB_create() 
    slika = LEVA 
    mask_L = np.zeros(slika.shape[:2], dtype=np.uint8) 
    for i, j in enumerate(boxes): 
        if classes_1[0][i] == 4: 
            if scores_1[0][i] > 0.5: 
                y1 = int(boxes[i][0] * 480) 
                x1 = int(boxes[i][1] * 640) 
                y2 = int(boxes[i][2] * 480) 
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                x2 = int(boxes[i][3] * 640) 
 
 
                mask_L = cv2.rectangle(mask_L, (x1 - 20, y1 - 20), (x2 + 
20, y2 + 20), (255), thickness=-1) 
 
 
    okna = cv2.bitwise_and(slika, slika, mask=mask_L) 
    kp1, des1 = orb.detectAndCompute(okna, mask=mask_L) 
    objekt = 4 
    return mask_L, okna, kp1, des1 
 
 
### --- HAND ---### 
def point_finder_HAND(LEVA, boxes, scores_1, classes_1): 
    orb = cv2.ORB_create() 
    slika = LEVA 
 
    kp = {} 
    des = {} 
    xy_POVP = [] 
    for i, j in enumerate(boxes): 
 
        mask_L = np.zeros(slika.shape[:2], dtype=np.uint8) 
        if classes_1[0][i] == 1: 
            if scores_1[0][i] > 0.5: 
                y1 = int(boxes[i][0] * 480) 
                x1 = int(boxes[i][1] * 640) 
                y2 = int(boxes[i][2] * 480) 
                x2 = int(boxes[i][3] * 640) 
 
                mask_L = cv2.rectangle(mask_L, (x1 - 50, y1 - 50), (x2 + 
50, y2 + 50), (255), thickness=-1) 
 
                okna = cv2.bitwise_and(slika, slika, mask=mask_L) 
                kp1, des1 = orb.detectAndCompute(okna, mask=mask_L) 
                x_SUM = 0 
                y_SUM = 0 
                sum_index = 1 
                for e_k, keyPoint in enumerate(kp1): 
                    x1 = keyPoint.pt[0] 
                    y1 = keyPoint.pt[1] 
                    x_SUM = x_SUM + x1 
                    y_SUM = y_SUM + y1 
                    sum_index = sum_index + e_k - 1 
                    if sum_index == 0: 
                        sum_index = sum_index + 1 
                x_POVP = x_SUM / sum_index 
                y_POVP = y_SUM / sum_index 
                xy_POVP_m = [x_POVP, y_POVP] 
                kp["kp_{0}".format(i)] = kp1 
                des["ds_{0}".format(i)] = des1 
                #xy_POVP["xy_POVP_{0}".format(i)] = xy_POVP1 
                xy_POVP.append(xy_POVP_m) 
    objekt = 1 
    return kp, des, xy_POVP 
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### --- HEAD ---### 
def point_finder_HEAD(LEVA, boxes, scores_1, classes_1): 
    orb = cv2.ORB_create() 
    slika = LEVA 
 
    kp = {} 
    des = {} 
    xy_POVP = [] 
    for i, j in enumerate(boxes): 
 
        mask_L = np.zeros(slika.shape[:2], dtype=np.uint8) 
        if classes_1[0][i] == 2: 
            if scores_1[0][i] > 0.5: 
                y1 = int(boxes[i][0] * 480) 
                x1 = int(boxes[i][1] * 640) 
                y2 = int(boxes[i][2] * 480) 
                x2 = int(boxes[i][3] * 640) 
 
                mask_L = cv2.rectangle(mask_L, (x1 - 25, y1 + 25), (x2 - 
25, y2 + 25), (255), thickness=-1) 
 
                okna = cv2.bitwise_and(slika, slika, mask=mask_L) 
                kp1, des1 = orb.detectAndCompute(okna, mask=mask_L) 
                x_SUM = 0 
                y_SUM = 0 
                sum_index = 1 
                for e_k, keyPoint in enumerate(kp1): 
                    x1 = keyPoint.pt[0] 
                    y1 = keyPoint.pt[1] 
                    x_SUM = x_SUM + x1 
                    y_SUM = y_SUM + y1 
                    sum_index = sum_index + e_k - 1 
                    if sum_index == 0: 
                        sum_index = sum_index + 1 
                x_POVP = x_SUM / sum_index 
                y_POVP = y_SUM / sum_index 
                xy_POVP_m = [x_POVP, y_POVP] 
                kp["kp_{0}".format(i)] = kp1 
                des["ds_{0}".format(i)] = des1 
                xy_POVP.append(xy_POVP_m) 
    objekt = 2 




def match_points(LEVA, DESNA, kp1, des1, kp2, des2): 
    list_kp1_pop = [] 
    list_kp2_pop = [] 
    if des1 is not None and des2 is not None: 
        bf = cv2.BFMatcher(cv2.NORM_HAMMING, crossCheck=True) 
        matches = bf.match(des1, des2) 
 
 
        mask = np.ones(np.size(matches)) 
        for n, tmp in enumerate(matches): 
            x1, y1 = kp1[tmp.queryIdx].pt 
            x2, y2 = kp2[tmp.trainIdx].pt 
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            y_diff = abs(y1 - y2) 
            if y_diff > 5: 
                mask[n] = 0 
        good = [] 
        for index in np.where(mask == 1)[0]: 
            good.append(matches[index]) 
        t1 = time.clock() 
        good = sorted(good, key=lambda x: x.distance) 
 
        return good, kp1, kp2 
    else: 
        good = [] 
        #good_D = [] 
        #t = 0 
        #img3 = np.hstack((LEVA, DESNA)) 
        return good, kp1, kp2 
 
 
def def_cordinates(kp1, kp2, good_m, img3, objekt, *args): 
    global x_POVP_L, y_POVP_L 
    XA = [] 
    YA = [] 
    ZA = [] 
 
    cols2 = 640 
    cols1 = 640 
    good_L = [] 
    good_D = [] 
    if args: 
        i_b = args 
        if len(i_b) > 0: 
            i_b = i_b[0] 
 
        #print(i_b) 
    else: 
        i_b = 0 
 
    if good_m: 
        i_prikazani = 0 
        for i_g_m in good_m: 
            if i_prikazani < 5: 
                if i_g_m: 
                    if objekt == 1: 
                        if i_b < 5: 
                            colour = (0 + i_b*50, 0, 255-i_b*50) 
                        else: 
                            colour = (20, 20, 255) 
                    elif objekt == 3: 
                        colour = (255, 255, 255) 
                    elif objekt == 4: 
                            colour = (0, 0, 0) 
                    elif objekt == 2: 
                        if i_b < 5: 
                            colour = (255-i_b*50, 0 + i_b*50, 0) 
                        else: 
                            colour = (255, 20, 20) 
                    else: 
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                        print("Kaj za vraga?") 
                        colour = (20, 20, 20) 
                    img1_idx = i_g_m.queryIdx 
                    img2_idx = i_g_m.trainIdx 
 
                    [x1, y1] = kp1[img1_idx].pt 
                    [x2, y2] = kp2[img2_idx].pt 
 
                    good_L_p = [int(x1), int(y1)] 
                    good_D_p = [int(x2), int(y2)] 
                    good_L.append(good_L_p) 
                    good_D.append(good_D_p) 
 
                    radius = 5 
                    RED = (0,0,255) 
 
        x_povp_part_L = 0 
        y_povp_part_L = 0 
 
        s_index = 0 
        for i_el, value_L in enumerate(good_L): 
            x_el = value_L[0] 
            y_el = value_L[1] 
            x_povp_part_L = x_povp_part_L + x_el 
            y_povp_part_L = y_povp_part_L + y_el 
            s_index = s_index + 1 
        x_POVP_L = x_povp_part_L/s_index 
        y_POVP_L = y_povp_part_L /s_index 
        if i_b < 5: 
            colour = (0 + i_b * 50, 200, 255 - i_b * 50) 
        else: 
            colour = (20, 20, 20) 
 
        x_povp_part_D = 0 
        y_povp_part_D = 0 
        s_index = 0 
        for i_el, value_D in enumerate(good_D): 
            x_el = value_D[0] 
            y_el = value_D[1] 
            x_povp_part_D = x_povp_part_D + x_el 
            y_povp_part_D = y_povp_part_D + y_el 
            s_index = s_index + 1 
        x_POVP_D = x_povp_part_D/s_index 
        y_POVP_D = y_povp_part_D/s_index 
        if i_b < 5: 
            colour = (0 + i_b * 50, 200, 255 - i_b * 50) 
        else: 
            colour = (20, 20, 20) 
 
        BASELINE = 9 
        FOCALLENGTH = 820 
        x_d = x_POVP_L #- 320 
        x_d_crtica = x_POVP_D #-320 
        DISPARITY = x_d - x_d_crtica 
        if DISPARITY == 0: 
            DISPARITY = 0.001 
        Z = BASELINE * FOCALLENGTH / DISPARITY 
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        w = 640 
        h = 320 
        X = x_POVP_L * Z / FOCALLENGTH 
        Y = y_POVP_L * Z / FOCALLENGTH 
        r_x = (w / 2) / FOCALLENGTH 
        r_y = (h / 2) / FOCALLENGTH 
        x_frame = r_x * Z 
        x_cm = X - x_frame 
        y_frame = r_y * Z 
        y_cm = Y - y_frame 
 
        if Z > 0: 
            #print("X:", x_cm, "Y:", y_cm, "Z:", Z) 
            Z = round(Z, 1) 
            X = round(X, 1) 
            Y = round(Y, 1) 
 
            XA.append(X) 
            YA.append(Y) 
            ZA.append(Z) 
            x_POVP_L = x_POVP_L 
            y_POVP_L = y_POVP_L 
 
            org = (x_POVP_L, y_POVP_L) 
            font = cv2.FONT_ITALIC 
            fontScale = 1 
            if i_b < 5: 
                colour = (0 + i_b * 50, 200, 255 - i_b * 50) 
            else: 
                colour = (20, 20, 20) 
            thickness = 2 
            text = X, Y, Z 
        else: 
            x_POVP_L = [] 
            y_POVP_L = [] 
 
        if x_POVP_L and y_POVP_L: 
            cv2.putText(img3, ("z:" + str(Z) + "cm"), (int(x_POVP_L), 
int(y_POVP_L)), cv2.FONT_ITALIC, 1, (255, 0, 0), 4,  lineType=cv2.LINE_AA) 
 
    else: 
        x_POVP_L = [] 
        y_POVP_L = [] 
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