We give a short proof of a lemma which generalizes both the main lemma from the original construction in the author's thesis of a model with no ω2-Aronszajn trees, and also the "Key Lemma" in Hamkins's gap forcing theorems. The new lemma directly yields Hamkins's newer lemma stating that certain forcing notions have the approximation property.
Lemma 1. Suppose that δ is a regular cardinal, P * Q is a forcing in which P is nontrivial and |P | < δ, and PQ is <δ-strategically closed. Then P * Q has the δ-approximation property.
This is a generalization of the "Key Lemma" of Hamkins's gap forcing theorems [1, 2] . Hamkins proves Lemma 1 from these key lemmas, which in turn are proved using a tree argument which is quite similar to the proof of the main lemma in the original construction [3] of a model with no ω 1 -Aronszajn tree from a weakly compact cardinal κ. That model is constructed using a forcing which can be described in modern terms as a forcing iteration (P ν ,Q ν ) : ν < κ of length κ. If ν < κ is a regular cardinal then Q ν is the forcing to add a Cohen real, andQ ν+1 is a name for the forcing to collapse ν onto ω 1 ; the forcing Q ν is trivial for all other ordinals ν < κ. The iteration uses finite support for the Cohen reals and countable support for the collapses. The main lemma of [3] states:
Lemma 2. Suppose that G ⊂ P κ is generic, that λ < κ is a regular cardinal, and b is a branch in V [G] of a tree T ∈ V [G λ ] of height λ, where G λ is the restriction of G to P λ , the first λ stages of the iteration. Then b ∈ V [G λ ]. * Work on this paper was partly supported by grant number DMS-0400954 from the National Science Foundation. This paper is dedicated to Jim Baumgartner. My relations with him as a friend and colleague date back to the time I was working on my thesis, to which Jim made valuable contributions and to which I return in this note.
Both of these lemmas are consequences of Lemma 6 below. The notion of a strongly generic condition, first introduced in [5] where it serves a similar purpose, is the critical ingredient to Lemma 6.
Definition 3.
If M is a model of (a fragment of) set theory and P is a partial order then a condition p ∈ P is strongly M -generic if p forces thatĠ ∩ M is a V -generic subset of P ∩ M .
We will say that M has strongly generic conditions if for each p ∈ P ∩ M there is a strongly M -generic condition p ≤ p.
Note that if P ⊂ M then 1 P is strongly M -generic. In most examples there is a single condition p M which is strongly M -generic and is compatible with every condition p ∈ P ∩ M .
There is a convenient combinatorial characterization of strong genericity:
Proposition 4. A condition p 0 ∈ P is strongly M -generic if and only if for all p ≤ p 0 there is a condition r ∈ P ∩ M such that every q ≤ r in P ∩ M is compatible with p.
Proof. Suppose that p 0 is strongly M -generic, let p ≤ p 0 , and let D = { p ∈ P ∩ M : p is incompatible with p }. Then p Ġ ∩ D = ∅, and since p 0 is strongly M -generic it follows that D is not dense in P ∩ M . This is equivalent to the conclusion of the proposition.
For the other direction, suppose that p 0 satisfies the conclusion of the proposition. For any dense set D ⊂ P ∩ M and any p ≤ p 0 let r ∈ P ∩ M satisfy that every q ≤ r in P ∩ M is compatible with p. Since D is dense there is some q ∈ D such that q ≤ r, and by the choice of r there is p ≤ p such that p ≤ q. Then p q ∈Ġ ∩ D.
We will write p|M (read "p cut down to M ") for the condition r required by the conclusion of Proposition 4.
The statement of Lemma 6 uses a generalization of the two step iteration P * Q. If P is a forcing notion andQ is a set of terms for members of a partial order Q =Q G in the generic extension V [G] by P then we write P Q for the set of all pairs (p,q) ∈ P ×Q, with the ordering (p ,q ) ≤ (p,q) if p ≤ p and p q ≤q. Notice that a two step iteration P * Q is the special case of P Q in whichQ is the set of all names for members of Q =Q G .
Definition 5. In a forcing P Q , we define the ordering ≺ ofQ byq ≺q if q ≤q . We will call ≺ the term ordering ofQ.
Lemma 6. Suppose that δ is a regular cardinal and the product P Q satisfies the following conditions:
1. There is a stationary set S of models M such that |M | < δ, M has strongly generic conditions for P , and if
2. The term ordering ofQ is <δ-strategically closed.
3. Ifq 0 ,q 1 ≺q and p ∈ P then there are p 0 , p 1 ≤ p andq ≺q inQ such that
Let τ be a cardinal and let A ∈ V P Q be a subset of τ such that
The term stationary in clause 1 means that for any sufficiently large cardinal θ and any predicate R ⊂ H θ there is a model M ≺ (H θ , ∈, R) which is in S.
Proof. Suppose to the contrary thatȦ is a P Q -name for a set
First, we claim that if ξ ∈ τ and (p,q) is a condition such that (p,q) ξ ∈Ȧ, then there areq ≺q and Now let (p,q) ∈ P Q be arbitrary, and for a sufficiently large cardinal θ use clause 1 to find a model
and there is a strongly M -generic condition p ≤ p.
We now need to consider the two cases of the hypothesis separately. If <|M | M ⊂ M then enumerate the dense subsets of (Q, ≺) in M as ( D ν : ν < |M | and use the <δ-strategic closure of (Q, ≺) to find a descending sequence of conditions q ν : ν < |M | withq ν ∈ D ν . By elementarity there is such a strategy which is a member of M , so the assumption that <|M | M ⊂ M implies thatq ν ∈ M for each ν < |M |. Now letq be the infimum of this sequence, so that {q ∈ M :q ≺q } is an M -generic subset of (Q, ≺).
In the other case, when P ⊂ M , work in M using the claim and the <δ-strategic closure of (Q, ≺) to findq ≺q in M such that for each r ≤ p in P there are conditions p 0 , p 1 ≤ r and an ordinal ξ ∈ M ∩ τ such that (p 0 ,q ) ξ / ∈Ȧ and (p 1 ,q ) ξ ∈Ȧ.
In either case, since |M ∩ τ | ≤ |M | < δ, the hypothesis implies that A ∩ M ∈ V . Choose (p ,q ) ≤ (p ,q ) and a ∈ V such that (p ,q ) Ȧ ∩ M =ǎ, so (p ,q ) decides the statement "ξ ∈Ȧ" for each ξ ∈ M . Let p |M ∈ P ∩ M be such that any condition r ≤ p |M in P ∩ M is compatible with p .
We claim that there are ξ ∈ M and r 0 , r 1 ≤ p |M in P ∩ M such that (r 0 ,q ) ξ / ∈Ȧ and (r 1 ,q ) ξ ∈Ȧ. If P ⊂ M then this follows immediately from the choice ofq . If
The set D is a member of M and a dense subset of (Q, ≺) soq ν ∈ D for some ν < |M |. It follows by elementarity that there are r 0 , r 1 and ξ in M witnessing thatq ν ∈ D, and sinceq ≺q ν these satisfy the claim. We now have a contradiction, since both of the conditions r 0 and r 1 are compatible with (p ,q ), which decides ξ ∈Ȧ.
Hamkins's Lemma 1 is the special case of Lemma 6 in which P Q = P * Q and |P | < δ. In this case 1 P is strongly M -generic for any model M with P ⊂ M , and clauses 2-4 are straightforward.
In order to prove Lemma 2 we first observe that P κ can be written in the form P λ * Ṗ λ , where P λ is equal to P κ as defined inside V [G λ ] except that the first nontrivial forcing Q ν used is at ν = λ = ω
. Hence we can take V [G λ ] as the ground model.
In order to apply Lemma 6 (with δ = ω 1 ) we recast the description of the forcing given earlier into a form more like that of the original paper: as a product P Q where P adds the Cohen reals and Q does the collapsing. To be more specific, let A be the set of regular cardinals in the interval [λ, κ) and set P = { q ν : ν ∈ A : q ∈ P λ } andQ = { q ν+1 : ν ∈ A : q ∈ P λ }. Thus P extracts the Cohen reals from the original iteration, and q ν is trivial for all but finitely many ν ∈ A since the iteration has finite support on the Cohen reals. Thus P is equivalent to the ordinary forcing to add κ many Cohen reals.
The members ofQ extract the collapsing terms from the original iteration. Since the iteration uses countable support on the collapses, the term order (Q, ≺) is ω 1 -closed. In this caseQ does not contain all P -terms; however it is important to observe that each of the termsq ν+1 for ν ∈ A is allowed to depend on the Cohen condition q λ . It follows that the forcing satisfies clause 3 of the hypothesis of Lemma 6. This may be contrasted with the iteration used in the first section of [4] , which is identical to the iteration considered here except that the order of the Cohen reals and collapses is reversed: if ν ∈ A thenq ν is a name for a condition in the collapse, and q ν+1 is a condition in the Cohen forcing. In particular, the collapseq λ does not depend on any Cohen real in P λ , so the forcing of [4] does not satisfy clause 3.
To see that clause 1 holds for P Q , note that Cohen forcing P factors as P ≡ (P ∩ M ) × (P \ M ). It follows that G ∩ M ⊂ P ∩ M is generic whenever G ⊂ P is generic, and thus 1 P is a strongly M -generic condition for any model M . Clauses 2 is straightforward, and we have already noted that clause 3 holds. To see that clause 4 holds note that if (p ,q ) ≤ (p,q) then p ν + 1 q ν ≤q ν . Now defineq by lettingq ν be a term such that p ν + 1 q ν =q ν , while any condition incompatible with p ν + 1 forces thatq ν =q ν .
Thus Lemma 6 applies to this forcing. Since b is a branch of a tree of height λ in V [G λ ], the restriction of b to any countable subset lies entirely below some node of the tree and hence is a member of V [G λ ]. It follows from Lemma 6 that b ∈ V [G λ ], and this completes the proof of Lemma 2.
Lemma 6 appears to be somewhat stronger than needed for the applications given here, as in each case the strongly generic condition can be taken to be 1 P , and furthermore this condition is strongly M -generic for any model M , not just for a stationary set of models. Nevertheless Lemma 6 does not encompass every instance of a forcing satisfying the conclusion. Any forcing P satisfying the countable chain condition, for example, adds a new set A of ordinals whose countable subsets are in V if and only if it adds a branch through some Souslin tree. To see the nontrivial direction of this claim, let λ be least such that there is a condition p which forces thatȦ ∩ λ / ∈ V , and let T be the tree of functions t ∈ <λ 2 such that some p ≤ p forces that t is the characteristic function oḟ A ∩ length(t). Then T is a perfect tree of height λ since p Ȧ ∩ λ / ∈ V , and T has no uncountable antichains because P has the countable chain condition. Furthermore cf(λ) > ω, for if λ = sup n<ω λ n then, since every level of T is countable, we could find a countable set x ⊂ λ such that every t ∈ T λn is determined by t (x ∩ λ n ). Hence any branch of T would be determined by its restriction to x, which is in V . It is now easy to see that the subtree of T consisting of the split nodes of T is a Souslin tree of height ω 1 .
Thus the Souslin hypothesis implies that any such forcing satisfies the ω 1 -approximation property; however if P is a forcing such that there is a stationary class of countable models M with strongly generic conditions then every countable sequence added by P is added by a Cohen real. To see this, letṡ be a name for such a countable sequence, let M be a model withṡ ∈ M , and let p be strongly M -generic. If G ⊂ P is generic and p ∈ G then all the values ofṡ are decided by G ∩ M . Thusṡ G is in the generic extension of V by P ∩ M , and since P ∩ M is a nontrivial countable forcing it is equivalent to Cohen forcing.
