Abstract. We show that wave maps φ from two-dimensional Minkowski space R 1+2 to hyperbolic spaces H m are globally smooth in time if the initial data is smooth, conditionally on some reasonable claims concerning the local theory of such wave maps, as well as the self-similar and travelling (or stationary solutions); we will address these claims in the sequels [67] , [68] , [69] , [70] to this paper. Following recent work in critical dispersive equations, the strategy is to reduce matters to the study of an almost periodic maximal Cauchy development in the energy class. We then repeatedly analyse the stress-energy tensor of this development (as in [12] , [64] ) to extract either a self-similar, travelling, or degenerate non-trivial energy class solution to the wave maps equation. We will then rule out such solutions in the sequels to this paper, establishing the desired global regularity result for wave maps.
1. Introduction 1.1. Wave maps. This paper is concerned with the global regularity problem for two-dimensional (i.e. energy-critical) wave maps into hyperbolic spaces. To explain this problem, we first need to introduce some standard notation.
For any n ≥ 1 let R 1+n be Minkowski space {(t, x) : t ∈ R, x ∈ R n } with the usual metric g αβ x α x β := −dt 2 + dx 2 . We shall work primarily in R 1+2 , parameterised by Greek indices α, β = 0, 1, 2, raised and lowered in the usual manner. We also parameterise the spatial coordinates by Roman indices i, j = 1, 2. We let SO(n, 1) be the space of Lorentz transformations on R 1+n (i.e. unimodular linear isometries of Minkowski space).
Fix m ≥ 1. Let hyperbolic space H = (H m , h) be the simply-connected m-dimensional Riemannian manifold of constant negative sectional curvature −1. The precise realisation of hyperbolic space is not important for our purposes, but for sake of concreteness one can take H := {(t, x) ∈ R 1+m : t = + 1 + |x| 2 } ⊂ R 1+m to be the upper sheet of the unit hyperboloid in Minkowski space R 1+m with h being the induced Riemannian metric. Note that SO(m, 1) acts transitively on H with stabiliser equal to the orthogonal group SO(m), thus H ≡ SO(m, 1)/SO(m).
Define a classical wave map to be a pair φ = (φ, I), where I ⊂ R is an interval, and φ : I×R 2 → H is a smooth map on the slab I×R 2 ⊂ R
1+2
which differs 1 from a constant φ(∞) ∈ H by a function Schwartz in space (embedding H in R 1+m to define the Schwartz space), and is a (formal) critical point of the Lagrangian R 1+2 ∂ α φ(t, x), ∂ α φ(t, x) h(φ(t,x)) dtdx (1) in the sense that φ obeys the corresponding Euler-Lagrange equation
where (φ * ∇) α is covariant differentiation on the vector bundle φ * (T H) with respect to the pull-back φ * ∇ via φ of the Levi-Civita connection ∇ on the tangent bundle T H of H. If I = R, we say that the wave map is global. Remark 1.2. The wave map equation is closely related to σ-models in gauge theory, and is the Minkowski analogue of a harmonic map.
We record five important (and well known) symmetries of wave maps:
• For any t 0 ∈ R, we have the time translation symmetry Time t 0 : φ(t, x) → φ(t − t 0 , x).
• For any x 0 ∈ R 2 , we have the space translation symmetry Trans x 0 : φ(t, x) → φ(t, x − x 0 ).
• Time reversal symmetry Rev : φ(t, x) → φ(−t, x).
• For every U ∈ SO(m, 1), we have the target rotation symmetry Rot U : φ(t, x) → U • φ(t, x).
1 This is slightly more general than the notion of a classical wave map in some earlier papers (including some of the author), in which the wave map is assumed to be smooth and compactly supported modulo constants rather than Schwartz modulo constants. It will be more convenient for us to work in the Schwartz category as this will be preserved by harmonic map heat flow. However the distinctions between the two spaces are quite minor.
• For every λ > 0, we have the scaling symmetry Dil λ : φ(t, x) → φ( t λ , x λ )
We will exploit all of these symmetries in the sequel. (Lorentz invariance will not be directly used in this paper, although it will be lurking behind the scenes in some of our stress-energy manipulations.)
Another symmetry of the wave maps equation is the diffeomorphism symmetry on the domain (R 1+2 , g) (generalising (3), (4), (5) , and the Lorentz symmetry). We shall (implicitly) exploit this symmetry via the conservation law ∂ α T αβ = 0 (8) for the stress-energy tensor T : R 1+2 → Sym 2 (R 1+2 ) defined by
In particular, the energy E(φ), defined by
E(φ) = E(φ[t]) := R 2
T 00 (t, x) dx = (8) we also see that the energy is preserved under all the symmetries (3)-(7) mentioned above; the fact that it is invariant under the scaling symmetry is specific to two spatial dimensions, which is thus the critical dimension for this problem.
We also note that the stress-energy tensor T αβ in two spatial dimensions determines all inner products ∂ α φ, ∂ β φ h(φ) by the identity ∂ α φ, ∂ β φ h(φ) = T αβ − g αβ tr(T) (11) where of course tr(T) := g αβ T αβ . The formula (11) is important for us, as it allows us to manipulate quadratic expressions in the derivatives of φ for an abstract class of "energy class solutions", for which φ is not necessarily defined in a classical sense, but for which one can still meaningfully define a stress-energy tensor.
All of the above symmetries and conservation laws will play an important role in the analysis which follows.
1.3. The global regularity conjecture. Define classical data to be any pair Φ 0 := (φ 0 , φ 1 ), where φ 0 : R 2 → H is a smooth map which differs from a constant by a Schwartz function, and φ 1 : R 2 → T H is a Schwartz map with φ 1 (x) ∈ T φ 0 (x) H for all x ∈ R 2 ; let S denote the space of all classical data, equipped with the Schwartz topology; one can view this space as a nonlinear analogue of the Schwartz space Schwartz(R 2 )×Schwartz(R 2 ). Observe that for any classical wave map (φ, I) and any time t ∈ I, the pair φ[t] := (φ(t), ∂ t φ(t)) lies in S. Also observe that spatial translations (4), time reflection (5), target rotation (6), and scaling (7) act on S in the obvious manner, namely
Rev :
respectively. (The (nonlinear) action of time translation (3) can be defined conditionally on Conjecture 1.4 below.) Also observe that the stress-energy tensor T defined in (9) can be viewed as a continuous map from S to the space L 1 (R 2 → Sym 2 (R 1+2 )) of absolutely integrable symmetric rank two tensors on R 2 .
We will be concerned with the following conjecture, which can be found for instance in [22] : Remark 1.5. This conjecture forms part of an intensive study of the initial value problem for the wave maps equation; see [21] , [26] , [49] , [58] , [76] , [65, Chapter 6] , [42] , [30] for surveys of this problem. By using finite speed of propagation (and the contractibility of the target manifold H), one can remove the support hypotheses on the data and solution, allowing one to construct global smooth solutions to the wave maps equation from arbitrary smooth initial data, but it will be convenient for us to retain the support conditions in the sequel. One can also generalise from H to other manifolds of constant negative sectional curvature (which we can normalise to be −1) by the usual lifting argument (taking advantage of the contractibility of the domain R 2 ).
We briefly summarise some of the past progress on this conjecture (see [65, Chapter 6] or [30] for a more detailed survey). From classical energy methods (and expressing the wave maps equation in local coordinate charts) one can easily establish the existence of a local classical solution, and to establish uniqueness of any (local or global) classical solution; see e.g. [50] . Local solutions can also be constructed in significantly rougher function spaces than C ∞ : see [25] , [74] , [75] , [76] . The conjecture has been established for radially symmetric data in [6] , for rotationally equivariant data in [51] , and for various classes of small data (or perturbations of symmetric data) in [54] , [74] , [28] , [29] ; also, global weak solutions were constructed in [39] . If the hyperboloid is replaced by the sphere, analogues of all the above results hold (for instance, global regularity in the small energy case was established in [63] ), but the analogue of the above conjecture fails [32] , [43] (see also the numerical work in [1] , [14] ).
Since the initial release of this preprint, an alternate proof of this conjecture has been provided by Sterbenz and Tataru [56] , [57] , as well as Krieger and Schlag (private communication). Remark 1.6. As mentioned earlier, the dimension d = 2 of space is the critical dimension for this problem. In the sub-critical dimension d = 1, global regularity can be easily established [13] , [33] , [45] , [15] , whereas in super-critical dimensions d > 2, singularities are expected to form [4] . On the other hand, the local and perturbative theory for d = 2 has analogues for d > 2 (replacing the energy norm by the critical Sobolev normḢ
, and in fact the theory simplifies in this setting, particularly for d ≥ 4 or d ≥ 5: see [23] , [24] , [27] , [40] , [50] , [62] , [63] , [73] , [74] .
1.7. Claims. The purpose of this paper is to establish Conjecture 1.4, conditionally on five simpler (and plausible) claims, which we shall address in sequels [67] , [68] , [69] , [70] to this paper. We now state these claims.
The first claim asserts the existence of an energy spaceḢ 1 , which is a nonlinear analogue of the scalar energy spaceḢ
, with which to hold generalisations of the classical data Φ 0 appearing above. This energy space will then be used in all the other claims.
Claim 1.8 (Energy space).
There exists a complete metric spaceḢ 1 with a continuous map ι : S →Ḣ 1 , that obeys the following properties:
The actions (12), (13) , (15) on S extend to a continuous isometric action onḢ 1 (after quotienting out by rotations as in (ii)).
again after quotienting out by rotations as in (ii)). In particular, we have a continuous energy functional
Remark 1.9. Morally speaking,Ḣ 1 is the space of "all" pairs Φ 0 = (φ 0 , φ 1 ) with φ 0 : R 2 → H and φ 1 : R 2 → T H, with φ 1 (x) ∈ T φ 0 (x) H for all (or almost all) x, and with the energy
finite, where the derivative ∇φ 0 is interpreted in some suitably weak sense, and then quotiented out by the action (6) . There are however some technical difficulties arising from the fact that φ 0 takes values in a manifold H rather than in a vector space, and also because the energy norm in two dimensions is not expected to control boundedness or continuity of functions in the energy space. Note that H cannot be isometrically embedded into a Euclidean space, and using coordinate patches to try to define the energy space is also problematic if one wants to retain the rotation invariance (ii). Also, the metric structure one should select on the nonlinear spaceḢ 1 is not immediately obvious 2 .
In [67] we shall construct an energy spaceḢ 1 as in Claim 1.8, by taking a metric completion of the classical data space S, using the harmonic map heat flow to create a "nonlinear Littlewood-Paley resolution" with which one can measure distances. We will then establish the following large-data local well-posedness claim in this space: [75] (see also [76] ) when the target manifold H is replaced by one which can be uniformly embedded into a Euclidean space. In the case of small energy, a relevant regularity result in this direction appears in [28] (see also [63] for an analogous result when the target is a sphere). If the energy space is replaced by a slightly smaller Besov space (which, in contrast to the energy space, does control the boundedness and continuity of solutions), then this claim essentially appears in [74] . For semilinear equations for which solutions at the critical regularity can be constructed by iteration, results such as Claim 1.10 are standard consequences of the function space estimates used in the iteration scheme; see e.g. [65] .
Remark 1.12. The author does not claim that these maximal Cauchy developments solve the wave maps equation (2) in any weak (distributional) sense, because the author does not know the most suitable way in which to set up the theory of distributions for finite energy functions taking values 3 in hyperbolic space. However, Claim 1.8 and Claim 1.10 do allow us to approximate any of these abstract maximal Cauchy developments as the limit of smooth solutions (although the limit is in the sense of uniform convergence in the abstract spaceḢ 1 ), which turns out to be sufficient for our purposes 4 . In particular, many conservation laws, symmetries, and Morawetz-type estimates which can be rigorously derived for classical solutions, will extend to these maximal Cauchy developments by standard limiting arguments. For instance, since the energy (10) is preserved for classical solutions, we see from Claim 1.10 and Claim 1.8 that it is also preserved for maximal Cauchy developments, and so we can meaningfully refer to the energy or momentum of a Cauchy development. As we shall see in Lemma 2.1 below, the concept of a maximal Cauchy development can be defined independently of any choice of initial time or initial data, and so we shall often refer to such developments without mention of initial conditions. We shall establish Claim 1.10 in [68] using the harmonic heat flow (i.e. the caloric gauge) to renormalise the wave maps equation, as indicated in [64] . We remark that the non-positive curvature of H plays a key role here, in forcing the harmonic heat flow to converge to a constant map (see [9] ). Note that Conjecture 1.4 would follow immediately from Claim 1.10(iii) and the following conjecture: Conjecture 1.13 (Global well-posedness in the energy space). Every maximal Cauchy development in Claim 1.10 is global, i.e. the maximal lifespan I is always equal to R.
We now turn to the most technically difficult of all the five claims to establish. We shall refer to the restriction of a maximal Cauchy development to a subinterval as a partial Cauchy development, and refer to maximal or partial Cauchy developments as energy class solutions; as mentioned earlier, the reader is encouraged to view such solutions as abstract limits of smooth solutions. Definition 1.14 (Almost periodicity). An energy class solution φ : I →Ḣ 1 is 5 almost periodic if there exists functions N : I → (0, +∞) and x : I → R 2 , and a compact set K ⊂Ḣ 1 such that
for all t ∈ I. For instance, a (hypothetical) stationary wave map (i.e. a harmonic map), a travelling wave map (i.e. a Lorentz transform of a wave map) or self-similar wave map in the energy class would be almost periodic (in these cases, K would just be a single point). We refer to the functions N = N φ and x = x φ as the 6 frequency scale function and position function of the almost periodic solution respectively. The compact set K will be referred to as the compactness modulus of the solution φ. Remark 1.15. Informally, an almost periodic solution is concentrated spatially in the region {x : x = x(t) + O(1/N(t))} and in frequency space in the region {ξ : ξ = O(N(t))} at each time t ∈ I, although it is not immediately obvious how to define the "frequency" of a map φ : R 1+2 → H into hyperbolic space. See Lemma 2.4 for a partial formalisation of this intution in the physical (spatial) domain only.
5 Strictly speaking, we should refer to such solutions as "almost periodic modulo dilation and translation symmetry", but we shall omit the mention of the dilation and translation symmetries for brevity. 6 These functions are not quite unique; for instance N (t) is only determined up to multiplicative constants, and x(t) is only determined up to an additive error of O(1/N (t)), but this lack of uniqueness will not be a concern for us. Similarly, the compactness modulus K is also not unique. [2] , [3] , [7] , [44] , [77] , [17] , for the masscritical NLS in [19] , [71] , for the energy-critical NLW in [18] (see also [16] ), and for the energy-critical and mass-critical Hartree equations in [35] , [36] , [37] , [38] . The arguments in these papers rely on perturbation theory (generalising local well-posedness results such as Claim 1.10 to compare approximate solutions with exact solutions), as well as various spatial and frequency decompositions to split any solution which is not behaving almost periodically into two almost non-interacting components of strictly smaller energy; see [66] for further discussion 7 We will establish this claim in [69] , [70] , by refining the methods used to prove Claim 1.10 and establishing various non-linear analogues of spatial and frequency decompositions used in the earlier papers (which dealt with scalar models, in which standard decompositions such as Littlewood-Paley projections could be used without difficulty).
In view of Claim 1.16, we see that to establish Conjecture 1.4, it suffices to show that almost periodic maximal Cauchy developments of strictly positive energy do not exist. Three possible candidates for such solutions would be
2 ; and • Self-similar solutions φ : (0, +∞) × R 2 → H in which φ(t, x) = φ(x/t), and which are constant outside of the light cone {(t, x) : |x| ≤ t}.
Note that for physical reasons one expects finite energy travelling solutions to only travel at speeds |v| < 1 less than the speed of light c = 1.
To extend such solution concepts from the classical context to the energy space context, we use the stress-energy tensor T: Definition 1.18 (Travelling and self-similar solutions). An energy class solution φ : I →Ḣ 1 is said to be travelling with velocity v ∈ R
where the quantity in (16) is defined via the stressenergy tensor T using (11) . Similarly, an energy class solution φ : I →Ḣ 1 is said to be self-similar if T = 0 outside of the light cone {(t, x) : |x| ≤ |t|}, and if
, where again we use (11) to define the left-hand side of (17) through the stress-energy tensor. Remark 1.19. In the case of smooth solutions, the condition (16) is equivalent to the symmetry
for t, t ′ ∈ I with the same sign. In particular, such solutions are almost periodic. However it is not immediately obvious whether the same equivalence (and almost periodicity) holds for solutions in the energy class. Similarly, in the smooth case a travelling solution with |v| < 1 can be Lorentz transformed into a stationary solution (with v = 0), but it is not immediately obvious that the same can be done for energy class solutions, even if they are global. 
Note that quadratic quantities such as the left-hand side of (16), being defined from the stress-energy tensor T ∈ L 1 (R 2 ), are only defined up to almost everywhere equivalence, and so identities such as (16) should be understood to hold almost everywhere (or in the distributional sense) rather than everywhere. We will not comment on this minor technical point further in this paper.
for such solutions, which relies crucially on the non-positive curvature of H to give both terms on the right-hand side the same sign. The analogous claim for travelling solutions with |v| < 1 can then be deduced by the Lorentz invariance of the wave maps equation. To rule out the self-similar solutions is a little trickier, and was done in [49, Section 7.5], relying crucially on earlier work in [34] . Morally speaking, these results already imply Claim 1.20, but due to our abstract definition of an energy class solution one has to take a little care in adapting the previous arguments to establish this claim, which we do in [67] .
Finally, we need a technical non-degeneracy claim about the energy spaceḢ 1 , which is needed to rule out the case of solutions travelling at the speed of light, |v| = 1:
2 be such that |v| = 1, and let Φ = (φ 0 , φ 1 ) ∈Ḣ 1 be such that
2 is orthogonal to v, and this expression is defined in terms of the stress-energy tensor T(Φ) using (11) . Then Φ has zero energy. Remark 1.23. Formally, the hypotheses in Claim 1.22 imply that Φ has the shift invariance Trans sv (Φ) = Φ for all s ∈ R, and so the claim is essentially saying that there are no shift-invariant data inḢ 1 other than the constant data.
We will establish Claim 1.22 in [67] , using the "non-linear LittlewoodPaley decomposition" of Φ provided by the harmonic map heat flow. Thus this paper, combined with the sequel papers [67] , [68] , [69] , [70] , gives a full proof of Conjecture 1.4.
We now sketch how Theorem 1.25 is to be proven. Firstly, in view of Claim 1.10, it suffices to show that the maximal Cauchy development of every initial data inḢ 1 is global; applying Claim 1.16, we conclude that it suffices to show that no almost periodic maximal Cauchy development of strictly positive energy exists.
Suppose for contradiction that a almost periodic maximal Cauchy development φ : I →Ḣ 1 with non-zero energy exists, with the attendant frequency scale function N : I → (0, +∞) and position function x : I → R 2 . By a compactness argument exploiting the symmetries (3), (4), (5), (7) (and Claim 1.10), it turns out that we can normalise so that (−∞, 0] ⊂ I, N(0) = 1, x(0) = 0, and N(t) ≤ 1 for all t ∈ (−∞, 0); we will refer to such solutions as normalised ancient solutions.
We will then use a Morawetz estimate from [12] to conclude that such a normalised ancient solution exhibits some self-similar behaviour. More precisely, there exists a sequence of times t n → −∞ for which one has
(when interpreted suitably using the stress-energy tensor using (11)). Actually for technical reasons we need to modify (18) by taking a (logarithmic) Hardy-Littlewood maximal function in time, but let us ignore this issue for now. One can ensure (using the local theory) that 1/N(t n ) = O(|t n |), and then also ensure (using finite speed of propagation) that x(t n ) = O(|t n |). Passing to a subsequence, we may thus ensure that 1/N(t n ) = (α + o(1))|t n | and x(t n ) = (v + o(1))t n for some 0 ≤ α < ∞ and v ∈ R 2 with |v| ≤ 1, where o(1) denotes a quantity which goes to zero as n → ∞. We can now divide into three cases:
(i) (Self-similar case) α = 0.
(ii) (Non-self-similar timelike case) α = 0 and |v| < 1. (iii) (Non-self-similar lightlike case) α = 0 and |v| = 1.
In the self-similar case (i), we will use a rescaling and compactness argument (using the symmetry (7) and Claim 1.10) to extract a nontrivial self-similar solution (in the sense that (17) vanishes). But this will contradict Claim 1.20(ii).
In the non-self-similar timelike case (ii), we will use another rescaling and compactness argument (using the symmetries (3), (4), (7) and Claim 1.10) to extract a non-trivial travelling solution (in the sense that (16) vanishes). But this will contradict Claim 1.20(i).
Finally, in the non-self-similar lightlike case we will again use rescaling and compactness (using the symmetries (3), (4), (7) and Claim 1.10), combined with some further stress-energy analysis, to obtain a nontrivial travelling solution which is degenerate in the sense that |w · ∇φ| 2 h(φ) ≡ 0 whenever w is orthogonal to φ. But this will contradict Claim 1.22. Remark 1.26. Readers familiar with the literature may be surprised to see a lack of sophisticated function spaces (e.g. X s,b spaces and their refinements) and estimates in this paper, as well as a lack of discussion of gauges. These aspects of the theory will however be present in abundance in [67] , [68] , [69] , [70] when the above five claims are proven, and will contribute significantly to the length of these papers. Indeed, these papers will contain all the "local" or "perturbative" theory needed to prove Conjecture 1.4 (such as function space estimates, iteration arguments, and gauge fixing), whereas this paper is concerned primarily with the "global" or "non-perturbative" theory (and in particular, conservation laws and monotonicity formulae arising from an analysis of the stress-energy tensor). Remark 1.27. Amusingly, the arguments here are broadly parallel with those used by Perelman [41] to solve the Poincaré and geometrisation conjectures via Ricci flow; for instance, the normalised ancient solutions are analogous to the κ-solutions from [41] , while the stationary and self-similar solutions are analogous to the gradient shrinking solitons from [41] . Of course, one major difficulty in [41] not present here is that for Ricci flow, there are non-trivial gradient shrinking solitons, in contrast to Claim 1.20; this leads to singularities, surgeries, and other associated complications. It may be that similar difficulties would arise if one were to generalise the arguments here to the positive curvature case.
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Basic theory
We begin with some basic consequences 9 of Claims 1.8 and Claims 1.10, particularly as applied to almost periodic solutions; these claims will be assumed to be true throughout. First of all, the maximal Cauchy development is indeed maximal (and unique): 
Proof. It suffices to prove the claim in the case t 1 = t 0 or t 1 = t ′ 0 , since the general case follows immediately from two applications of this special case (and Claim 1.10).
Without loss of generality we can take t 1 = t ′ 0 . By Claim 1.8(i), we can find a sequence of classical initial data Φ 0,n ∈ S which converge to Φ 0 inḢ 1 (after applying ι). By Claim 1.10 (iv), we have maximal Cauchy developments φ n : I n × R 2 → H with initial data φ n [t 0 ] = Φ 0,n which converge uniformly inḢ 1 to φ on any compact subinterval K of I (with n sufficiently large). In particular, φ n [t
By Claim 1.10(iii), Φ 0,n is classical. By Claim 1.10(v), Φ 0,n cannot be extended classically beyond I n . Thus by Claim 1.10(iii) again (and uniqueness for classical wave maps), Φ 0,n : I n →Ḣ 1 is also the maximal Cauchy development for the initial data φ n [t In view of this lemma, we can now refer to maximal Cauchy developments or energy class solutions φ : I →Ḣ 1 without having to specify any initial time t 0 ∈ I or initial data φ[t 0 ]. Another consequence of the above lemma is that every energy class solution has a unique maximal extension, which is a maximal Cauchy development. By Claim 1.10(iii), there is also a well-defined notion of an energy class solution being classical, since if it is classical at one time then it is classical at all times (though, as always, the classical solution corresponding to an energy solution is ambiguous up to a rotation (6)).
We also record a variant of this lemma:
Lemma 2.2 (Closure of energy class solutions under uniform limits). Let φ n : I n →Ḣ 1 be a sequence of energy class solutions, and let K be a compact interval which is contained in I n for all sufficiently large n. Suppose that φ n converges uniformly inḢ 1 on K to some limit φ : K →Ḣ 1 . Then φ is also an energy class solution.
Proof. We can assume that K has non-empty interior, since the claim follows immediately from Claim 1.10 otherwise. Let t 0 be any interior point of K and letφ : I →Ḣ 1 be the maximal Cauchy development of φ[t 0 ] from time t 0 . From Claim 1.10(iv) we see thatφ = φ on I ∩ K.
If any finite endpoint of I is contained in K, we see from the uniform convergence of φ n to K and Claim 1.10(ii) thatφ has a limit at this endpoint, contradicting Claim 1.10(v); thus K ⊂ I, and the claim follows.
The symmetries (3), (4), (5), (7) clearly transform classical maximal Cauchy developments to other classical maximal Cauchy developments Time t 0 φ : I + t 0 → S, Trans x 0 φ : I → S, Revφ : −I → S, Dil λ : λI → S. By limiting arguments using Claim 1.8 and Lemma 2.2, we can extend these symmetries continuously to maximal Cauchy developments φ : I →Ḣ 1 in the energy space. It is clear that any group identities 10 obeyed by the symmetries classically (e.g. the commutativity of time and space translation) will continue to hold in the energy space setting. 10 One could of course unify all these symmetries together into a single Lie group if desired to make this claim more precise.
From Definition 1.14 we see that the above symmetries also transform (maximal) almost periodic solutions to (maximal) almost periodic solutions, with the frequency scale function and position function transforming by the rules
x Trans x 0 φ (t) := x φ (t) + x 0 (22)
x Revφ (t) := x φ (−t) (24)
Furthermore, the compactness modulus K of the transformed solutions is the same as that of the original solution (except in the case of time reversal, in which case it is a reflection of the original).
A basic construction we shall use repeatedly is the rescaling φ n : I n → H 1 of an almost periodic solution φ : I →Ḣ 1 at some time t n ∈ I, defined as
where N : I → (0, +∞) and x : I → R 2 are the frequency scale function and the position function of φ. Note that I n := {t : t n + t/N(t n ) ∈ I}, and that the frequency scale function N n : I n → (0, +∞) and position function x n : I n → R 2 of φ n are given by the formulae
(28) In particular 0 ∈ I n and N n (0) = 1; x n (0) = 0.
As a first application of this rescaling, we show that the frequency scale function N(t) blows up at any finite endpoint.
Lemma 2.3 (Blowup of N(t)).
Let φ : I →Ḣ 1 be an almost periodic maximal Cauchy development with frequency scale function N : I → (0, +∞), and let t * be any finite endpoint of I. Then lim inf t→t * ;t∈I |t − t * |N(t) > 0.
Proof. By the time reversal symmetry (5) we may assume that t * = sup(I) is the upper endpoint of I. Suppose for contradiction that the claim failed, then we can find a sequence t n ∈ I converging to t * such that N(t n ) = o(1/(t * − t n )). Then if we consider the rescaled solutions (27) , we see that these are almost periodic maximal Cauchy development on an interval I n containing 0 (but whose upper endpoint is converging to zero), with φ n [0] lying in a compact subset ofḢ 1 . Thus, by passing to a subsequence, we may assume that φ n [0] converges iṅ H 1 to a limit Φ ∞ , which has a maximal Cauchy development φ ∞ on an open neighbourhood of 0. But this contradicts Claim 1.10(iv) and the fact that the upper endpoint of I n converges to zero. Now we begin utilising the stress-energy tensor T. T 00 dx ≤ ε for every t ∈ I, or equivalently that
Proof. By Definition 1.14 and Claim 1.8(iv), we see that the stressenergy tensor of Dil N (t) Trans −x(t) φ[t] for t ∈ I lies inside a compact subset of L 1 (R 2 ), and is thus tight in the sense that for every ε > 0 there exists C > 0 such that
for all t ∈ I. Undoing the scaling, we obtain the claim.
We can now show that N and x are stable on short time intervals: 
Proof. If this lemma failed, then we could find sequences of times t n , t ′ n with t ′ n − t n = o(1/N(t n )) such that N(t ′ n )/N(t n ) diverged either to infinity or to zero, or such that N(t n )|x(t ′ ) − x(t)| diverged to infinity. If we let φ n be the rescaled solutions (27) , we thus see (by (28) ) that there is a sequence of times s n → 0 such that N n (s n ) diverges either to infinity or to zero, or such that x n (s n ) diverges to infinity. In particular, this shows (by Lemma 2.4) that the stress energy tensors
On the other hand, by passing to a subsequence as in the proof of Lemma 2.3 we may assume that φ n converges uniformly on some neighbourhood I ∞ of 0 to some limit φ ∞ : I ∞ →Ḣ 1 . By Claim 1.10(ii), we conclude that φ n [s n ] converges inḢ 1 , and hence by Claim 1.
From Lemma 2.5 and compactness we immediately obtain Corollary 2.6 (Local boundedness of N(t) and x(t)). Let φ : I →Ḣ 1 be an almost periodic solution with frequency scale function N : I → (0, +∞) and position function x : I → R 2 . Then for any compact subinterval J of I we have 0 < inf t∈J N(t) ≤ sup t∈J N(t) < +∞ and sup t∈J |x(t)| < +∞. Now we establish a compactness property of almost periodic solutions.
Lemma 2.7 (Compactness)
. Let φ n : I n →Ḣ 1 be a sequence of almost periodic solutions with frequency scale function N n : I n → (0, +∞) and scale function x n : I n → R 2 , and all with the same compactness modulus K. Let I be an interval such that for every compact subinterval J of I, that I n contains J for all sufficiently large n, and that
and sup n;t∈J
where the inf and sup are over n that are sufficiently large depending on J. Then after passing to a subsequence, φ n converges uniformly inḢ 1 on compact subintervals of I to an almost periodic solution φ : I →Ḣ 1 with frequency scale function N : I → (0, +∞) and position function x : I → R 2 obeying the bounds
and lim inf n→∞ |x n (t) − x(t)| = 0 (33) for all t ∈ I, and with compactness modulus K.
Proof. Pick some time t 0 ∈ I. By (30), (31), we may pass to a subsequence so that N n (t 0 ) and x n (t 0 ) are both convergent (with the former converging to a non-zero value). Since the φ n are almost periodic with the same compactness modulus K, and because the action of scaling and translation onḢ 1 is continuous (Claim 1.8(iii)), this implies (after passing to a further subsequence) that φ n [t 0 ] converges inḢ 1 to some limit Φ 0 .
Let φ : I * →Ḣ 1 be the maximal Cauchy development from the initial data Φ 0 at time t 0 . Then we see from Claim 1.10(iv) that φ n converges pointwise on I ∩ I * inḢ 1 to φ. Now suppose that some endpoint t * of I * lies in I. Let J be a compact interval in I ∩ I * containing t * as an endpoint. By hypothesis, N n (t) is bounded uniformly above and below on J, and x n (t) is also bounded, thus by Claim 1.8(iii) φ n (t) ranges in a fixed compact subset ofḢ 1 for all n and all t ∈ J; taking limits, we see that φ(t) ranges in the same compact set for t ∈ J ∩ I * . But then we can find a sequence t n ∈ J ∩ I * converging to t * such that φ(t n ) converges inḢ 1 , contradicting Claim 1.10(v). Thus we see that no endpoint of I * can lie in I, and thus I ⊂ I * . Restricting φ to I, we obtain the desired solution φ : I →Ḣ 1 .
It remains to show that φ is almost periodic with the desired bounds. Recall for each fixed t ∈ I that φ n converges inḢ 1 to φ. By (30), (31), we may thus find a subsequence n t,j (depending on t) for which N n t,j (t) and x n t,j (t) converge to limits N(t), x(t) obeying (32), (33) . Since the φ n were already almost periodic with compactness modulus K, the claim follows (again using the continuity from Claim 1.8(iii)).
Now we use the conservation law (8).
Lemma 2.8 (Conservation identities). Let φ : [T − , T + ] →Ḣ 1 be a energy class solution, and let X α be a smooth vector field. Let T be the stress-energy tensor of φ.
(i) If X is compactly supported, then we have
(ii) If instead φ is a classical wave map, x 0 ∈ R 2 , and t 0 > T + , then we have
where dσ is surface measure on the circle {x ∈ R 2 : |x − x 0 | = |t−t 0 |}, and L α is the inward null vector field
Proof. For classical wave maps, the claims follow immediately from (8) and Stokes' theorem (or integration by parts). For claim (i) for energy class solutions, the claim then follows by a limiting argument using Claim 1.8(i), (iv) and Claim 1.10(iii).
Corollary 2.9 (Finite speed of propagation). Let φ : [T − , T + ] →Ḣ 1 be a energy class solution with stress-energy tensor φ. Then
or equivalently
for all x 0 ∈ R 2 and t 0 > T + .
Proof. By limiting arguments as in Lemma 2.8 we can take φ to be a classical wave map. We now apply (35) with X := ∂ t and observe (from (9)) that the energy flux T αβ X β L α is non-negative.
As a corollary we obtain an approximate Lipschitz property on x(t) (generalising the claim in Lemma 2.5): 
Proof. Let E > 0 denote the energy of φ. By Lemma 2.4 there exists a constant C > 0 such that
for all t ∈ I, and thus also
Applying Corollary 2.9 we conclude
for any t, t ′ ∈ I. Thus the ball {x : |x − x(t ′ )| < C/N(t ′ )} cannot be contained in |x − x(t)| ≥ C/N(t) + |t − t ′ |, and the claim follows.
Normalised ancient solutions
We now begin the proof of Theorem 1.25. In this section we assume that Claim 1.8, Claim 1.10, and Claim 1.16 holds.
We first formalise a definition from the introduction. Remark 3.2. Note that such solutions can be continued a little bit beyond time t = 0 thanks to the contrapositive of Lemma 2.3. However, we will not use this continuation here.
In this section we show Proof. Applying Claim 1.16, we can find an almost periodic solution φ : I →Ḣ 1 of non-zero energy. By time translation (3) we may assume 0 ∈ I, thus 0 < sup(I) ≤ +∞.
Suppose first that sup 0≤t<sup(I) N(t) < ∞, thus N is bounded from above by some constant C. Then by Lemma 2.3 we have sup(I) = +∞, and the claim follows by applying time reversal (5) and modifying N by a constant factor (which does not disrupt the almost periodicity, thanks to Claim 1.8(iii)). Now suppose instead that sup 0≤t<sup(I) N(t) = +∞. From Lemma 2.5 and Corollary 2.6 one can find a sequence t n → sup(I) of times in (0, sup(I)) ⊂ I and a constant C > 0 such that N(t n ) → ∞ and sup 0≤t<tn N(t) ≤ CN(t n ) (basically, one is selecting t n to be the "current world record" times in which N(t n ) has essentially exceeded all priori values of N).
If we then let φ n : I n →Ḣ 1 be the rescaled solutions (27) , then we see that 0 ∈ I n , that inf(I n ) → −∞, and that sup −Tn≤t≤0 N n (t) ≤ C for some sequence of times T n → +∞. Applying (29) and Corollary 2.6 (which applies uniformly to the φ n by rescaling from φ) we also see that lim inf
|x n (t)| < ∞ for every T > 0. (In fact, one has more quantitative bounds of the form |N n (t)| ≥ c/(1 + |t|) and |x n (t)| ≤ C(1 + |t|) for some c, C > 0, although we will not need these sharper bounds.)
We can now apply Lemma 2.7 and conclude (after passing to a subsequence) that the φ n converge (in the sense of that lemma) to an almost periodic solutionφ : (−∞, 0] →Ḣ 1 withÑ (0) = 1,x(0) = 0, and N(t) ≤ C for all t ≤ 0. By rescaling N (and adjusting the compactness modulus K appropriately) one may assume N(t) ≤ 1 for all t ≤ 0. Thusφ is a normalised ancient solution.
Finally, since φ n converges pointwise toφ inḢ 1 , we see (from Claim 1.8(iv)) that the energies E(φ n ) converge to E(φ). On the other hand, since energy is scale invariant for classical data (and hence in the spacė H 1 also, by limiting arguments) we have E(φ n ) = E(φ) > 0 for all n. Thus E(φ) has non-zero energy as claimed.
A Morawetz estimate
We now present a key tool in our analysis, namely a Morawetz estimate for wave maps that shows that such maps tend to be self-similar on the average around the spacetime origin (0, 0) (or indeed at any other point in spacetime). 
for some absolute constant C > 0, where we interpret the integrand in terms of the stress-energy tensor using (11) . 
; thus the non-trivial content of this estimate lies in the square root of the righthand side, in the regime when |T − | is much larger than |T + |. The estimate here is essentially due to Grillakis [12] (see also a variant in [64] ), but we provide a self-contained proof here.
Proof. By a limiting argument using Claim 1.10 and Claim 1.8 we see that it suffices to prove this claim for classical wave maps. By the above remark we may also assume |T − | ≥ 2|T + |.
Applying (35) with X set equal to the time vector field ∂ t and using the non-negativity of the energy density T 00 we obtain the flux bound
where we abbreviate T Lβ := T αβ L α . Next, we apply (35) with X set equal to the vector field X α := x α /ρ ε , where ρ ε := (1 + ε)t 2 − x 2 and 0 ≤ ε ≤ 1 is to be chosen later. Observe that X is smooth all components of X β are O(ε −1/2 ) when |x| ≤ |t|. Using the easily verified bound T Lβ = O(T L0 ) for each component β, we conclude from (36) that
A similar argument also gives
and thus the right-hand side of (35) here is O(ε −1/2 E(φ)).
On the other hand, we have
and hence by (9) (and the fact that spacetime is three-dimensional)
But as ρ ε is homogeneous of degree 1, we have x α ∂ α ρ ε = ρ ε . We conclude from (35) that
and thus by Cauchy-Schwarz
(say). We thus have
Using the crude bounds
second term on the right-hand side is bounded by O(ε 1/2 log T + T − E(φ)). As for the left-hand side, we use the crude bound ρ ε = O(|t|) and conclude that
Optimising in ε one obtains the claim in the interior region {(x, t) : |x| ≤ |t|} of the light cone.
Now we turn to the outer region {(x, t) : |t| ≤ |x| ≤ 2|t|}. By polar coordinates it suffices to show that
uniformly for all 1 ≤ c ≤ 2.
Fix c. By a slight modification of (35) (using the cone {|x| = c|t|} instead of {|x| = |t|}) with X := c∂ t −
x |x| · ∇ x we have
Note from (9) that the integrand on the left-hand side is non-negative for c ≥ 1. On the other hand, from (9) we have
for some absolute constant C > 0, and hence by the triangle inequality
for some absolute constants C 1 , C 2 , C 3 > 0. The claim then follows.
This leads to the following corollary. 
and lim n→∞ |x|≥(1+ε)|tn| T 00 (t n , x) dx = 0 (38) for all ε > 0, and similarly that 
for all ε > 0. 
From Proposition 4.1 we have
Applying the Hardy-Littlewood maximal inequality |{s ∈ R : sup
to the logarithmic time variable s := log |t|, we conclude that Ω ε,δ has logarithmic density zero, or in other words that
By taking a countable sequence of ε, δ going to zero and using the axiom of countable choice we can thus find a sequence t n → −∞ such that
for all ε > 0. A similar argument lets us also ensure that lim n→∞ |x|≤2|tn|
This will establish (37) and (39) once we have (38) and (40) .
To establish (40) , observe from Corollary 2.9 that
and thus
By monotone (or dominated) convergence, the right-hand side goes to zero as n → ∞. This gives (40) . The proof of (38) is similar. Thus φ is asymptotically self-similar along t n as required.
Now we specialise to the case of a normalised ancient solution φ. From Lemma 2.5 and the normalisation N(0) = 1, we see that N(t) ≥ c/(1 + |t|) for all t < 0 and some c > 0; by Lemma 2.10 we thus have |x(t)| ≤ C(1+|t|) for all t < 0 and some C > 0. In particular, by refining t n to a subsequence we may assume that 1/(|t n |N(t n )) and x(t n )/t n converge to some limits α and v respectively. Applying Proposition 3.3, we thus obtain 
and
The remainder of the paper is devoted to showing that the conclusion of Corollary 4.5 is impossible for various values of α and v. Henceforth we shall assume Claim 1.20 and Claim 1.22.
The self-similar case
The objective of this section is to show Proof. Suppose for contradiction that α is non-zero. Now consider the rescaled solutions φ n : (−∞, 0] →Ḣ 1 defined by φ n := Dil 1/|tn| (φ). By (41) , (42) , the frequency scale function N n (t) and position function x n (t) of φ n then obey the initial bounds
From the bounds N(t) ≥ c/(1 + |t|), |x(t)| ≤ C(1 + |t|) we also see that
for any fixed t < 0.
From (43) we see that φ n [−1] lies in a precompact subset ofḢ 1 , so by passing to a subsequence we may assume that φ n [−1] is convergent to some limitφ[−1], which has energy E(φ) > 0. In particular, the stress-
In order to be able to apply Lemma 2.7, we need some lower bounds on N n (t) for times t other than −1. We shall do this by analysing the stress-energy tensor of φ n . From (39) , (40) and rescaling we know that
for any ε > 0.
Morally speaking, these estimates are asserting that φ n is approaching a self-similar solution as n → ∞. To make this precise we will need to use the conservation law (8) to ensure that the stress-energy tensor of φ n is indeed behaving in a self-similar manner.
We turn to the details. Fix 0 < ε < 1, and let η ∈ C ∞ 0 (R 2 ) be a test function supported in the ball {x : |x| ≤ 1 − ε}, which we extend homogeneously to (−∞, 0) × R 2 by defining η(t, x) := η(x/|t|). We then apply (34) with X α equal to the vector field X α := ηx α /ρ, where
(where the right-hand side is interpreted using (11), as usual). Using (44) , the bounded energy of φ n , and Cauchy-Schwarz we conclude that
We can now apply Proposition 2.7 and assume (after passing to a subsequence) that φ n converges uniformly inḢ 1 on (−∞, 0) to an almost periodic Cauchy developmentφ : (−∞, 0) →Ḣ 1 with energy E(φ). From (44) , (45) , and Definition 1.18 we see thatφ is self-similar. But this contradicts Claim 1.20(ii), and the claim follows.
The non-self-similar timelike case
The objective of this section is to establish Proof. The argument here shall be similar to that of Proposition 5.1.
By hypothesis, N(t n ) = o(|t n |). Now consider the rescaled solutions φ n : I n →Ḣ 1 defined by (27) , then every compact time interval is contained in I n for sufficiently large n. From (39) and rescaling we have
for every T > 0 (and sufficiently large n). From (41), (42) , and the hypothesis α = 0, we thus conclude (using the fact that φ n has bounded energy) that
for all T, R > 0, where v ∈ R 1+2 is the four-velocity (or more accurately, three-velocity) v := (1, v).
Morally, (48) is asserting that φ n is approaching a travelling wave with velocity v. As in the previous section, in order to make this rigorous one must first show that the stress-energy tensor (or at least some key component of this tensor) is also travelling at velocity v in the limit.
We turn to the details. Let η ∈ C ∞ 0 (R 2 ) be a bump function, which we extend to R 1+2 as a travelling wave η(t, x) := η(x − vt). Applying (34) with X α := ηv α we have
Since ∂ α η∂ α v = 0, we see from Cauchy-Schwarz that
Note for classical wave maps φ that the vanishing of v α ∂ α φ = ∂ t φ + ∂ 1 φ would imply (from (2) ) that (φ * ∇) 2 ∂ 2 φ = 0, which by integration by parts (and the fact that φ is constant outside of a compact set) would imply that R 2 |∂ 2 φ| 2 h(φ) dx = 0. The purpose of the manipulations below is to replicate this observation for energy class solutions, using the stress-energy tensor as a substitute for (2) (which is no longer directly available).
We turn to the details. We introduce the dual null vector v := (1, −e 1 ), and apply (34) with X α := ηv α and some bump function η ∈ C ∞ 0 (R 2 ), extended to R 1+2 as η(t, x) := η(x − te 1 ) as before. We conclude
By monotone convergence, this identity also holds for functions η(t, x) = ϕ(x 1 − t) for bump functions ϕ ∈ C ∞ 0 (R).
Let ϕ and η be as above. The right-hand side can be bounded in magnitude by C ϕ E(φ) for some constant C ϕ depending only on ϕ. As for the left-hand side, we use (9) to observe the identity
h(φn) . Applying (48), we conclude that
On the other hand, from (49) we have Letting T + − T − be arbitrarily large, we conclude that
On the other hand, from (9) we observe that 
Now φ n [0] ranges in a compact subset ofḢ 1 , and thus by passing to a subsequence converges inḢ 1 to some limit Φ = (φ 0 , φ 1 ). Since the φ n have energy E(φ), Φ does also; in particular, Φ has non-zero energy.
From (50) we have
while from (51) we have But this now contradicts Claim 1.22, and the claim follows.
