We present efficient implementations of the balanceand-truncate model reduction technique for large-scale systems. The key observation that distinguishes our approach is that Krylov subspace methods (Arnoldi and Lanczos) directly yield approximate low-rank square roots2 of the system Gramians; the balancing transformation can then be constructed from these square roots, obviating the need for solving any Lyapunov equations. In addition, the order of the reduced model is not fixed a priori as with some existing methods, but is determined from the problem data. Numerical simulations show that our approach performs very well over a range of examples, and offers considerable savings in practice.
Introduction
As engineering systems become more and more complex, so do the mathematical models describing them. This is true, for instance, when an engineering system is modeled as an interconnection of a large number of sub-systems, as with VLSI circuit models; the resulting model of the overall system can involve thousands of variables. The analysis and design of large-scale systems can stretch the limits of computing resources. A standard practice that addresses such issues is that of model reduction. Our objective is to present efficient algorithms for the model reduction of large-scale linear time-invariant (LTI) state-space models.
Model reduction of LTI systems is a well-studied topic.
One approach is to expand the transfer function as a power series around a suitable point in the com-. plex plane, and obtain a lower order model whose power series coefficients match the first few original coefficients ("moment-matching" ). A well-known example of such an approach is Pad6 approxima- tion [CN92, FF95, GGD941. Another model-reduction approach involves projecting the state space onto the principal controllable subspace, or the principal observable subspace F e 9 8 , GG97, GN991. Some of these approaches use Krylov subspace computation techniques, which are well-conditioned, require only matrix-vector multiplications, and are therefore particularly useful for large-scale systems. A third technique, one that underlies the approach presented in this paper, is the balance-and-truncate method (see for example, [MooSl] ). The idea here is to find a statespace coordinate transformation in which the input-tostate map and the state-to-output map are "aligned". Thus, the state-variables that are not easy to reach and not easily observed can be omitted (or the model truncated). The approximation error can be shown to be bounded [Enn84, Glo841. While the balance-andtruncate method is theoretically attractive and also yields excellent approximate models in practice, its use for the model-reduction of large-scale systems has been hampered by its quickly growing computational demand: Two large-size Lyapunov equations need to be solved, followed by a large-size eigen-decomposition.
One approach towards addressing this issue is to obtain low-rank approximate solutions to the large-size Lyapunov equations, for instance, the "Alternate Direc- with an approximate balance-and-truncate technique rectly compute low-rank square roots of the Gramians; these square-roots can be combined to yield "approximate" balancing transformations that automatically truncate the state space.
ApproGmate Balanced Truncation
We first describe the idea behind an approximate balance-and-truncate method that relies on low-rank square roots of the Gramians. (We will defer a careful analysis of the approximation error to Section 2.4.) Suppose that we have approximate low-rank square roots of the Gramians, i.e., we have full rank xk, Yk E R N x k such that that requires far less computation. The idea is to di-. . Thus, the matrices f b and ?bbs directly provide for an approximate balance-and-truncate state-space model reduction.
Low-rank Square Roots of the Gramians via Krylov Methods
For every real scalar p < 0, the equation One interpretation of these steps is that we have derived a discretetime system with state-space realiza- ,, B,, C,, D,) , that has the same Gramians as the continuous system, using the conformal mapping Stopping Criterion: One practical stopping criterion with both the Arnoldi and Lanczos iterations is to monitor the F'robenius norm of the product x:Yk, and to stop when the change is smaller than some tolerance. The quantity llXrYk(IF can be computed iteratively, with only matrix-vector multiplications. 
Numerical Results
We now demonstrate the performance of the model reduction schemes described thus far on some numerical examples.
Damped Systems
We considered randomly generated stable LTI systems with twenty pairs of eigenvalues with a real part of -1, twenty pairs of eigenvalues with a real part of -2, with the remaining eigenvalues having smaller (more negative) real parts. We considered full-order models of three different sizes: 100, 200 and 400. For each size, we generated thirty different test cases, and applied our model reduction schemes to obtain an approximately balanced-and-truncated reduced order model for each of them. Table 1 shows statistics describing the performance of our algorithm. (The term "savings" in the table is the ratio of the flop count of the standard balance and truncate (SBT) model reduction scheme to the flop count of our algorithm, approximate balanced truncation with Arnoldi (ABT-Amoldi) or approximate balanced truncation with Lanczos (ABT-Lanczos). All simulations were performed with MATLAB.) It is evident that with our algorithm, considerable computational savings accrue as compared with the standard balance-and-truncate model reduction.
In order to illustrate the error in approximation, we consider a typical test case of a full-order model with 100 states. Our algorithm yielded a reduced-order model with 21 states. Figure 1 shows the relative approximation error of the 21-state reduced-order models obtained with the standard balance-and-truncate method, balance-and-truncate with Arnoldi iterations, and balance-and-truncate with Lanczos iterations respectively. It is evident that error performance of our algorithms are comparable with that of the standard balance-and-truncate method. Figure 2 show the magnitude and phase of the system response of the original system, and that of the reduced-order systems, once again illustrating that the reduced-order model obtained from our algorithms are virtually indistinguishable from those obtained by the standard balanceand-truncate met hod. tion, shown in Figure 3 , reveals the remarkable fact that over a large range of frequencies, our approximate balance-and-truncate schemes perform better than the standard balance-and-truncate scheme. A possible explanation for this is that for very lightly-damped systems, the Gramians themselves are ill-conditioned (the Lyapunov operator L(-) fi AT(.) + ( . ) A is close to being singular), and therefore numerical errors lead to the poor performance of the standard balance-andtruncate method. In contrast our algorithms, espe cially the Arnoldi method, are numerically more stable. Figures 4, 5 and 6 show the magnitude and phase of the system response of the reduced systems. From these plots, it is once again evident that our algorithms perform better than the standard balanced truncation 
Lightly Damped Systems
Recall that the analysis of the approximation error in Section 2.4 revealed that the quality of our lowrank approximation of the square root of the Gramian depended critically on how small the spectral radius p(Ap) = p((pI+A)-l(pI-A)) is. When the eigenvalues of A are well-damped, as with the test cases presented thus far, the spectral radius of p ( A p ) can be made significantly less than one with an appropriate choice of p . This is one of the reasons for the remarkably good performance of our approximate balance-and-truncate schemes. For very lightly damped systems, for every choice of p , the value of p(A,) will be very close to one, implying that the quality of approximation with our methods should be poor with the same number of iterations. To explore this issue further, we considered a typical test case of a full order LTI system with 100
states, where we randomly generated twenty pairs of eigenvalues with a real part of -.001, twenty pairs of eigenvalues with a real part of -.002, and the remaining eigenvalues with smaller (more negative) real parts.
Our algorithm yielded a reduced-order model with 44
states. An examination of the quality of approxima- 
"
Figure 4: System response of the original 100-state lightly-damped system and the 44state reduced-order system generated by the standard balance-and-truncate method.
Conclusion
We have presented efficient implementations of the balance-and-truncate model reduction technique for large-scale systems, using Krylov subspace methods. 
