Our heuristic 2 . Neighborhood structure
• Typically, n max = 5 and p = 5.
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The VNS framework 
2. Apply the p local search procedures:
3. If SUCCESS j =FALSE, for j = 1, . . . , p, we set k = k + 1 and proceed to the next iteration.
The VNS framework
Main loop Steps (ctd): 4. Otherwise,
for each j such that SUCCESS j =TRUE
6. If x k+1 best = x k best , no improvement. We set k = k + 1 and proceed to the next iteration.
Main loop Steps (ctd):
7. Otherwise, we have found a new candidate for the global optimum. The neighborhood structure is reset, we set k = 1 and proceed to the next iteration.
Output The output is the best solution found during the algorithm, that is x k best .
Local search
• Classical trust region method with quasi-newton update
• Key feature: premature interruption
• Three criteria: we check that 1. the algorithm does not get too close to an already identified local minimum. 2. the gradient norm is not too small when the value of the objective function is far from the best. 3. a significant reduction in the objective function is achieved.
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Neighborhoods
The key idea: analyze the curvature of f at x
• Let v 1 , . . . , v n be the (normalized) eigenvectors of H
• Let λ 1 , . . . , λ n be the eigenvalues.
• Define direction w 1 , . . . , w 2n , where w i = v i if i ≤ n, and w i = −v i otherwise.
• Size of the neighborhood:
• Neighbors:
where
• Selection of w i :
• Prefer directions where the curvature is larger • Motivation: better potential to jump in the next valley Neighborhoods: selection of w i
• In large neighborhoods (d k large), curvature is less relevant and probabilities are more balanced.
• We tried β = 0.05 and β = 0.
• The same w i can be selected more than once
• The random step α is designed to generate different neighbors in this case
Numerical results
• 25 problems from the literature • Dimension from 2 to 100
• Most with several local minima
• Some with "crowded" local minima • Excellent success rate on these problems 
