1. Introduction and Statement of Results. We consider a sequence of quadrature formulas !ß"j,?-i defined by where {^"1^-1 is a sequence of (increasing) positive integers and 0 i£ xjn) ^ 1 for all n and _/. The quadrature formulas, we assume, are such that for all functions / that are continuous on the closed interval [0, 1] ; that is, for all / in C[0, 1]. For example, the Gaussian quadrature formulas and the well-known trapezoidal formulas have these properties.
In this paper, we show that no matter what the sequence \Qn\7-i defined by (1.1) and (1.2) is, there is a function / in C[0, 1] for which {ß"/ir_i converges to // very slowly. That is, the assumption of continuity is not enough to insure the rapid convergence of any quadrature scheme. More precisely, our main result is the following: Theorem 1. Let a sequence of quadrature formulas \Qn\7-i defined by (1.1) and satisfying (1.2) for all / in C[0, 1] be given, and let \an\ be any sequence of numbers such that Remark 3. We remark that if the sequence \ak}k^l is a monotonically increasing or decreasing sequence of real numbers, then S = \a,\.
In the following section, we will construct the function / of Theorem 1 as a uniformly convergent sum of linear spline functions (broken linear functions) on the interval [0, 1] . This constructive proof of Theorem 1 leads to an elementary proof of Corollary 2. In the final section, we consider a particular sequence of quadrature formulas and show the easier calculation involved in this case.
Some historical remarks are in order. Let P" denote the set of polynomials of degree n -1 in x, n = 1, 2, 3, ■ • • . In 1938, Bernstein [1] which cannot be approximated to a desired accuracy by polynomials. Our paper extends a recent result of Chui [5] who proved that given {a,}".!, a sequence of positive numbers which converges monotonically to zero, there exists a Riemann integrable function / such that
In 1933 Pölya [3] constructed an analytic function for which the Newton-Cotes quadrature scheme diverges. Polya's result was preceded by an interesting asymptotic estimate of the remainder of Newton-Cotes quadrature due to Ouspensky [6] ; in [6] , Ouspensky concluded that the Newton-Cotes formulas were devoid of any practical value. Thus, while proofs of convergence of quadrature schemes applied to continuous functions are very interesting (see Pölya [3] and Espinoza-Maldonado and Byrne [4] ), the point of our paper in the spirit of Ouspensky is that when quadrature formulas are applied to continuous functions, the results may be devoid of any practical value.
2. Constructive Proofs. Let II, denote the set of evaluation points of Q".
The function / will be of the form
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where the s, are to be constructed and the a, are to be determined. Choice of n, and Construction of st(x). We fix e such that 0 < e < \. Then, by (1.2), there is an integer nx such that (2.2) |0"1 -/(1)| < £/2.
We now define sL to be the linear spline function whose graph has the vertices (i) Si(x) = 1 for all x £ Uu and (ii) Si(x) = 0 for all x midway between consecutive points of IT!, and also for x £ (0, 1} -lit.
Thus, if Ü! = jz,, z2, z3}, we would have the following graph:
Since s±(x) = 1 on H^, we have, by (2.2), 1 by (ii).
In this manner, we pick the subsequence {n, j°°_i and the functions {s,}",,.
Determination of a,. We can now apply the linear functional I -Q"p to the function / of (2.1), and, at the same time, impose the condition (1.5). We then obtain, using (2.6)-(2.10), the following infinite system of linear equations: If we subtract two such consecutive equations, we obtain the recurrence relation 2 |2) ap+i(l ~\~ Vp+i.p+i) = av ap+i + <*P( § -f" f\PP '/p+i.jj)
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Setting <*! = 0, we can use (2.12) to solve for all the a,.
It should be noted here that the passage from (2.11) to (2.12) is so far only a formal one, since the infinite series on the left-hand side of (2.11) has not yet been shown to converge. This will be shown in the next part of the proof.
/ is Continuous. In order to complete the proof of Theorem 1 we need only show that the ais as determined above, make the function / of (2.1) continuous on the interval [0, 1]. Thus, we must show that the infinite series (2.1) converges uniformly on the interval [0, 1]. Since \Si(x)\ ^ 1 for all jc and for every integer i, we need only show that (2.13) E kl < »• Indeed, from (2.12) and the bounds on -npi given in (2.7), (2.14) |ap+1| ^ \ap -ap+l\ + -1^1 + t^tT X kl-
We now sum each side of (2.14) from 1 to N, where N is an arbitrary but fixed positive integer. Replacing the sum ?*t\ [a,-| on the right-hand side by Ef-V kl and adding ^c^+i! to the right-hand side, we obtain In this case there are no repeating evaluation points, and we can therefore choose n, = /', and define s, to be the linear spline whose graph has the vertices (i) Si(x) = 1 for x G n,, and (ii) Si(x) = 0 for x G \JjZ{ n, and also for x = 0, 1. Instead of (2.11), we have The function / of the form (2.1) is easily seen to be continuous this time, since (3.7) E \ap\ g 2 E k -+ 2 k|. 
