We explore the behavior of charged systems, such as electrolytes and salts, in the vicinity of metallic confining surfaces -a situation relevant to many applications in energy, electrochemistry, etc. While existing molecular simulation strategies consider perfect metal or insulator surfaces, we develop here an effective approach that allows dealing with any real metal between these asymptotes. Building on the Thomas-Fermi (TF) formalism for electronic screening, electrostatic interactions in the metal are described through the behavior of a 'virtual' Thomas-Fermi fluid of charged particles, whose Debye length sets the TF screening length λ in the metal. This easy-to-implement molecular method captures the electrostatic interaction decay upon varying λ from insulator to perfect metal conditions. By applying this strategy to a nanoconfined ionic liquid, an unprecedented wetting transition is found upon switching the confining medium from insulating to metallic.
The fluid/solid interface as encountered in confined liquids is the locus of a broad spectrum of microscopic phenomena such as molecular adsorption, chemical reaction, and interfacial slippage [1] . These molecular mechanisms are key to nanotechnologies where the fluid/solid interaction specificities are harnessed for energy storage, catalysis, lubrication, depollution, etc. From a fundamental viewpoint, the behavior of nanoconfined fluids often challenges existing frameworks even when simple liquids are considered. Ionic systems, either in their liquid or solid state, between charged or neutral surfaces lead to additional ion adsorption, crowding/overscreening, surface transition, and chemical phenomena that are crucial in electrokinetics (e.g. electrowetting) and electrochemistry (e.g. supercapacitors/batteries) [2] . Theoretical descriptions of nanoconfined fluids -except rare contributions [3] [4] [5] [6] [7] -assume either perfectly metallic or insulating confining surfaces but these asymptotic limits do not fully reflect real materials as they display an intermediate imperfect metal/insulator behavior (only few metals behave perfectly and all insulators are semi-conducting to some extent). Yet, the electrostatic boundary condition imposed by the surrounding medium strongly impacts confined dipolar and, even more, charged systems [8] [9] [10] . For instance, confinement-induced shift in the freezing of an ionic liquid was found to drastically depend on the surface metallic/insulating nature [11] .
Formally, the electronic screening occurring in the confining metallic walls can be accounted for using the microscopic Thomas-Fermi (TF) model [11, 12] . This semiclassical formalism allows considering any real metalfrom perfect metal to insulator -through the Thomas-Fermi screening length λ. The latter is defined in terms of the electronic density of state of the metal at the Fermi level D(E F ) according to λ = ε/e 2 D(E F ) (ε is the dielectric constant and e the elementary charge); the Fermi energy is directly related to the free electron density n 0 as E F = 2 (3π 2 n 0 ) 2/3 /(2m e ) where m e is the elec-tron mass and = h/2π the Planck constant, see Supplemental Material. Despite this available framework, the development of classical molecular simulation methods to understand the microscopic behavior of classical fluids in contact with imperfect metals is only nascent. While insulators are treated using solid atoms with constant charge, metals must be described using an effective screening approach. The charge image concept can be used for perfectly metallic and planar surfaces (e.g. Ref. [13] ) but refined strategies must be implemented for non-planar surfaces such as a variational [14, 15] or Gauss law [16] [17] [18] approaches to model the induced charge distribution in the metal. A recent proposal [4] builds on our TF framework [3] to propose a computational approach based on variational localized surface charges that accounts for electrostatic interactions close to imperfect metals.
Here, we develop an effective yet robust atom-scale simulation approach which allows considering the confinement of dipolar or charged fluids between metallic surfaces of any geometry and any TF electronic screening length. Following Torrie and Valleau's work for electrolyte interfaces [19] , the electronic screening in the imperfect confining metal is accounted for through the response of a high temperature virtual Thomas-Fermi fluid made up of light charged particles. Due to its very fast response, this effective TF fluid mimics metal induction within the confining surfaces upon sampling the confined system configurations using Monte Carlo or molecular dynamics simulations. After straightforward implementation in existing simulation packages, this strategy provides a mean to impose an effective electronic TF screening length that is directly linked to the equivalent virtual fluid Debye length. This model correctly captures electrostatic screening within the confined system upon varying the confining host from perfect metal to insulator conditions. Using this novel method, by considering an ionic liquid between two parallel planes, we unravel a continuous wetting transition as the surfaces are tuned from insulating (non-wetting) to metallic (wetting).
(a) Ionic liquid (IL) in an insulating medium α close to an imperfect metal β having a Thomas-Fermi length λ. (b) One and two-body interactions for two point charges i, j at distances zi and zj from the surface and separated by in-plane distance Rij . The induced charge distribution ρ I k (r) for k = i, j (denoted by half-ellipsoids) within the metal is of opposite sign and decays over λ. The colored arrows show the different energy contributions given in Eq. (1). Fig. 1 (a) depicts point charges in an insulating medium α of relative dielectric constant ε α close to a metal β of TF length λ. As shown in the Supplemental Material, the electrostatic energy of two charges i and j at distances z i and z j from the dielectric/metal interface and separated by
Interaction at Thomas-Fermi metal interfaces -
where the superscripts C and I refer to the physical charges in the dielectric medium and induced charges within the metal, respectively. As shown in Fig. 1(b) , U CC is the Coulomb interaction energy between the charges i and j while U II λ is the interaction energy between the charge densities ρ I i and ρ I j induced in the metal by these two charges. For each ion i, its interaction energy U CI λ with the metal decomposes into a one-body contribution U CI • λ (z i ) -corresponding to the interaction with its image in the metal -and two-body contribu- Effective molecular simulation approach -Except for the usual Coulomb energy CC, formal expressions for the CI and II energies cannot be implemented in molecular simulation due to their complexity. In particular, U II λ requires expensive integration on the fly as analytical treatment for imperfect metals is only available in closed forms in asymptotic limits [3, 7] . Here we model the resulting complex electrostatic interactions between the ions of the liquid thanks to a 'virtual Thomas-Fermi fluid' located within the confining solids, see Fig. 2 (a). Our approach builds on the direct analogy between the Thomas-Fermi screening of electrons and the Debye-Hückel equation for electrolyte solutions. In the linear Thomas-Fermi formalism, the induced electronic charge density in the metal writes: 
Hence, by considering the dynamics of these light ions located in the confining solid, any screening length λ between 0 (perfect metal) and ∞ (insulator) can be efficiently mimicked depending on q TF , ρ TF , and T TF . This virtual system allows simulating properly the complex electrostatic interactions within the ionic liquid in the vicinity of an imperfect metal.
Eq. (2) shows that mapping the fluid of mobile charges onto the TF model only requires to set ρ TF q 2 TF /T TF (fixing ε β = 1). In our molecular dynamics approach, to ensure that the particles in this effective Thomas-Fermi fluid relax fast, their mass/temperature are chosen much smaller/larger than their counterpart in the confined system; typically m TF ∼ 0.01m and T TF ∼ 10T (requiring typical integration steps of 0.1 fs and 1 fs, respectively). In practice, as shown in Fig. 2(a) , the effective simulation strategy consists of sandwiching the charged or dipolar system between two metallic media separated by d w = 20 nm. The confining media with length d TF = 10 nm are filled with the Thomas-Fermi fluid having a density ρ TF = 57.5 nm −3 . Periodic boundary conditions are used in all dimensions and reflective walls are used at each metal/dielectric interface to prevent the Thomas-Fermi fluid/charged system to migrate to the pore space/confining media. Once ρ TF and T TF are set, λ is varied by tuning q TF according to Eq. (2); from q TF = 0 (λ → ∞) for an insulator to q TF = 1 (λ = 0.03 nm) for a nearly perfect metal. All simulations are carried out using LAMMPS [20] with electrostatic in-teractions calculated using the PPPM method. To prevent opposite charge overlap in the Thomas-Fermi fluid, a power-law repulsion ∼ 1/r n is used but we checked that our results are independent of the detailed interaction (details are provided in the Supplemental Material ). 2D crystal at metallic interfaces -To validate our effective approach, we consider a 2D square crystal of lattice constant a = 1.475 nm made up of charges ±1 e and located at a distance d from a metal ( Fig. 2 ). Due to the periodic boundary conditions, a second pore/metal interface is present at a distance d w = 20 nm. Yet, as shown in the Supplemental Material, this second interface does not affect the electrostatic energy as d w is large enough. In the Thomas-Fermi framework, the charge density ρ I at a position r in the metal induced by a charge q located in (0, 0, d) reads (see Supplemental Material ):
where R = [x 2 + y 2 ] 1/2 is the lateral distance to the charge q, J 0 is Bessel function of the first kind, and κ 2 = K 2 + k 2 TF . Fig. 2 (c,d) shows the induced charge density ρ I (d, r) as obtained by summing Eq. (3) for the 2D crystal when d = 0.22 nm and λ = k −1 TF = 0.25 nm (as discussed in the Supplemental Material, Eq. (3) must be summed over all crystal periodic images but it was found that the sum converges quickly). For comparison, Fig. 2 (e,f) shows ρ I (d, r) as obtained using our effective approach from the local charge density in the metal, i.e. ρ I = e(ρ + TF −ρ − TF ). In contrast to ρ I (d, r) in the Thomas-Fermi model, due to their finite size, the fluid charges in the simulation cannot approach arbitrarily close to the metal/pore surface. For consistency, the analytical/simulation data were compared by defining z = 0 in the simulation as the position where the Thomas-Fermi fluid density becomes non-zero. Fig. 2 shows that the effective molecular simulation qualitatively captures the predicted density distribution induced in the metal. Each physical charge in the 2D crystal induces in the metal a diffuse charge distribution of opposite sign. Moreover, as expected from the Thomas-Fermi framework, the induced charge distribution in the effective simulation decays over the typical length λ. Our effective approach was assessed quantitatively by probing the energy of the 2D ionic crystal as a function of its distance d to the metal surface for different screening lengths λ. The simulated electrostatic energy U λ (d) consists of all ion pair contributions in Eq. (1) as discussed in the Supplemental Material. Figure 3 compares the total energy U λ as a function of the distance d with the numerically evaluated prediction of the Thomas-Fermi model in Eq. (1). As expected theoretically, the overall energy decays with decreasing λ between boundaries for an insulator (λ → ∞) and a perfect metal (λ → 0).As shown in Fig. 3 , our effective approach captures quantitatively the screening behavior of the confining medium assuming a screening length λ = c 0 + c 1 λ + c 2 λ 2 (λ is the ion gas Debye length, c 0 = 0.23 nm, c 1 = 0.64 and c 2 = 1.78 nm −1 in our system). Such parameters, which were fitted to match the simulated and theoretical energies at small d, account for the following effects in the screening fluid used in the simulation: c 0 accounts for the finite size σ of the Thomas-Fermi ions which prevents reaching screening λ ≤ σ (in line with the fact that c 0 ∼ σ); c 1 1 arises from the non-ideal behavior of the effective Thomas-Fermi fluid which screens less efficiently than an ideal gas having the same density ρ TF (c 1 = 1 corresponds to the ideal behavior); c 2 = 0 indicates non-linear effects in electrostatic screening which go beyond the linear approximation used in the Thomas-Fermi framework. Wetting transition -Having assessed our effective simulation strategy, we now turn to the thermodynamically relevant case of the wetting of an ionic liquid at metal surfaces. Molten NaCl is modeled using charged particles ±1e that interact via a Born-Mayer-Huggins potential [21] (details can be found in the Supplemental Material ). To prevent mixing of the Thomas-Fermi fluid/charged system, a reflective wall of thickness e = 0.2 nm is positioned between the two subsystems. Fig. 4 (a) shows the density profiles ρ(z) for the salt and Thomas-Fermi fluid for different λ (which is modified by tuning q TF ). A crossover is observed upon decreasing λ; while the salt is depleted at the insulating interface, a marked ion density peak appears under metallic conditions (in contrast, the density profile for the Thomas-Fermi fluid is nearly unaffected by λ). This behavior suggests that the system undergoes a wetting transition upon changing the dielectric/metallic nature of the confining medium (perfect wetting/non-wetting for metal/insulator, respectively).
The observed wetting transition was characterized by measuring the surface tension of the liquid salt confined at a constant density within surfaces made of a metallic medium with a screening length λ via the Irving-Kirkwood formula: γ(λ) = L z /2 P N − P T where the terms in bracket are the average normal and tangential pressures, L z is the box length in the z direction and the factor 2 accounts for the two interfaces in the slit geometry. We considered the salt in its liquid (l) and gas (g) states in contact with the metal (m) and estimated for various λ the surface tension difference normalized to the gas-liquid surface tension, ∆γ(λ)/γ gl = [γ gm (λ) − γ lm (λ)]/γ gl . In practice, γ lg was assumed to correspond to the liquid-wall surface at the insulating surface, i.e. γ lg ∼ γ lw (∞) (this approximation does not affect the discussion below as γ lg is used for normalization only). As shown in Fig. 4(b) , upon switching the surfaces from insulating to metallic, the confined salt undergoes a continuous transition from non-wetting or partially wetting [∆γ(λ)/γ gl ≤ 1] to perfectly wetting [∆γ(λ)/γ gl > 1]. For imperfect metals with λ 0.1 nm, the spreading parameter S = γ gm − γ lm − γ lg < 0 and the contact angle θ can be inferred from Young equation ∆γ/γ lg = cos θ (with cos θ < 0 and > 0 for nonwetting and partially wetting, respectively). For metals with λ 0.1 nm, S ≥ 0 so that the system becomes perfectly wetting with a liquid film spreading over the metal surface. As shown in the inset of Fig. 4(b) , the change in ∆γ between the insulator and metal is found to scale with the liquid/gas density contrast:
(4) where ρ l ρ g was assumed in the second equality. As expected from the Thomas-Fermi model, the inset in Fig. 4 (b) shows that α(λ) ∼ U CI λ as the charge interaction with the induced density distributions (including the charge image) is dominating the surface energy excess. This important finding provides a microscopic picture for recent experimental results in which capillary freezing and wetting of an ionic liquid was found to be promoted by metal surfaces [11, 22] . In particular, these authors showed that the freezing point shift upon varying λ could be rationalized by assuming that the difference between the liquid/wall and crystal/wall surface tensions scales with the density difference between the crystal and liquid [11] .
In this Letter, we developed a classical molecular simulation strategy that allows considering the confinement within any material ranging from perfect metal to insulator. This approach, which does not require to input any given geometry/molecular structure for the confining material, describes in an effective fashion electrostatic screening within confined/vicinal fluids. After straightforward integration into an existing simulation package, this method offers a useful framework to investigate the behavior of dipolar and charged fluids in porous materials made up of any material with imperfect dielectric/metal properties. Beyond practical implications, we also unraveled a non-wetting/wetting crossover in nanoconfined liquids as the confining surfaces vary from insulator to perfect metal. This raises new challenging questions on the complex behavior of charged systems in the vicinity or confined within surfaces with important applications such as electrowetting/switching for energy storage, lubrication, catalysis, etc.
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Wetting transition of ionic liquids at metal surfaces: A computational approach to electronic screening using a virtual Thomas 
I. ELECTROSTATIC INTERACTIONS CLOSE TO A THOMAS-FERMI SUBSTRATE
A. Thomas Fermi screening In classical electrostatic theory, a point charge brought in front of a conducting solid is treated by considering an ideal metal where the induced electric field is perfectly screened in an infinitesimally * alexander.schlaich@univ-grenoble-alpes.fr † benoit.coasne@univ-grenoble-alpes.fr small surface layer [1] . The corresponding interaction potential of the point charge with the metal can then be obtained using, as a purely mathematical tool, the method of image charges (i.e. the potential of an equal charge of opposite sign mirrored by the surface). At the molecular scale, this macroscopic description of perfect screening breaks down as the quantum mechanical nature of electrons leads to delocalization [2] . More in detail, the latter implies that the screening lengthscale cannot be infinitesimally small, but rather the interactions are screened over a typical lengthscale λ.
The simplest theory to describe screening at a finite wavevector k TF = λ −1 was introduced independently by Thomas [3] and Fermi [4] who treated the electrons as a non-interacting homogeneous gas. The latter approximation neglects the correlations of electronic wavefunctions using a mean-field treatment. In this case, the chemical potential µ of the electrons equals (in the zero temperature limit) the Fermi energy E F and is directly related to the electron density n 0 inside the metal (see e.g. Ref.
[5] for a derivation),
where is the reduced Planck constant and m e the electron mass. Figure S1 . Electrostatic interactions at a metal/dielectric interface. (a) A single point charge q i in the dielectric medium α induces a charge distribution ρ I inside the metal β (but located close to the interface).
(b) Decomposition of the total energy U λ for two charges i and j into one-and two-body terms.
Let us now consider an interfacial system consisting of a dielectric medium (denoted by α) in contact with a metal (denoted by β), see Fig. S1 (a). Any charge brought close to the metal will disturb the local density distribution n 0 (r) by generating an electrostatic potential, Ψ β , within the metal. The induced charge density inside the metal, ρ I (r), results from a competition between As showN in Section VI, in analogy to the linear dielectric theory, it is convenient to define the proportionality factor as the Thomas-Fermi wavevector,
For temperatures small compared to the Fermi temperature, i.e. T T F = E F /k B , ∂n 0 /∂µ is directly given by the density of states D(E F ) at the Fermi level E F of the material β [7] . Taking into account polarization effects via ε β , the TF wavevector thus follows as
where k F = D(E F )/(3π 2 ) 1/3 is the Fermi wave vector and
is the density of states of a Fermi gas at the Fermi energy E F = 2 (3π 2 n 0 ) 2/3 /(2m e ). Within the nearly free electron model, the charge density is roughly equal to the number density of atoms in the metal n 0 ∼ 10-100 nm −3 . Thus, at room temperature, the relation T T F ∼ 10 5 -10 6 K is fully justified. k TF is a quantity that characterizes the strength of the screening (see Section VI) which, according to Eq. (S5), increases with D(E F ). An increased density of states permits the electron density to vary more with a lesser effect on the chemical potential of the local Fermi liquid. This reduces the cost of screening the external potential and, thus, results in a smaller screening length λ.
B. Green function of a charge close to a Thomas-Fermi interface
The Green function of a charge q i at a distance z i from a TF interface allows obtaining the potential energy [ Fig. S1(a) ]. Due to the symmetry, we define Ψ(r) = Ψ(z, R) in cylindrical coordinates. The derivation presented below largely follows the steps presented in Ref. [8] . The charge q i is located inside an insulator (ε α = 1) or vacuum (ε α = 1) at a position r i with a coordinate z i along the z-direction normal to the surface and a radial position R i = 0 in the xy-plane, while the TF substrate is located in the half-space z < 0, see Fig. S1(a) .
The Green function for the upper half-space z > 0 is obtained from Poisson equation, 
where we have used κ 2 TF = K 2 + k 2 TF to simplify notation. Using that the potential must vanish in all directions at infinity and the boundary condition at the surface given by the continuity of the potential Ψ α (z i ; z = 0 + ) = Ψ β (z i ; z = 0 − ) and the 
The first term inside the brackets of Eq. (S12) is the potential generated by the point charge q i , whereas the second term corresponds to the potential generated by the induced charge in the TF substrate. We explicitly kept in Eqs. (S12) and (S13) the parametric dependence on the distance z i .
C. One-body interaction: A single point charge close to a Thomas-Fermi interface
Let us consider an isolated point charge i at a distance z i from a TF metal, see Fig. S1(a) . For an ideal metal λ → ∞, the electrostatic energy can be obtained using the method of image charges as
, which is equal to half of the energy that a real pair of interacting charges would have [14] . We recall that the symbol • refers to the interaction of a charge with its image in the metal, see main text. For a TF metal characterized by a finite screening length λ, we follow the derivation in Ref. [8] and compute the electrostatic energy via the volume integral of the product of the charge density and the potential, U CI • λ = drρ(r)Ψ(r). The latter integral has to be taken over the full space in z and thus the corresponding solutions Ψ α and Ψ β in Eqs. (S12) and (S13) have to been taken for z > 0 and z < 0, respectively. The total charge density ρ(r) = ρ • (r) + ρ I (r) follows from the sum of the point charge, ρ • (r) = q i δ(r − r i ) and the induced charge density ρ I (r).
By combining Eqs. (S3), (S4) and (S13), the induced charge density ρ I as derived from the TF equation is proportional to the electrostatic potential in the metal,
Note that Eqs. (S13) and (S14) are defined only in the lower half-space z < 0. Upon applying the Plancherel theorem and the inverse Hankel transform Ψ(z, R) = dKKJ 0 (KR)Ψ(z, K), the one-body energy reads [8] 
The first term defined by the right hand side of Eq. (S15) is the potential energy U CI Inserting Eq. (S14) and using that the induced charge ρ I is only defined in the half-space z < 0, one obtains
brought into a slightly more familiar form [8] ,
where the right hand side defines the integral I I .
We now consider the second term in Eq. (S15). In cylindrical coordinates, the charge density located on the axis R = 0 reads as ρ • (z) = q i δ(z − z i )/(2π). Therefore, the two cases Ψ > α and Ψ < α in Eq. (S12) are equal upon integration in z of ρ • Ψ α in Eq. (S15). For instance, using the expression Ψ > α one obtains
The first term corresponds to the diverging self-energy of any point charge. In line with the treatment in classical electrostatics [1] , we omit this static part in the following, as it simply corresponds to a constant self-contribution. Again, substituting the integration variable by ξ = Kz i yields
The integrals I I and I • defined above can be obtained numerically with high accuracy using common routines such as QUADPACK. In practice, we employ the latter through Python's scipy.
integrate.quad interface to obtain the numerical resuslts such as those shown in Fig. S2(a) .
Asymptotic analysis reveals that I I vanishes both in the ideal metal and insulator limits, k TF = 1/λ → ∞ and k TF → 0, respectively. I • vanishes in the ideal metal limit and goes to unity for the perfect insulator, ε β = ε α = 1. This directly reveals that, without dielectric contrast, as expected, the energy of a single point charge at a perfect metal interface is half of the equivalent energy at an insulator surface. Figure S2(b) shows as an example the resulting energy U CI • and its contributions for λ = 1 nm compared to the ideal metal, U CI • ∞ = q 2 1 /(16πε 0 ε α z i ). As the implicit dielectric constants in our simulations are ε β = ε α = 1, we fix this ratio for all data reported here.
Note that for numerical reasons the unit of the inverse length ξ = Kz i in Eqs. (S17) and (S19)
should be chosen such that λ/z i ∼ 1
D. Two-body interaction: Two point charges close to a Thomas-Fermi interface
Let us now consider two point charges i and j in front of a TF substrate as depicted in Fig. S1(b) .
As discussed in the main text, we decompose the total energy into the following contributions,
where z i and z j are the distances normal to the surface, R ij is the in-plane separation and r ij =
is the distance between the charges. In the following, we discuss the individual contributions and the numerical solution procedures employed.
Direct Coulomb interaction: U CC denotes the direct Coulomb charge-charge interaction between the point charges, U CC = q i q j /(4πε 0 ε α r ij ). In the general case of a fluid consisting of N charges, the corresponding Coulomb energy of the charge i reads as
where the additional factor 1/2 stems from the fact that the energy U CC contributes to both particles i and j. To simplify notation, in the following, we skip the index i for the total energy of particle i and refer to the sum j = i whenever no indices (ij) are specified. This approach is equivalent to considering the statistical average of a particle in a fluid, U CC = U CC i N . A special case emerges when a periodic crystal of point charges q i = −q j = q is considered. In this case, Eq. (S21) can be recast in terms of the Madelung constant M,
Here, a 0 is the nearest neighbor distance (which corresponds to half of the crystal unit cell) and
M depends on the dimension of the crystal as M = 2ln2 in one dimension, M ≈ 1.61554 in two dimensions [15] and M ≈ 1.747564594 in three dimensions [16] .
Charge-image interaction U CI λ : We decompose the charge-image interaction of particle i interacting with particle j at the TF interface according to
is the one-body term given by Eq. (S15) and U CI • λ the electrostatic energy of charge i interacting with the induced charge density ρ I (z j ; z, R) due to the charge j. Making use of symmetry, the only relevant variable in the R-direction is the projected particle distance R ij , see 
Using Eqs. (S13) and (S14), this yields
Equation (S24) can be integrated numerically as discussed above.
Image-image interaction U II λ : The resulting expressions for the image-image interactions are more involved. The general expression for the energy of the image charge of particle i in the electrostatic potential induced by particle j follows from the convolution U II λ (r i , r j ) = drρ I (r i ; r)Ψ β (r j ; r).
Due to the spatial extension of the induced charges, the volume integral cannot be transformed into cylindrical coordinates conveniently. We thus use cartesian coordinates and, to simplify notation, we locate the charge i at the origin, r i = (0, 0, z i ) and the charge j at distance R ij on the x-axis,
This allows us to use the previously derived expression for the induced charge given in Eq. (S14), which upon inverse Hankel transform reads
where r = x 2 + y 2 . Similarly, upon introducing R = (x − R ij ) 2 + y 2 , the electrostatic potential follows from Eq. (S13) as
Performing the volume integral in Eq. (S26) is a daunting task. We thus employ a numerical integration in r. Figure S3(a) shows the potential Ψ β for a point charge q i = 1 e located at a distance z i = 1 nm from a Thomas-Fermi metal characterized by a screening length λ = 1 nm.
As expected, one observes that the potential and the corresponding induced charge density in Fig. S3(b) extend over a characteristic length ∼ 1 nm. Contrary, for λ = 0.05 nm, the potential is screened on ∼ 0.05 nm in Fig. S3 (c) and the induced charge density in Fig. S3(d) approaches a point-like distribution as expected for a good metal.
Having assessed the numerical solution of Eqs. (S27) and (S28), we obtain the electrostatic energy by calculating the product u II λ = ρ I (r i ; r)Ψ β (r j ; r) in Eq. (S26) on a mesh as shown in Fig. S4 . Due to the approximately exponential decay, we employ a mesh of logarithmically increasing spacing with increasing distance to the position of the induced charges as indicated by the red lines in Fig. S4 . We limit the integration to a distance from the charges of 10λ in the lateral direction and 8λ in the direction normal to the surface. The total image-image energy U II λ = dru II λ is then obtained by numerical integration using the corresponding volume element of each grid element.
We explicitly checked that increasing the domain size does not alter the obtained energy as u II λ ∼ 0 at the boundary of the integration volume. Furthermore, due to the logarithmic grid employed, the integral converges well with the grid resolution as shown in Fig. S5 . We characterize the meshing by a parameter m, which corresponds to the number of elements employed in the z-direction. Figure S5 reports the convergence of ∆U II m = U II m /U II m=50 , where we consider m = 50 as a reference. In practice, we find that m = 30, corresponding to a number of grid elements N grid ∼ 10 5 , yields accurate results.
II. THOMAS-FERMI ENERGY FOR A TWO-DIMENSIONAL IONIC CRYSTAL
Let us consider the total energy of a charge i interacting with all other charges j in the system,
Taking the average over N particles, U λ = U i λ N , we obtain the total electrostatic energy divided by the number of particles. For a two-dimensional square ionic crystal, the energy only depends on the distance d from the TF substrate and the crystal lattice spacing a 0 . The expression corresponding to Eq. (S20) is thus given by
The direct Coulomb interaction, which is independent of the TF substrate, only depends on the crystal lattice spacing a 0 . U CC (a 0 ) is thus conveniently expressed in terms of a Madelung constant −10 0 10
x [nm] as discussed in Section I D. The one-body contribution U CI • (d), which only depends on d, is discussed in Section I C. Contrary, U CI • λ and U II λ explicitly depend on the electrostatic screening characterized by λ and, thus, cannot be expressed in terms of a general Madelung constant. We explicitly perform the sum over all neighbors in the x, y-plane,
In practice, we cut the infinite sum in Eq. (S30) at a finite number of neighbors N neigh . We find that N neigh ∼ 10 yields reasonable accuracy which we monitor by fitting the energy of the form Figure S6 shows U CI • λ (N neigh ) for λ = 1.1 nm, d = 0.8 nm and a 0 = 1.475 nm as employed in Fig. 3 of the main text. We perform a bootstrapping analysis discarding one data point each time during the fit to obtain the family of fitting parameters shown as lines in Fig. S6(a) and from which we obtain confidence intervals for N neigh → ∞. To obtain The inset shows the estimated numerical error from the fits in (a) which, in practice, is negligible. The same procedure is employed to obtain U II . U CI • /II λ (d, a 0 ), we interpolate the values obtained at a set of distances d using a weighted smoothing spline as shown in Fig. S6(b) . The extrapolated numerical error estimate shown in the inset of Fig. S6(b) is, in all cases, negligible compared to the total charge-induced energy U CI shown in Fig. 3(a) of the main text. a Parameters taken from Ref. [18] .
III. SIMULATION DETAILS
All our simulations are carried out using the LAMMPS simulation package [17] (stable release 
with parameters given in Table S1 .
For the TF-TF interaction, we chose to employ a purely repulsive power law of the form To justify our choice of parameters n = 8, d w = 10 nm and d TF = 20 nm, we here fix λ = 0.5 nm and explicitely vary these parameters. Figure S7 shows the data from Fig. 3 in the main text (blue circles) together with the numerical solution of the TF model (solid black line). When varying the repulsive power law exponent to n = 12, the resulting energies (green triangles in Fig. S7) are in perfect agreement with n = 8. Upon increasing the distance between the two Thomas-Fermi interfaces to d w = 40 nm (red squares), the energies close to the surface (small d) agree well. However, for d 0.2 nm the energy is slightly smaller and in better agreement with the TF model prediction for a single interface (shown as solid black line in Fig. S7 ), hinting to possible interactions with the second interface.
In Fig. S8 we assess robustness of our results with respect to the influence of different TF layer thickness d TF . Similar to d w , an increase of d TF enhances the agreement of U λ with the TF model in Fig. S8(a) . For our analysis provided in the main text, d TF = 10 nm was used (shown as red squares in Fig. S8(a) ). The energy of the TF fluid U TF λ converges exponentially with d TF with a decay length of about 5 nm, see Fig. S8 (b) , where we show ∆u TF λ = u TF λ (d TF ) − u TF λ (∞) normalized by the extrapolated value at infinite layer thickness d TF . To conclude, increasing d w and d TF slightly increases the agreement with the TF model of a single interface at the cost of significantly increased i and j as measured in the molecular simulations thus reads:
The latter contributionŨ TF λ can be seen as the ground-level energy of the Thomas-Fermi fluid in the simulation; the interaction between induced chargesŨ II λ correspond accordingly to the change in its energy with respect to this reference. To compare the simulation/theoretical energies,Ũ TF λ must be removed fromŨ λ (d) obtained in the simulation (sinceŨ TF λ is set to zero by definition in the Thomas-Fermi theory). The individual terms can be accessed from reruns of the simulation trajectory. In detail, using configurations obtained for q = 1 and q TF = 0, we re-evaluate the electrostatic energy with either the salt charge q or the charge of the TF fluid q TF set to zero. To compensate for the absence of screening between the periodic images, two-dimensional boundary conditions [19] are employed. The resulting energies read as To decomposeŨ II λ andŨ TF λ , we perform a separate set of simulations with the TF fluid confined between two reflecting walls and using the slab correction of Ref. [19] to mimic an insulating vacuum.
In Figure S10 , we show U II obtained from Eq. (S25) and using the extrapolation of the neighbor sum described in Section II. In general, U II is small compared to U CI shown in Fig. 3(a) of the main text. Upon decreasing λ (better metal), the induced charge density is more localized and the potential gets screened on shorter distances. Consequently, this term decays to zero in the perfect metal limit. As discussed in the main text, our simulations (data in Fig. S10) show the opposite behavior due to the imperfect nature of the TF fluid. The configuration of lowest energy for a system of point charges is the homogeneous distribution and localizing any charge distribution to form ρ I necessarily increases this energy. This differs from the ideal electron gas behavior in the TF model, which has zero energy in the homogeneous case, where by inducing a charge density the resulting energy will become negative (lines in Fig. S10 ). Note that this deviation from ideality is captured in the rescaling of the effective screeningλ introduced in the main text.
VI. GENERAL CONNECTION TO SCREENING IN LINEAR DIELECTRIC MEDIA
To obtain an explicit expression for the screened potential Ψ β , we follow the basic equations of classical theory of electric polarization [1] . We consider a perturbing charge distribution ρ ext (r) located inside the metal, see where we have introduced the non-local dielectric response function ε(r, r ). For a spatially uniform electron gas translational invariance can be used, i.e. ε(r, r ) = ε(|r−r |). Equation (S36) can solved for Ψ β using Fourier transform and the convolution theorem [20] Ψ(k) = 1 ε(k) Ψ ext (k).
Equation (S37) shows that, for each wavevector k, the total electrostatic potential Ψ is given by the external potential Ψ ext at the same k but screened by a factor 1/ε(k), the Thomas-Fermi dielectric constant [6] .
We now use a linear relation between the (Fourier transformed) induced charge density and the electrostatic potential, ρ I (k) = −χ(k)Ψ(k), where χ(k) is the dielectric susceptibility and ε(k) = (1 + χ(k))ε 0 . Comparison with Eq. (S3) yields the TF dielectric susceptibility [6] , χ TF (k) = e 2 ∂n 0 ∂µ .
Thus, it is convenient to define the TF wavevector as given in Eq. (S4) 
Equation (S43) has the form of a screened Coulomb potential and λ = k −1 TF is analogous to the Debye screening length λ D obtained for electrolyte solutions [21] . This analogy forms the motivation for the explicit TF fluid screening approach in the present work.
