Let M ∈ Z Z s×s be a dilation matrix and D ⊂ Z Z s be a complete set of representatives of distinct cosets of Z Z s /M Z Z s . The self-similar tiling associated with M and D is the subset of IR s given by
Self-similar tilings have been studied in a variety of contexts in the literature, see, e.g., [6, 5, 10, 11, 20] and the references therein.
The measure of a self-similar tiling is always a positive integer. Here we are interested Haas [5] , and by Zhou [21] .
In the multivariate case, things are more difficult. Gröchenig and Madych [6] Haas [5] in terms of the spectrum of a finite matrix. To apply this condition, one needs to check whether some eigenvalues of the matrix have modulus 1 exactly, which is somehow numerically instable. By the Tiling Theorem in [11] , T (M, In this paper we show that T (M, D) is a lattice tiling if and only if there is no
This set Λ can be restricted to be contained in a finite set K depending only on M and D.
The lattice tiling property is also equivalent to that
, see Theorem 5. We also provide some criteria for checking self-similar lattice tilings in terms of finite powers of finite matrices. Two approaches will be presented: one based on scrambling matrices (Section 3) and the other based on primitive matrices (Section 4). Our criteria will be consequences of general characterizations of L 2 -convergence of subdivision schemes associated with nonnegative masks. Observe that the characteristic function of the self-similar tiling (1.1) satisfies the refinement equation
The symbol of the corresponding mask is a conjugate quadrature filter. Hence the selfsimilar lattice tiling can be studied by the convergence of subdivision scheme associated with this equation.
§2. Subdivision Schemes and Transfer Operators
Subdivision schemes are often used to solve refinement equations of the form
where a := {a(α)} α∈Z Z s is a finitely supported sequence called the refinement mask. We restrict a to be real-valued in this paper. When a(α) = m, the refinement equation (2.1) has a unique compactly supported distributional solution under the normalized condition φ(0) = 1 ( e.g., [1, 2] ). Hereφ denotes the Fourier transform of φ and φ is called the normalized solution of (2.1).
In order to find a solution in L p , we start with the initial function φ 0 (x) = Π s j=1 ϕ(x j ), where x = (x 1 , · · · , x s ) and ϕ is the univariate hat function supported and given on [0, 2] by ϕ(t) = min{t, 2 − t}. Then the subdivision scheme associated with (2.1) is defined to be a sequence of functions {φ n } as
We say that the subdivision scheme associated with (2.1) converges in
if and only if {φ n } converges in L p :
To characterize the L p -convergence of the subdivision scheme in terms of the mask, one needs the concept of p-norm joint spectral radius, see e.g., [8, 2] . It is hard to compute the p-norm joint spectral radius. However, when p is an even integer, Zhou showed in [22] (see also [19] ) that the p-norm joint spectral radius of a finite set of matrices can be computed exactly and explicitly by the spectral radius of a single finite matrix.
It is well-known (see e.g., [4, 8] ) that the L 2 -convergence of subdivision schemes can be characterized in terms of the spectral radius of a finite matrix derived from the transfer operator which was introduced to wavelet analysis by Lawton [12] . In the multivariate case, such a characterization was given independently by Han and Jia [7] , Lawton, Lee and Shen [13] , and Strang [18] . To state this fact, let b be the sequence defined by
Obviously, the sequence b is finitely supported on suppa − suppa. The transfer operator is associated with the bi-infinite matrix (b(M α − β)) α,β∈Z Z s . To get the finite matrix, we restrict α, β both to be in a finite index set K ⊂ Z Z s such that the space of all sequences supported in K, (K), is invariant under the operator (b(M α − β)). Also, we require that K contains Ω, the support of the sequence b. Such a set K exists. For example, by [7] we may take
Now we have a finite set K, and the sequence b satisfies
The finite matrix we need for the L 2 -convergence is
A necessary condition for the convergence of the subdivision scheme is the sum rule of order one:
That means, the space
is invariant under the action of F .
With the above notation, we can now state the following known result [7, 13, 18] on the L 2 -convergence of subdivision schemes.
Theorem A. Let M be a dilation matrix and a := {a(α)} α∈Z Z s be a finitely supported sequence with a(α) = m. Then the subdivision scheme associated with (2.1) converges in L 2 if and only if
, the spectral radius of the finite matrix F restricted to the invariant subspace V is less than 1.
This is a very nice characterization. However, one still has to compute the eigenvalues of the matrix, which is not so stable numerically. In particular, for our purpose of selfsimilar tilings, the mask will be nonnegative. In this case, F is a column-stochastic matrix,
i.e., F is nonnegative and for every β ∈ K,
Thus, F would have eigenvalues other than 1 on the unit circle, if Condition (b) of Theorem A is not true. This difficulty can be overcome by using the special property caused by the
convergence of Subdivision Schemes with Nonnegative Masks
In this section we characterize the L 2 -convergence of the subdivision scheme associated with a nonnegative mask in terms of finite powers of the column-stochastic matrix F . This approach depends mainly on a result on scrambling column-stochastic matrices used by Jia and Zhou in [9] .
A matrix A = (A α,β ) α,β∈K is called column-stochastic if all its entries are nonnegative and
We say that the column-stochastic matrix A is scrambling if each pair of columns have positive entries in some common row. It is well-known that AB is column-stochastic if both A and B are, and AB is scrambling if B is scrambling and A is column-stochastic.
Denote v 1 as the 1 -norm of sequences. The result from [9] we need here is the following.
Lemma. Let A = (A α,β ) α,β∈K be column-stochastic and V be defined by (2.3). Then
if and only if A is scrambling.
We are now in a position to state the main result of this section.
Theorem 1. Let M be a dilation matrix and a := {a(α)} α∈Z Z s be a finitely supported nonnegative sequence with a(α) = m. Set K and F as in Theorem A. Let N := #K.
Then the subdivision scheme associated with (2.1) converges in L 2 if and only if
(ii) There exists some integer n with 1 ≤ n ≤ (3 N − 2 N +1 + 1)/2 such that the matrix F n is scrambling.
Proof. The sufficiency follows from Theorem A, Lemma, and the well-known fact that
To see the necessity we suppose that the subdivision scheme converges in L 2 . Then Condition (i) holds by Theorem A. Theorem A also tells us that
Hence
It is sufficient for us to show that F
Suppose to the contrary that the column-stochastic matrix F
scrambling. Then there are two distinct elements γ 1 and γ 2 in K such that for every
Then we know that I j,γ = ∅ and for 0
and I p,γ 2 = I l,γ 2 . That means, for every β ∈ K, γ ∈ {γ 1 , γ 2 }, (F p ) β,γ and (F l ) β,γ are either both positive or both zero.
vanishes if and only if
Thus the column-stochastic matrix F p+q(l−p) is not scrambling. Choose q such that p + q(l − p) > k. Then we conclude that F k is not scrambling, which is a contradiction. This tells that Condition (ii) holds.
In [15, 3] and [9] the uniform convergence of subdivision schemes associated with nonnegative masks was characterized in terms of finite products of m matrices. This in connection with the autocorrelation of the mask yields another way to characterize the L 2 -convergence. However, we need a set of m matrices and much more matrix products need to be checked.
The argument for the bound (3 N − 2 N +1 + 1)/2 was provided by Paz [16] who proved that (3 N − 2 N +1 + 1)/2 is a sharp bound for the power in checking scrambling products of several matrices. Here we gave a complete proof just for readers' convenience. For a single matrix, this bound can most likely be largely reduced. With the approach given in the next section (Theorem 2) we will only need to check the powers of up to (N − 1) 2 + 1 for our purpose of checking the L 2 -convergence. However, Theorem 1 plays an important role in deriving a nice characterization of self-similar lattice tilings (Theorem 5) which is hard to see from Theorem 2.
As a consequence of Theorem 1 we show that the convergence of the subdivision scheme with a nonnegative mask only depends on the location of its positive coefficients.
Corollary 1. Let a and c be two nonnegative masks satisfying the sum rule of order one
Suppose c(α) > 0 whenever a(α) > 0. If the subdivision scheme associated with mask a converges, then the subdivision scheme associated with mask c also converges.
Proof. Let K be given for the mask c as in Theorem A. Denote F a and F c as the transfer matrices defined by (2.2) associated with the masks a and c respectively. Then for α, β ∈ K,
Since the subdivision scheme associated with mask a converges, by Theorem 1, for some 1 ≤ n ≤ (3 #K − 2 #K+1 + 1)/2, the matrix F n a is scrambling. Then the matrix F n c is also scrambling. By using Theorem 1 again, we conclude that the subdivision scheme associated with mask c also converges. §4. Primitive Matrices and Condition E
In this section we present another approach to the L 2 -convergence of subdivision schemes associated with nonnegative masks. This approach is based on primitive matrices and the power involved is at most (N − 1) 2 + 1, much less than (3
N is large.
To state the main result here, we need the Frobenius Normal Form of the columnstochastic matrix F :
Here k ≥ 1, each F j is either 1 × 1 zero matrix or is irreducible. The blocks Recall that for an irreducible column-stochastic matrix, the primitivity is equivalent to that for some n ∈ IN, A n is positive (all the entries are positive).
The smallest n with this property is called the index of A, and can be bounded sharply by (N − 1) 2 + 1. For these facts on nonnegative matrices, see e.g., [17] .
Using the Frobenius Normal Form (4.1) we can characterize the L 2 -convergence of subdivision schemes with nonnegative masks in terms of primitive matrices.
Theorem 2. Let M be a dilation matrix and a := {a(α)} α∈Z Z s be a finitely supported nonnegative sequence with a(α) = m. Set K and F as in Theorem A. Let N := #K.
Assume that the matrix F takes the form (4.1). Then the subdivision scheme associated with (2.1) converges in L 2 if and only if
(ii) In the form (4.1), k = 1; and F 1 is primitive.
Proof. Let us prove the equivalence between Condition (b) of Theorem A and Condition
(ii) of Theorem 2.
Suppose ρ(F | V ) < 1. Since F is column-stochastic, it has an eigenvalue 1 with a left eigenvector [1, · · · , 1]. Then F satisfies Condition E. Since F is column-stochastic, each of the isolated blocks F 1 , · · · , F k is also column-stochastic and provides one multiplicity of the eigenvalue 1. Hence k = 1. All the eigenvalues of F 1 including 1 are eigenvalues of F , but F satisfies Condition E. Therefore, F 1 satisfies Condition E. This in connection with the irreducibility of F 1 implies that F 1 is primitive. Thus Condition (ii) of Theorem 2 holds.
Conversely, assume that k = 1 and F 1 is primitive. We need to show that ρ(F j ) < 1
Suppose to the contrary that for some j with 2 ≤ j ≤ d, ρ(F j ) ≥ 1. Then F j is not the zero matrix and is irreducible. Since all the eigenvalues of F j are eigenvalues of 
Since the equality holds, we know that for i ∈ I, p ∈ I, (F j ) p,i = 0. However, F j is irreducible. Therefore,
is column-stochastic. Hence F i,j = 0 for i = j and F j is an isolated block, which is a contradiction.
Thus we have shown that ρ(
Hence F satisfies Condition E, i.e., ρ(F | V ) < 1. The proof of Theorem 2 is complete.
The proof of Theorem 2 yields the following result on general column-stochastic matrices, which is of independent interest.
Theorem 3. Let F be column-stochastic and take the Frobenius Normal Form (4.1).
Then the following statements are equivalent:
(ii) k = 1 and F 1 is primitive.
(iii) F n is scrambling for some n ∈ IN.
(iv) ρ(F | V ) < 1.
To apply Theorems 2 and 3, we have to check whether F 1 is primitive. Since F 1 is irreducible, this is equivalent to that F n 1 is scrambling for some n ∈ IN. From the sharp bound (N − 1) 2 + 1 for the index of primitive matrices, we know that n can be bounded by (N − 1) 2 + 1. The following example shows that in general n should be at
Example 1. Let A be the following N × N irreducible column-stochastic matrix:
Then by computation we see that A 
Choose a finite set K such that K contains Ω := D − D and (K) is invariant under the bi-infinite matrix (b(M α − β)). Let
Set N := #K. Then the following statements are equivalent: D) is a lattice tiling.
(2) There exists some integer n with 1 ≤ n ≤ (3 N − 2 N +1 + 1)/2 such that the matrix F n is scrambling.
Proof. The equivalence between (1) and (2) follows from Theorem 1.
To see the equivalence between (1) and (3), we observe that
Since F is column-stochastic, it follows that F 0,β = 0 for β ∈ K \ {0}. Then 
Notice that F 0,β = b(−β) > 0 for any β ∈ Ω. Therefore, the above statement is equivalent to that there is no nonempty set Λ ⊂ K \ Ω such that
This tells us the equivalence between (1) and (3). By choosing K to be large enough (Λ ⊂ K), we see easily the equivalence between (3) and (4).
Theorem 4 yields a new proof for the first part of the following nice characterization of self-similar tilings (the second part is new). 
Obviously, Λ ⊂ K \ Ω. We state that
and our statement has been proved. This contradicts the condition (4) of Theorem 4.
Therefore, (5.2) must be true.
Sufficiency. Suppose (5.2) holds. Choose K as in Theorem 4. Then there exists some
We state that
To see this, let α ∈ K. Then (5.3) tells us that there exist
Moreover, for 2 ≤ j ≤ n − 1,
It follows that
Thus our statement holds. Hence F n is scrambling. By Theorem 4, T (M, D) is a lattice tiling. This proves the sufficiency.
Using the above proof, we can see that
To see the necessity of the second equivalence, choose 1 ≤ n ≤ 1 + #(K \ Ω) such that As a corollary we obtain another proof of the necessary condition due to Lagarias and
Wang [10] .
Suppose that for some n ∈ IN, and α 0 , · · · , α n−1 ∈ Ω,
Compare the second components, we see that the second components of α 0 , · · · , α n−1 are all zero. But the only vectors with this property in M j Ω are in 2 j Ω 0 , where
Therefore, the first component of 
Both i 1 and i 2 are in {0, 1, · · · , c − 1} and p i ≡ i(modc). Hence β 2 = 0 and
This proves that D is a complete set of representatives of distinct cosets of Z Z 2 /M Z Z 2 .
To 
Then in the same way, there are N ∈ IN and {n j ,ñ j }
We may assume that N ≥ n, since otherwise we only need to choose n j =ñ j for j = N, · · · , n − 1.
Observe that
The first component of this vector is exactly α 1 , while the second is α 2 . Therefore, α ∈
To see the necessity, suppose T (M, D) is a lattice tiling. Then by Theorem 5, 
