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a b s t r a c t
We consider the problem of deterministic broadcasting in radio networks when the nodes
have limited knowledge about the topology of the network. We show that for every
deterministic broadcasting protocol there exists a network, of radius 2, for which the
protocol takes at least Ω(n
1
2 ) rounds for completing the broadcast. Our argument can be
extended to prove a lower bound ofΩ((nD)
1
2 ) rounds for broadcasting in radio networks
of radius D. This resolves one of the open problems posed in Kowalski and Pelc (2004) [24],
where the authors proved a lower bound of Ω(n
1
4 ) rounds for broadcasting in constant
diameter networks.
We prove the new lower bound for a special family of radius 2 networks. Each network
of this family consists ofO(
√
n) componentswhich are connected to each other via only the
source node. At the heart of the proof is a novel simulation argument,which essentially says
that any arbitrarily complicated strategy of the source node can be simulated by the nodes
of the networks, if the source node just transmits partial topological knowledge about some
component instead of arbitrary complicated messages. To the best of our knowledge this
type of simulation argument is novel and may be useful in further improving the lower
bound or may find use in other applications.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
One of the most fundamental and well studied problems in distributed computing is the problem of broadcasting. In
broadcasting there is a source nodewhich possesses a message that should be sent to the remaining nodes of the network. If
the source node is directly connected to all the remaining nodes of the network, then the message can be broadcasted in a
single transmission. However, typically networks have an incomplete topology. Furthermore, in the setting of wireless radio
networks an additional complication in completing the broadcasting is that messages transmitted simultaneously by two
neighboring nodes may collide and not reach the receiver. Broadcasting protocols find many applications in Ad-hoc wireless
networks, where the topology of the network is not fixed forever. Ad-hoc wireless networks are used in scenarios like
battlefields, hazardous environments, emergency disaster reliefs and other situations where there is no infrastructure for
communication networks. Sensor networks are also an example of wireless radio networks. Unlike the traditional wireless
networks these networks do not have a base station towhich the nodes can communicate. Nodeswhich arewithin the range
of their radio signals communicate via radio transmissions, while nodes that are far off rely on other nodes of the network
to exchange messages.
∗ Corresponding author. Tel.: +91 9445148950; fax: +91 4422574352.
E-mail addresses: carlos@lia.ufc.br (C.F. Brito), shailesh.vaya@gmail.com (S. Vaya).
1 Research in this work was done while the author was visiting the Indian Institute of Technology Madras.
0304-3975/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2011.03.003
C.F. Brito, S. Vaya / Theoretical Computer Science 412 (2011) 3568–3578 3569
Communication in these networks is typically structured using synchronous time-slots. In every round, each node either
acts as a transmitter or as a receiver. A radio network is modeled as an undirected connected graph as follows: Each node
in the graph represents a processor, and two nodes are connected by an edge if the corresponding processors lie within
the transmission range of each other. A message transmitted by a node can potentially reach all its neighbors. However, if
more than one neighboring nodes send a message in the same round, then the receiving node detects a collision and cannot
distinguish it from the round when none of the neighboring nodes transmit any message. Most of the literature on radio
networks is based on this assumption about radio transmission. A more pessimistic assumption that when two or more
neighboring nodes transmit a message in the same round, the receiving node receives the message from one of them and
the messages from others are lost, has also been studied in the literature.
There are severalmetrics tomeasure the complexity of a broadcasting protocol, like round complexity (minimumnumber
of rounds needed to complete broadcasting), message complexity (minimum number of messages needed to be sent to
complete broadcasting), etc. These metrics are defined in terms of the number of nodes in the network n and the radius of
the network D. The most important and prevalent complexity measure under which the radio broadcasting problem has
been studied is the round complexity. Round complexity of radio broadcasting has been studied under different assumptions
about the type of knowledge of the topology of the underlying network to the nodes of the network. In thisworkwe consider
the round complexity of deterministic broadcasting in undirected radio networks in a limited topological knowledgemodel,
when the nodes are only given the labels of neighboring nodes.
1.1. Related work
The study of broadcasting in radio networks was initiated by Bar-Yehuda et al. [2]. As clarified in [30], the model of radio
transmission, considered in [2], is that when two or more neighboring nodes transmit a message in the same round, the
receiving node receives the message from (any) one of them, while messages from other nodes are lost. In [24], Kowalski
and Pelc consider the model of radio networks in which a collision occurs when two neighboring nodes of a node transmit
in the same round and no message is received as a result. This is the assumption which has been usually adopted in the
literature on radio networks. Kowalski and Pelc establish a lower bound of Ω(n1/4) rounds for deterministic broadcasting
on radio networks of diameter 4 (and Ω(nD3)1/4 rounds for networks of diameter D) for this model. In this work, we
establish a lower bound of Ω((nD)1/2) rounds for deterministic radio broadcasting on networks of diameter D for this
setting.
In the centralized setting, the topology of the radio network is known to all the nodes of the network. For this setting,
a deterministic broadcasting protocol of O(D lg2 n) was given in [9], for networks of radius D. For the centralized setting, a
lower bound ofΩ(D+ lg2 n) rounds was proved in [1]. This was shown to be tight in a recent work [29], where a matching
upper bound ofO(D+lg2 n) roundswas proved, after a series of improvements fromO(D lg2 n) rounds in [9],O(D lg n+lg2 n)
rounds in [27], O(D+ lg4) rounds in [19] and O(D+ lg5 n) rounds in [20].
Radio networks where the nodes are given their own labels only, but not the labels of the neighboring nodes are called
unknown radio networks [4,5,16]. Research in this problem has led to the introduction of very interesting combinatorial
concepts like selective families. The use of selective families in the design of deterministic protocols for unknown networks
was introduced by Chlebus et al. in [10]. Several recent works exploit this combinatorial tool, specifically the use of
probabilistic method, for obtaining good lower and upper bounds for the broadcasting problem [15,10,12].
The problem of broadcasting on directed radio networks has received much attention. The protocol given by [10]
takes O(n2) rounds for completion. This upper bound was reduced to O(n
3
2 ) rounds by a breakthrough result of [11]. In
a further breakthrough, [12], the authors deployed the probabilistic method to bring the upper bound from O(n lg2 n)
to within logarithmic factors of the best known lower bound Ω(n lgD). In [25], a further improvement has been made
for small diameter networks. They establish an upper bound of O(n lg n lgD). In [7], the authors define and deploy new
combinatorial structures to reduce this gap between lower and upper bounds to O(lgD) factor i.e., give a broadcasting
protocol running in O(n lg2 D) rounds. Most recently, a deterministic broadcast protocol of O(n lg n lg lg n) round complexity
has been presented in [18]. The problem of distributed broadcasting in radio networks has been studied under the
assumption when the communication network is undirected and nodes have no information about the topology of the
network, even of their immediate neighborhood. For this setting, [28] present a protocol that works in O(D lg(n/D)+ lg2 n)
expected number of rounds. Furthermore, authors also present a deterministic broadcasting protocol that works in O(n lg n)
rounds.
Randomized protocols for the broadcasting problem have been studied in [2,26,23]. In these protocols, the nodes do not
get to learn the labels of their neighboring nodes and may in fact have non-unique labels. In [2], a broadcasting protocol
running in O(D lg n+ lg2 n) rounds is given. A lower bound ofΩ(D lg(N/D)) rounds was proved for this problem in [23]. The
lower bound of Ω(lg2 n) rounds for broadcasting protocols holds for this problem also. A broadcasting protocol that runs
for O(D lg(n/D)+ lg2 n) rounds matching the lower bound, was proposed in [26].
In thewake-up problem, each node in the network either wakes-up spontaneously or is activated by receiving awake-up
signal from another node. Each active node transmits the wake-up signal according to a given protocol. The running time of
a wake-up protocol is the number of steps counted from the first spontaneous wake-up, until all nodes become activated.
This problem has been studied under various assumptions in [13,6,21,22,14]. Asynchronous radio broadcasting has been
studied in [8].
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Fig. 1. (a) BGI-network and (b) C2 network.
1.2. Organization of the paper
In the next section, we present a conceptual overview of the proof of the lower bound. The rest of the paper is devoted
to formalizing this outline. In Section 3, we present the model in detail along with other notations and definitions used in
the paper. In Section 4, we state some auxiliary results and combine them to prove the main theorem. The statement of the
reductions and their proofs are presented in Section 5. Section 6 presents procedure Prune() for choosing an appropriate
advice string and a corresponding subset of C2 networks that possess the requisite properties, for which we explore the
lower bound argument.
2. Conceptual overview of the proof
The study of broadcasting in radio networks was initiated by Bar-Yehuda et al. [2], where they consider a class of
networks, referred to as simple BGI-networks (see Fig. 1(a)). For this class of networks a lower bound of Ω(n) rounds
for deterministic broadcasting is presented in [2]. In [24], Kowalski and Pelc observed that for these networks it is not
appropriate to assume that the source node cannot assist in achieving faster broadcast (for the model of radio broadcasting
considered in this work). They go on to describe a deterministic protocol in which the source assists other nodes of the
network to complete broadcast on every BGI-network in O(lg n) rounds.
For the proof in [3], we introduce a new class of networks. A network belonging to this class has the property that it
consists of O(
√
n) components joined together via one common node. This common node is the source node. Thus, the only
way for two nodes belonging to different components to communicate with each other is by involving the source node. In
fact until the head node in layer L2 of the component has received a message (and activated), the only way for two nodes,
belonging to layer L1 of the same component, to communicate is by involving the source node. For this class of networks we
raise the following questions: ‘‘If the broadcast protocol runs for at most r rounds, howmuch assistance can the source node
provide? Can this assistance be quantified and upper bounded in terms of number of rounds of the protocol and the number
of nodes in the network? Can it be argued that this assistance is insufficient to significantly expedite broadcasting?’’.
The argument for the main theorem presented in [3], is that the assistance that the source can provide, can be encoded
in the form of an advice string. This advice string is transmitted by the source node in the initial round along with the
message. The source node remains silent from here on. It was argued that if the broadcasting protocol just runs for r
rounds, then the length of the advice string can be upper bounded as a function of r and n only. Finally, a combinatorial
argument was presented to claim that the total number of configurations of the network is quite large. And an advice
string of at most certain length cannot provide sufficient help to significantly expedite broadcasting in all the networks. This
argument, embedded in the proof of the main Theorem 4.2, invokes a generalization of lower bound on selective families
(Theorem A.1 in Appendix of [3]). Unfortunately, we have discovered a counterexample to this particular generalization of
the lower bound on selective families.
Along the same lines, an oracle based argument [17] was also sketched for the class of networks depicted in Fig. 1(b)
in [3]. The argument says that we can substitute the role of the source node with an oracle. When a single node from
layer L1 transmits, the oracle provides the identity value of the node to all nodes of layer L1. When a collision occurs the
oracle provides the identity value of two nodes with least identity values (from all the nodes) which transmitted. There
is a conceptual problem with this argument: Depending on the specification of the protocol, the information provided by
the oracle can be interpreted to learn partial knowledge about the topology of the network. For example, it may be the
case that some nodes in layer L1, with identity values smaller than those of the nodes revealed by the oracle would have
transmitted if they were connected to the appropriate node in L2 (see Fig. 2). An interpretation of the message of the oracle
is that these nodes are not connected to the respective nodes in L2. This partial knowledge can be potentially exploited to
expedite broadcasting in subsequent rounds and cannot be simply ignored. In other words, it is not feasible to conclude that
the oracle can only expedite broadcasting in at most O(r) BGI-components of the network.
This work presents a direct proof of the lower bound along similar lines as the original information theoretic argument
given in [3]. We consider C2 class of networks. They are depicted in Fig. 1. Our proof uses the same series of simulation
based reductions by which the role of the source node can be substituted by an advice string. However, the new proof does
not treat the advice string as merely a string of bits as done in the information theoretic argument. Instead the proof uses
meaningful connections between the advice string and the topology of the corresponding underlying network with which it
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Fig. 2. C2 network.
is associated to find an advice string that must correspond to a large number of networks that share the same sub-topology.
The argument of the lower bound ties the following three conceptual components:
In the first component, we present a series of simulation based reductions to achieve the following conclusion: If an
arbitrary deterministic broadcast protocolπ = π0 completes broadcasting in r rounds on every C2 network, then theremust
exist another deterministic broadcast protocol γπ , for which the source node is given an advice string in the set up phase,
which is transmitted by the source node along with the broadcast message in the first round of the protocol. Furthermore,
the source node remains silent during the rest of the protocol. This advice string consists of r sub-strings each of which
encodes one of the following two types of messages: φ (which denotes a collision or an empty message), or a tuplet ⟨i, τi⟩
where τi is a string of bits encoding the topology of the ith BGI-component. The protocol γπ must complete broadcast in at
most 3 · r rounds on every C2 network. These reductions have been presented in Section 5.
The essence of the second conceptual component of the proof is to determine an appropriate advice string, for protocol
γπ , that must be associated with a large subset SN of C2 networks that possess a special property. The property is that all
possible topologies of at least one BGI-component are present in some network belonging to the set SN . Procedure Prune() is
used to determine such an advice string and the associated subset SN . Procedure Prune() first fixes a protocol and starts with
the set of all unique advice strings thatmay be provided to the source node, for different C2 networks, for a given protocol. At
every step the procedure prunes the subsets of possible advice strings and possible configurations of the networks. For this
the procedure utilizes meaningful connections between the messages encoded in the advice string and partial knowledge
about the topology of the associated networks. Finally, only one advice string remains. This advice string is associated with
all the remaining networks in subset SN . It is claimed that for some index i, each possible topology of the ith BGI-component
is present in some network of SN . These arguments are presented in Section 6.
Let v be the advice string and SN the subset of networks determined by procedure Prune(). Let the special property
described above, for SN , hold for the ith BGI-component. Since the same advice string is associated with all the networks
belonging to SN , it provides no special assistance to the nodes of the ith BGI-component in expediting the broadcast in this
component of the network. Because the broadcast protocol is deterministic, the order in which the nodes of layer L1 of this
BGI-component must transmit is fixed for all these networks. If broadcast is completed in all these networks, then it must
happen that there exists a round when exactly one node of layer L1 of this BGI-component transmits. But for this to happen
the protocol must run for Ω(
√
n) rounds. This conclusion follows by applying a well known lower bound on the size of
selective families, or alternatively a hitting game argument from [2]. This argument is presented in Theorem 4.2.
3. Description of the model and some relevant definitions
Definition 3.1 ([2,24]). A broadcast protocol π for a radio network is a synchronous multi-processor protocol which
proceeds in rounds. Following are the salient features of the broadcasting process for undirected radio networks:
1. All nodes execute identical copies of the same protocol π .
2. In each round, every node either acts as a transmitter or as a receiver (or is inactive).
3. A node receives a message in a specific round if and only if it acts as a receiver and exactly one of its neighbors transmits
in that round. Otherwise, it receives φ. We assume that the messages are authenticated, that is, when a node receives a
message it gets to know the label of the transmitting node.
4. The action of a node in a specific round is determined by
(a) Initial input, which contains its own label and the labels of its neighbors.
(b) Messages received by the node in previous rounds.
5. In round 0, only the source node transmits the broadcast message.
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6. Only nodes that have received a message are allowed to transmit. That is the only spontaneous transmission is the one
by the source in round 0.
7. Broadcast is completed in r rounds if all the nodes receive the source message in one of the rounds 0, 1, . . . , r − 1.
3.1. C2 networks
We prove the lower bound for a family of networks, called C2 networks, with radius 2 and a simple communication
structure. Loosely, a C2 network is formed by connecting a number of BGI-networks via a common source node (see Fig. 2).
More precisely, the nodes of a C2 network are divided into three layers: L0, L1 and L2, where:
• Layer L0 consists only of the source node, which is labeled 0 and is connected to all the nodes of layer L1.• Layer L1 consists of√n groups of√n nodes each, all of which are connected to the source node. In particular, the labels
of the nodes belonging to the ith group are
√
n · (i− 1)+ 1,√n · (i− 1)+ 2, . . . ,√n · (i− 1)+√n for all C2 networks.• Layer L2 consists of√n nodes whose labels are n+ 1, n+ 2, n+ 3, . . . , n+√n; The node with label n+ i is associated
with the ith group of nodes of layer L1. It is connected to an arbitrary subset of nodes from the group and also referred to
as the head node of the group.
We refer to each group of nodes in layer L1 togetherwith the associated head node in L2 a BGI-component, or alternatively
a component. One may note from the above description of C2 networks that two networks belonging to this family are
distinct only because the topology of one ormore BGI-components i.e., connections of a node in L2 with the nodes belonging
to its associated groups of notes in L1 is distinct. Since there exist 2
√
n distinct possible topologies for a BGI-component,
we can give a complete description of a BGI-component by tuplet ⟨i, τ ⟩, where i is an index of the BGI-component being
described and τ is a string of
√
n bits encoding the topology of the BGI-component.
3.2. Advice string υ(π,N, t)
An advice string υ(π,N, t) is a string of symbols. Conceptually, υ(π,N, t) can be seen as a juxtaposition of t sub-strings
separated from each other via a special symbol ‘#’. Furthermore, each sub-string encodes either the null message φ or a
tuplet of the form ⟨i, τi⟩, where i is an integer in [1,√n] and τi is a binary string that encodes the topology of the ith BGI-
component of network N , as described above.
Advice strings are associated with broadcast protocols and C2 networks. Specific contents of the advice string υ(π,N, t)
depend on the first t rounds of execution of the broadcasting protocol π on network N . Thus, the same advice string may
correspond to different broadcast protocols and different C2 networks. In some relevant context, we shall also refer to advice
strings by variable υ , without any parameters.
4. Main theorem
In this section we present the main Theorem 4.2 about the lower bound. The proof of Theorem 4.2 is obtained by
combining Lemma 4.1 (simulation based reductions), Lemma 4.2 (selection of an advice string and a corresponding subset
of networks) and Theorem 4.1 (a well known lower bound on the size of selective families). The proofs of Lemma 4.1 and
Lemma 4.2 have been presented in the next section.
Lemma 4.1. Assume that there exists a deterministic broadcasting protocol π that completes the broadcast in at most r rounds
on every C2 network. Then, there exists a deterministic broadcast protocol γπ which satisfies the following four conditions:
1. Nodes in layer Li transmit only in round t, where t ≡ i (mod 3), for i = 0, 1, 2.
2. There exists a function funcυ(π,N, r) thatmaps tuplets of deterministic broadcasting protocolπ , networkN and roundnumber
r to advice strings. For network N, advice string υ(π,N, r) = funcυ(π,N, r) is provided to the source node in the set up phase
of protocol γπ along with the broadcast message m. The source transmits υ(π,N, r) and m in round 0.
3. The source remains silent in every round i > 0.
4. Protocol γπ completes the broadcast and terminates in at most 3 · r rounds.
LetΠ4 denote the subclass of protocols that satisfy the four conditions enumerated in Lemma 4.1.
Lemma 4.2. Let γπ be a deterministic protocol of subclass Π4, for r <
√
n
2 . Then, there exists a subset of networks S ⊂ C2 for
which the following two conditions hold true:
1. In the set up phase of γπ , the source node is provided with the same advice string, for each network Ni ∈ S i.e., ∀Ni ∈ S :
funcυ(π,Ni, r) = υ .
2. There exists an index i such that, for each of the 2
√
n possible topologies of a BGI-component, there is some network N ∈ S
whose ith BGI-component has exactly this topology.
Definition 4.1 ([10]). Let [n] = {1, . . . , n} and let k ≤ n. A family F of subsets of [n] is (n, k)-selective if for every non
empty subset Z of [n] such that |Z | ≤ k, there is a set F in F such that |Z F | = 1.
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Theorem 4.1 ([15]). Let F be a (n, k)-selective family, with n > 2 and 2 ≤ k ≤ n/64. Then it holds that, |F | ≥ k24 log2 nk .
The theorem below is proved for the case when the total number of nodes in the network is m = n + √n + 1 =√
n(
√
n+ 1)+ 1, for some integer√n. To handle the case whenm cannot be written as the sum (√n)2+√n+ 1, for some
integer
√
n, choose l = ⌊√m− 1⌋−1 and consider the following extension of C2 family of networks described above. Layer
L1 has l BGI-components each of which corresponds to l nodes in layer L1 and a single node in L2, andm− l2− l−1 additional
nodes that do not belong to any BGI-component, but are connected only to the source node. A straightforward adaptation
of the argument for lower bound outlined in this work can be framed to prove the same asymptotic lower bound ofΩ(
√
m)
rounds for this family of networks.
Theorem 4.2. For every deterministic protocol π that runs for o(
√
n) rounds, there exists a C2 network N such that π does not
complete broadcast on N.
Proof. Assume to the contrary, that there exists a deterministic protocol π that completes broadcast in less than
√
n/1536
rounds on every C2 network. Then, by Lemma 4.1 there should exist a protocol γπ that satisfies the properties specified in
Lemma 4.1. Let υ, S, i be the advice string, subset of networks and index, respectively, given by Lemma 4.2 for γπ . We shall
prove that γπ cannot complete broadcast on at least one network of subset S.
The proof is based on the following observation. All nodes in layer L1 and the source node receive the broadcast message
in round 0. In the remaining rounds, nodes in L1 are supposed to coordinate and transmit themessage to the respective head
nodes in layer L2. However, they must achieve this while avoiding collisions and without much information about network
connectivity. In particular, if two nodes x1, x2 of L1, that are both connected to the same head node y in L2, transmit in the
same round, then collision occurs and nothing is received by y. Thus, nodes belonging to the same BGI-component of layer
L1 need to carefully ‘‘coordinate’’ their transmissions to avoid collisions. But, they cannot coordinate much because of the
following reasons, which arise due to the special topology of C2 networks:
1. For protocol γπ , the source remains silent after round 0 after transmitting message m and some advice string υ .
Thus, under the assumption that all nodes in L1 are given m, υ , we may as well remove the source node from further
considerations. This residual network just consists of O(
√
n) disconnected ‘BGI-components’ of
√
n+ 1 nodes each.
2. The head node, of a BGI-component in L2, cannot assist the associated group of nodes in layer L1 in the broadcasting
process. This is because spontaneous transmissions are not allowed and a head node can be activated only after it has
received somemessage. But, then the broadcast messagemmay as well be appended to this message, so we do not have
to bother about broadcast on this BGI-component, any further. Thus, for protocol γπ , the main challenge for the group
of nodes of a BGI-component in layer L1, is to guarantee the transmission of the message to the respective head node in
layer L2 for the first time.
More formally, from the definition of broadcast protocol, the behavior of a node in a given round depends on its own label,
which is fixed, the labels of its neighbors and the sequence of messages received in previous rounds. Also, as a consequence
of Lemma 4.2, the same advice string υ is given to all networks that belong to subset S. Furthermore, every topology of
ith BGI-component is present in some network of subset S. So this advice string υ cannot be used to distinguish between
different possible topologies of the BGI-component. Thus, we deduce that for protocol γπ , the same transmission sequences
of nodes in L1 of the ith BGI-component, should work for all the 2
√
n topologies of this BGI-component. Let us look at the
transmission sequences of these nodes more closely.
Consider the family F = {F0, F1, . . . , Fr−1} of subsets of nodes from the ith BGI-component, defined as follows. A node
x ∈ L1 belongs to subset Fj if and only if there exists a network N ∈ S for which the following conditions hold true:
1. x is connected to head node y in the network N .
2. x transmits in round 3 · j+ 1 when broadcast protocol γπ is executed on network N .
3. y does not receive any message up till round 3 · j+ 1 when broadcast protocol γπ is executed on N .




n)-selective family. To see this, note that for an arbitrary networkN , the subset
of nodes in layer L1 of the ith BGI-component of network N connected to node y, correspond to an arbitrary subset of [√n].
Let this subset be called Z . Since γπ completes broadcasting on network N in at most 3 · r rounds, there must exist some
j < r such that for the first time in round 3j+ 1, exactly one node from subset Z transmits. But this is equivalent to saying
that there exists a subset Fj in F such that |Fj ∩ Z | = 1 (to apply the Theorem 4.1, we restrict ourselves to (n, k)-selective


















192 , by deploying Theorem 4.1. But this contradicts our initial assumption that
there exists a deterministic broadcasting protocol π that completes the broadcast in less than
√
n/192 rounds on every C2
network, for sufficiently large values of n. 
We note here that better multiplicative constants could be derived for the lower bound by using the hitting game
argument from [2]. However, we believe that the current lower bound is not asymptotically close to the optimal and
hence have chosen not to optimize the constants. We now note a corollary to the above theorem for networks of arbitrary
diameter D.
Corollary 4.1. Every deterministic broadcast protocol must takeΩ(
√
n · D) rounds to complete broadcast on radio networks of
diameter D.
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5. Reductions (proof of the Lemma 4.1)
In this section we present a series of simulation based reductions to prove Lemma 4.1.
5.1. Reduction 1
The first reduction shows that we may consider protocols with a simplified communication structure, at the cost of a
constant factor (= 3) increase in the total number of rounds. In these protocols, the nodes coordinate their transmissions
so that collisions involving nodes from different layers do not occur. We shall denote the class of protocols satisfying the
conditions of the following Lemma 5.1 asΠ1.
Lemma 5.1. Assume that there exists a protocolπ0 that completes broadcast in at most r rounds on every C2 network. Then, there
exists a protocol π1 that completes broadcast in at most 3 · r rounds on every network of C2 family, such that the nodes in layer
Li transmit in round t only if t ≡ i (mod 3), for i = 0, 1, 2.
Proof. Protocol π1 simulates each round t of protocol π0 in a sequence of 3 rounds, namely round 3t , 3t + 1 and 3t + 2.
The idea is that, in round 3t + i, each node in layer Li takes the same action that it would take in round t on execution of
protocol π0.
Assume that protocol π1 includes the description of protocol π0. We claim that that each node w in the network can
compute the list of messages received by itself up to round t under protocol π0, on execution of π1 for 3 · t rounds. The proof
is by induction. Certainly, the claim is true for t = 0. Now, suppose that, at the beginning of round 3 · t , every node in the
network has the correct list of messages received up to round t−1 as on execution of protocol π0. Then, each node can take
the appropriate action during rounds 3t , 3t + 1 and 3t + 2, and update their list of received messages as follows. If w is a
node in layer Li then
(a) ifw transmits a message in round 3t + i, it appends φ to its list of received messages, since it cannot receive a message
in a round in which it acts as a transmitter.
(b) otherwise, if exactly one neighbor of w transmits during rounds 3t , 3t + 1 and 3t + 2, it appends this message to the
list; else it appends φ.
Condition (a) is obvious. The only issue on condition (b) is the ability of nodew to detect that a single neighbor transmitted
in rounds 3t , 3t + 1 and 3t + 2. If w belongs to layer L0 or L2, then all of its neighbors are in layer L1 and according to the
definition of the broadcasting process, it receives a message if and only if exactly one of its neighbors transmit in round
3t + 1. If w belongs to layer L1 then it has the source and possibly a node from layer L2 as neighbors. But since in this case
no collision is possible,w can detect exactly which of its neighbors transmitted.
Hence, the above conditions guarantee that at the beginning of round 3 · (t + 1) each node in the network has the same
list of messages as what would have been received by them when protocol π0 is executed on the network, for t rounds. 
5.2. Reduction 2
The second reduction shows that, instead of transmitting arbitrary messages, the source can just retransmit whatever
message it has received in the previous transmission rounds of the nodes of L1 layer. The idea is that nodes of L1 can simulate
the behavior of the source node, once they have the sequence of messages received so far, and in this way are able to recover
the messages that the source node should have correspondingly transmitted on the execution of the original protocol.
We shall denote the subclass of protocols satisfying the conditions of Lemma 5.2 asΠ2.
Lemma 5.2. Assume that there exists a protocol π1 of Π1 class, that completes broadcast in at most 3 · r rounds on every C2
network. Then, there exists a protocol π2, of classΠ1, that completes broadcast in at most 3 · r rounds on every C2 network, with
the additional feature that in the source transmission round 3 · t, the source just retransmits whatever messages it has received
in previous rounds≡ 1(mod 3).
Proof. The behavior of the nodes of the network for protocol π2 is as follows.
The source node behaves as described by the statement of the Lemma. The nodes in layer L2 just simulate protocol π1.
The nodes in layer L1 decide what action to perform in round 3 · t + 1 in two steps.
First, they use the list of messages received from the source node up to round 3t to simulate the behavior of the source
under protocol π1, and obtain the sequence of messages that the source should have transmitted up to round 3t on the
execution of protocol π1.
This second list, together with the list of messages received from a possible neighbor in layer L2, allows them to simulate
their own behavior under protocolπ1 and execute the appropriate action to perform in their transmission round 3 ·t+1. 
5.3. Reduction 3
This reduction shows that, instead of transmitting arbitrary messages, the source node can just send descriptions of the
corresponding BGI-components of the network fromwhichmessage is received or φ if collision is received. The idea is that,
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with the description of a BGI-component and the list of messages transmitted by the source so far, any node of the network
can recover the messages transmitted by the nodes of this BGI-component to the source. This is sufficient to simulate a
protocol of subclassΠ2. We shall denote the subclass of protocols satisfying the conditions of Lemma 5.3 asΠ3.
Lemma 5.3. Assume that there exists a protocol π2 of the class Π2 that completes broadcast in at most 3 · r rounds on every
C2 network. Then, there exists a broadcast protocol π3, of classΠ1, that completes broadcast in at most 3 · r rounds on every C2
network and has the following additional features:
• the source is provided, as input, a complete description of the network topology on which the protocol is executed.
• in round 3 · t the source transmits:
(a) The broadcast message µ, if t = 0.
(b) φ, if no message is received in round 3 · t − 2.
(c) ⟨i, τ ⟩, if a message is received in round 3 · t − 2; in this case, the tuplet ⟨i, τ ⟩ is a description of the BGI-component of the
transmitting node in the network on which the protocol is being executed.
Proof. For protocol π3 the nodes of the network behave as follows.
The source node behaves according to the statement of the Lemma. The nodes in layer L2 just simulate protocol π2. The
nodes in layer L1 need to compute in each round 3 · t , the message received by the source node in round 3 · t − 2, for the
simulation of protocol π2. We have the following two cases:
1. If the source transmits φ in round 3 · t , it means that it has received no message in round 3 · t − 2 because either no
neighbor transmitted or because a collision occurred.
2. If the source transmits ⟨i, τ ⟩ in round 3 · t , this means that a single neighbor, from the BGI-component i, transmitted in
round 3 · t − 2. To recover this message, each node in L1 can simulate the behavior of the nodes in ith BGI-component up
to round 3t − 2, using the description of its topology τ and the list of messages transmitted by the source up to round
3 · (t − 1) on execution of protocol π2. 
5.4. Reduction 4
This reduction shows that, instead of providing the source with a complete description of the topology of the network at
the set up phase, as is done with the protocols of subclassΠ3, it is sufficient to provide it with only some partial knowledge
of the topology in the form of an advice string. Furthermore, the behavior of the source can be restricted so that it just
transmits this advice string together with the broadcast message in round 0 and remains silent thereafter. The idea is that
(a) the advice string gives the sequence ofmessages transmitted by the source on execution of protocolπ3 ∈ Π3 on network
N , and (b) with this information the nodes in layer L1 can carry out a complete simulation of protocol π3 on the network.
We shall denote the subclass of protocols satisfying the conditions of Lemma 5.4 byΠ4.
Lemma 5.4. Assume that there exists a protocol π3 of classΠ3, that completes broadcast in at most 3 · r rounds on every network
of the family of C2 networks. Then, there exists a broadcast protocol π4, of classΠ1, which has the following additional features:
• For each network N that belongs to the family of C2 networks, there is an advice string υ which is provided to the source at the
beginning of protocol π4. The source transmits the broadcast message and υ in round 0.
• The source remains silent in every round i > 0.
• Protocol π4 completes broadcast on network N in at most 3 · r rounds.
Proof. Define the advice string υ = υ(π3,N, 3 · r) to be the sequence of messages transmitted by the source node in the
first 3 · r rounds of the execution of protocol π3 on network N , separated by special symbol ‘#’.
In protocol π4 the nodes of the network behave as follows. The source node behaves according to the statement of the
lemma. The nodes in layer L2 just simulate protocol π3. In each round 3 · i + 1, the nodes in layer L1 read the ith entry of
the advice string υ(π3,N, 3r), to obtain the message that the source would have transmitted in round 3 · i of execution of
protocol π3, and then simulate protocol π3 to execute the appropriate action to perform in the corresponding round. 
Protocol π1 is obtained from protocol π , by applying Lemma 5.1. Subsequently, protocols π2, π3 and π4 are obtained by
applying Lemma 5.2, Lemma 5.3 and Lemma 5.4 respectively. The protocol γπ mentioned in the Lemma 4.1 of Section 4 is
the protocol π4 given by Lemma 5.4 and function funcυ maps tuplet (π,N, r) to advice string υ(π3,N, 3 · r), as defined in
the proof of Lemma 5.4.
6. Procedure Prune (proof of Lemma 4.2)
Let π1 be a deterministic broadcast protocol that belongs to class Π1 defined in Section 5.1. Let π2 ∈ Π2, π3 ∈ Π3 and
γπ = π4 ∈ Π4 be the sequence of protocols obtained from protocolπ1 by applying the series of simulation based reductions
described in Lemmas 5.2–5.4.
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We shall describe a procedure to find an advice string υ and a corresponding subset of networks S ⊂ C2 which shall
satisfy the following two conditions:
1. For all networks of subset S, the source node is provided with the same advice string υ in the set up phase of protocol γπ
(which completes broadcast in at most 3 · r rounds on every network of subset S).
2. There exists an index i such that for each possible topology of a BGI-component, there is a network N ∈ S whose ith
component has exactly this topology.
This procedure is called Prune(). We shall argue the new lower bound for broadcasting, for the advice string υ and subset
of networks S returned by procedure Prune(), in Theorem 4.2. We briefly discuss how procedure Prune() will achieve the
desired objective. First, recall the properties of protocol π3 from which γπ is obtained in last reduction. In protocol π3, the
source transmits only the broadcastmessageµ, themessageφ, and topology of (some) BGI-components ⟨i, τ ⟩. The sequence
of messages transmitted by the Source node when protocol π3 is executed (disregarding messageµ) gives the advice string
υ(π3,N, 3 ·r), which is provided to the source node for the execution of protocol γπ . Procedure Prune() starts with the set of
all advice strings and networks of the C2 family. In each iteration of the procedure, some advice strings and a corresponding
subset of networks are removed. This is achieved by considering the execution of protocol π3 (fromwhich γπ is derived) on
the remaining subset of (residual) networks.
In the description of Prune() and arguments that follow, we use the notation ε(π3,N, 3t) to indicate which event occurs
in round 3 · t if protocol π3 of classΠ3 is executed on network N .
• ε(π3,N, 3 · t) = φ indicates that the source transmits φ in round 3 · t because none of its neighboring nodes transmitted
in round 3 · t − 2.
• ε(π3,N, 3 · t) = ρ indicates that the source transmits φ in round 3 · t because more than one of its neighboring nodes
transmitted in round 3 · t − 2.
• ε(π3,N, 3 · t) = ⟨i, τ ⟩ gives the message transmitted by the source in round 3 · t when only one node from layer L1
transmits in round 3 · t − 2.
We emphasize here that the recipient node does not actually distinguish between the two events ε(π3,N, 3 · t) = φ and
ε(π3,N, 3 · t) = ρ. That is, the Source node transmitting φ in any given round of π3 could correspond to any of the two
hypothetical situations, depending on the specification of the protocol and the topology of the radio network. The purpose
of distinguishing between these events is to eliminate (possibly) different subsets of networks in the current iteration.
Procedure Prune(π3,r) {
S := set of all networks belonging to C2
If r = 1, then Return S
For t := 1 To r − 1 Do {
If there exists N ∈ S with ε(π3,N, 3 · t) = ρ
Delete from S all networks M for which ε(π3,M, 3 · t) ≠ ρ
Else, if there exists N ∈ S with ε(π3,N, 3 · t) = ⟨i, τ ⟩, for some i
Fix an arbitrary such network N, and




First, lets verify that the set S returned by Prune() is not null. For this note that in every iteration of the For loop inside
Prune(), the size of set S is reduced by a factor of at most 22·
√
n, because of removal of certain network topologies from
set S. Clearly, this is true for the ‘Else if’ case. Otherwise, ε(π3,N, 3 · t) = ρ. Now, either there is a BGI-component in N
whose two nodes would transmit on execution of γπ and for all networks N ′ in S which have the same configuration of this
BGI-component, ε(π3,N ′, 3 · t) = ρ. Or, configuration of two BGI-components of N can be fixed. Thus, if the initial value of
|S| = 2√n·√n (the size of class C), then after r < √n/2 iterations, |S| ≥ 2√n.
Observe that all the networks in set S returned by procedure Prune() are associated with the same sequence of events
ε(π3,N, 3), . . . , ε(π3,N, 3(r − 1)). From this, it easily follows that the source transmits the same sequence of messages
when protocol π3 is executed on every network of subset S. Let υ denote the advice string corresponding to this sequence
of messages, then it is easily verified that Condition (1) specified above holds.
To check that Condition (2) also holds, fix an arbitrary network N from S and consider the execution of protocol π3 on
network N and mark its components as follows:
1. If ε(π3,N, 3 · t) = φ, then no component is marked.
2. If ε(π3,N, 3 · t) = ⟨i, τ ⟩, then mark component i.
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3. If ε(π3,N, 3 · t) = ρ, then choose two of the nodes that transmit in round 3 · t − 2 arbitrarily, and mark the respective
components.
LetB be the set of components marked in this process.
Lemma 6.1. Let M be a C2 network whose components belonging to set B have the same topology as of network N. Then, M
belongs to the subset S returned by procedure Prune().
Proof. We prove the lemma by induction on r .
The case of r = 1 is trivial. For the general case, we observe that every network N ′ which satisfies ε(π3,N ′, t) =
ε(π3,N, t), for t = 0, 1, . . . , r−1, belongs to the subset S. So, wewill prove that the networkM satisfies all those equations.
Suppose that Lemma holds for r = k. Now let us consider the case of r = k + 1. By the induction hypothesis, we have
that ε(π3,M, t) = ε(π3,N, t), for t = 0, 1, . . . , k− 1, so we only need to show that ε(π3,M, 3k) = ε(π3,N, 3k). We have
the following three cases:
Case 1: ε(π3,N, 3k) = ρ
In this case, more than one node from L1 transmits in round 3k − 2 when π3 is executed on network N . Let x and y be
the nodes chosen in step (3) of the marking procedure above, and suppose that x and y belong to the BGI-components i and
j, respectively.
We claim that x and y also transmit in round 3k−2whenπ3 is executed on networkM , which implies that ε(π3,M, 3k) =
ρ. To check the claim, observe that the BGI-components i and j have the same topologies in networks N and M . Since the
nodes in these components receive the same sequence of messages from the source up to round 3 · (k − 1), they have
identical behaviors in rounds 3 · k− 2 and 3 · k− 1 when protocol π3 is executed on networks N andM . This follows from
the definition of a deterministic broadcast protocol. In particular, nodes x and y transmit in round 3 · k− 2 when broadcast
protocol π3 is executed on networkM .
Case 2: ε(π3,N, 3 · k) = ⟨i, τ ⟩
In this case, a single node from L1 transmits in round 3 · k − 2 when π3 is executed on network N . Let x be such node,
which, according to the message, belongs to the ith BGI-component.
Now, we claim that x is also the single node to transmit in round 3k − 2 when π3 is executed on network M . Before
proving the claim, we observe that the ith BGI-component is marked in the above procedure, and so it has exactly the same
topology on networks N andM . Thus, if the claim holds, we have ε(π3,M, 3k) = ⟨i, τ ⟩, as required.
The fact that node x transmits in round 3·k−2when protocolπ3 is executed on networkM follows by the same argument
given in case 1. Now, suppose that some other node in layer L1 also transmits in the same round. Then, a collisionwould occur
and the source would transmit ρ in its next transmission round 3 · k. However, by the induction hypothesis, the networkM
survives up to the (k + 1)th iteration of Prune(), and so in this iteration the network N would be purged from set S, which
is a contradiction. Hence, x is the only node to transmit in round 3k− 2 when protocol π3 is executed on networkM .
Case 3: ε(π3,N, 3k) = φ
In this case, there is no transmission in round 3k− 2 when protocol π3 is executed on network N . A similar argument, to
the one given for Case 2, allows to conclude that there is also no transmission in round 3 ·k−2when protocol π3 is executed
on networkM . Hence, ε(π3,M, 3k) = φ. 
Finally, Condition (2) easily follows from Lemma 6.1 by observing that, when r <
√
n/2, the set B has less than
√
n
components. Thus, if the ith component does not belong toB, then every networkM which has exactly the same topology
as that of network N except the ith component, belongs to subset S.
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