In this article, we present a bi-directional communication scheme that facilitates interaction between a person and a mobile robot that follows the person. A person-following robot can assist people in many applications including load carrying, elder care, and emotional support. However, commercially available personal robot systems usually have limited sensing and actuation capabilities. They are not expected to function perfectly in complex environments, and human intervention is required when the robot fails. We propose to use a holdable mechatronic device to reduce the user's effort in communication and enable natural interaction during the intervention. Our design of the holdable device consists of two parts: a haptic interface that displays touch cues to convey the robot's failure status via asymmetric vibrations, and a command interface for teleoperating the robot follower with hand gestures. We experimentally evaluated the device and the communication strategy in two sets of user studies with a controlled environment and a physical robot follower. Results show that with the proposed method, users are able to perform their tasks better, respond to robot failure events faster, and adjust walking speed according to the robot's limitations. We also demonstrate that users can successfully teleoperate the robot to avoid obstacles when navigating in challenging environments.
robots, in particular, robots that can follow people and help with tasks like carrying loads. To follow and assist people is one of the most common tasks for intelligent service robots. However, this seemingly simple task, which requires the ability to track moving people, understand the environment, and plan appropriate actions [45] , is not always straightforward. Each of these areas is being actively researched, and to the best of our knowledge, there is no complete solution for any of these problems. As a result, commercially available products such as robotic golf caddies usually implement simple person-following methods and are incapable of active obstacle avoidance or adapting to changes in the environment.
Many researchers are working on sensors and algorithms that improve the reliability of mobile service robots and decrease costs. In this work, we take a different route: instead of making the robot smarter, we propose to bring the human user into the loop when the robot fails to follow the user. This is accomplished with a holdable mechatronic device that enables bi-directional communication between the user and the robot. The concept and the system components are presented in Figure 1 . When the robot fails to follow the user because of obstacles or other unexpected conditions, the user will be notified by the haptic interface of the communication device. The user can then use the command interface to teleoperate the robot to a safe location and to direct it to resume following. The main advantages of the proposed approach are: -Our method is not an alternative to existing human-following methods. It can be used in combination with almost all robot platforms and following algorithms. -It augments the connection between the user and the robot follower and enables the robot to recover from various failures with a human in the loop.
Non-contact human-robot interaction can be achieved via different communication channels including visual [5] , audio [40] , and haptic feedback [34, 36, 39] . In the case of interacting with human-following robots, haptic feedback has certain advantages over visual and audio feedback. In a typical robot follower setup, the robot will be behind the user most of the time. Therefore, any visual cues displayed by the robot will be hard for the user to observe. Wearable devices can be made to display visual cues, but will require too much user attention. In fact, the user's visual channel is usually overloaded with information from the environment. Similarly, the user's audio channel may also be overloaded if the environment is noisy or if the user needs to talk. The haptic channel, on the other hand, is often underutilized when the user is walking. In addition, haptic feedback is private, noticeable, and ideally does not require mental models to parse the information. Our holdable haptic interface uses asymmetric vibrations to render different directional cues, which alert the user of failure events and the relative direction of the robot.
To enable the user to take control of the robot when if fails, we implemented an intuitive teleoperation interface with on-body inertial measurement units (IMU). The user can control the robot by tilting his or her hand. The design principle of the command interface is to allow for natural interaction while providing the user with necessary control of the robot.
The main contributions of this article are:
(1) A novel bi-directional communication scheme that brings the human into the loop in mobile robot following applications. A holdable mechatronic device was designed to realize the communication. (2) Experimental evaluation of the proposed approach with user studies, which demonstrated that the communication device can effectively alert the user of robot failure events, help the user to adapt to the robot's limitations, and enable the robot to function in challenging environments.
The rest of the article is organized as follows. Section 2 reviews methods for human-following, human-mobile robot interaction, and wearable haptic technologies. Section 3 describes the robot follower algorithm and behavior. Section 4 presents the design of the communication device. In Sections 5 and 6, we evaluate the proposed communication approach and device with two sets of user studies. The results are discussed in Section 7. Finally, in Section 8, we provide a summary of the work.
BACKGROUND

Person-Following Robot
Person-following is a common task for service and assistive robots. Researchers have developed person-following systems for different applications, including helping elderly people who suffer from cognitive impairment [15, 32] and carrying oxygen therapy tanks for patients [41] . According to Ref. [45] , a robot follower should perform the following tasks: find the specified person, follow the person, avoid obstacles, and resume tracking after occlusion. We will briefly review existing work in these areas. For human detection and tracking, one typical method is to use pattern detection, choosing clothing texture and human body parts as template patterns to be detected and identified [18, 45] . Researchers have also combined information from different sensing modalities: Ref. [19] developed methods to integrate two types of range finders to identify and track a human; Ref. [21] combined an omnidirectional camera and a laser to obtain robust tracking in an outdoor environment. In recent years, combined RGB image and depth sensing has enabled skeleton tracking, which can be used in combination with other visual detectors and filters for human tracking [4] . In the case of occlusion, an Extended Kalman Filter (EKF) based method has been used Ref. [33] to infer the human leader's position with a motion model.
Researchers have also studied methods to control robots to follow humans. A spring model was introduced in Ref. [26] , where the robot follower was connected to the human by a virtual spring that can linearly deform and bend. In Ref. [14] , the authors presented two methods of humanfollowing: direct-following and path-following. In the direct-following mode, the robot always drove directly toward the human, while in the path-following mode, the robot followed the exact path that the human took. The authors of Ref. [46] developed a force field method to drive the robot follower toward the human and away from obstacles. Closely related to human-following is the topic of formation control of robot teams [11, 12, 22] . One of the popular methods for formation control is leader-follower, where one robot serves as the leader and follows a predefined path, while the other robots maintain desired distances and orientations to the leader [6, 11] . These algorithms can be adjusted and applied to human-following robots.
The task of human-following can also be treated more generally as trying to make the robot reach a dynamic target location. In this context, a wide variety of motion planning algorithms can be used to move the robot to the desired locations and avoid obstacles. While there are many possible ways to improve the intelligence and performance of the person-following robot itself, this is not an objective of our work. Our goal is to augment the human-robot follower system with bi-directional communication, so that an imperfect robot follower can function robustly with a human in the loop.
Human-Mobile Robot Interaction
Several groups have studied human-robot interaction in human-following robot systems. The authors of Refs. [35] and [36] designed a vibrotactile haptic bracelet for interaction in human-robot teams. They extended the algorithm in Ref. [6] to guide the human along trajectories that are feasible for leader-follower formation tasks. The authors also applied the same haptic bracelet to a robot leader-human follower application and showed that the robot can successfully guide the users to target locations [34] . A similar interaction scheme is proposed in Ref. [39] , where the human leader teleoperated a team of robots that collaboratively manipulate an object. The teleoperation was realized using a leader-follower formation control algorithm, and haptic feedback was used to inform the user of the states of the robots (in transition or stable). Our work also aims to use haptic feedback to facilitate human-mobile robot interaction, but is different in a number of aspects. The aforementioned works focus on the use of vibrotactile feedback to improve the accuracy of formation control, and the information provided by haptic feedback is tightly coupled with their formation algorithms. In contrast, our approach uses haptic feedback to communicate general failure events and to indicate the relative position of a robot. We decouple the feedback from the human-following algorithm. In addition, we propose a bi-directional communication strategy that allows information to flow from the user to the robot and vice versa, while the aforementioned works focus only on haptic feedback to the user.
Another relevant topic is "symbiotic" human-robot interaction, where the robots can ask for help from humans to overcome their limitations [29] [30] [31] . In those works, the authors proposed a planning framework that allows the robot to request help to complete actions that it could not complete otherwise. The application that we focus on (person-following robot) is quite different, but the idea of "symbiotic" relationship motivates us to develop the proposed communication strategy: the robot follower serves the user, and the user can help the robot when necessary.
Finally, Refs. [23] and [24] present a semi-autonomous trajectory generation algorithm that allows a human to interactively modify the trajectory. Haptic feedback provided information of the mismatch between the user specified path and the autonomously-corrected path. This is a good example of using a human-in-the-loop approach to improve autonomous performance. However, the method is difficult to translate to the robot following scenario. In our setup, we decide to either let the robot operate on its own or give full control to the user.
Tactile Haptic Interfaces
Traditional kinesthetic haptic feedback devices are capable of displaying a wide range of forces and information through grounded mechanical linkages. However, they are not portable and, therefore, cannot be used in the context of mobile robot-human interaction. Cutaneous, or tactile, haptic feedback devices often have smaller size and do not need to be grounded. A review of tactile and wearable haptic interfaces can be found in Ref. [27] .
Vibration is a popular type of tactile haptic feedback for various applications, including enhancing stiffness rendering and contact display [44] , and providing information about surface texture and roughness [7] . Vibration is also the most commonly used haptic feedback for human-machine interaction. Researchers have explored the idea of using vibrotactile feedback on wrists and other parts of the body as guidance for movement [16, 25, 37] . A single vibrotactile actuator cannot display directional information by itself. Multiple actuators can be combined, but it has been shown that it is difficult to differentiate between vibration actuators that are in close proximity to each other [20] .
In this article, we implemented a haptic interface using asymmetric vibrations based on our previous work [8] . It has been shown that asymmetric acceleration pulses can create an ungrounded pulling sensation due to nonlinear perception of acceleration [1, 2] . Various mechanisms have been designed to generate asymmetric acceleration, including a mass-spring system [38] , a handle that is moved asymmetrically [42] , and linear vibration actuators driven with asymmetrically-timed current pulses [3, 28] . Similar to Ref. [3] , our haptic interface uses voice coil actuators driven by current pulses, because it is compact, portable, and creates a very noticeable sensation.
ROBOT FOLLOWER
In this section, we describe the robot platform and the human-following algorithm. Various human detection and following methods have been previously developed, as introduced in Section 2. Some of the methods are simple in which the robot heads toward the human all the time, while some are sophisticated and involve probabilistic inference and motion planning. Here, we implement a simple human-following algorithm that does not actively avoid obstacles. We chose this implementation for a number of reasons. First, the goal of our work is to facilitate human-robot interaction with communication rather than to improve human-following algorithms. Second, more complex algorithms such as avoiding obstacles with motion planning introduce great uncertainties on when the robot would fail. A simpler algorithm enables us to design experiments that are repeatable. Finally, it is not unreasonable to assume simple human-following behavior because it matches the level of performance of some existing commercial products.
We use a Turtlebot 2 as the mobile robot platform. Turtlebot 2 is a low-cost, personal robot kit with open-source software. The robot is equipped with a Microsoft Kinect sensor. We use an ASUS Zenbook UX303UB as the onboard computer to process RGB-D data from the Kinect and to control the robot. All the algorithms described in this and the next section were implemented in Ubuntu 14.04 LTS with the Robot Operating System (ROS Indigo).
Following and Tracking Algorithms
We implemented a simple human-following control algorithm that aims to keep the robot at a desired distance from the human and always facing toward the human:
where v, ω are the commanded linear and angular velocities, respectively; (x,ŷ) is the position of the human in the robot's reference frame;
, and k d,ω are controller gains (p is proportional and d is derivative); and (ẋ,ẏ) is the velocity of the human with respect to the robot. We use numerical differentiation to calculate the velocity and smooth it using a low pass filter. To obtain the relative position of the human, we developed a tracking algorithm based on color segmentation and 2D marker detection. The algorithm is outlined here:
(1) Convert the RGB image to HSV color space, and threshold with HSV range [20, 100 , 100] ∼ [30, 255, 255] (2) Remove noise with morphological filters, find the largest contour, and calculate its centroid (3) Obtain the average distanceŷ of the largest contour using the depth image (4) Convert the pixel positions to physical positions:
where x p is the position of the centroid in the image, and f w is the focal length of the camera. (5) Calculate the orientation of the human from the pose of the detected 2D markers
In the last step, the orientation is obtained by taking the weighted average of the poses of the detected markers. We used three ArUco markers [13] rigidly attached to each other, as shown in Figure 2 (a)-(c). Each marker is oriented 135 • from its neighbor. The weights of the markers are calculated as:
• , where n i is the surface norm of the marker i, ∠n i is the angle of the surface norm, and ∠n i = 0 when the marker is parallel to the camera. To calculate the weighted average of orientations, we implemented the optimization method [17] : whereR is the Karcher mean of the rotations, R i is the orientation of marker i, and d ∠ (R, R i ) represents the geodesic distance between the two orientations R and R i . The orientationR is used later to compute the appropriate direction for haptic feedback.
We implemented a simple state machine to enable the robot follower to communicate with the user. Figure 3 shows the structure of the state machine. During normal operation, the user can command the robot to start and stop following. When the robot follower encounters an issue that it can't resolve on its own, it communicates with the user by sending a haptic signal. Some issues may be resolved by communication (for example, in the case of human walking too fast, if the user slows down after receiving a haptic warning signal, the issue will be resolved), and the robot then resumes following. If the issue is not resolved, the robot stops and enters the "Fail" state. In the Fail state, the robot can be teleoperated by the user, and will resume following once the issue is resolved.
The simple following algorithm will not work in a few scenarios, causing the robot to enter the Fail states. Firstly, the algorithm cannot handle losing tracking of the human leader. If the tracking is reported lost for a period longer than a threshold value t th , the robot enters the Fail state. Because the algorithm does not consider obstacle avoidance, the robot will enter the Fail state when it hits an obstacle. This is detected with the bumpers on the robot base. We also consider the robot as being stuck when the robot cannot track the commanded velocity. The robot may also fail to follow if the user walks too fast (faster than the robot's physical speed limit). There are other reasons that the robot may fail, and we will discuss more about failure modes in Section 5.
THE COMMUNICATION DEVICE
This section describes the design and working principles of the holdable mechatronic device used for communication. As shown in Figure 1 , the device consists of two main components: the haptic interface and the command interface. The haptic interface is used for displaying messages sent by the robot when it enters unwanted states. The command interface can be used to control and teleoperate the robot follower when necessary.
Haptic Interface
As described in Section 2, we use asymmetric vibrations to create an ungrounded pulling sensation in different directions. The vibration is created by voicecoil actuators driven by the step-ramp current pulses shown in Figure 4 (c). As determined in previous work [8] , in order to create an asymmetric acceleration, the actuator should quickly move in the desired direction of the pulling sensation in a short period of time (step phase), and then slowly return in the opposite direction (ramp phase). The step and ramp durations were empirically chosen to be t 1 = 4ms and t 2 = 15ms to produce the most noticeable pulling sensation. Each actuator is capable of displaying two opposite directions by inverting the current signal. To render more than two directions, multiple actuators need to be carefully placed to minimize interference, while maximizing the stimulation to fingertips. Figure 4 (a) and (b) show the haptic interface. Three actuators are used; one is placed on the bottom of the device, and the other two actuators are mounted on the top, parallel to each other. We use an acrylic tube as the device base because it is lightweight yet rigid enough to transmit vibration.
We use this prototype to display four distinct directions: forward, backward, clockwise, and counter-clockwise. Figure 4(b) illustrates the working principle of the device. The actuator on the bottom can create forward and backward pulling sensations. The two actuators on the top can vibrate in opposite directions, and their combination creates a twisting sensation that is similar to a torque. During operation, the device is held in a pinch grasp, as shown in Figure 4 (a). The thumb should be parallel to and in contact with the actuator on the bottom. Each of the other fingers (except for the little finger) should be in contact with both actuators on the top.
Command Interface
The purpose of the command interface is to enable the human user to control or provide information to the robot follower. We implemented a gesture-based teleoperation interface using an on-body 9-axis IMU. As shown in Figure 4 (d), the device is strapped to the back of the user's hand and can sense the pose of the hand. We use the roll (α) and pitch (β) angles for controlling the robot follower. The commanded linear velocity is calculated as:
This acts like a proportional controller with deadband and saturation. α min and α max are threshold values of the pitch angle, which control the width of the deadband and saturation, respectively. k α is a proportional gain that is used to calculate the commanded velocity from the pitch angle. The commanded angular velocity is calculated similarly using the roll angle β, which is used to control the direction of the robot.
Pre-Study of the Haptic and Command Interfaces
We conducted a pre-study to validate the functionality of the two components of the communication device, and to determine if it is intuitive and easy for users to learn. Five right-handed users participated in the pre-study, after giving informed consent. The protocol was approved by the Stanford University Institutional Review Board. The pre-study consisted of two parts:
Haptic Interface.
We tested if users could correctly distinguish the four directions (forward, backward, clockwise, counter-clockwise) rendered by the haptic interface. Before the experiment started, a short training session was given to each user to help them become familiar with the haptic interface. Each user completed 40 trials in total, and the directions were pseudorandomized. In each trial, the vibration was pulsed three times (1 second each time), with 1 second pauses in between. The users were then asked to specify the direction displayed. All five users were able to correctly identify all of the directions displayed by the haptic interface 100% of the time.
Command
Interface. In this part, each user teleoperated a simulated Turtlebot 2 to follow a given path in a virtual world using the device. We used Gazebo 2.2 in ROS Indigo for the simulation. Figure 5(a) shows the simulated world, where the desired path is rendered in yellow. Each user was given a two-minute training session to learn how to use the device to control the simulated robot. Then, the user was asked to teleoperate the robot to follow the path for one loop. All the users completed the path-following task successfully within two minutes and reported that the interface was easy to use. Figure 5 (b) shows a sample trajectory of the virtual robot teleoperated by a user.
These results indicate that the communication device is straightforward to learn and use.
USER STUDY I: MULTI-TASKING STUDY
We conducted two sets of user studies to evaluate the effectiveness of the communication scheme and the device. In this section, we describe the first study, in which we focus on scenarios where the users are engaged in multiple tasks and mentally distracted from the robot follower. Our goal was to test if the communication device improves users' awareness of the robot's status and reduces robot following failures. 
Setup
The experimental setup for this study is illustrated in Figure 6 , where the user was asked to follow a path with the robot follower while giving equal weight to the following objectives:
-Follow the given path as closely as possible. The users were instructed to walk through all six waypoints in a "figure 8" pattern, as indicated by the segments 1 -8 in Figure 6 , and repeat the same pattern until instructed to stop (after 5 minutes). -Complete math problems on a smartphone. This is to simulate the cognitive load of simultaneously performing other tasks. For example, when shopping, people need to search for items, read tags, and remember prices. It has been shown that processes involving the manipulation of symbolic information (digits, words) require the use of working memory [10] . In this study, two-digit addition problems were used. -Make sure that the robot keeps following. If the robot fails to follow, the user need to use the command interface to help the robot resume following as soon as possible. More details are provided on potential causes of robot failure in the next sub-direction.
During the entire experiment, the user needs to hold the communication device. When the robot fails to follow, the device will generate haptic feedback based on the failure mode. The user can then teleoperate the robot and command the robot to resume following by pressing a button on the device.
Experimental Conditions
We created two scenarios where the robot may fail to follow the user. These scenarios are designed to resemble failures that can happen in real-world applications: -Scenario 1: Human walks too fast: Most mobile robots, including the Turtlebot 2 used here, have a physical speed limit that is lower than human walking speed. In this study, the robot follower stops following when the user maintains a walking speed faster than a threshold for 1 second. Before the robot enters the failure state, a haptic signal is displayed to the user to warn him or her. The signal is a backward tug with the asymmetric vibration interface and is triggered when the user maintains a fast speed for 0.5 seconds. The exact implementation is described by Algorithm 1. -Scenario 2: Randomly: We manually set the robot to fail after a random period of time between 20-40 seconds. The purpose of this failure mode is to simulate unpredictable failures that may happen in the real world, such as hitting an undetectable obstacle on the ground, or temporary sensor failure due to external interference. These failures are hard to foresee or prevent.
For each scenario, we ran one session with communication turned on, and one without communication. In the case where the communication is turned off, the user still holds the device, but no feedback is provided, and gesture teleoperation is disabled. A total number of four sessions were tested for each participant, and they are summarized in Table 1 .
In both scenarios when the communication is turned on, a directional haptic signal will be displayed to the user when the robot enters the failure state. The haptic signal creates either a clockwise or a counter-clockwise torque sensation, depending on the relative position of the robot with respect to the human. To calculate the relative position, we performed a coordinate transformation from the robot's frame of reference to the user's frame of reference:
If x r > 0, a clockwise cue would be displayed, and if x r < 0, a counter-clockwise cue would be displayed. Compared to the backward signal that warns the user of walking too fast, this signal is stronger in magnitude and is repeated twice for each failure event.
Procedure
At the start of the experiment, each user was given a short training session on the use of the haptic interface and the command interface, and a 90-second warm-up with the math problems. The user was then allowed to walk around with the robot follower for a short period, to become familiar with the robot and the task field. Each user completed four sessions with different scenarios and communication conditions as shown in Table 1 . For each session, the user performed the previously described task for 5 minutes.
In the sessions where the communication was off, the user had to rely solely on visual information to tell if the robot was in a failure state. An LED placed on the top of the robot could indicate the robot's status by different colors: green represented normal state and purple represented a failure.
When the communication was turned on, the holdable device alerted the user of robot failure events as described in Section 5.2. The user could use the communication device to teleoperate the robot after it failed. For example, the robot would not resume following if it was too far from the user. In this scenario, the user could manually command the robot to move closer and then resume following.
After finishing the experiment, each user filled out a survey with three questions:
(1) Rate the usefulness of having haptic feedback from 1 to 5 (1 meaning that it made performance worse; 5 meaning that it improved performance). (2) Rate the usefulness of being able to teleoperate the robot from 1 to 5. (3) How often could you interpret the directional cue from haptic feedback? Choices are 0%, 25%, 50%, 75%, and 100% of the time.
The entire experiment was recorded by an overhead camera for post-processing. We used a GoPro Hero 4 Black to record the video at 30Hz. The robot status was recorded at 50Hz.
Eight users (4 male, 4 female), ages from 24 to 33, all right-handed, participated in the experiment after giving informed consent. The protocol was approved by the Stanford University Institutional Review Board. All users completed Scenario 1 (Sessions 1 and 2) first and then Scenario 2 (Sessions 3 and 4). The order of providing the communication is pseudo-randomized: for each scenario, half of the users had the communication on first, while the other half had the communication off first. Figure 7 (a) shows average trajectories of a single user under Session 4. The gray line represents the user's average trajectory and the red line represents the robot's average trajectory. To obtain the average trajectory, we first processed the video and extracted the position of the user and the robot at each frame. The user's location was calculated by tracking the color of the jacket on the user, and the robot's position was calculated by detecting the 2D marker attached as described in Section 3. Then, the position data is filtered with a thirdorder Butterworth filter with cutoff frequency at 5Hz. Finally, we applied k-means clustering using Euclidean distance to group the positions into 100 clusters, and we represent each cluster with its centroid. These centroids formed the average trajectory. Figure 7 (a) also shows the correspondence between the user's and the robot's positions with the dashed line segments. Each segment connects a pair of centroids from the user's and the robot's trajectories. Figure 7 (b) shows the robot's status over time for all four sessions from a single user. Comparing Sessions 1 and 2, it can be observed that with haptic feedback, the robot failed fewer times. Comparing Sessions 3 and 4, we observe that the response time to the robot failure event is much shorter when the haptic feedback is enabled (Communication On). These observations can be confirmed by the statistical tests on the data of all the users. Table 1 for details of each session.
Analysis and Results
Trajectories and Robot Status.
Performance Metrics.
Three quantitative metrics were used to evaluate the performance: -Number of failure states: The number of times the robot failed to follow. This metric is only relevant for Sessions 1 and 2. On average, the robot failed the same number of times in Sessions 3 and 4 because the failures were random. To calculate this metric, we counted the number of times the robot status transitioned from "follow" to "failure" state. We did not count time where the robot failed at the end of the trial. -Duration of failure states: The duration of time the robot remained in the failure state before the user revived it. For each user, we calculated the average duration of failure states as the total duration divided by the number of failure states. -Normalized math performance: Here, we are only interested in comparing the relative performance across sessions, since the users' abilities and strategies for doing the math problems varied greatly. The normalized math performance was calculated as:
Number of problems solved in Session k Total number of problems solved/4 , where the denominator is the average number of problems solved in one session.
We used a paired t-test to test for statistically significant differences in performance metrics between the Communication On and Off conditions. We consider the two scenarios (failure modes) as independent sub-studies, and only compare the Communication On and the Communication Off condition for each failure mode. Figure 8(a) and (b) show the average number and duration of failure states in the different experimental conditions. When haptic feedback was enabled, the robot failed significantly fewer times, compared to the Communication Off condition (t (7) = 2.5184, p = 0.0399). For failure mode 2 (robot failed randomly), the average duration of failure states when haptic feedback was provided (Communication On) was significantly shorter than when haptic feedback was not provided (Communication Off) (t (7) = 4.0458, p = 0.0049). However, there is no statistically significant difference between the sessions in Scenario 1 (robot fails when the human walks too fast). Figure 8(c) shows the average normalized math performance for all sessions. Similar to Figure 8(b) , there is a statistically significant difference between Session 3 and 4 (failure mode 2) (t (7) = −4.0152, p = 0.0051), but not Session 1 and 2 (failure mode 1).
Learning Effects.
We investigated the learning effect during a session by comparing the number of failure states in the first half and the second half of the trial. Figure 9 (a) shows sample robot states versus time in Sessions 1 and 2 for a single user. The haptic feedback event is also marked in Session 2 when haptic feedback was enabled. Here, we only show haptic cues that alerted the user that they were walking too fast. The first half and the second half of each trial is divided by t = 150s, as indicated by the dashed line. Comparing the first and second half of Session 1, we observe that the number of failure states is approximately the same. In Session 2, on the other hand, the robot failed far fewer times in the second half. We performed statistical tests on the average number of failure states in the first and second half of each trial. Similar to the math performance, we normalize the number of failure states because the users' individual responses varied greatly. The normalized number of failure states, or proportion of failure states in the first half, is calculated as:N 1,k = number of failure states in first half of Session k number of failure states in Session k (7) The proportion in the second half is simplyN 2,k = 1 −N 1,k . Another interpretation ofN 1,k is the estimated probability of the robot failing in the first half in Session k. Figure 9 (b) summarizes the results. When communication is on, the normalized number of failure states in the second half is statistically less than the first half (t (7) = 3.4136, p = 0.0112). When communication is off, there is no statistically significant difference between the first and the second half.
Survey Results.
Average ratings for the usefulness of haptic feedback and teleoperation were 4.63 and 3.25, respectively. Contradicting our expectation from the pre-study, users were able to interpret the directional cue only about 44% of the time on average.
USER STUDY II: NAVIGATION STUDY
In Study I, we showed that haptic feedback was very effective in improving users' awareness of the robot's status, especially when the users were under cognitive load. However, because of the simple setup, the study did not address the scenarios where the users need to teleoperate the robot. In the second study, we investigated how people would use the command interface to teleoperate and help the robot to avoid obstacles.
Experimental Setup and Procedure
In this study, the user was asked to walk from a starting point to a destination point in the setup environment shown in Figure 10 . The user had to avoid the obstacles indicated by the gray areas in the figure. Since our human-following controller did not incorporate active collision avoidance, the robot would likely get stuck and fail to follow the user if it hit an obstacle. In this case, the user would receive a clockwise or counter-clockwise haptic cue similar to Study I. The user could then use the command interface to teleoperate the robot follower to help it get around the obstacles. The robot could also be manually switched to teleoperation mode.
There were two parts in this study:
-Part 1: As shown in Figure 10 (a), in each trial, the user started from the initial position and walked to the goal position along a path indicated by the arrows. The desired path went through a narrow passage, which is very challenging for the robot. The user's task is to get to the goal position with the robot follower. There are two conditions for this part: -Communication Off: The user does not receive haptic feedback and has no direct control of the robot follower. In order to avoid getting the robot stuck by the obstacles, the user has to carefully choose their path. If the user is not able to reach the goal position in 30 seconds with the robot follower, the trial is considered a failure (it is extremely unlikely that the user can succeed in a trial if they get the robot stuck once, which usually happens within 30 seconds). Through pilot testing, we found that the user's trajectories were consistent while repeating the condition (no learning effect observed), and the user would get frustrated after a few trials. For this reason, we decide to limit this condition to three trials. -Communication On: The user receives haptic feedback and can use the command interface to teleoperate the robot follower. In this condition, the user can always reach the target with the robot, as they have direct control over the robot. We are interested to study how fast the user can learn and adapt to the communication interface. Based on pilot testing, we set 10 trials for this condition. -Part 2: Figure 11 shows the setup for the second part of the study. In each trial, the user is given a target position numbered from 1 to 5. The user can choose between Path 1 on the left (red arrows) and Path 2 on the right (gray arrows). If Path 1 is chosen, the user is not allowed to use the command interface. The space on the left side is wide enough for the robot to avoid collision. If Path 2 is chosen, the user can use the command interface to teleoperate the robot to get through the narrow passage. The goal of each trial was to reach the target position as fast as possible. Each user completed five trials, one for each target position. The order of the five targets were pseudo-randomized.
In each trial of Parts 1 and 2, the robot began in the idle/stop state. The user switches the robot into following state by pressing the button attached to the haptic interface twice. The user pressed the button twice again upon reaching the target position, to indicate that the trial is finished. When ending the trial, the user needs to make sure that the robot is following.
After the experiment, each user was asked to fill out a survey, with two questions that were identical to the first two questions in the survey from Study I.
Eight users (3 male, 5 female), ages from 23 to 33, all right-handed, participated in the study after giving informed consent. Similar to Study I, the experiments were recorded by an overhead camera. All of the users completed Part 1 of the study first, and half of them were given the Communication Off condition before the Communication On condition. 
Analysis and Results
Benefit of Teleoperation.
In the Communication Off condition, the robot became stuck on the obstacles more than 60% of the time (15 out of 24 trials). In the Communication On condition, users were able to reach the target every time by teleoperating the robot to move through the narrow passage. Figure 12 (a) presents sample trajectories from the two conditions. We can see that when communication is off, the user had to take unnatural paths to try to guide the robot away from the corners.
Learning Effects.
We studied how fast the users learned to use the command interface by looking at the average completion time of a trial versus trial numbers, as shown in Figure 12 . The completion time of a single trial is calculated as t end − t start , where t start and t end are the time when the user pressed the button to start and stop the robot, respectively. The completion time decreases relatively fast initially, then plateaus after about four trials. Figure 13(a) shows the trajectories of two users who chose different paths of the same target. The red and gray trajectories correspond to Path 1 and Path 2 shown in Figure 11 . For target 3, Path 1 is longer than Path 2, because the user decided to go farther from the obstacle to avoid the robot becoming stuck.
User Preference.
We compare the number of users who chose Path 1 to the number of users who chose Path 2, for targets 1 to 5. The result is shown in Figure 13 
Survey Results.
The average user ratings of the usefulness of haptic feedback and teleoperation were 3.38 and 5.00, respectively.
DISCUSSION
In this section, we discuss the effectiveness of the proposed communication scheme, focusing on how it affected task performance and changed the way that users interacted with the robot follower. 
Study I: Multi-Tasking
We showed that with haptic feedback alerts, the users were able to better control their walking speed, resulting in significantly fewer failure states for the robot follower, compared to without haptic feedback. Similar results have been reported in Ref. [36] , where the authors demonstrated that users could regulate their speed and turning radius to reduce the formation error by using a haptic bracelet. These results indicate that haptic feedback is a promising method for conveying information about constraints or rules of interaction with mobile robotic systems.
More interestingly, we found that with haptic feedback, users not only violated the speed limit fewer times, but also learned and adapted to this constraint by reacting to the haptic cues. From Figure 9 we see that when communication was enabled, the robot failed to follow for significantly fewer times in the second half of the trials. This is not observed in the condition where communication was off. This difference was observed because in this study, the users were engaged in multiple tasks: path following and solving math problems. With high mental load, the users tended to maintain a constant walking speed, regardless of the robot's maximum speed, which is reflected by the evenly distributed robot failure events in Session 1 (Comm. Off). However, when provided with haptic feedback as a warning for walking too fast, the users were able to develop reactional strategies and reduce their walking speed upon receiving the haptic cues. In Figure 9 (a), we observe that although the robot follower failed for fewer times in the second half of Session 2, the number of haptic events in the first and second half of the trial were similar. The users were taking advantage of the haptic information to better control their speed.
Haptic feedback is also effective in improving the user's awareness of the robot's status while lowering the user's mental effort. In the scenarios where the robot follower failed randomly (Sessions 3 and 4), providing haptic feedback significantly reduced the users' response time, as shown in Figure 8(b) . While the random failure scenario may seem unrealistic, the purpose is to simulate unpredictable failures in real-world applications. In these applications, the users' visual and audio input channels may already be over-stimulated, and thus, may not be able to notice the robot follower's failure. The haptic channel, on the other hand, can provide intuitive feedback about the robot's status. Users also completed significantly more math problems when the communication was on, as shown in Figure 8(c) . This result indicates that using haptic feedback can help offload the effort of paying attention to the robot follower, so that users can perform better on other tasks.
Through the post-experiment survey, we found that all the users thought having haptic feedback improved their overall performance (three users responded "4" and five users responded "5" to the first survey question). However, survey results also showed that, on average, the users can successfully interpret the left and right directional cues only about 44% of the time. In contrast, our pre-study results showed that users can recognize the directional cues 100% of the time when not performing other tasks. There are a few possible reasons for this contradiction. First, the pre-study was conducted while the user was sitting still. In the actual experiment, the user was constantly walking, which introduced movements and accelerations to the hand, in addition to the asymmetric vibration. The additional movements may confuse the user and affect their ability to distinguish the directional cue. In addition, the directions rendered by the haptic interface are relative to the hand pose. In the pre-study, users held the hand in a fixed pose. However, in the real experiment, users did not keep a fixed hand pose while walking. Finally, the user had to perform multiple tasks in the experiment. High mental load may also create difficulties for recognizing the directional cues.
We also found that the ability to teleoperate the robot is not critical in this study, and users only rated 3.25 for the usefulness of teleoperation (seven out of eight users selected "3"). Although the users were able to teleoperate the robot with the command interface in Session 2, only one user actually used it. When the robot failed to follow and was too far from the user, it would not resume following until the user got close enough. In this case, the user either needed to walk back to the robot or to command the robot to come closer. We found that seven out of the eight users chose to walk to the robot. In this particular study, it was easier for the user to move than to teleoperate the robot. There may be applications where it is more helpful to command the robot to move closer. In the second study, we showed a scenario where the command interface was proven to be useful.
Study II: Navigation
The haptic interface provides a one-way communication channel from the robot to the user, while the command interface provides the channel for the opposite direction-from the user to the robot. It enables the user to send information to the robot or to directly take control of the robot. This can be useful when the robot's autonomous behavior is not satisfying or sufficient. A good example is the scenario in Study II where the user had to walk through a narrow passage with the robot follower (shown in Figure 11 ). Although the human-following algorithm we implemented does not perform obstacle avoidance, other algorithms may fail in this scenario as well due to uncertainties in sensing and actuation.
Without the command interface, the robot became stuck on the obstacles more than 60% of the time (15 out of 24 trials). When using the command interface, the user and the robot follower could successfully reach the goal position in every trial. Before the study, only one training session was given to each user, in which they used the command interface to teleoperate the robot in free space for 1 minute. During the study, we found that all users were able to teleoperate the robot to move through the narrow passage using the command interface given the short learning period. Figure 12(b) showed that the average trial completion time dropped quickly initially, and then plateaued after about four trials. The result indicates that users were able to learn to use the command interface efficiently within a few trials.
To further clarify whether this decrease in completion time is due to users' adaptation to the command interface or due to improvement in their trajectories, we analyzed their trajectories and whether they teleoperated the robot in each trial in the Communication On condition. We found that users' trajectories remained consistent throughout the trials (similar to the blue trajectory in Figure 12(a) ). In almost every trial (78 out of 80), users relied on teleoperation to guide the robot through the narrow passage. Therefore, we conclude that the learning effect observed in Figure 12 (b) is indeed due to users' adaptation to the command interface. The gesture teleoperation was enabled in two different cases (when communication was on): when the robot entered a failure state, or when the user manually switched the robot into teleoperation mode by pressing a button on the command interface. In the first case, the user would receive a haptic feedback that alerted them of the failure state before they could start teleoperation. Interestingly, we observe that some users relied on the haptic feedback to decide if the robot was in trouble and needed to be teleoperated, while other users decided to manually switch the robot to teleoperation mode whenever they approached the narrow passage. The reason behind this is that the robot had a high probability of failure upon entering the passage. So the risk-averting users chose to teleoperate the robot to avoid hitting the obstacles, while the risk-accepting users chose to give the robot a try and only intervene when necessary. As a result, in the post-experiment survey, haptic feedback was rated to be not very helpful in this study (3.38 on average). In scenarios where robot failures are hard to predict, we expect most users to rely on haptic feedback instead of being risk-averting and teleoperating the robot frequently.
Sometimes using the command interface may not be the only choice. In the second part of Study II, the users were given two paths to the target positions: one that requires the use of the command interface and one that does not. Depending on the target position, either path could be the shorter one. Here, we are interested in investigating how users chose between the two options given different target positions. It can be observed from Figure 13 (b) that the shorter Path 2 is compared to Path 1, the more likely that users will choose Path 2 and use the command interface. When Path 2 is much shorter than Path 1 (5.92m difference as in the case of Target 5), most users preferred Path 2. When Path 2 is only slightly shorter (∼2m, Target 3), most users chose Path 1 so that the robot would have little challenge following them. These results demonstrate that the users in general would prefer to use the command interface when it improves their path efficiency by a certain threshold, even though teleoperating the robot requires additional time and effort. In our specific setup, this threshold is around 4m (Figure 13(b) ). In a real-world application, the differences among alternative paths are usually larger than this experiment, so the command interface could be very helpful in this scenario.
Limitations and Future Work
The current design of the communication system has several limitations revealed by the studies, motivating future work.
First, the current haptic interface requires the user to hold it in order to provide effective feedback. This limits the user's ability to perform manipulation tasks with both hands. In addition, holding the device in hand for a long period may cause fatigue. We are exploring different haptic feedback technologies to make wearable haptic interfaces that can generate similar cues. An example of such device is presented in Ref. [9] .
Some users also reported that the command interface is difficult to use, primarily due to the fact that the controls were offset/rotated depending on the relative orientation of the robot. Ideally, the user only needs to send high-level instructions instead of performing full teleroperation to help the robot. In future work, we are interested in developing command strategies that are intuitive and require minimum effort. In conjunction, we will work on algorithms that enable the robot to understand these commands and act accordingly.
Finally, the experimental setups are simple compared to real-world scenarios. The reason we start with these experiments is to obtain repeatable results and measure performance in a controlled environment. Testing in the real world introduces additional, partially confounding factors. Nevertheless, experiments in more realistic settings should be carried out to evaluate the real-world usefulness of the bi-directional communication device.
CONCLUSION
In this article, we presented a new communication scheme for mobile robot-human interaction. We described the design of a holdable mechatronic device that enables bi-directional communication between human and a robot follower. The device consists of two parts: the haptic interface, which can pass information from the robot to the human user in the form of haptic feedback; and the command interface, which can be used by the user to teleoperate the robot. We conducted experiments to evaluate the effectiveness of the communication scheme and the holdable device.
Our user studies showed that the proposed method can facilitate interaction between the user and the robot follower and can improve their performance in various tasks. We showed that haptic feedback increases users' awareness of the robot follower's status and lowers their mental effort, thus, helping the users perform better on other tasks. It also allows the users to react quickly to unexpected events such as robot failure. The command interface (gesture teleoperation) can be useful when the robot's autonomous behavior is not satisfying or sufficient. We demonstrated that users can successfully use the command interface to teleoperate the robot follower when it fails in challenging environments. Combining the haptic and command interface, the bi-directional communication creates a tight bond between the human user and the robot follower.
