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climáticas del océano Atlántico mediante técnicas de
aprendizaje automático
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5.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3. Materiales y métodos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.1. Datos utilizados y procesado . . . . . . . . . . . . . . . . . . . 90
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5.3.4.5. Máquinas de aprendizaje extremo . . . . . . . . . . . 105
5.3.4.6. Redes neuronales de regresión generalizada . . . . . . 108
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las anomaĺıas de lluvias en el Nordeste de Brasil . . . . . . . . 179
7.2.2. Identificación de patrones en los datos PIRATA mediante ma-
pas auto-organizados . . . . . . . . . . . . . . . . . . . . . . . . 179
7.2.3. Predicción de la SST mediante técnicas de aprendizaje automático181
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con máquinas de vectores soporte. . . . . . . . . . . . . . . . . . . . . 7
1.3. Ejemplo de problema de clustering con el algoritmo k-means y ejemplo
de aplicación de un mapa auto-organizado. . . . . . . . . . . . . . . . 7
1.4. Elementos que componen el problema de aprendizaje por refuerzo. . . 8
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estado de Ceará (columnas) utilizando el coeficiente de Kendall. Las
correlaciones estad́ısticamente significativas se muestran en negrita. . . 39
3.5. Resultados de las correlaciones mensuales entre los valores de tempe-
ratura del dipolo 8◦N / 14◦S (filas) y las anomaĺıas de lluvia en el
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5.13. Número de variables en cada boya. . . . . . . . . . . . . . . . . . . . . 129
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El clima del océano Atlántico tropical está caracterizado por un gran ciclo esta-
cional, que presenta una significativa variabilidad océano-atmosférica a escalas inter-
anuales y decadales. Existen dos fenómenos principales que explican estas variaciones
climáticas, el denominado modo ecuatorial y el modo meridional o dipolo. El prime-
ro se caracteriza por fases cálidas, con vientos alisios débiles y temperaturas en la
superficie del mar anormalmente altas, aśı como por fases fŕıas con vientos fuertes y
temperaturas del mar inusualmente bajas. El segundo de estos modos se define como
la oscilación en el gradiente de temperatura del mar entre el norte y el sur (dipolo),
y está relacionado con los desplazamientos de la zona de convergencia intertropical.
Ambos modos de variabilidad afectan de manera importante al régimen de precipi-
taciones de las regiones tropicales. El alto coste socioeconómico que implica estas
fluctuaciones, justifica el interés de la comunidad cient́ıfica en estudiar dichos pro-
cesos climáticos. La red de boyas fijas en el Atlántico tropical denominada PIRATA
(Prediction and Research Moored Array in the Tropical Atlantic), adquiere variables
atmosféricas y oceánicas en diferentes localizaciones del Atlántico. La finalidad de esta
monitorización del océano es proporcionar un conjunto de datos que permita mejorar
el conocimiento sobre los diferentes procesos que afectan a la variabilidad climática y,
por tanto, posibiliten la mejora de los modelos de predicción. En esta Tesis Doctoral,
con la finalidad de mejorar la comprensión de estos fenómenos climáticos, se plantea
el análisis de los datos PIRATA mediante diferentes técnicas estad́ısticas y algoritmos
de aprendizaje automático. En concreto, se propone el análisis de la relación entre
el dipolo y las anomaĺıas de lluvia, la identificación de patrones en los conjuntos de
datos, aśı como la obtención de predicciones diarias y mensuales de la temperatura en
la superficie del mar. Además, se presenta una herramienta diseñada para descargar
y visualizar los datos PIRATA, que permite también la obtención de predicciones de




The climate of the tropical Atlantic ocean is characterized by a large seasonal
cycle, whith a significant ocean-atmospheric variability at interannual and decadal
timescales. There are two main phenomena that explain these climatic variations,
the so-called equatorial mode and the meridional or dipole mode. The first is cha-
racterized by warm phases, with weak trade winds and unusually high sea surface
temperatures, as well as cold phases with strong trade winds and unusually low tem-
peratures. The second of these modes is defined as the gradient oscillation of the sea
surface temperature between the north and the south (dipole), and is related to the
displacements of the intertropical convergence zone. Both modes of variability signifi-
cantly affect the precipitation regime of the tropical regions. The high socioeconomic
cost that these fluctuations imply, justifies the interest of the scientific community in
studying these climatic processes. The Prediction and Research Moored Array in the
Tropical Atlantic (PIRATA) acquires atmospheric and oceanic variables in different
Atlantic locations. The purpose of this ocean monitoring is to provide a dataset that
allows to improve the knowledge on the different processes that affect the climatic va-
riability and, therefore, make possible the improvement of the forecast models. This
Doctoral Thesis proposes the application of different statistical techniques and ma-
chine learning algorithms in the PIRATA data to improve the understanding of these
climatic events. Specifically, it is proposed the analysis of the relationship between
the dipole and rainfall anomalies, the identification of patterns in the datasets, as well
as obtaining daily and monthly forecasts of the sea surface temperature. In addition,
a software tool designed to download and display PIRATA data is presented, which
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El océano Atlántico, cuyo nombre deriva del titán Atlas, se encuentra al este de las
Américas del Norte y del Sur y al oeste de Europa y África. Por el norte, el Atlántico
se conecta al océano Ártico y, por el sur, al océano Antártico. En el Atlántico Norte,
donde las aguas calientes de la corriente del Golfo se hunden hacia el fondo del océano
tras ser enfriadas por las temperaturas árticas, tiene lugar el inicio del transporte
oceánico global (global ocean conveyor), un patrón de circulación que ayuda a regular
el clima de la Tierra. Según Castello y Krug (2015), el océano Atlántico comprende
un área total de unos 74 millones de Km2 y una profundidad media de 3.600 m,
encontrándose las mayores profundidades junto a las fosas de Puerto Rico (9.220 m)
y cerca de las islas Sandwich del Sur (8.264 m).
1.1. Variabilidad climática en el océano Atlántico
tropical
La climatoloǵıa del océano Atlántico tropical se caracteriza por un gran ciclo
estacional en torno al cual se producen importantes variaciones interanuales y mul-
tidecadales. Estas variaciones océano-atmosféricas tienen una gran influencia en el
clima regional, afectando a las economı́as de los páıses tropicales de América y Áfri-
ca. Debido a este hecho, resulta de especial interés estudiar y predecir los diferentes
mecanismos que afectan al ciclo estacional (Servain et al., 1998). Superpuestos a este
ciclo estacional, existen dos modos principales de variabilidad climática en el océano
Atlántico tropical:
• El primero de ellos, denominado modo ecuatorial, es similar al fenómeno El
Niño-Oscilación del Sur (El Niño–Southern Oscillation, ENSO), que se produce
en el océano Paćıfico tropical. Sin embargo este fenómeno es mucho más fuerte
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en el Paćıfico que en el Atlántico. Durante la fase cálida del modo ecuatorial,
los vientos alisios del Atlántico tropical occidental son débiles y la temperatura
en la superficie del mar (Sea Surface Temperature, SST) en la zona ecuatorial es
anormalmente alta, especialmente en el golfo de Guinea. Durante la fase fŕıa, los
vientos alisios son fuertes y la SST cerca del ecuador terrestre es anormalmente
baja (Servain et al., 1998). Las fases calientes, o fŕıas, pueden darse en periodos
cortos de tiempo (semanas o meses) y suelen manifestarse cada dos o cuatro
años afectando a la temperatura oceánica en superficie y en subsuperficie. Por
ejemplo, durante el evento cálido de 1984 se produjeron anomaĺıas positivas de
SST mensuales de entre 3◦ y 4 ◦C cerca de las costas africanas. Estos eventos
tienen un alto impacto económico y social ya que afectan a la pesca y producen
variaciones en la distribución, e intensidad, de las lluvias. Otro ejemplo de los
efectos de un evento cálido tuvo lugar en el año 1968, produciéndose fuertes
lluvias que provocaron inundaciones en varios páıses del golfo de Guinea (Servain
et al., 1999, 2000, 2003).
• El segundo de los modos principales de variabilidad climática es el denominado
modo meridional, o dipolo del Atlántico, y no tiene equivalente en el Paćıfico.
Este modo se caracteriza por una oscilación del gradiente interhemisférico norte-
sur de la SST que está relacionada con las fluctuaciones en la posición media de
la zona de convergencia intertropical (Intertropical Convergence Zone, ITCZ)
y se puede observar en diferentes escalas de tiempo (estacional, interanual y
decadal) (Moura y Shukla, 1981; Servain, 1991). Este modo de variabilidad
está fuertemente relacionado con el régimen de lluvias en el Nordeste de Brasil
(NEB), en la región Oeste de África y en el golfo de Guinea. Los desplazamientos
anómalos de la ITCZ hacia el norte están relacionados con los periodos de
seqúıas en el NEB, y suelen corresponderse con anomaĺıas cálidas de SST al
norte (entre 0◦ - 20◦N) y anomaĺıas fŕıas de SST al sur (entre 0◦ - 20◦S). De
manera contraria, cuando los desplazamientos de la ITCZ son hacia el sur, se
producen periodos de incremento de lluvias aśı como anomaĺıas de SST fŕıas en
el norte y cálidas en el sur (Servain et al., 2000).
1.2. Proyecto PIRATA
Con la finalidad de mejorar el conocimiento y predicción de los dos modos princi-
pales de la variabilidad océano-atmosférica que se producen en las regiones tropicales
del Atlántico, se desarrolló la red de investigación piloto de boyas fijas en el Atlánti-
co tropical (Pilot Research Moored Array in the Tropical Atlantic, PIRATA). Los
objetivos del proyecto PIRATA son (Servain et al., 1998; Bourlès et al., 2008):
• Proporcionar una mejor descripción de la variabilidad estacional e interanual




• Mejorar el conocimiento de las contribuciones relativas de los diferentes com-
ponentes de los flujos aire-mar y de la dinámica del océano en la variabilidad
estacional, e interanual, de la SST.
• Proporcionar un conjunto de datos que permita desarrollar y mejorar los mo-
delos de predicción del sistema climático del Atlántico.
• Diseñar, implementar y mantener una red de boyas fijas que permita adquirir y
transmitir datos atmosféricos y oceánicos v́ıa satélite en tiempo real.
La red de boyas oceánicas PIRATA es similar a la red TAO (Tropical Atmosphere-
Ocean) implantada en el proyecto TOGA (Tropical Ocean Global Atmosphere), que es
utilizada para estudiar la variabilidad del fenómeno ENSO en el Paćıfico ecuatorial.
Al igual que en el proyecto TAO, las boyas desplegadas en el proyecto PIRATA
son las denominadas ATLAS (Autonomous Temperature Line Acquisition System)
(Hayes et al., 1991; McPhaden et al., 1998). Las caracteŕısticas de las boyas ATLAS
(construcción, tipos de sensores, protocolos de datos, etc.) se describirán en detalle
en el caṕıtulo 2 de la tesis.
La fase piloto del proyecto multinacional PIRATA se inició en 1997 con la parti-
cipación de Brasil, Francia y Estados Unidos. Finalizada esta primera fase, que tuvo
una duración de tres años, quedó implementada una red formada por 10 boyas. Cua-
tro de estas boyas están situadas sobre el ecuador (desde 35◦W a 0◦E), y el resto
abarcan dos ĺıneas meridionales (cuatro en 38◦W desde 4◦N a 15◦N y dos en la ĺınea
10◦W, en 6◦N y en 10◦S) (Bourlès et al., 2008). La posición elegida para las boyas en
la red principal permite observar los dos modos de variabilidad climática del Atlántico
tropical (figura 1.1): las boyas situadas sobre la zona occidental del ecuador permi-
ten estudiar las regiones donde la fuerza del viento es fuerte, mientras que las boyas
situadas en la zona central y oriental permite estudiar la variabilidad de la SST. Por
otra parte, las boyas situadas en las dos ĺıneas meridionales cubren las regiones en
las que se produce una alta variabilidad de la SST asociada al modo dipolo (Servain
et al., 1998).
En 2001, los páıses involucrados en el proyecto decidieron extender en cinco años
el mantenimiento de la red, entrando el proyecto en la fase de consolidación. Tras
esta fase, las organizaciones CLIVAR (International Climate Variability and Predic-
tability Program) y OOPC (Ocean Observations Panel for Climate) realizaron una
evaluación del proyecto. El resultado de la evaluación respaldó la continuidad del
proyecto PIRATA como parte del Sistema Mundial de Observación de los Océanos y
del Sistema Mundial de Observación del Clima (Bourlès et al., 2008). Puesto que el
proyecto superó la fase piloto, se actualizó el significado del acrónimo PIRATA a red
de predicción e investigación de boyas fijas en el Atlántico tropical (Prediction and
Research Moored Array in the Tropical Atlantic). Desde 2006 el proyecto se encuen-
tra en la fase sostenida, y se ha ampliado la red principal con diversas extensiones,
aumentando el número de boyas aśı como mejorando la capacidad de medición de las




Red de boyas principal (cuadrados rojos) y expansiones Sudoeste (cuadrados amarillos), Sudeste
(estrella marrón) y Nordeste (estrellas azules) del proyecto PIRATA en el océano Atlántico tropical.
Estados Unidos, Brasil y Francia realizan el mantenimiento de las boyas (NOAA / PMEL).
Las tres extensiones realizadas a la red principal se describen a continuación:
• Extensión Sudoeste (PIRATA-SWE). En agosto de 2005 se añadieron tres
boyas ATLAS en las posiciones 8◦S - 30◦W, 14◦S - 32◦W y 19◦S - 34◦W. Esta
extensión fue propuesta por Brasil con la finalidad de estudiar la interacción
entre la SST del Atlántico Sudoeste y la zona de convergencia del Atlántico
Sur, investigar la formación de la ITCZ meridional, aśı como monitorizar la
bifurcación de la corriente Ecuatorial del Sur que se produce en la región del
sistema de corrientes fronterizas occidentales. Este sistema está formado por
la corriente de Brasil, la corriente Norte de Brasil y la subcorriente Ecuatorial.
Los dos primeros fenómenos tienen un efecto directo en la variabilidad climática
de Brasil, mientras que el tercero además, está relacionado con la climatoloǵıa
global (Nobre, 2006).
• Extensión Sudeste (PIRATA-SEE). Sudáfrica, Angola y Namibia propu-
sieron esta extensión, añadiéndose una boya en la posición 6◦S - 8◦E en junio
de 2006 (Rouault, 2004). Francia fue la encargada del despliegue y posterior
recogida de la boya durante la fase de pruebas (un año). Tras esta fase se de-
cidió mantener la extensión de manera permanente con la finalidad de estudiar
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la f́ısica del ciclo estacional de la SST, la variabilidad climática y los eventos
cálidos que afectan a la región, la interacción entre el medio ambiente y la pesca,
aśı como mejorar las predicciones regionales (Bourlès et al., 2008).
• Extensión Nordeste (PIRATA-NE). Estados Unidos propuso incluir cua-
tro boyas ATLAS en las coordenadas 4◦N - 23◦W, 11,5◦N - 23◦W, 20◦N -
23◦W y 20◦N - 38◦W, realizándose el despliegue de estas boyas entre 2006 y
2007. Estas localizaciones se escogieron para poder estudiar los diferentes pro-
cesos océano-atmosféricos que afectan a la posición de la ITCZ, los vientos del
Monzón Africano y las anomaĺıas de SST en la región del Atlántico Norte tro-
pical. Una mayor comprensión de estos procesos, que se producen en diferentes
escalas temporales, puede ayudar a mejorar las predicciones de precipitación y
formación de ciclones tropicales (Rick et al., 2006).
1.3. Aprendizaje automático
El aprendizaje automático es una rama de la inteligencia artificial interesada en
reproducir las capacidades de aprendizaje de los seres humanos mediante algoritmos
informáticos. Para que el sistema sea considerado inteligente, debe aprender y adap-
tarse a los cambios que se producen en el entorno. Si el sistema es capaz de adaptarse
a nuevas situaciones de manera automática, no será necesario programar el algoritmo
con todas las posibles soluciones. El proceso de aprendizaje consiste en optimizar los
parámetros del modelo minimizando un criterio de error, utilizando para ello una serie
de ejemplos o datos de entrenamiento (Alpaydin, 2010). El aprendizaje automático
se aplica en campos como la robótica, reconocimiento de patrones, aplicaciones de
internet y aplicaciones médicas (W. Hua y Lijuan, 2009). Debido a que el aprendizaje
automático se utiliza en distintas disciplinas, existen múltiples sinónimos para deno-
minar a algunos de los componentes que forman el proceso de aprendizaje (Kuhn y
Johnson, 2013):
• Se denomina muestra, observación, ejemplo o patrón a cada uno de los casos
individuales e independientes que forman un conjunto de datos.
• Al subconjunto de datos que se utiliza para desarrollar los modelos se le de-
nomina conjunto de entrenamiento, mientras que a los subconjuntos empleados
para evaluar el rendimiento de los modelos se les denomina conjuntos de test o
validación.
• A las variables utilizadas como entradas a los modelos se les denomina predic-
tores, atributos, descriptores, variables de entrada o variables independientes.
• A los resultados de los modelos se les denomina predicciones, objetivos, variables
de salida o variables dependientes.
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Dependiendo del tipo de problema a resolver, los algoritmos de aprendizaje au-
tomático se pueden clasificar en diferentes categoŕıas (Haykin, 2009; Alpaydin, 2010;
Brett, 2015; Das et al., 2015):
• Aprendizaje supervisado. Dado un número de ejemplos de entrenamiento
asociados a unas salidas deseadas, los algoritmos de aprendizaje supervisado
infieren una función que relaciona las entradas con las salidas. El aprendizaje
se realiza minimizando el error entre las salidas obtenidas y las esperadas. El
modelo o función resultante puede ser utilizado posteriormente para obtener
predicciones con nuevos datos no conocidos por el modelo. Este tipo de algo-
ritmos se utiliza en la detección de spam, procesamiento del lenguaje natural,
reconocimiento de escritura, detección de rostros, reconocimiento de voz, vi-
sión por computador, etc (Das et al., 2015). Los problemas más comunes que
resuelven los modelos de aprendizaje supervisado son:
• Clasificación. En este tipo de modelos, el problema consiste en predecir
a que categoŕıa pertenece una observación determinada. La salida a prede-
cir es de tipo categórica y se denomina clase, pudiéndose dividir en dos o
más categoŕıas denominadas niveles. Algunos de los algoritmos más utiliza-
dos en clasificación son: k-vecinos cercanos, máquinas de vectores soporte
(Support Vector Machines, SVM), redes neuronales y árboles de decisión
(Brett, 2015). En la figura 1.2.a se muestra un problema de clasificación
multiclase resuelto con SVM, donde la curva roja representa el clasificador.
• Regresión. Por otra parte, cuando se quiere obtener una predicción numéri-
ca (variable continua) se utilizan los modelos de regresión. Estos modelos
pueden cuantificar de manera exacta la magnitud e incertidumbre de la
relación entre las entradas y las salidas. Además de la regresión lineal y de
los modelos autorregresivos, también son muy utilizados los modelos SVM
para regresión, redes neuronales y árboles de regresión (Haykin, 2009). En
la figura 1.2.b se muestra un problema de regresión simple en el que se
puede observar el ajuste realizado por el modelo (curva roja).
• Aprendizaje no supervisado. Los modelos descriptivos se utilizan para des-
cubrir estructuras o caracteŕısticas ocultas en conjuntos de datos no etiquetados.
Es decir, los datos de entrada no tienen asociados unas salidas deseadas. Los
métodos no supervisados más utilizados son los algoritmos de agrupamiento
(clustering) y se utilizan en tareas de clasificación de ADN, análisis de redes so-
ciales, estudios de mercado, bioinformática, medicina, etc. Algunos algoritmos
de este tipo son el k-means (figura 1.3.a), fuzzy c-means y DBSCAN. Además
de estos algoritmos, otras técnicas de aprendizaje no supervisado ampliamen-
te utilizadas son el análisis de componentes principales (Principal Components
Analysis, PCA) y los mapas auto-organizados (Self-Organizing Map, SOM).
La técnica PCA se emplea principalmente en tareas de reducción de variables,
mientras que los SOM se utilizan en problemas de visualización de datos de alta
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dimensionalidad (Haykin, 2009; Abdi y Williams, 2010). En la figura 1.3.b se
puede ver un ejemplo de un SOM.















Clase 3 Clase 1
(a) Problema de clasificación.












(b) Problema de regresión.
Figura 1.2
Ejemplo de problema de clasificación (a) y de regresión (b) resueltos con máquinas de vectores
soporte.












(a) Problema de clustering.












(b) Ejemplo de un SOM.
Figura 1.3
Ejemplo de problema de clustering con el algoritmo k-means y ejemplo de aplicación de un mapa
auto-organizado.
• Aprendizaje por refuerzo. Los algoritmos de aprendizaje por refuerzo están
orientados a la resolución de problemas de decisión secuenciales. El denominado
agente interactúa con un entorno mediante una señal de estado, una señal de
acción y una señal de recompensa (figura 1.4). El agente debe seleccionar las
acciones que le permitan maximizar la función recompensa acumulada a lar-
go plazo. Estos algoritmos se utilizan en problemas de predicción del tráfico,
videojuegos, análisis de la bolsa de valores, etc. Algunos algoritmos conocidos





Elementos que componen el problema de aprendizaje por refuerzo.
El proceso de resolución de problemas mediante técnicas de aprendizaje automáti-
co puede llevarse a cabo en los cinco pasos representados en la figura 1.5. A continua-
ción se describen cada una de esas etapas (Brett, 2015):
1. Recogida de datos. La primera etapa consiste en obtener el conjunto de datos
en el formato adecuado para su análisis. Estos datos pueden proceder de una
URL (internet), de una máquina local o de una base de datos (SQL, Oracle,
Acces, etc.) en diferentes formatos (Excel, CSV, ASCII, etc.).
2. Preprocesado. El resultado de los modelos de aprendizaje dependerá en gran
medida de la calidad de los datos, por lo que es necesario realizar una etapa
de limpieza y procesado de los mismos. En esta etapa se realizan tareas de
recodificación de variables, selección de predictores, normalización de los datos,
aśı como procesado de datos ausentes y datos extremos.
3. Aprendizaje. En la siguiente etapa se debe seleccionar el algoritmo que mejor
se ajuste al tipo de problema a resolver (clasificación, regresión, agrupamiento,
etc.). Una vez entrenado el algoritmo escogido, se obtiene una representación
de los datos en forma de modelo. Este modelo permitirá tomar decisiones sobre
nuevos datos no vistos en el entrenamiento.
4. Evaluación del modelo. Una vez entrenado el modelo es necesario evaluar su
rendimiento ante nuevos datos (capacidad de aprendizaje). Una de las técnicas
más utilizadas para garantizar que el resultado del modelo es independiente de
la partición de los datos (entrenamiento/validación), es la denominada valida-
ción cruzada (Kuhn y Johnson, 2013). Mediante un ı́ndice de error se evalúa la
precisión del modelo en diferentes particiones del conjunto de datos. En especial,
es importante controlar que no se produzca el denominado sobreentrenamiento
del modelo (pérdida de generalización).
5. Interpretación de resultados. En la última etapa se obtienen los resultados
del problema planteado. En el caso de no obtenerse el rendimiento deseado, se
puede optar por mejorar la etapa de preprocesado (interpolar datos ausentes o
mejorar la selección de caracteŕısticas), escoger modelos más avanzados, o una
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combinación de ambas. Además, los resultados del problema pueden llevar a
dos acciones: utilizar el modelo para obtener predicciones en el futuro (nuevos
datos), o utilizarlo para hacer simulaciones del comportamiento de un sistema
para comprender mejor su funcionamiento.
Figura 1.5
Etapas del aprendizaje automático.
1.4. Organización de la Tesis Doctoral
La presente Tesis Doctoral se ha estructurado en siete caṕıtulos. En el caṕıtulo 1
se realiza una introducción general al problema planteado. En la primera parte del
caṕıtulo 2 se describen las principales caracteŕısticas de la climatoloǵıa en el océano
Atlántico intertropical. A continuación, en la segunda parte del caṕıtulo se detallan las
particularidades de la construcción, instrumentación meteorológica y oceanográfica,
aśı como del control de calidad y difusión de los datos registrados por las boyas ATLAS
que componen la red PIRATA.
En el caṕıtulo 3 se detallan las caracteŕısticas del denominado modo dipolo del
Atlántico y se propone un análisis de correlación entre las precipitaciones en el NEB
y los dipolos de SST. En el caṕıtulo 4 se presenta un análisis cualitativo de los da-
tos meteo-oceanográficos del proyecto PIRATA mediante el uso de redes neuronales
SOM. El caṕıtulo 5 aborda el problema de las predicciones de la SST comparando
una amplia variedad de modelos de predicción, aśı como utilizando diferentes técnicas
de extracción y selección de caracteŕısticas. En el caṕıtulo 6 se presenta una herra-
mienta que posibilita la descarga y visualización interactiva de las diferentes variables
registradas por las boyas PIRATA, permitiendo además la obtención de predicciones
mensuales de SST y el estudio del dipolo del Atlántico. Por último, en el caṕıtulo
7 se exponen las conclusiones que se derivan de los resultados obtenidos en los dife-
rentes experimentos. Además se detallan las diferentes contribuciones realizadas y las
posibles ĺıneas de investigación futuras.
A excepción de los caṕıtulos introductorios (caṕıtulos 1 y 2) y del caṕıtulo de
conclusiones (caṕıtulo 7), cada uno de los caṕıtulos principales de esta Tesis Docto-
ral (caṕıtulos 3 a 6) está organizado siguiendo la estructura habitual de un art́ıculo
cient́ıfico (introducción, objetivos, materiales y métodos, resultados y conclusiones)
para facilitar su lectura. Esta estructura permite que los caṕıtulos sean autoconte-
nidos y puedan leerse de forma independiente aunque, no obstante, se recomienda
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leerlos en el orden presentado. En cada uno de los caṕıtulos se detallan los experi-
mentos realizados para abordar el complejo problema que supone la comprensión de
los diversos procesos de interacción océano-atmósfera que tienen lugar en el océano
Atlántico. El análisis global de estos caṕıtulos permite avanzar en el conocimiento de
dichos procesos, en especial, en los relacionados con la SST.
1.5. Motivación y objetivos de la Tesis Doctoral
Las variaciones en las anomaĺıas de la SST en el Atlántico tienen una influencia
directa en las condiciones climáticas, en particular en las zonas costeras bañadas
por este océano (Ropelewski y Halpert, 1987; Moura y Hastenrath, 2004). El impacto
económico y social que suponen las fluctuaciones climáticas en estas regiones, justifica
el interés de la comunidad cient́ıfica en estudiar los diferentes procesos involucrados
en la interacción océano-atmósfera que se produce en el Atlántico. Para este fin es
necesario disponer de datos meteo-oceanográficos precisos como los que proporcionan
las boyas del proyecto PIRATA.
En consecuencia, la principal motivación de esta Tesis Doctoral es analizar los
datos PIRATA para mejorar la comprensión de las interacciones océano-atmosféricas
del Atlántico, empleando para este fin diferentes técnicas estad́ısticas y algoritmos de
aprendizaje automático. De manera detallada, los objetivos que se persiguen en esta
Tesis Doctoral son:
1. Obtener la combinación de boyas (dipolo) que presente un mayor
potencial para el pronóstico de la temporada de lluvias en el NEB.
Se obtendrán los dipolos de SST a partir de las diferencias de temperatura
resultantes de combinar las boyas PIRATA fondeadas en el Atlántico Norte
y en el Atlántico Sur. Posteriormente se estudiará la posible relación lineal
existente entre estos dipolos y las anomaĺıas de precipitación del NEB mediante
un análisis de correlación.
2. Identificar patrones y relaciones entre las diferentes variables de los
datos PIRATA. Puesto que en los procesos que modulan la variabilidad de
la SST intervienen multitud de variables, se emplearán los SOMs para realizar
un análisis visual, cualitativo y multivariante de los datos meteo-oceanográficos
adquiridos por las boyas PIRATA. Se pretende, por tanto, identificar patrones
generales entre las variables y extraer información útil para mejorar el conoci-
miento sobre los diversos procesos que tienen lugar en el océano Atlántico.
3. Obtener predicciones de la SST mediante técnicas de aprendizaje au-
tomático. Debido a que la SST tiene un papel fundamental en la comprensión
de la variabilidad climática del Atlántico, uno de los objetivos prioritarios de
esta Tesis Doctoral es la obtención de predicciones diarias y mensuales de es-
ta variable. Para este fin se plantea el uso de diferentes técnicas de selección
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y extracción de caracteŕısticas. Asimismo se realizará una amplia revisión del
estado del arte en cuanto a modelos de predicción basados en aprendizaje au-
tomático. Utilizando los diferentes subconjuntos obtenidos, se compararán las
predicciones logradas por los modelos de aprendizaje automático propuestos.
La finalidad de esta comparación será descubrir la combinación de variables de
entrada y modelo de predicción que permite obtener las mejores predicciones de
la SST.
4. Desarrollar una herramienta para el estudio de los datos PIRATA.
Utilizando las conclusiones más importantes de los caṕıtulos anteriores, se im-
plementará una interfaz gráfica de usuario para el análisis, predicción y visua-
lización de datos PIRATA. Para ello se diseñará una herramienta que permita
la descarga de datos, el análisis y visualización interactiva de las diferentes va-
riables, el estudio del modo dipolo, la obtención de predicciones de SST y la
exportación de resultados. Dichas predicciones se obtendrán con las variables





Descripción del área de estudio
y las boyas PIRATA
2.1. Área de estudio
El área de estudio de esta tesis se centra en el océano Atlántico intertropical,
comprendido entre las latitudes 30◦N y 20◦S y las longitudes 60◦W y 16◦E (ver figura
1.1). Con la finalidad de caracterizar el comportamiento del clima en esta zona de la
Tierra, a continuación se describirán las caracteŕısticas de la ITCZ y su influencia en
las fluctuaciones climáticas. Además, se detallará la evolución de la SST y del viento
en los diferentes periodos del año.
2.1.1. Zona de convergencia intertropical (ITCZ)
En la zona del ecuador terrestre, el aire cálido asciende y fluye hacia los polos,
generando zonas de bajas y altas presiones. A medida, por ejemplo, que la masa de aire
se aleja del ecuador, ésta se enfŕıa y desciende en las zonas subtropicales (30◦ - 35◦ de
latitud), generando una zona de altas presiones. Además, el movimiento de rotación de
la Tierra desv́ıa la masa de aire hacia occidente (efecto de Coriolis). En el hemisferio
norte, el aire descendiente sopla desde el nordeste al sudoeste, volviendo hacia el
ecuador. De manera similar, en el hemisferio sur, el aire sopla desde el sudeste hacia
el noroeste. A estos vientos que soplan desde las zonas de altas presiones subtropicales
hacia la zona de baja presión ecuatorial se les denominan vientos alisios (Ross, 1995).
La región en la que convergen los vientos alisios procedentes del hemisferio norte
con los procedentes del hemisferio sur, se le denomina zona de convergencia intertro-
pical. En esta zona, la convergencia de los vientos fuerza al aire a ascender hacia la
atmósfera formando la ITCZ, que aparece como un ancho cinturón de nubes cerca
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del ecuador que puede extenderse cientos de kilómetros (figura 2.1) (Waliser y Jiang,
2015). Siguiendo la posición del sol, la ITCZ se desplaza hacia el norte durante el
verano boreal (junio-agosto) y hacia el sur durante la primavera boreal (marzo-abril).
Los periodos de aumento de precipitaciones en el Nordeste de Brasil están asociados
con desplazamientos de la ITCZ hacia el sur y, los periodos de seqúıas, están asocia-
dos a desplazamientos de la ITCZ hacia el norte. Por tanto, la variación del despla-
zamiento anual de la ITCZ interviene directamente en las fluctuaciones climáticas en
el Atlántico tropical (Servain et al., 2000; Chang et al., 2006). En las figuras 2.1.a y
2.1.b se puede observar que, durante los meses de enero y marzo, la ITCZ se sitúa
sobre el NEB (hemisferio sur). Sin embargo, en las figuras 2.1.c y 2.1.d se muestra




(a) 21 al 25 de enero de 2018.
ITCZ
NEB
(b) 26 al 31 de marzo de 2018.
ITCZ
NEB
(c) 26 al 31 de agosto de 2016.
I TCZ
NEB
(d) 26 al 30 de septiembre de 2016.
Figura 2.1
Imágenes de la posición de la ITCZ tomadas con los satélites Meteosat-10 (2016) y Meteosat-11
(2018) en el canal 7 IR (adaptada de FUNCEME).
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2.1.2. Caracterización climática
Las figuras 2.2 y 2.3 muestran la climatoloǵıa mensual de la SST y del pseudo-
stress del viento en el océano Atlántico intertropical. El pseudo-stress del viento es
el producto entre el vector viento y la velocidad (m2s−2). Los datos utilizados para
generar las gráficas fueron recogidos por nav́ıos mercantes y de investigación desde el
año 1974 al 2013, con una resolución espacial de 2◦ de longitud por 2◦ de latitud. El
dominio espacial vaŕıa de 30◦N a 20◦S (25 puntos de latitud) y de 60◦W a 16◦E (38
puntos de longitud). Como se puede observar en la figura 2.2, en el peŕıodo de enero
a mayo (correspondiente al verano/otoño austral), el océano Atlántico presenta altas
temperaturas en superficie. La temperatura se sitúa por encima de los 27 ◦C espe-
cialmente en enero (entre las latitudes 0◦N y 5◦N), febrero (entre 5◦S y 5◦N) y marzo
(entre 10◦S y 5◦N). Respecto al mes de abril (figura 2.2.d), las aguas superficiales
presentan temperaturas superiores a 28 ◦C entre las latitudes 10◦S y 5◦N.
Identificando la zona de confluencia entre los vientos alisios del nordeste y del
sudeste, en estas figuras también se puede observar la posición que ocupa la ITCZ a
lo largo de los meses. La ITCZ se posiciona sobre las aguas más calientes del océano
Atlántico y, en los años considerados normales, permanece sobre la región del NEB
entre febrero y mayo de cada año, generando precipitaciones durante la estación de
lluvias. En marzo y abril, los meses climatológicamente más lluviosos del NEB, la
ITCZ se posiciona por debajo de la ĺınea del Ecuador entre, aproximadamente, 2◦ y
2,5◦S (figuras 2.2.c y 2.2.d). A partir del mes de mayo (figura 2.2.e), la masa de agua
caliente de esta zona comienza a ser “empujada” hacia el norte como consecuencia
de la penetración de aguas con temperaturas más bajas. Estas aguas tienen una
temperatura aproximada de 21 ◦C en el extremo sudeste, área comprendida entre las
latitudes 18◦ y 20◦S y longitudes 22◦W y 5◦E.
Este avance gradual de aguas fŕıas del Atlántico Sur se produce hasta el mes de
septiembre (figura 2.3.c), cuando las aguas superficiales se encuentran entre 17◦ y 22
◦C de temperatura. A partir de octubre (figura 2.3.d), las aguas más fŕıas (tempera-
turas inferiores a 24 ◦C) comienzan a retroceder dando espacio a la penetración de
aguas con temperaturas más elevadas (superiores a 26 ◦C) que van, nuevamente, en-
volviendo toda la costa norte/nordeste de Brasil y el Atlántico ecuatorial (5◦S - 5◦N).
Una caracteŕıstica importante de la distribución de la SST en el litoral del NEB, es
que su gradiente térmico es perpendicular a la ĺınea de la costa, disminuyendo desde la
zona costera hacia la zona oceánica. Este hecho está directamente relacionado con la
propia dirección de la ĺınea de la costa, con el estrangulamiento de la cuenca Atlántica
en la región tropical, aśı como con la hidrodinámica de la región en lo referente a las
corrientes y al desplazamiento de las isotermas en las diferentes épocas del año.
Las figuras 2.2 y 2.3 también ilustran las medias mensuales del viento sobre el
Atlántico intertropical. En ellas se pude observar que los vientos alisios de nordeste
son más intensos que los vientos alisios de sudeste en las estaciones de invierno y
primavera boreal para una amplia área centrada alrededor de 10◦N y 45◦W (figuras
2.2.a - 2.2.e).
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(a) Climatoloǵıa media de enero. (b) Climatoloǵıa media de febrero.
(c) Climatoloǵıa media de marzo. (d) Climatoloǵıa media de abril.
(e) Climatoloǵıa media de mayo. (f) Climatoloǵıa media de junio.
Figura 2.2
Climatoloǵıas mensuales (enero-junio) de la temperatura en la superficie del mar y del pseudo-stress
del viento (datos promedio de 1974 a 2013). (Fuente de los datos: Servain/FUNCEME).
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(a) Climatoloǵıa media de julio. (b) Climatoloǵıa media de agosto.
(c) Climatoloǵıa media de septiembre. (d) Climatoloǵıa media de octubre.
(e) Climatoloǵıa media de noviembre. (f) Climatoloǵıa media de diciembre.
Figura 2.3
Climatoloǵıas mensuales (julio-diciembre) de la temperatura en la superficie del mar y del pseudo-
stress del viento (datos promedio de 1974 a 2013). (Fuente de los datos: Servain/FUNCEME).
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2. DESCRIPCIÓN DEL ÁREA DE ESTUDIO Y LAS BOYAS PIRATA
En los meses de junio a noviembre, los vientos alisios del sudeste son más intensos
(área centrada en 10◦S y 20◦W) que los vientos alisios del nordeste (figuras 2.2.f -
2.3.e). Estos resultados coinciden con los encontrados por Servain y Legler (Servain y
Legler, 1986). Además, se puede observar que a partir del mes de mayo, la confluencia
de los vientos alisios del nordeste y del sudeste, indicativo de la presencia de la ITCZ
siguiendo el movimiento aparente del sol, se desplaza hacia posiciones al norte de la
ĺınea del ecuador. En septiembre (figura 2.3.c), la ITCZ alcanza su posición máxima
(entre 8◦ y 10◦N), siendo a partir de octubre cuando la ITCZ comienza a migrar de
nuevo hacia la ĺınea del ecuador. Durante el invierno boreal y austral, los vientos se
hacen más intensos debido al fortalecimiento del Sistema Semi-Permanente de Alta
Presión del Atlántico Norte y del Atlántico Sur, respectivamente.
En general, la presencia de SSTs anormalmente altas (bajas) están asociadas con
presiones más bajas (altas) que provocan debilitación (fortalecimiento) del Centro
Semi-Permanente de Alta Presión climatológico. La intensidad de las altas presiones
subtropicales, a su vez, influyen directamente en la dirección y magnitud de los vientos
alisios de nordeste y sudeste sobre la superficie del océano (Souza, 1999). Estos vientos
alisios están separados por un eje cinemático, que se extiende hacia el nordeste a partir
del contorno de la costa de África. La posición más septentrional (entre 8◦N y 12◦N)
y la más meridional (entre 2◦y 4◦S) del ciclo anual de la ITCZ, ocurre durante el
verano de cada hemisferio (Servain y Legler, 1986).
En las figuras 2.4.a y 2.4.b se muestran dos ejemplos del impacto que produjo
el dipolo negativo del Atlántico en las precipitaciones del estado de Ceará (región
metropolitana de Fortaleza) en el peŕıodo de marzo a mayo del año 2009. Durante
estos meses, la precipitación acumulada en Ceará fue el doble de lo habitual, tal y como
demuestra la figura 2.5. Las anomaĺıas de la SST que tuvieron lugar en este peŕıodo
de tiempo se muestran en las figuras 2.6.a, 2.6.b y 2.6.c. Estas figuras evidencian que
las temperaturas en el sur fueron anormalmente altas (en rojo), mientras que en el
norte fueron anormalmente bajas (en azul), siendo los valores del dipolo de Servain
en los meses de marzo, abril y mayo, -1,51 ◦C, -1,41 ◦C y -1,83 ◦C, respectivamente.
(a) (b)
Figura 2.4
Inundaciones producidas en el estado de Ceará (región metropolitana de Fortaleza) debidas a las
anomaĺıas climáticas del año 2009 (Servain/FUNCEME).
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Lluvia observada 2009 
Serie histórica (1998-2018)
Figura 2.5
Precipitación acumulada durante 2009 con respecto a la media histórica en el estado de Ceará.
(Fuente de los datos: FUNCEME).
(a) Anomaĺıas en marzo. (b) Anomaĺıas en abril.
(c) Anomaĺıas en mayo.
Figura 2.6
Anomaĺıas de la SST ocurridas en el año 2009 en el Atlántico tropical. (Fuente de los datos: Ser-
vain/FUNCEME).
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2.2. Boyas PIRATA
En el proyecto PIRATA se utilizan las boyas del tipo ATLAS, capaces de registrar
variables meteorológicas de la atmósfera (dirección y velocidad del viento, tempera-
tura y humedad relativa del aire, lluvia y radiación solar) y diferentes propiedades
del océano en superficie, aśı como a diferentes profundidades (temperatura, salinidad
y presión) (Bourlès et al., 2008). Las boyas PIRATA son tecnológicamente idénticas
(hardware, tipo de sensores, procedimientos de calibración, resolución y muestreado,
procesado de datos, protocolos de transmisión de datos, etc.) a las boyas utilizadas en
el Paćıfico ecuatorial de la red TAO (Hayes et al., 1991; McPhaden et al., 1998). El di-
seño de las boyas ATLAS fue iniciado por PMEL’s Engineering Development Division
(EDD) en 1984. Posteriormente el diseño inicial fue actualizado para mejorar la cali-
dad de los datos (resolución, precisión y fiabilidad), añadir nuevos sensores, aumentar
el número de variables registradas y simplificar los procedimientos de fabricación con
el fin de reducir sus costes. A principios de 1996 comenzaron a utilizarse estas boyas
ATLAS de nueva generación (Milburn et al., 1996). Siguiendo con el programa de
actualizaciones de las boyas, de 2011 a 2015 se llevó a cabo la fase de pruebas del
nuevo modelo denominado T-FLEX (Tropical Flex ), que incorpora nuevas mejoras
en la construcción, comunicación y sensores. En 2016 comenzaron los primeros reem-
plazos de boyas ATLAS por unidades T-FLEX, fase que se extenderá hasta el 2023
(GTMBA, 2016).
2.2.1. ATLAS Hardware
Las boyas ATLAS disponen de un anemómetro (viento), un sensor de radiación
de onda larga (Long Wave Radiation sensor, LWR) y de onda corta (Short Wave Ra-
diation sensor, SWR), un pluviómetro (lluvia), un sensor de humedad relativa (Air,
Temperature and Relative Humidity sensor, ATRH) y un sensor de presión barométri-
ca (Barometric Pressure sensor, BP). En la tabla 2.1 se muestran las alturas estándar
de estos instrumentos meteorológicos.
Tabla 2.1
Alturas estándar de los sensores meteorológicos de superficie ATLAS.
Sensor Meteorológico Viento LWR SWR Lluvia ATRH BP
Altura (m) 4 3,5 3,5 3,5 3 3
Además de estos instrumentos, dispone de sensores que miden la temperatura y
la conductividad en la superficie del mar (Sea Surface Temperature and Conductivity
sensor, SST y SSC), aśı como sensores para la medición de temperatura (T1, T2, ...,
T10), conductividad (C1, C2 y C6) y presión (P9 y P10) a diferentes profundidades de
la cuenca oceánica. La tabla 2.2 indica las profundidades a las que se encuentran estos
sensores, mientras que en la tabla 2.3 se muestran sus caracteŕısticas más importantes




Profundidades estándar de los sensores de subsuperficie ATLAS.
Sensor SST T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
SSC C1 C2 C6 P9 P10
Profundidad (m) 1 20 40 60 80 100 120 140 180 300 500
Tabla 2.3
Caracteŕısticas de los sensores incorporados en las boyas PIRATA.
Medición Tipo sensor Fabricante: Modelo Resolución Rango Precisión
Velocidad
Hélice R. M. Young: 05103 0,2 m s−1
1-20 m s−1 ± 0,3 m s−1
viento (0,4 - 36 m s−1) o 3 %
Dirección
Veleta R. M. Young: 05103 1,4◦ 0-355◦
4◦- 7,8◦viento
Brújula de flujo










Corp.: MP-101 0,4 % RH tiempo real 55-95 % RH ±2, 7 % RH
Relativa 0,02 % RH modo retardo (0-100 % RH)
Lluvia Capacitancia
R, M, Young:






200-1000 W m−2 ±2 %




0,1 W m−2 0,03◦C
200 W m−2 ±1 %
onda larga PIR-TAO, Delrin case (sólo termopila)
Presión Transductor Paroscientific:
0.1 hPa 800-1100 hPa
±0.01 %





1-31◦C ±0.003 ◦Csuperficie y





3-6 S m−1 ±0.02
SBE16 (Seacat)





Presión Transductor Paine: 211-30-660-01 0.03 psi
400-800 psi ±1.4psi
(0-1000 psi)
En cuanto a su construcción f́ısica, la boya de superficie ATLAS (figura 2.7) está
formada por un toroide de fibra de vidrio y espuma de 2,3 m de diámetro aśı como por
una torre de aluminio en la que se fijan los instrumentos meteorológicos. El sistema
completo tiene un peso aproximado de 660 kg y una altura de 4,9 m. Se utiliza un
cable reforzado de 0,92 cm de diámetro en los primeros 700 metros de profundidad
para protegerlo de posibles daños. Los sensores de subsuperficie están fijados a este
cable. El resto de la ĺınea hasta llegar al fondo marino está compuesta por una cuerda
de nylon trenzada de 1,9 cm de diámetro. Finalmente, se fija la boya al fondo marino
mediante un anclaje formado por ruedas de ferrocarril con un peso de entre 1500 y
2000 kg. En la figura 2.8 se puede observar un esquema completo de la boya ATLAS
(Milburn et al., 1996).
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(a) Boya de superficie. (b) Anclaje de la boya.
Figura 2.7
Boya ATLAS de superficie y anclaje (Servain/FUNCEME).
Sensores de SST y 
de conductividad 
(1 m profundidad)
Cable de acero 3/8” 
Sensor de viento 
(4 m de altura)
Boya toroidal de 
2,3 m de diámetro
Sensores de 












Línea de nylon 3/4” 
Pluviómetro






Esquema de la boya ATLAS (GTMBA, 2016).
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2.2.2. Variables, frecuencia de muestreo y control de calidad
de los datos
La definición de las diferentes variables que registran los instrumentos y sensores
de las boyas PIRATA se muestra en la tabla 2.4. La medición de la presión barométrica
se realiza con una frecuencia de muestreo de 1 hora, la radiación de onda corta y onda
larga con una frecuencia de 2 minutos y la precipitación de 1 minuto. Las mediciones
del resto de parámetros se realiza con una frecuencia de 10 minutos. Estos datos de
alta resolución quedan registrados internamente y se recuperan durante las tareas de
mantenimiento de las boyas (una vez al año aproximadamente). Además, también se
generan las medias por hora de las variables medidas en superficie y las medias diarias
de las variables de subsuperficie. Estos datos se transmiten casi en tiempo real a los
centros de operaciones v́ıa satélite (GTMBA, 2016).
A los datos en tiempo real se les realiza un control de calidad de manera diaria,
semanal y mensual para asegurar que cumplen los estándares de precisión. El control
diario consiste en un análisis automático que detecta datos fuera de unos rangos de
error especificados que dependen del tipo de variable medida. Por ejemplo, se considera
erróneo:
• Un dato de velocidad del viento superior a 5 ms−1 con respecto al d́ıa anterior.
• Un valor de SST si:
• Es mayor a 33,0 ◦C o menor a -9,0 ◦C.
• Si se produce un cambio mayor a 5 ◦C con respecto al d́ıa anterior.
• Si la SST por hora se encuentra fuera del rango 20◦ - 30 ◦C en las dos
últimas semanas.
Los datos que han sido marcados como erróneos se comprueban posteriormente
por un analista experto. En cuanto al control semanal, el National Center for Envi-
ronmental Prediction (NCEP) compara los datos con un modelo de predicción me-
teorológica (weather prediction Medium Range Forecast, MRF) y genera alertas para
los datos que están fuera del rango especificado para cada variable. Por último, tam-
bién se comprueban los datos mensuales comparándolos con modelos climatológicos
(GTMBA, 2016).
A los datos de alta resolución, recuperados de la memoria interna de la boya, tam-
bién se les aplica un procesado para la detección de datos ausentes y datos fuera de
los rangos definidos. En el siguiente paso se generan gráficas de las series temporales,
diagramas espectrales e histogramas y se calculan estad́ısticos básicos para ser revisa-
dos por un analista experimentado. También se verifican los registros para comprobar
errores en la carga de la bateŕıa, daños en los sensores, fallos en la sincronización,
etc. En algunas variables (lluvia, presión y salinidad) se aplica un procesado adicional
para garantizar la calidad de los datos (GTMBA, 2016).
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Tabla 2.4
Definición de las variables registradas en las boyas PIRATA.
Variable Definición
YYYYMMDD Fecha (año, mes y d́ıa) de registro del dato.
AIRT (◦C) Temperatura del aire.
UWND (m/s)
Componente este-oeste del vector viento, también denominado U o com-
ponente zonal del viento. Valores positivos indican la dirección este.
VWND (m/s)
Componente norte-sur del vector viento, también denominado como V o
componente meridional. Los valores positivos indican la dirección norte.
WSPD (m/s) Velocidad escalar del viento.
WDIR (grados) Dirección del viento en grados en sentido horario desde el norte.
LWRad (W/m2) Radiación solar de onda larga.
SWRad (W/m2) Radiación solar de onda corta.
RH ( %) Humedad relativa.
Prec (mm/hr) Lluvia o precipitación acumulada.
SLP (hPa) Presión barométrica al nivel del mar.
DYN (dyn-cm)
La altura dinámica es una medida de la elevación de la superficie del mar
(sin olas) y se calcula integrando la anomaĺıa espećıfica de volumen del
agua de mar entre la superficie y a 500 metros.
ISO (m)
La profundidad de la isoterma (zona de temperatura constante) es la
profundidad del océano en la que el agua se encuentra a una temperatura
de 20◦C. Se calcula mediante la interpolación lineal de los perfiles de
temperatura vs profundidad.
SSS
Salinidad en superficie. El cálculo deriva de las mediciones de conductivi-
dad y temperatura.
S(z) Salinidad a diferentes profundidades.
SSD (kg/m3)
Densidad en superficie (sigma-theta). Deriva de la temperatura y la sali-
nidad.
D(z) (kg/m3) Densidad en subsuperficie (sigma-theta) a diferentes profundidades.
SST (◦C) Temperatura de la superficie del mar.
T(z) (◦C) Temperatura del mar a diferentes profundidades.
2.2.3. Telemetŕıa y distribución de datos
Los datos de las boyas son enviados casi en tiempo real mediante el servicio Ar-
gos que utiliza los satélites de órbita polar de la NOAA (US National Oceanic and
Atmospheric Administration). Una vez aplicados los controles de calidad y procesado
a los datos, estos quedan disponibles tanto para la comunidad cient́ıfica como para el
público general. Desde las páginas web de los diferentes proyectos (TAO/TRITON y
PIRATA) es posible acceder a las bases de datos (GTMBA, 2016).
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Las boyas ATLAS transmiten las observaciones horarias más recientes y las medias
diarias del d́ıa anterior. Desde el año 2005, la transmisión de datos se realiza durante
16 horas al d́ıa (de 00:00 a 04:00, de 06:00 a 10:00, de 12:00 a 16:00, y de 18:00 a
22:00), coincidiendo con el paso de los satélites (de 8 a 14 veces diarias). Estos datos se
actualizan diariamente en la página web y además se transmiten mediante el sistema
GTS (Global Telecommunications System) del servicio Argos a los diferentes centros
de operaciones del mundo. En la figura 2.9 se muestra un esquema de la transmisión
































Estudio de la relación entre el
dipolo PIRATA del Atlántico y
las anomaĺıas de lluvias en el
Nordeste de Brasil
3.1. Introducción
Tal y como se ha descrito en el caṕıtulo 1, la red de boyas PIRATA se implementó
inicialmente en 1995 con la finalidad de monitorizar los dos modos principales de la
variabilidad climática que se producen en el Atlántico tropical. Estos modos, conocidos
como modo ecuatorial y modo meridional (dipolo), están fuertemente relacionados
con las anomaĺıas que se producen en las precipitaciones estacionales del NEB y en
la región Oeste de África (Moura y Shukla, 1981; Servain et al., 2000, 2003).
Desde el inicio del proyecto PIRATA, las boyas situadas en las ĺıneas meridionales
38◦W (4 boyas entre 4◦N y 20◦N) y 10◦W (3 boyas entre 0◦y 10◦S) se han empleado
en el estudio del modo dipolo. Por ejemplo, en la Fundación Cearense de Meteoro-
loǵıa y Recursos Hı́dricos (FUNCEME), responsable de la previsión del tiempo y del
clima en Ceará, se monitoriza habitualmente el gradiente inter-hemisférico o dipolo
representado por las diferencias diarias en la SST que se dan entre las boyas 15◦N -
38◦W (noroeste) y 10◦S - 10◦W (sudeste) como aproximación al dipolo del Atlántico
tropical. Los datos de este dipolo están disponibles en la página web de FUNCEME
(2016). Además de esta aproximación, también se utiliza habitualmente el denomi-
nado dipolo SST de Servain, que se obtiene calculando las diferencias mensuales de
anomaĺıas de SST entre la región del Norte (de 28◦N a 5◦N y de 60◦W a 15◦E) y la
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3. DIPOLO Y ANOMALÍAS DE LLUVIA EN EL NEB
región del Sur (de 5◦N a 20◦S y de 60◦W a 15◦E). Los datos de SST para el cálcu-
lo de este dipolo son registrados por barcos participantes en el programa VOSClim
(Voluntary Observing Ship Climate).
En el NEB, la ITCZ es el principal sistema inductor de precipitaciones en la
región. Su posicionamiento depende, de entre otras variables de interacción océano-
atmósfera, de las temperaturas observadas sobre el océano Atlántico tropical. Por
tanto, el estudio del gradiente inter-hemisférico de la SST proporciona información
importante para la previsión del clima.
3.2. Objetivos
En este caṕıtulo se va analizar la relación existente entre los dipolos de SST y las
precipitaciones en los diferentes estados del NEB. Para ello, se utilizarán los datos de
SST proporcionados por las boyas situadas en la ĺınea meridional 38◦W, la boya 10◦S
- 10◦W y las boyas de la extensión sudoeste de la red PIRATA. Además, también se
analizará el dipolo de Servain. Los objetivos del presente caṕıtulo son:
• Obtener los dipolos mensuales a partir de todas las combinaciones posibles entre
las boyas PIRATA fondeadas en el Atlántico Norte (ĺınea meridional 38◦W) y las
fondeadas en el Atlántico Sur (boya 10◦S - 10◦W y boyas de la PIRATA-SWE).
• Correlacionar los valores de los dipolos obtenidos con las anomaĺıas de lluvias
que se producen en los estados que forman el NEB.
• Comparar los resultados de los dipolos PIRATA obtenidos con el dipolo “clásico”
(15◦N / 10◦S) y el dipolo SST de Servain.
• Obtener el dipolo o dipolos con mayor potencial para el pronóstico de la tem-
porada de lluvias en el NEB.
3.3. Materiales y métodos
3.3.1. Área de estudio y caracterización climática
La región del NEB ocupa un área de 1.554.257 Km2, lo que equivale al 18,25 %
del territorio brasileño (Rocha et al., 2011). En la figura 3.1 se muestra un mapa de
América del Sur y la posición geográfica que ocupa la región del NEB, mientras que
en la figura 3.2 se muestra un mapa ampliado del NEB y de los nueve estados que
lo conforman (Alagoas, Sergipe, Rio Grande do Norte, Piaúı, Pernambuco, Paráıba,
Maranhão, Ceará y Bahia).
Cerca del 70 % de territorio del NEB presenta un clima semiárido. Este tipo de
clima está caracterizado por unas temperaturas medias elevadas (entorno a 28 ◦C) y
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por lluvias escasas e irregulares, que son fuertemente moduladas y modificadas por
los patrones termodinámicos de las cuencas del océano Paćıfico y océano Atlántico




Localización de la región Nordeste de Brasil
Figura 3.2
Estados que conforman el Nordeste de Brasil.
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Los valores mensuales de temperatura y viento del Atlántico intertropical se pue-
den consultar en el caṕıtulo 2. Además, en las figuras 3.3 y 3.4 están representadas
las precipitaciones medias mensuales de la región del NEB y sus estados. Anualmente
en el NEB se registra una precipitación media de 952 mm (79 mm mensuales), siendo
el periodo comprendido entre enero y abril en el que se registra la mayor parte de
estas lluvias (figura 3.3.a). Sin embargo, como se muestra en el resto de figuras, la
época de lluvias y las precipitaciones acumuladas vaŕıan en cada estado. Por ejemplo,
Pernambuco (figura 3.4.b) es el estado con la menor media de precipitación anual (639
mm), mientras que en Maranhão (figura 3.4.d) se registra la mayor media (1465 mm).
De igual manera, la estación de lluvias también difiere en las diferentes regiones. En
estados como Alagoas y Sergipe (figuras 3.3.b y 3.3.c), ésta tiene lugar entre los meses
de abril y agosto, mientras que en Bahia (figura 3.4.f) tiene lugar entre noviembre y
abril. Los detalles de los sistemas atmosféricos que causan estas lluvias están descritos
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(d) Rio grande do norte
Figura 3.3
Precipitaciones en los diferentes estados de la región Nordeste de Brasil (CPTEC/INPE, 2018).
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Precipitaciones en los diferentes estados de la región Nordeste de Brasil (continuación).
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En cuanto a las boyas PIRATA, se han seleccionado las localizadas en la región
Noroeste a lo largo de la ĺınea 38◦W (15◦N, 12◦N, 8◦N y 4◦N), las tres boyas de la
PIRATA-SWE (8◦S - 30◦W, 14◦S - 32◦W y 19◦S - 34◦W) y la boya fondeada en 10◦S
- 10◦W. La posición de estas boyas se muestra en la figura 1.1 del caṕıtulo 1.
3.3.2. Datos
En primer lugar se obtuvieron los datos de SST desde el 1998 al 2017 de las boyas
de interés en la página web de la Global Tropical Moored Buoy Array Project Office
(GTMBA) perteneciente a la NOAA (GTMBA, 2016). A continuación, tras eliminar
los datos ausentes, se siguieron los siguientes pasos para la obtención de los dipolos:
1. Obtener las series mensuales de SST observada promediando las series diarias.
2. Obtener la climatoloǵıa mensual calculando el valor medio de SST en cada mes
a lo largo de toda la serie histórica disponible.
3. Calcular las anomaĺıas de SST restando a la SST observada la climatoloǵıa.
4. Calcular el dipolo a partir de la diferencia entre las anomaĺıas de SST en la boya
norte y las anomaĺıas de SST en la boya sur.
Como ejemplo, en las figuras 3.5 y 3.6 se muestran las series temporales que
se obtienen al aplicar esta metodoloǵıa en las boyas 15◦N - 38◦W y 10◦S - 10◦W.
Puesto que siempre se calcula la diferencia entre la boya norte y la boya sur, los
valores positivos (negativos) del dipolo indican una mayor (menor) temperatura en el
hemisferio norte con respecto al hemisferio sur.

















(a) SST mensual y climatoloǵıa (15◦N - 38◦W).

















(b) SST mensual y climatoloǵıa (10◦S - 10◦W).
Figura 3.5
Metodoloǵıa para la obtención de los dipolos.
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(a) Anomaĺıas mensuales de SST (15◦N - 38◦W).
























(b) Anomaĺıas mensuales de SST (10◦S - 10◦W).
Figura 3.6
Metodoloǵıa para la obtención de los dipolos (continuación).
En la figura 3.7 se muestra el dipolo resultante, en el que se puede observar como
el dipolo oscila entre valores positivos y negativos a lo largo de la serie histórica. Es
decir, se observa la oscilación en el gradiente interhemiférico norte-sur de la SST que
caracteriza al modo dipolo.

















Dipolo obtenido calculando las diferencias en las anomaĺıas de SST entre las boyas 15◦N - 38◦W y
10◦S - 10◦W
En cuanto a los datos de precipitaciones, estos se obtuvieron del Centro de Pre-
visão de Tempo e Estudos Climáticos, Instituto Nacional de Pesquisas Espaciais
(CPTEC/INPE, 2018). Posteriormente, se calcularon las anomaĺıas de lluvia men-
suales restando a la lluvia mensual observada la media de precipitaciones mensuales
de la serie histórica. En la figura 3.8 se muestran dos ejemplos de series de anomaĺıas
de lluvia.
33
3. DIPOLO Y ANOMALÍAS DE LLUVIA EN EL NEB



















(a) Nordeste de Brasil.



















(b) Estado de Ceará.
Figura 3.8
Ejemplos de series temporales mensuales de anomaĺıas de lluvia.
3.3.3. Análisis de correlación
Una vez obtenidos los datos necesarios, se procedió con el cálculo de las correla-
ciones. Para determinar esta posible relación lineal, se utilizaron los coeficientes de
correlación de Pearson, Spearman y Kendall.
3.3.3.1. Coeficiente de correlación de Pearson
La función de correlación más utilizada habitualmente es el coeficiente de correla-
ción de Pearson, que fue desarrollado por el matemático Karl Pearson en el siglo XX.
Formalmente, la correlación lineal rxy entre dos variables aleatorias x(x1, . . . , xn) e
y(y1, . . . , yn) se define como (Guyon y Elisseeff, 2006):
rxy =
∑n
i=1(xi − x̄) · (yi − ȳ)√∑n




donde x̄ y ȳ son los valores medios de x e y.
El coeficiente de correlación indica el grado de asociación lineal entre dos variables
y puede variar entre -1 y 1. El signo + indica que existe una relación lineal creciente,
mientras que el signo - indica una relación lineal decreciente (cuando una variable
aumenta, la otra disminuye). Un coeficiente de 1 (o -1) representa una relación lineal
perfecta, mientras que un valor de 0 indica que no existe relación lineal. Pese a ser
la función más popular, la correlación de Pearson es sensible al número de datos y
su distribución. Por tanto, su uso debe limitarse a los casos en los que la distribución
de los datos sea normal (distribución gaussiana), el número de datos sea grande y no
existan valores extremos (Hair et al., 2010).
34
3.4. RESULTADOS
3.3.3.2. Coeficiente de correlación de rangos de Spearman
Otra medición de la dependencia entre variables frecuentemente utilizada es la co-
nocida como correlación de rangos de Spearman, nombrada aśı en honor del psicólogo
C. Spearman. La correlación de Spearman, a diferencia de la de Pearson, es un test
no paramétrico y, por tanto, es menos sensible a la distribución de los datos y valores
extremos.
Siendo R(R1, . . . , Rn) y S(S1, . . . , Sn) los rangos de las observaciones originales








n(n2 − 1) (3.2)
donde di = Ri − Si, i = 1, . . . , n
De manera similar a la correlación de Pearson, el valor de ρxy vaŕıa entre -1 y 1,
obteniéndose -1 cuando la secuencia de rangos es completamente opuesta y 1 cuando
la secuencia coincide completamente.
3.3.3.3. Coeficiente de correlación de rangos de Kendall
Al igual que el coeficiente de Spearman, la correlación de Kendall (o τ de Kendall)
es un test no paramétrico y está basado en el análisis de los rangos. De los ı́ndices
utilizados, el de Kendall es el más robusto frente a valores extremos. Se dice que
un par de observaciones (xi, yi) y (xj , yj) es concordante cuando los rangos de los
elementos en ambos vectores coinciden, es decir, xi < xj e yi < yj o xi > xj e yi > yj .
En caso contrario, el par de observaciones es discordante. Siendo nc el número de
pares concordantes y nd el número de pares discordantes, el coeficiente τ de Kendall




Igual que en los casos anteriores, el valor de τxy vaŕıa entre -1 y 1.
3.4. Resultados
Como resultado de combinar los datos de las diferentes boyas, se obtuvieron 16
dipolos. Los valores mensuales de estos dipolos más el dipolo de Servain se correlacio-
naron con las anomaĺıas de precipitación de cada mes en los nueve estados del NEB y
con la media de toda la región del NEB, obteniéndose un total de 24480 correlaciones.
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La normalidad de los datos se comprobó mediante el test de Shapiro-Wilk (Royston,
1992). De los 24480 subconjuntos de datos, no se cumplió la hipótesis de normalidad
en 1560 subconjuntos de los dipolos y en 6491 series de anomaĺıa de lluvia.
En las tablas 3.1, 3.2 y 3.3, se muestra un resumen de los resultados obtenidos
utilizando las coeficientes de Pearson, Spearman y Kendall respectivamente. En estas
tablas se indica el número de correlaciones estad́ısticamente significativas (p<0,05)
obtenidas en cada caso, el total de correlaciones por dipolo, el número de datos utili-
zado, el número de correlaciones positivas y negativas, aśı como la correlación media
obtenida. Para el cálculo de esta correlación media se han utilizado los valores abso-
lutos de las correlaciones significativas.
Utilizando la correlación de Pearson (tabla 3.1), los dipolos que presentan en
general un mayor número de correlaciones significativas totales (71) y, además, con
una media de correlación más alta (r = 0,88 y r = 0,91), son los dipolos 4◦N / 8◦S
y 4◦N / 14◦S. Sin embargo, se puede observar que el número de datos disponible
en estas correlaciones es sólo de seis. Es decir, se dispone únicamente de los valores
de seis años en las series de dipolo y lluvia. En casos particulares, como el de los
estados de Paraiba y Maranhao, el mejor dipolo es el 15◦N / 19◦S. Estos resultados
son mejores que los obtenidos con el dipolo “clásico” (15◦N / 10◦S) y con el dipolo
de Servain, ya que estos presentan un menor número de correlaciones significativas y
una correlación media inferior.
Tabla 3.1
Resultados obtenidos con Pearson. Los valores indican el número de correlaciones significativas en
cada caso y el total por dipolo, número de datos utilizado, número de correlaciones positivas, nega-


























































































15N8S 1 5 5 6 3 4 6 4 7 4 45 9 38 7 0,74
15N10S 6 3 4 4 5 2 3 3 5 6 41 17 13 28 0,56
15N14S 1 4 0 3 1 1 2 0 4 5 21 10 4 17 0,69
15N19S 4 5 6 5 6 2 7 10 9 1 55 10 48 7 0,70
12N8S 9 2 4 7 6 4 4 3 4 5 48 8 27 21 0,78
12N10S 2 3 4 5 1 3 7 1 6 4 36 14 8 28 0,57
12N14S 4 6 2 6 5 2 6 6 3 4 44 9 5 39 0,78
12N19S 1 6 2 6 4 4 4 4 8 3 42 9 29 13 0,73
8N8S 5 5 1 9 8 7 4 5 6 4 54 8 17 37 0,80
8N10S 5 4 9 2 5 4 1 4 7 7 48 16 11 37 0,54
8N14S 6 2 0 5 3 4 4 3 8 7 42 9 14 28 0,76
8N19S 3 4 7 4 3 3 2 2 2 2 32 9 22 10 0,74
4N8S 10 5 3 9 9 7 4 5 10 9 71 6 12 59 0,88
4N10S 4 0 2 2 3 1 0 0 5 2 19 12 4 15 0,61
4N14S 10 7 2 12 6 5 4 8 12 5 71 6 8 63 0,91
4N19S 2 6 5 6 5 4 2 3 4 2 39 6 24 15 0,84
Servain 5 0 0 7 3 1 2 5 2 4 29 20 6 23 0,53
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Como se ha comentado anteriormente, la correlación de Pearson es sensible a
las caracteŕısticas de los datos. En este caso, utilizando el número de datos y el
número total de correlaciones significativas, se obtuvo una correlación de r = -0,35.
Esta correlación puede indicar que a menor número de datos, se obtiene un mayor
número de correlaciones significativas, es decir, se obtienen correlaciones más altas.
Además, en más de un tercio de los casos no se cumpĺıa el criterio de normalidad en
las anomaĺıas de lluvia, pudiendo indicar un alto número de valores extremos. Puesto
que los resultados con Pearson pueden estar sesgados por estos motivos, se utilizaron
también los tests no paramétricos de Spearman y Kendall.
En la tabla 3.2 se muestran los resultados del coeficiente de Spearman. En este
caso, los dipolos con un mayor número de correlaciones totales son 12◦N / 14◦S y
8◦N / 14 ◦S, con 50 y 48 correlaciones significativas respectivamente, siendo la media
de correlación de 0,78 en ambos casos. Con Spearman, los dipolos 4◦N / 8◦S y 4◦N
/ 14◦S presentan 36 y 44 correlaciones significativas respectivamente. Este número
es inferior al obtenido mediante Pearson, sin embargo, la correlación media en estos
dipolos sigue siendo alta (ρ = 0,92 y ρ = 0,88). En cuanto a la correlación entre el
número de datos y el número de correlaciones significativas, el valor obtenido es de r
= -0,13, inferior al obtenido con Pearson. Esto podŕıa indicar una menor influencia
del número de datos en los resultados.
Tabla 3.2
Resultados obtenidos con Spearman. Los valores indican el número de correlaciones significativas
en cada caso y el total por dipolo, número de datos utilizado, número de correlaciones positivas,


























































































15N8S 1 8 4 3 2 1 4 2 3 5 33 9 18 15 0,77
15N10S 2 4 4 7 3 2 2 3 5 5 37 17 6 31 0,58
15N14S 2 5 3 2 1 1 5 1 4 3 27 10 5 22 0,70
15N19S 4 3 8 1 7 1 4 5 6 4 43 10 35 8 0,70
12N8S 7 2 3 5 4 3 3 4 6 9 46 8 32 14 0,79
12N10S 3 3 4 5 0 4 2 0 7 5 33 14 6 27 0,59
12N14S 3 7 0 5 6 3 8 4 12 2 50 9 7 43 0,78
12N19S 2 6 4 4 6 0 2 4 5 4 37 9 28 9 0,74
8N8S 6 5 0 5 6 4 4 4 4 5 43 8 19 24 0,84
8N10S 3 5 5 1 0 5 4 2 5 3 33 16 9 24 0,57
8N14S 8 2 1 4 8 3 6 4 7 5 48 9 18 30 0,78
8N19S 2 4 5 3 3 3 0 1 1 3 25 9 15 10 0,74
4N8S 6 2 0 7 4 3 3 2 7 2 36 6 8 28 0,93
4N10S 1 2 2 1 2 3 1 1 1 2 16 12 6 10 0,61
4N14S 7 5 1 5 4 1 5 8 6 2 44 6 6 38 0,92
4N19S 2 3 5 2 4 3 1 1 1 1 23 6 16 7 0,88
Servain 3 2 2 3 5 4 5 4 3 1 32 20 8 24 0,50
Por otra parte, los resultados con el test de Kendall se presentan en la tabla 3.3.
En este caso, los dipolos con un mayor número total de correlaciones significativas
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son 15◦N / 19◦S, 12◦N / 14◦S y 8◦N / 14◦S. Estos resultados son similares a los
obtenidos mediante Spearman, aunque ahora las correlaciones medias son inferiores
(τ = 0,54, τ = 0,64 y τ = 0,64). En el caso de los dipolos 4◦N / 8◦S y 4◦N / 14◦S,
siguen manteniendo unos valores medios de correlación altos (τ = 0,90 y τ = 0,88),
pero presentan un menor número de correlaciones significativas (27 y 32) que en los
anteriores casos. La correlación entre el número de datos y el número de correlaciones
significativas es r = 0,04, siendo un valor inferior al de los otros métodos analizados.
Tabla 3.3
Resultados obtenidos con Kendall. Los valores indican el número de correlaciones significativas en
cada caso y el total por dipolo, número de datos utilizado, número de correlaciones positivas, nega-


























































































15N8S 1 5 4 3 3 0 5 1 3 4 29 9 14 15 0,62
15N10S 2 4 3 5 2 2 1 3 5 5 32 17 6 26 0,44
15N14S 0 5 4 4 1 1 3 1 4 4 27 10 7 20 0,55
15N19S 3 4 9 2 5 2 5 5 4 4 43 10 36 7 0,54
12N8S 5 0 1 4 3 3 2 3 3 4 28 8 20 8 0,68
12N10S 2 2 2 4 0 4 3 0 7 3 27 14 4 23 0,45
12N14S 2 5 0 4 5 4 6 6 10 1 43 9 5 38 0,64
12N19S 3 6 3 3 7 1 3 4 6 4 40 9 28 12 0,58
8N8S 4 4 0 5 5 4 2 2 4 3 33 8 15 18 0,73
8N10S 3 4 4 2 1 4 4 2 2 4 30 16 8 22 0,42
8N14S 8 3 1 6 8 3 4 4 5 5 47 9 19 28 0,64
8N19S 1 3 5 3 4 1 2 1 2 4 26 9 16 10 0,60
4N8S 5 2 0 5 3 1 2 2 5 2 27 6 3 24 0,90
4N10S 1 3 1 2 1 2 0 0 0 1 11 12 4 7 0,48
4N14S 5 4 1 4 4 1 3 6 4 0 32 6 2 30 0,88
4N19S 1 3 5 0 3 3 0 1 1 1 18 6 13 5 0,80
Servain 2 2 1 5 5 3 4 4 3 1 30 20 9 21 0,36
En la tabla 3.4 se muestra en detalle (mes a mes) los resultados obtenidos entre
los valores del dipolo 12◦N / 14◦S y las anomaĺıas de lluvia del estado de Ceará
utilizando el coeficiente de Kendall. Se puede observar que, por ejemplo, el dipolo de
abril presenta correlaciones significativas con las anomaĺıas de lluvias en los meses
de mayo, julio, agosto y noviembre. Estas correlaciones son negativas, indicando que
las anomaĺıas cálidas de SST al norte con respecto al sur (dipolos positivos), están
relacionados con periodos de seqúıas. De igual manera, los dipolos negativos estaŕıan
relacionados con periodos en los que las precipitaciones acumuladas seŕıan superiores
a la media.
Otro ejemplo de los resultados mes a mes se muestra en la tabla 3.5. En este
caso también se obtienen correlaciones negativas significativas en ciertos meses. Sin
embargo, los datos del dipolo de enero con las lluvias de abril, junio, agosto y octubre
proporcionan correlaciones positivas. Este hecho parece contradecir lo expuesto an-
teriormente para la región de Ceará. En el caso de la región de Piaui, los resultados
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sugieren que el modo dipolo presenta una menor influencia en sus reǵımenes de lluvia,
pudiendo tener una mayor influencia otras variables de interacción océano-atmosféri-
cas.
Tabla 3.4
Resultados de las correlaciones mensuales entre los valores de temperatura del dipolo 12◦N / 14◦S
(filas) y las anomaĺıas de lluvia en el estado de Ceará (columnas) utilizando el coeficiente de Kendall.





























































Enero -0,06 0,50 0,28 0,28 0,28 0,67 0,06 0,17 -0,33 0,11 0,22 -0,28
Febrero -0,17 -0,39 -0,28 -0,28 0,11 -0,28 -0,39 -0,22 0,22 -0,11 -0,06
Marzo -0,17 0,06 0,06 0,22 0,17 0,17 0,00 0,44 0,00 -0,06
Abril -0,44 -0,56 -0,39 -0,67 -0,56 -0,17 -0,17 -0,61 0,22
Mayo -0,79 -0,71 -0,57 -0,57 -0,07 0,07 -0,50 0,14
Junio -0,33 -0,44 -0,17 -0,17 -0,17 -0,72 0,28
Julio -0,06 0,11 -0,33 0,22 -0,44 0,22
Agosto -0,11 -0,56 -0,33 -0,78 0,28
Septiembre -0,28 0,06 -0,39 0,11




Resultados de las correlaciones mensuales entre los valores de temperatura del dipolo 8◦N / 14◦S
(filas) y las anomaĺıas de lluvia en el estado de Piaui (columnas) utilizando el coeficiente de Kendall.





























































Enero 0,17 0,00 0,39 0,61 0,44 0,56 0,22 0,56 0,11 0,56 -0,11 0,50
Febrero 0,07 -0,21 -0,64 -0,50 0,14 -0,14 -0,43 -0,43 -0,21 0,21 -0,57
Marzo -0,29 -0,29 -0,29 -0,50 -0,07 -0,07 0,21 -0,14 -0,29 -0,36
Abril -0,50 -0,61 0,11 -0,50 -0,33 0,00 -0,33 0,33 -0,28
Mayo -0,71 0,14 -0,64 -0,29 0,07 -0,43 0,36 -0,29
Junio -0,07 -0,57 0,14 0,14 -0,57 0,36 -0,14
Julio -0,50 0,36 0,36 -0,21 0,29 0,07
Agosto -0,02 -0,02 -0,42 0,07 -0,20
Septiembre 0,00 0,06 -0,06 0,39
Octubre -0,33 -0,02 -0,07
Noviembre -0,06 0,17
Diciembre 0,17
Con el fin de complementar estos resultados, se obtuvieron además las correla-
ciones entre los dipolos de octubre a diciembre con las anomaĺıas promedio de la
temporada de lluvias (marzo a mayo) del año siguiente en el NEB y Ceará, aśı co-
mo las correlaciones entre los dipolos de enero y febrero con las anomaĺıas de lluvia
promedio del mismo año. Con el dipolo de Servain se obtuvieron correlaciones signi-
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ficativas únicamente con los datos de febrero (NEB: ρ = -0,54 y Ceará: ρ = -0,46).
Con el resto de dipolos se obtuvieron las siguientes correlaciones significativas:
• NEB: diciembre (ρ = 0,83) y enero (ρ = 0,88) del dipolo 8◦N / 8◦S, enero (ρ
= 0,73) del dipolo 8◦N / 14◦S y diciembre (ρ = 0,58) del dipolo 8◦N / 10◦S
• Ceará: octubre (ρ = 0,65) del dipolo 8◦N / 14 ◦S.
Estos resultados no consiguen mejorar a los obtenidos correlacionando mensual-
mente los dipolos con las anomaĺıa de lluvia. Sin embargo, este nuevo análisis apunta
a que el dipolo de Servain es mejor indicador que los dipolos PIRATA al estudiar el
promedio de anomaĺıas en la temporada de lluvias, mientras que los dipolos PIRATA
son mejores en el análisis mes a mes. Esta diferencia puede deberse a que el dipolo
de Servain utiliza valores de la SST de regiones extensas del océano, mientras que los
dipolos PIRATA utilizan valores de la SST en puntos concretos.
En la figura 3.9 se muestra el dipolo “clásico”, el dipolo de Servain, aśı como los
dipolos PIRATA 12◦N / 14◦S y 8◦N / 14◦S de manera superpuesta. Aunque depen-
diendo del periodo, se pueden observar mayores o menores similitudes en el comporta-
miento de las series temporales, en generarl, el dipolo de Servain muestra unos valores
de anomaĺıas mayores a los de los dipolos PIRATA. Finalmente, en la figura 3.10 se
ilustran las series temporales del dipolo “clásico” 15◦N / 10◦S, del dipolo de Servain
y de los dipolos PIRATA con mayor número de correlaciones significativas con las
anomaĺıas de precipitaciones en el NEB (8◦N / 14◦S) y en el estado de Ceará (12◦N /
14◦S). Superpuestas a estas series temporales, se muestra la media de precipitaciones
durante la temporada de lluvias de marzo a mayo.























Comparación entre los dipolos PIRATA y el dipolo de Servain.
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Dipolos mensuales (ĺıneas azules) y medias de anomaĺıas de precipitaciones (barras rojas) durante
la temporada de lluvias (marzo a mayo) en el Nordeste de Brasil y el estado de Ceará (2006-2016).
Se muestra el dipolo “clásico” 15◦N / 10◦S, el dipolo de Servain y los dipolos PIRATA con mayor
número de correlaciones significativas con el NEB y Ceará (8◦N / 14◦S y 12◦N / 14◦S).
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3.5. Conclusiones
En este caṕıtulo de la Tesis Doctoral se ha analizado la relación entre los valores de
temperatura del dipolo del Atlántico y las anomaĺıas de precipitación en los diferentes
estados del NEB. En primer lugar, se han obtenido los datos de SST proporcionados
por las boyas de la ĺınea meridional 38◦W y 10◦W, la boya 10◦S - 10◦W y las boyas
de la PIRATA-SWE. Utilizando estos datos, se han obtenido 16 dipolos mediante las
combinaciones entre las boyas del norte y las boyas del sur. Posteriormente, utilizando
los coeficientes de correlación de Pearson, Spearman y Kendall, se ha determinado la
relación entre estos dipolos y las series históricas de lluvia del NEB. Las conclusiones
obtenidas son:
• Aunque los resultados vaŕıan en función del método utilizado y de la región estu-
diada, los experimentos muestran que los nuevos dipolos analizados presentan,
en general, un mayor número de correlaciones significativas y una correlación
media mayor que el dipolo “clásico” (15◦N / 10◦S) y el dipolo de Servain.
• Puesto que los métodos Spearman y Kendall son más robustos frente a datos
extremos que Pearson, los resultados obtenidos sugieren que los dipolos 12◦N
/ 14◦S y 8◦N / 14◦S son los mejores candidatos para representar el dipolo del
Atlántico.
• Junto al dipolo “clásico” y al dipolo de Servain, seŕıa importante la monito-
rización de estos nuevos dipolos con la finalidad de mejorar las previsiones de
tiempo y clima en el NEB.
42
Caṕıtulo 4
Identificación de patrones en los
datos PIRATA mediante mapas
auto-organizados
4.1. Introducción
En los anteriores caṕıtulos se han detallado varios de los diversos procesos de
interacción océano-atmósfera que están implicados en la variabilidad del clima del
océano Atlántico. Para comprender estos procesos es necesario estudiar el efecto de
las variables atmosféricas, especialmente las relativas al viento, en el comportamiento
de las variables oceánicas. Por ejemplo, en la zona ecuatorial, conocer la migración
de la ITCZ y su influencia en el comportamiento de los vientos es fundamental para
comprender la variabilidad de la SST (Csanady, 2001; Ferreira y Mello., 2005).
Los vientos y las olas mezclan las aguas de la parte superior del océano, distribu-
yendo el calor de manera casi uniforme. Por debajo de la capa superior, denominada
capa de mezcla, se sitúa la termoclina. Esta capa de transición, separa las aguas ca-
lientes de la superficie de las aguas fŕıas de las profundidades. Mientras que en la
capa de mezcla la temperatura permanece prácticamente constante, en la termocli-
na disminuye rápidamente al aumentar la profundidad. Una vez alcanzada la base
de la termoclina, la temperatura de las aguas profundas continúa disminuyendo, pe-
ro mucho más lentamente (NOAA, 2018). La profundidad de las capas de mezcla y
termoclina vaŕıan dependiendo de la latitud, longitud y época del año, afectando al
comportamiento de la SST (Rugg et al., 2016). En la figura 4.1 se muestra un perfil de
temperatura para la boya 12◦N - 38◦W, en la que se observa la rápida disminución de
la temperatura en la capa termoclina. En esta localización, la capa de mezcla presenta
una profundidad promedio anual de 43 m (Monterey y Levitus, 1997).
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Perfil de temperatura promedio en función de la profundidad en la boya 12◦N - 38◦W.
Además de las variables relativas al viento y las propiedades de las capas de mez-
cla y termoclina, otras variables meteo-atmosféricas como la temperatura del aire, la
humedad relativa, la salinidad o la densidad están implicadas en la variabilidad de la
temperatura de los océanos. Por tanto, el análisis de todas estas relaciones plantea un
problema multivariante. Una posible aproximación a la resolución de este problema
consiste en realizar un análisis mediante redes SOM. Un SOM es un tipo de red neuro-
nal artificial (Artificial Neural Network, ANN) que se utiliza habitualmente en tareas
de visualización de datos de alta dimensionalidad y fue descrito por primera vez por
Teuvo Kohonen en 1982 (Kohonen, 2001). Los SOM mapean las relaciones comple-
jas que existen entre las variables de un conjunto de datos de alta dimensionalidad
en una relación más sencilla de baja dimensionalidad, facilitando la visualización y
extracción de información de los datos (Haykin, 2009).
Esta técnica ha sido utilizada anteriormente en f́ısica oceanográfica, principal-
mente para detectar patrones en la variabilidad de la temperatura y del clima. Por
ejemplo, utilizando una variante del SOM, el GHSOM (Growing Hierarchical Self-
Orgnazing Map), los autores Liu et al. (2006) analizaron series temporales diarias de
SST con la finalidad de obtener patrones de variabilidad sobre la plataforma continen-
tal de Florida occidental. Los SOMs obtenidos permitieron visualizar y caracterizar
los patrones que presenta el ciclo estacional (invierno/verano) de la SST. Además,
los autores sostienen que el método SOM permitió obtener patrones que no fueron
fácilmente detectables mediante el análisis con la función ortogonal emṕırica (EOF),
método lineal ampliamente utilizado en oceanograf́ıa.
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Por otra parte, Reusch et al. (2007) y Johnson et al. (2008) estudiaron la va-
riabilidad climática en el Atlántico Norte y la Oscilación del Atlántico Norte. En el
trabajo de Reusch et al. (2007), estos fenómenos se analizaron mediante los mapas
SOM entrenados utilizando como entradas la presión media del nivel del mar durante
la estación de invierno. Los autores concluyen que, comparado con el método PCA,
el SOM posibilita el análisis de la variabilidad de manera más sencilla e intuitiva.
En el trabajo de Johnson et al. (2008) también se utiliza la presión media del nivel
del mar y concluyen que análisis SOM supone un método adicional para explorar las
relaciones en las conexiones de diferentes zonas del Atlántico Norte, aśı como entre
la Oscilación del Atlántico Norte y otras variables climáticas. Continuando con estu-
dios en el Atlántico Norte, Wu et al. (2012) utilizó los mapas SOM para estimar las
anomaĺıas de temperatura en subsuperficie entrenando los modelos con series men-
suales de anomaĺıas de SST, altura del mar y salinidad, obteniendo buenos resultados
a profundidades superiores a 700 m. Por último, entrenando los SOMs con patrones
anómalos de la SST, Li et al. (2015) consiguió clasificar con éxito las fases de inicio,
pico y fin de los eventos el Niño y la Niña.
A diferencia de los trabajos mencionados, en este caṕıtulo de la Tesis Doctoral
se plantea el uso de los SOMs para analizar y extraer patrones generales sobre las
posibles relaciones existentes entre un mayor número de variables que caracterizan
al océano Atlántico. Para este análisis se pretende utilizar todas las variables meteo-
oceanográficas proporcionadas por las boyas PIRATA situadas en 0◦N – 35◦W, 0◦N
– 23◦W, 8◦N – 38◦W y 8◦S – 30◦W. La localización de estas boyas permite estudiar
los sistemas de interacción océano-atmósfera en la zona ecuatorial, aśı como en las
regiones norte y sur del Atlántico tropical.
4.2. Objetivos
El objetivo de este caṕıtulo es utilizar el análisis SOM, que permite visualizar
la estructura general de todo el conjunto de datos disponible en cada boya, con la
finalidad de contribuir en la mejora del conocimiento sobre los procesos que modulan
la variabilidad de la SST en el océano Atlántico tropical. Por tanto, los objetivos
principales de este caṕıtulo de la Tesis Doctoral son:
• Demostrar la utilidad de la técnica SOM en la identificación de patrones gene-
rales en los conjuntos de datos oceánicos y atmosféricos proporcionados por las
boyas del proyecto PIRATA.
• Describir algunos de los patrones meteo-oceanográficos en el océano Atlántico
tropical y los procesos involucrados en su evolución temporal.
• Estudiar y establecer relaciones entre la capa de mezcla y la termoclina; entre
densidad, salinidad, temperatura en superficie y subsuperficie, aśı como entre
viento, humedad relativa y temperatura del aire.
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4.3. Materiales y métodos
4.3.1. Datos
En la figura 4.2 se muestra un esquema de las diferentes etapas de procesado que
se han realizado para generar las matrices de datos utilizadas en el entrenamiento de
los SOMs.
1. Descarga de datos
Archivos .ascii
(un archivo por cada
tipo de variable y boya)https://www.pmel.noaa.gov/tao/drupal/disdel/
2. Procesado
2.2. Eliminación de variables con un elevado número de ausentes
2.3. Eliminación de patrones con datos ausentes
2.4. Estandarización de los datos (media cero y varianza unidad)
Matrices de
datos finales
2.1. Generar matrices de datos base (una matriz por boya)
Figura 4.2
Esquema del procesado realizado para obtener las matrices de datos.
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Las series temporales diarias se obtuvieron de la página web de la NOAA (GTM-
BA, 2016). Cada tipo de variable se proporciona en un archivo .ascii individual que
presenta una estructura de datos por bloques. Por tanto, la primera etapa del proce-
sado consistió en generar una única matriz de datos para cada boya a partir de las
variables individuales, tomando como referencia la fecha de registro de cada dato. En
la segunda etapa de procesado se realizó un análisis de los datos ausentes en cada
variable, eliminando aquellas variables con un número elevado de valores ausentes
respecto a la media del resto de variables. En la siguiente etapa se eliminaron los
patrones con datos ausentes. Finalmente, todas las variables fueron estandarizadas
(media cero y varianza unidad). Tras un primer análisis general de los SOMs obteni-
dos en cada boya, se decidió estudiar con mayor detalle cuatro boyas representativas,
dos situadas sobre el ecuador, una en el hemisferio norte y otra en el hemisferio sur:
1. 0◦N – 35◦W (22/01/1988 a 31/12/2013).
2. 0◦N – 23◦W (03/03/1999 a 31/12/2013).
3. 8◦N – 38◦W (31/01/1998 a 31/12/2013).
4. 8◦S – 30◦W (21/08/2005 a 31/12/2013).
En la tabla 4.1 se muestra la definición de las variables presentes en las matri-
ces de datos. En la sección 2.2.1 del caṕıtulo 2 se puede consultar una descripción
más detallada de estas variables. Con respecto a las originales, las variables han sido
renombradas para facilitar su identificación en los mapas SOM.
Tabla 4.1
Descripción de las variables presentes en los conjuntos de datos.
Variable Definición
Air Temp (◦C) Temperatura del aire.
U Wind (m/s) Viento zonal (componente este-oeste).
V Wind (m/s) Viento meridional (componente norte-sur).
Wind Speed (m/s) Velocidad escalar del viento.
Wind Dir (deg) Dirección del viento en grados.
Max Sw rad (W/m2) Radiación máxima de onda corta.
RH ( %) Humedad relativa.
Rain (mm/hr) Lluvia o precipitación acumulada.
Dyn Ht (0-500 m) Altura dinámica.
20◦C IsoD (m) Profundidad de la isoterma a 20 ◦C.
Sea Salt 1m, 20m, 40m y 120m Salinidad del mar a diferentes profundidades.
Sea Dens (Kg/m3) 1m, 20m, 40m y 120m Densidad del mar a diferentes profundidades.
Sea Temp (◦C) 20m, 40m, 60m, 80m,
100m, 120m, 140m, 180m, 300m y 500m
Temperatura del mar en subsuperfice a diferentes
profundidades.
SST (◦C) Temperatura en la superficie del mar.
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4.3.2. Mapas auto-organizados
Un SOM está formado por una serie de neuronas ordenadas en dos capas: una
capa de entrada formada por N neuronas (N es igual al número de variables de en-
trada) y una capa de salida en la que se procesa la información. Las neuronas de la
capa de salida se configuran en un espacio de baja dimensionalidad en forma de rejilla
rectangular o hexagonal. Esta capa normalmente sigue una estructura de dos dimen-
siones ya que la extracción de información resulta más sencilla que en una estructura
con un mayor número de dimensiones. En el mapa de dos dimensiones resultante o
“components plane”, se mantienen las relaciones de vecindad existentes en el espacio
original, de manera que los datos con caracteŕısticas similares se encuentran próximos
entre śı, mientras que los que presentan caracteŕısticas distintas quedan alejados de
los anteriores (Kiviluoto, 1996). Por lo tanto se produce una agrupación de los datos
según sus caracteŕısticas. En el problema analizado esto significa que patrones de en-
trada con similares caracteŕısticas de temperatura, salinidad, viento, etc., se sitúan
en áreas cercanas en el mapa resultante.
El número de neuronas necesarias para formar la red vaŕıa en función del número
de patrones de entrada, pudiendo contener desde unas pocas decenas hasta unos cien-
tos. Cada neurona está representada por un vector de pesos N -dimensional (vector
prototipo) definido como mij = [m
1
ij , . . . ,m
N
ij ], donde N es el número de dimensio-
nes del vector de entrada. Las neuronas que componen la red están conectadas a las
neuronas adyacentes mediante una relación de vecindad. Esta relación fija la estruc-
tura de la red, pudiendo ser rectangular, hexagonal, ciĺındrica o toroidal, siendo la




Esquema de un SOM con una estructura rectangular de dos dimensiones.
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Antes de comenzar el entrenamiento es necesario inicializar los pesos del vector
prototipo de las neuronas; esta inicialización usualmente es de tipo aleatoria. En el
siguiente paso, el algoritmo de entrenamiento ajusta los valores de los pesos mediante
un proceso iterativo. En cada iteración se selecciona un patrón x de los datos de
entrada y se calcula la distancia existente entre el patrón seleccionado y los vectores
prototipos del mapa. La medida de distancia habitualmente utilizada es la distancia
eucĺıdea. La neurona cuyo vector de pesos es el más cercano al patrón de entrada x
se denomina Best-Matching Unit (BMU) denotado como c:
‖x−mc‖ = minij {‖x−mij‖} (4.1)
donde ‖ ‖ es la distancia utilizada.
Este proceso de ajuste de los pesos es similar a los algoritmos basados en Vector
Quantization, como el algoritmo de clustering k-means (Gray, 1984). La principal di-
ferencia radica en que además de actualizar los vector de pesos de la red, también se
actualizan las relaciones topológicas de vecindad, situando la BMU en una posición
más cercana al vector de entrada. El proceso de ajuste se muestra de manera gráfica
en la figura 4.4.
Figura 4.4
Actualización de la BMU y sus vecinos hacia la muestra de entrada x. Las ĺıneas continuas corres-
ponden a la situación anterior a la actualización mientras que las discontinuas corresponden a la
situación posterior.
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La regla de actualización del vector de pesos de la unidad ij del SOM se define
como:
mij(t+ 1) = mij(t) + α(t)hcij(t)[x(t)−mij(t)], (4.2)
donde t indica el tiempo. El patrón de entrada x(t), se selecciona aleatoriamente del
conjunto de datos de entrada en el tiempo t, hcij(t) es la función de vecindad alrededor
de la unidad ganadora c y α(t) es la tasa de aprendizaje. La función de vecindad es
una función decreciente (distancia con la neurona ganadora) de la neurona ij. Esta
función de vecindad define la región de influencia que el patrón de entrada tiene en
el SOM.
El entrenamiento se realiza normalmente en dos fases: en la primera, se asigna
una tasa inicial de aprendizaje y un radio de vecindad relativamente grandes. En la
segunda fase, se reduce el tamaño de ambos parámetros. Con este procedimiento, en
la primera fase se inicializa el SOM acorde a los datos de entrada y en la segunda fase
se ajustan los parámetros del mapa. Cuando finaliza el proceso de entrenamiento, es
posible visualizar en el mapa de dos dimensiones resultante denominado “components
plane”. Este mapa permite obtener información cualitativa de la relación que existe
entre las variables de entrada del conjunto de datos utilizado en el entrenamiento.
Para visualizar la respuesta de los datos de entrada en el SOM se emplea el “Hits
map”. En este mapa se representa el número de veces que una neurona es el BMU
para cada patrón de entrada. Como ejemplo, en la figura 4.5 se muestra el “Hits map”
correspondiente a la boya 0◦N - 0◦E. En esta figura se puede observar la distribución de
los BMU para el conjunto de datos de esta boya. El área coloreada de cada hexágono
es proporcional al número de patrones de entrada que ha sido asignado a esa neurona.
4.3.3. Ajustes de los parámetros de los mapas
Para el entrenamiento, análisis y visualización de los mapas autoorganizados se
ha utilizado la libreŕıa desarrollada para Matlab por el Laboratory of Information and
Computer Science de la Helsinki University of Technology (Vesanto et al., 1999). Los
SOMs se implementaron en la versión R2016a de Matlab en un servidor con procesador
Intelr Xeonr CPU E5530 @2,4GHz x16, 70Gb de memoria RAM y sistema operativo
Linux (Ubuntu).
El primer parámetro de ajuste es el número de neuronas de la red (tamaño del
mapa). Este tamaño se define comúnmente como 5
√
n, donde n es el número de
muestras de entrada o patrones (Vesanto et al., 1999). Este tamaño es distinto en
cada caso ya que el número de patrones disponible vaŕıa según la boya. En el caso de
la boya 0◦N - 0◦E el tamaño del mapa es 14 x 11 neuronas (5
√
1040 = 161). El resto
de parámetros de entrenamiento se evalúa mediante la combinación de las diferentes
posibilidades.
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Figura 4.5
Ejemplo de “Hits map” para la boya 0◦N - 0◦E donde cada neurona se representa mediante un
hexágono.
En total, se han entrenado 4008 mapas para cada boya combinando los diferentes
tipos de inicialización de los vectores de pesos de las neuronas (random y linear),
con los diferentes algoritmos de entrenamiento disponibles (batch y sequential) y con
cuatro tipos de funciones de vecindad (gaussian, cut gaussian, epanechnikov y bubble).
El resto de parámetros como el tiempo de entrenamiento, tasa de aprendizaje y el
radio de vecindad, se han ajustado siguiendo las recomendaciones de la documentación
de la libreŕıa del SOM (Vesanto et al., 1999). Una vez obtenidos los mapas entrenados
con los diferentes parámetros, es necesario realizar la búsqueda de los mejores mapas
o arquitecturas. Generalmente, se utilizan dos tipos de criterio para realizar esta
selección (Kohonen, 2001):
• Error de resolución o cuantización. Este ı́ndice se calcula como la media
de las distancias entre cada vector de datos y su BMU.
• Error de conservación de la topoloǵıa o error topográfico. Este criterio
indica si se conserva la relación de vecindad entre el espacio original y el espacio
final. Se calcula a partir de la proporción de vectores de datos para los que su
primer y segundo BMU son unidades no adyacentes.
Con la finalidad de obtener el mapa con el menor error combinando ambos crite-
rios, de los mapas con error topográfico igual a 0, se ha escogido el mapa con menor
error de cuantización.
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4.4. Resultados
4.4.1. Análisis de la boya 0◦N - 35◦W
El plano de componentes obtenido para las variables de la boya 0◦N - 35◦W
se muestra en la figura 4.6. Para facilitar la interpretación del análisis realizado, la
presentación de los resultados se ha dividido en diferentes apartados, mostrando una
ampliación de los mapas y zonas de interés en cada caso. Además, las descripciones de
los SOMs se han complementado mediante tablas de estad́ısticos y gráficas de series
temporales relacionadas con las variables analizadas.
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SOM de las variables meteo-oceanográficas de la boya PIRATA localizada en 0◦N – 35◦W. El tamaño
del mapa es 17 x 7 neuronas.
4.4.1.1. Análisis de la SST y de la temperatura en subsuperficie
Durante el mes de abril la ITCZ se encuentra en su posición más al sur (Csanady,
2001), dando lugar a una menor velocidad del viento en la zona ecuatorial, hecho que
favorece una menor mezcla vertical del viento en la columna de agua y un menor
flujo de calor latente (evaporación del agua). Por otra parte, según Ferreira y Mello.
(2005), en agosto la ITCZ se encuentra en su posición más al norte, ocasionando
vientos alisios del sureste más fuertes a lo largo del ecuador, favoreciendo un flujo
de calor latente más fuerte en los trópicos profundos. Estos procesos afectan a la
temperatura en la parte superficial de la columna de agua (entre la superficie y 20






















Mapas de las variables SST, Sea Temp 20m y Sea Temp 40m de la boya PIRATA en 0◦N – 35◦W.
Comparando los mapas correspondientes a las variables SST y Sea Temp 20m, se
observan patrones similares de temperatura (las áreas rojas, amarillas, verdes y azules
se encuentran en las mismas regiones de los mapas), evidenciando similitud entre la
SST y la temperatura a 20 m de profundidad. Además, esta similitud indica que la
capa de mezcla se extiende desde la superficie hasta, al menos, 20 m de profundidad.
Cabe aclarar que los nodos rojos indican altas temperaturas, los nodos amarillos y
verdes temperaturas intermedias y, los nodos azules, bajas temperaturas. La tabla 4.2
muestra los estad́ısticos básicos, aśı como el valor de la correlación entre la SST y la
temperatura del mar a varias profundidades. El coeficiente de correlación es de 0,98
entre la SST y la temperatura a 20 m, respaldando lo observado en la figura 4.7.
Tabla 4.2
Estad́ısticos básicos (◦C) y correlación de Pearson entre la SST diaria y la temperatura en subsu-
perficie a diferentes profundidades para la boya PIRATA 0◦N – 35◦W; DE: Desviación Estándar.
SST 20 m 40 m 60 m 80 m 100 m 120 m 140 m 180 m 300 m 500 m
Mı́n. 25,7 25,7 23,9 20,9 16,1 14,7 14,0 12,9 11,3 9,0 6,2
Máx. 29,6 29,1 28,5 27,8 27,5 27,1 25,8 22,9 16,5 13,0 8,2
Media 27,5 27,4 27,1 26,3 24,3 21,5 18,1 15,6 13,5 10,8 7,2
DE 0,6 0,6 0,5 1,1 2,2 2,9 2,3 1,3 0,6 0,6 0,3
Pearson - 0,98 0,67 -0,20 -0,50 -0,53 -0,45 -0,40 -0,19 -0,26 0,03
La serie temporal de la SST (figura 4.8) muestra una variabilidad anual con va-
lores máximos aproximadamente en abril (cuando la ITCZ está en su posición más
meridional) y valores mı́nimos en agosto (cuando la ITCZ está en su posición más
septentrional). Los datos ausentes en esta figura y siguientes se deben a fallos de
sensores o vandalismo asociado con actividades pesqueras. Comparando las series
temporales de temperatura, se observa que a 40 m de profundidad la serie presenta
un comportamiento diferente al de la porción superficial de la columna de agua. Con-
secuentemente, el mapa SOM de temperatura a 40 m es diferente a los mapas de la
temperatura en superficie y en 20 m (figura 4.7). En los mapas de SST y Sea Temp
20m el color rojo predomina en la región superior del mapa (zona A), mientras que
en esa misma zona del mapa Sea Temp 40m se observan nodos de todos los tipos de
colores. Además, en la parte izquierda (zona B) de los mapas de SST y Sea Temp
20m las áreas de diferentes colores aparecen distribuidos de manera aproximadamente
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equitativas, mientras que en la zona B del mapa Sea Temp 40m, el color rojo es el
predominante. Coincidiendo con esta observación, el valor de correlación entre la SST























































SST ST 20m ST 40m
Figura 4.8
Temperatura diaria del océano Atlántico a 1 m (SST), 20 m y 40 m en 0◦N - 35◦W.
La diferencia entre temperaturas aumenta al profundizar en la columna de agua
como muestran las figuras 4.9 y 4.10. A partir de 60 m se amplia la diferencia con
respecto a las series temporales de temperatura en superficie y en subsuperficie a 20
y 40 m, con una tendencia a la oposición de fase. Es decir, los valores de tempera-
tura máximos (mı́nimos) en subsuperficie tienden a coincidir con los valores mı́nimos
(máximos) en superficie. Esto indica que, a partir de 60 m, la temperatura está fuer-






















































































SST ST 60m ST 120m ST 180m ST 300m ST 500m
Figura 4.10
Temperatura diaria del océano Atlántico a 1 m (SST) y a varias profundidades en 0◦N - 35◦W.
A mayores profundidades, sigue aumentando la diferencia de temperatura con
respecto a la superficie y, además, esta temperatura presenta un mayor rango, alcan-
zando los máximos valores de amplitud entre los 100 - 120 m de profundidad. En
estas profundidades los valores de la serie temporal de temperatura y la serie de la
SST están en oposición de fase según se observa en la figura 4.10 y en los valores de
las correlaciones, que ahora son negativos (tabla 4.2). Nuevamente, esta relación se
evidencia comparando los mapas SOM resultantes (figura 4.9). Por ejemplo, el área
de color rojo (zona A) se encuentra en la región superior del mapa SST, mientras que
el área de color azul (zona B) se encuentra en la región inferior. Sin embargo, en los
mapas Sea Temp 100m y Sea Temp 120m estas áreas aparecen invertidas, el color
rojo predomina en la región inferior (zona B) y el color azul predomina en la región
superior (zona A).
El hecho de que la serie temporal de temperatura a esas profundidades (100 – 120
m) esté aproximadamente en oposición de fase con la SST y tenga una mayor variación
de amplitud durante el año, sugiere que la base de la capa de mezcla se encuentra
cerca de esas profundidades, pudiéndose encontrar la capa de mezcla o la termoclina
dependiendo de la época del año. En los momentos en los que la temperatura a esas
profundidades alcanza los valores más altos (septiembre), es probable que se produzca
un espesamiento de la capa de mezcla y, a estas profundidades, se encuentre dicha
capa. Además, durante esos periodos la SST alcanza los valores mı́nimos. Por otro
lado, cuando la temperatura en esas profundidades es menor (mayo) la SST es alta y
es esperable que la capa de mezcla se estreche, encontrándose la termoclina en esas
profundidades. Estas observaciones quedan respaldadas por las variaciones anuales
de la isoterma a 20 ◦C, utilizada como referencia de la profundidad de la termoclina
(figura 4.11), y los perfiles climatológicos de temperatura del Atlas Oceánico Mundial
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(World Ocean Atlas, WOA; figura 4.12.a) (Locarnini et al., 2013). La profundidad de
la isoterma a 20 ◦C muestra una termoclina menos profunda en mayo y, por tanto, una
capa de mezcla más delgada, aśı como una termoclina más profunda en septiembre
y, consecuentemente, una capa de mezcla más gruesa. El perfil de temperatura de la
WOA también refleja este hecho, mostrando una capa de mezcla menos profunda en










































































Iso SST ST 100m
Figura 4.11
Temperatura diaria de la SST y a 100 m en el océano Atlántico (eje derecho) y serie temporal de la
profundidad de la isoterma a 20 ◦C (eje izquierdo) en 0◦N - 35◦W.
La variabilidad estacional observada en el espesor de la capa de mezcla es consis-
tente con el comportamiento indicado en estudios previos (Bourlès et al., 2008; Rugg
et al., 2016). Además, el comportamiento de la temperatura en superficie y subsuper-
ficie en esta localización sugiere un proceso similar al descrito por Yu et al. (2006):
una mayor (menor) concentración de calor superficial neto en una capa de mezcla
más delgada (ancha) produce una temperatura más alta (más baja) en la superficie
del mar. Esto significa que el calentamiento de la superficie del mar no está asociado
con el aumento del contenido de calor en subsuperficie relativo a la profundidad de la
termoclina (Merle, 1980; Houghton, 1991; Reverdin et al., 1997), sino con el aumento
del calor en la capa de mezcla resultante del incremento del flujo de calor neto (Foltz
et al., 2013). Esto corrobora los resultados de Niiler y Kraus (2009), quien sugiere
que, en ausencia de arrastre, el calentamiento superficial reduce el mezclado cerca de
la superficie, generando una estratificación estable en la base de la capa de mezcla y
evitando la mezcla con aguas más profundas, modulando la temperatura de esta capa
y, consecuentemente la temperatura superficial del mar. En estas regiones gran parte
del flujo de calor superficial neto se almacena en la capa de mezcla, desacoplándose
de la termoclina. Por lo tanto, los niveles a 100 y 120 m parecen estar cerca de la base
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(a) Perfil de temperatura.
















0 °N 35 °W
0 °N 23 °W
8 °S 30 °W
8 °N 38 °W
(b) Perfil de salinidad.
Figura 4.12
Perfiles climatológicos (WOA 2013) mostrando los extremos del espesor de la capa de mezcla (a) y la
profundidad máxima de salinidad (b) (mı́nimo: ĺıneas discontinuas; máximo: ĺıneas continuas) para
las boyas 0◦N – 35◦W, 0◦N – 23◦W, 8◦S – 30◦W y 8◦N – 38◦W.
La temperatura a 180 m está ligeramente influenciada por la variabilidad del
espesor de la capa de mezcla (figura 4.13). En la parte superior de los mapas SOM
20◦C IsoD y Sea Temp 180m (zona A), predomina el color azul (representando una
capa de mezcla más delgada y temperatura más baja), indicando la influencia de
la variabilidad en la profundidad de la capa de mezcla en la temperatura a 180 m.
Por debajo de 180 m, la amplitud de la variación de temperatura es menor de 1
◦C (figura 4.10, tabla 4.2), sugiriendo que la termoclina se encuentra por encima de
esas profundidades (300 y 500 m) a lo largo del año con una baja influencia de la
temperatura superficial. Analizando la figura 4.13, en la parte superior del mapa de
SST el color rojo es el dominante (representando valores altos de SST), mientras que
en la parte superior de las variables Sea Temp 300m y Sea Temp 500m predominan
los colores azules y verdes (representando temperaturas intermedias y bajas). En la
parte inferior (zona B) del mapa SST, predominan los colores azules y, en la parte
inferior de Sea Temp 300m predominan los colores rojos y amarillos. En los perfiles
climatológicos de temperatura de la WOA (Locarnini et al., 2013) (figura 4.12.a) se
observa que la media anual de la termoclina se extiende desde los 60 a los 150 m de
profundidad en esta localización, respaldando las conclusiones previas.
4.4.1.2. Análisis de la salinidad
En las profundidades muestreadas de la columna de agua, los valores de salinidad
oscilan entre 32,5 y 36,9, con el máximo valor de salinidad en 120 m de profundidad
(tabla 4.3).
57
4. PATRONES EN DATOS PIRATA MEDIANTE SOMS
Sea Temp 180m (°C)
15.7
18.6

















Mapas de las variables SST, temperaturas a 120 m, 300 m y 500 m e isoterma a 20 ◦C en la boya
PIRATA 0◦N – 35◦W.
Tabla 4.3
Estad́ısticos básicos de la salinidad diaria a diferentes profundidades para la boya PIRATA en 0◦N
– 35◦W; DE: Desviación Estándar.
Estad́ısticos 1 m 20 m 40 m 80 m 120 m
Mı́n. 32,5 35,3 35,5 35,7 35,4
Máx. 36,4 36,4 36,8 36,5 36,9
Media 35,9 36,0 36,1 36,2 35,9
DE 0,3 0,2 0,2 0,1 0,3
Los resultados SOM de la salinidad cerca de la superficie de la columna de agua (1
m, 20 m) presentan patrones muy similares (figura 4.14: Sea Salt 1m, Sea Salt 20m),
es decir, la distribución de color es similar entre ambos mapas. En la parte superior
derecha de ambos mapas predominan los colores azules y en la parte inferior derecha
predominan los colores rojos, con mayor variación en la superficie. Al profundizar en
la columna de agua aumentan las diferencias con la salinidad en superficie (figura
4.14: Sea Salt 40m). La parte superior derecha en los mapas Sea Salt 1m y Sea Salt
20m presenta colores azules (indicando baja salinidad), mientras que en esa zona del
mapa Sea Salt 40m predomina el color rojo (indicando alta salinidad). Por otra parte,
la zona inferior derecha de los mapas Sea Salt 1m y Sea Salt 20m presentan colores
rojos mientras que Sea Salt 40m presenta colores azules. La profundidad con mayor
rango de variación y con una notable periodicidad es 120 m (figura 4.15), presentando
sus valores más altos aproximadamente en septiembre y los más bajos en mayo. En
este caso, los mapas SOM no han permitido establecer una relación clara entre la
salinidad en superficie y a 120 m (figura 4.14: Sea Salt 1m, Sea Salt 120m).
La serie temporal de salinidad a 120 m (figura 4.15) muestra que, a esta profundi-
dad, los valores más altos de salinidad coinciden con los periodos de tiempo en los que
la capa de mezcla es más gruesa (agosto). Esto ocurre debido a que la masa de agua
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de salinidad máxima (Maximum Salinity Water, MSW), una masa de agua vertical
situada cerca de la base de la capa de mezcla, puede alcanzar esta profundidad en
esta época del año (Stramma et al., 2005; Silva et al., 2009). Los valores más bajos de
salinidad a 120 m de profundidad se dan en mayo, cuando la capa de mezcla es más
estrecha y, por tanto, la MSW se encuentra cerca de la superficie (entre 80 y 100 m).
El periodo de variabilidad de la masa MSW se confirma con la ayuda de los perfiles
climáticos de salinidad de la WOA 2013 (Zweng et al., 2013), que muestran que estos
valores máximos de salinidad se encuentran cerca de la superficie durante los meses
de marzo, abril y mayo (figura 4.12.b). De este modo, puesto que la salinidad a 120
m es mayor cuando la capa de mezcla es más gruesa, lo que ocurre cuando la SST
es menor, las variables SST y salinidad a 120 m presentan patrones opuestos (figura
4.14: Sea Salt 120m, SST). La región inferior del mapa SST presenta colores azules
indicando bajas temperaturas y el mapa Sea Salt 120m presenta colores rojos en esa
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Mapas SOM de la SST y salinidad en la boya PIRATA en 0◦N – 35◦W.
4.4.1.3. Análisis de la densidad
De manera similar a la salinidad y la temperatura, la densidad presenta patrones
muy parecidos en la porción cercana a la superficie (figura 4.16: Sea Dens 1m, Sea Dens
20m), aumentando las diferencias con la superficie al profundizar en la columna de
agua (figura 4.16: Sea Dens 1m, Sea Dens 40m, Sea Dens 120m). Como se esperaba,
la densidad en superficie tiene valores más bajos que en subsuperficie tal y como
muestran los estad́ısticos de la tabla 4.4.
En cuanto a la relación entre densidad, temperatura y salinidad, la densidad en
los océanos está determinada por la ecuación de estado del agua de mar, que en su
versión lineal puede expresarse como (Pedlosky, 1987; Talley, 2011):
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Salt 120m ST 120m
Figura 4.15
Series temporales diarias de salinidad y temperatura en subsuperficie en el océano Atlántico (pro-
fundidad 120 m). Boya PIRATA en 0◦N - 35◦W.
ρ = ρo+ ρo [1− α∆T + β∆S] (4.3)
donde ρ es la densidad, ρo es una densidad de referencia, α es el coeficiente de
expansión termal, ∆T es la variación de temperatura, β es el coeficiente de concen-
tración y ∆S es la variación de salinidad. Por tanto, de acuerdo a la ecuación 4.3, la
densidad y la temperatura son inversamente proporcionales, mientras que la densidad
y la salinidad son directamente proporcionales. Sin embargo, en general, la temperatu-
ra en los océanos es más relevante que la salinidad en la determinación de la densidad,
ya que el rango de variación de la temperatura es mayor que el de la salinidad.
Tabla 4.4
Estad́ısticos básicos: densidad diaria (kg/m3) a diferentes profundidades para la boya PIRATA en
0◦N – 35◦W; DE: Desviación Estándar.
Estad́ısticos 1 m 20 m 40 m 80 m 120 m
Mı́n. 21,0 22,6 22,8 23,6 24,2
Máx. 23,9 24,1 24,8 26,3 26,5
Media 23,2 23,4 23,5 24,6 26,0
DE 0,3 0,2 0,2 0,7 0,4
Con esto en mente, cerca de la superficie (1, 20 y 40 m) el comportamiento de la
densidad es opuesto al de la temperatura (figura 4.16: comparar los patrones SOM de
Sea Dens 1m con SST, Sea Dens 20m con Sea Temp 20m y Sea Dens 40m con Sea
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Mapas SOM de temperatura, densidad, salinidad y profundidad de la isoterma a 20 ◦C en la boya
PIRATA 0◦N – 35◦W.
(figura 4.16: comparar los mapas SOM de Sea Dens 1m con Sea Salt 1m, Sea Dens
20m con Sea Salt 20m y Sea Dens 40m con Sea Salt 40m). La fuerte relación con
la temperatura está relacionada con el gran rango de variación de temperatura que
se produce en esta localización durante el año y, consecuentemente, la densidad tiene
una mayor dependencia de la temperatura que la salinidad.
A 120 m de profundidad el rango de temperatura aumenta, alcanzando unos 10
◦C, mientras que el rango de variación de la salinidad es de aproximadamente una
unidad (figura 4.15), provocando que la temperatura sea todav́ıa más dominante en la
variación de la densidad. Por tanto, a 120 m, la densidad es inversamente proporcional
a la temperatura y también inversamente proporcional a la salinidad, debido a que el
rango de variabilidad de este último es relativamente pequeño (figura 4.16: Sea Dens
120m, Sea Temp 120m, Sea Salt 120m). La distribución de colores en los mapas Sea
Temp 120m y Sea Salt 120m coinciden, existiendo una relación directa, mientras que
en el mapa Sea Dens 120m esta distribución es opuesta. Cabe recordar que la gran
variación de temperatura que se produce a esta profundidad indica la proximidad de
la base de la capa de mezcla.
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4.4.1.4. Análisis de la profundidad de la isoterma a 20 ◦C
La profundidad de la isoterma a 20 ◦C presenta una variación anual de entre 63,6
y 155,3 m (figura 4.17). Los valores más bajos se dan aproximadamente en mayo,
mes en el que el viento presenta la menor velocidad y, consecuentemente, la menor
capacidad de mezclado. Además, la capa de mezcla presenta su menor espesor y la
SST los valores más altos (Yu et al., 2006; Rugg et al., 2016). Aśı, la capa de mezcla
más delgada (más gruesa) está relacionada con el mayor (menor) valor de SST y, como
consecuencia, una menor (mayor) densidad superficial. A su vez, los niveles próximos
a la base de la capa de mezcla presentan un menor (mayor) valor de temperatura
y un mayor (menor) valor de densidad. Comparando los mapas de 20◦C IsoD y de
Sea Dens 1m, la localización de las áreas rojas y azules coinciden aproximadamente,
presentando una posición opuesta en el mapa de la SST (figura 4.16). En 120 m, la
posición de los nodos rojos y azules coinciden en los mapas de 20◦C IsoD y Sea Temp




































































Iso Dens 1m Dens120m
Figura 4.17
Densidad diaria del océano Atlántico (eje derecho) en 0◦N – 35◦W (profundidades: 1 m y 120 m), y
serie temporal de la profundidad de la isoterma a 20 ◦C (eje izquierdo).
Por tanto, el comportamiento de la profundidad de la isoterma a 20 ◦C es contrario
al de la densidad a 120 m (figura 4.17), lo que confirma que cuando la capa de
mezcla es más gruesa se reduce la densidad a 120 m de profundidad. Esto se debe
a que cuando la capa de mezcla es más gruesa (aproximadamente en septiembre), la
profundidad de 120 m está bajo una mayor influencia de la superficie, aumentando
la temperatura a esta profundidad. Teniendo en cuenta que a 120 m la temperatura
es el principal determinante de la densidad, esta se ve reducida. Un comportamiento
similar se observa en las profundidades 80 y 100 m (figura 4.16).
Con el engrosamiento de la capa de mezcla, la porción de agua cercana a la su-
perficie (1 – 20 m) presenta una menor temperatura y, consecuentemente, una mayor
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densidad (figura 4.16: 20◦C IsoD, SST, Sea Dens 1m). A 40 m de profundidad existe
un comportamiento intermedio entre los reǵımenes de superficie y subsuperficie (fi-
gura 4.16: Sea Temp 40m, Sea Dens 40m, 20◦C IsoD). En cuanto a la salinidad, la
relación más fuerte con la profundidad de la isoterma a 20 ◦C se encuentra a 120 m,
donde el aumento de salinidad está relacionado con un engrosamiento de la capa de
mezcla y, por tanto, con una mayor profundidad del núcleo del MSW (figura 4.16:
20◦C IsoD, Sea Salt 120m).
4.4.1.5. Análisis de la relación entre velocidad del viento, humedad rela-
tiva y temperatura del aire
La temperatura del aire, como se esperaba, muestra un comportamiento similar al
de la SST y contrario a la velocidad del viento (figura 4.18). Como se discutió ante-
riormente, los vientos fuertes están relacionados con un flujo de calor latente y mezcla
más fuerte y, por tanto, con una disminución de la SST aśı como de la temperatura
del aire. La humedad relativa y velocidad del viento tienen un comportamiento apro-
ximadamente opuesto debido a que el transporte de humedad por el viento reduce la
presión de vapor, reduciéndose aśı la humedad relativa a pesar de la reducción de las
temperaturas del aire y del mar (figura 4.18). Por lo tanto, velocidades de viento altas
(bajas) y temperaturas bajas (altas) de SST y aire están asociadas con una humedad
relativa baja (alta).
















Mapas SOM de la temperatura del aire, SST, velocidad del viento y RH para la boya PIRATA en
0◦N – 35◦W.
4.4.2. Análisis de la boya 0◦N - 23◦W
En esta sección se analizan los resultados del SOM en la boya 0◦N – 23◦W (figura
4.19). Ya que se encuentra en la misma latitud que la boya 0◦N – 35◦W, los principales
procesos f́ısicos son similares a los anteriormente descritos. Los resultados se centrarán
por tanto, en describir las diferencias en los procesos entre ambas localizaciones.
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SOM de las variables meteo-oceanográficas de la boya PIRATA en 0◦N – 23◦W. El tamaño del mapa
es 15 x 12 neuronas.
4.4.2.1. Análisis de la SST y temperatura en subsuperficie
En general, en la localización 0◦N – 23◦W, el comportamiento de la temperatura
es muy similar entre los niveles cercanos a la superficie (SST 1 m - 20 m) como
muestran los estad́ısticos de la tabla 4.5 y los mapas SOM de la figura 4.20. Los
valores mı́nimos se producen aproximadamente en julio, cuando el ascenso de vientos
ecuatoriales es más intenso (Servain et al., 1987; Blanke y Delecluse, 1993). Por tanto,
existe un desfase entre la temperatura en 0◦N – 23◦W, con mı́nimos valores en julio,
y la temperatura en 0◦N – 35◦W, donde los mı́nimos valores de SST ocurren entre
agosto y septiembre.
Tabla 4.5
Estad́ısticos básicos (◦C) y correlación Pearson entre la SST diaria y temperatura en subsuperficie
a diferentes profundidades para la boya PIRATA en 0◦N – 23◦W; DE: Desviación Estándar.
SST 20 m 40 m 60 m 80 m 100 m 120 m 140 m 180 m 300 m 500 m
Mı́n. 23,2 22,6 18,6 16,3 15,7 14,3 13,9 13,0 12,5 9,3 6,4
Máx. 29,8 29,3 28,5 27,2 26,3 24,7 21,1 18,3 15,3 12,5 8,2
Media 26,7 26,6 25,7 23,6 20,6 17,7 15,8 14,8 13,9 10,7 7,2
DE 1,2 1,1 1,1 1,8 2,0 1,5 0,9 0,5 0,3 0,5 0,3
Pearson - 0,97 0,72 0,10 -0,12 -0,19 -0,16 -0,10 0,08 -0,29 -0,13
A 40 m de profundidad y por debajo, existe un desfase creciente con la serie
temporal de SST y, a 60 – 80 m de profundidad, las temperaturas presentan un desfase
de tres meses respecto a la SST (figura 4.21). Este desfase es el mayor observado en
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esta localización entre las temperaturas en superficie y subsuperficie. Como se puede
observar en los mapas SOM de la figura 4.20, este desfase entre las series temporales de
temperatura entre diferentes niveles de la columna de agua no representa una relación
directa o inversa, implica una rotación en los patrones de los mapas. Las zonas de
nodos A y B de la temperatura a 60 m aparecen rotadas 90 grados con respecto a las





















Mapas SOM de la temperatura diaria de SST, a 20 m, 40 m y 60 m en 0◦N - 23◦W.
En las boyas 0◦N – 35◦W y 0◦N – 23◦W el máximo desfase entre la SST y la
temperatura en subsuperficie se produce entre los 100 - 120 m y entre los 60 - 80 m
respectivamente (desfase de seis meses en 0◦N – 35◦W y de tres meses en 0◦N – 23◦W).
Esto indica que la base de la capa de mezcla se encuentra cerca de estas profundidades
en estas localizaciones y, además, se produce una disminución del espesor de la capa
de mezcla hacia el este a lo largo del ecuador. Esta disminución se menciona en la
literatura (Rugg et al., 2016) y se observa en los perfiles climáticos de temperatura,
con la base de la capa de mezcla situándose de media a 50 m en 0◦N - 35◦W y a 40
m en 0◦N - 23◦W, (figura 4.12.a).
La boya 0◦N – 23◦W presenta un desfase temporal de tres meses entre la SST y
la profunidad de la isoterma a 20 ◦C (figura 4.22), que se muestra como una rotación
en los mapas SOM (figura 4.23). Las zonas de nodos A y B de la isoterma aparecen
rotadas 90 grados con respecto a las mismas zonas de la SST. Esta rotación, conside-
rando que la variabilidad principal presenta un periodo anual, representa un desfase
de tres meses. Este desfase es diferente al observado en las series temporales (figura
4.11) y en los mapas SOM (figura 4.13: SST y 20◦C IsoD) de la boya 0◦N - 35◦W.
Las áreas rojas y azules presentan patrones opuestos, indicando una rotación de 180
grados entre ellas, representando un desfase de seis meses.
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SST ST 40m ST 80m ST 140m
Figura 4.21

















































































Temperatura diaria de la SST (eje derecho) y serie temporal de la profundidad de la isoterma a 20















Mapas SOM de la temperatura diaria de SST y profundidad de la isoterma a 20 ◦C en 0◦N - 23◦W.
Este desfase puede indicar que, en la posición 23◦W, la variabilidad de la SST
y de la profundidad de la capa de mezcla responde a mecanismos diferentes que en
posiciones más al oeste, como en 35◦W. En la zona ecuatorial más occidental, los flujos
de calor en superficie son más importantes en la determinación de la temperatura
superficial y de la profundidad de la capa de mezcla. Con una mayor estratificación
en su base, se desacopla de la termoclina, por lo que la SST es mayor cuando la capa
de mezcla es más delgada (Niiler y Kraus, 2009). En la parte ecuatorial oriental, la
temperatura en superficie se determina principalmente por la advección vertical, por
lo que los mayores valores de SST se dan cuando la capa de mezcla es más gruesa
(Weingartner y Weisberg, 1991; Yu et al., 2006). La posición 0◦N – 23◦W es una región
intermedia entre esos reǵımenes, por lo que para la determinación de la temperatura
superficial y el espesor de la capa de mezcla, actúan conjuntamente los procesos de
interacción aire-mar (flujos térmicos superficiales), aśı como los procesos oceánicos
(ascensión de vientos ecuatorial).
Algunas de las principales diferencias entre las series temporales de las variables
en 0◦N – 23◦W y en 0◦N – 35◦W están relacionadas con la profundidad de la capa
de mezcla y con la mayor importancia de la ascensión de vientos ecuatoriales que
tienen lugar hacia el este del ecuador. En las siguientes secciones se comentarán las
principales consecuencias de la reducción del espesor de la capa de mezcla.
4.4.2.2. Relaciones entre densidad, temperatura y salinidad
Entre la porción de la columna de agua cercana a la superficie y la base de la
capa de mezcla (entre 60 - 80 m), la densidad en la posición 0◦N – 23◦W presenta un
patrón aproximadamente opuesto al de la temperatura (figura 4.24: SST, Sea Temp
20m, Sea Temp 40m, Sea Dens 1m, Sea Dens 20m, Sea Dens 40m), de manera similar
a lo encontrado para la boya 0◦N - 35◦W. Este comportamiento es el esperado, como
se ha mencionado anteriormente, dado que la densidad es inversamente proporcional
a la temperatura. Para la salinidad no se ha encontrado una relación clara con la
densidad en ninguna profundidad (tabla 4.6, figura 4.25: Sea Dens 1m, Sea Dens
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20m, Sea Dens 40m, Sea Dens 120m, Sea Salt 1m, Sea Salt 20m, Sea Salt 40m, Sea
Salt 120m), sugiriendo que en esta localización existen más procesos que intervienen
en la variabilidad de la profundidad de la capa de mezcla y, consecuentemente, en
la profundidad de máxima salinidad. A 120 m (figura 4.25: Sea Dens 120m, Sea
Temp 120m, Sea Salt 120m), un alto valor de densidad está asociado con una baja
temperatura independientemente de los valores de salinidad y, una baja densidad, está
relacionada con una alta temperatura y alta salinidad. Esto indica que para la posición
0◦N – 23◦W y a esta profundidad, dado que el rango de variación de temperatura
(∼3 ◦C) es mayor que el de la salinidad (∼0,5), la temperatura es dominante en la
determinación de la densidad.
Tabla 4.6
Estad́ısticos básicos, Salinidad diaria / Densidad (kg/m3) a diferentes profundidades para la boya
PIRATA en 0◦N – 23◦W; DE: Desviación Estándar.
Estad́ısticos 1 m 20 m 40 m 60 m 80 m 120 m
Mı́n. 34,1 / 21,6 35,0 / 22,1 35,4 / 23,0 35,2 / 23,5 35,7 / 23,7 35,4 / 25,3
Máx. 36,5 / 24,7 36,5 / 24,8 36,6 / 25,8 36,8 / 26,2 36,9 / 26,3 36,5 / 27,0
Media 35,9 / 23,5 36,0 / 23,6 36,1 / 23,9 36,2 / 24,6 36,2 / 25,5 35,7 / 26,3


























Mapas SOM de temperatura y densidad hasta 40 m para la boya en 0◦N – 23◦W.
4.4.2.3. Análisis de la profundidad de la isoterma a 20 ◦C
La profundidad de la isoterma a 20 ◦C se aproxima a la superficie a lo largo del
ecuador en dirección este, variando aproximadamente entre 65 y 150 m en 0◦N –
35◦W, aśı como entre 40 y 120 m en 0◦N – 23◦W (figura 4.11 y figura 4.22). En 0◦N
– 23◦W, el comportamiento de la profundidad de la isoterma a 20 ◦C es similar al
indiciado por Blanke y Delecluse (1993), con mı́nimos valores aproximadamente en
junio y máximos en octubre (figura 4.22). Cerca de la superficie, como se ha explicado
anteriormente, la temperatura y la densidad presentan patrones opuestos.
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Mapas SOM de densidad y salinidad a 1 m, 20 m, 40 m y 120 m, aśı como temperatura a diferentes
profundidades para la boya 0◦N – 23◦W.
La variable 20◦C IsoD presenta un desfase de tres meses con la temperatura y la
densidad, es decir, la termoclina es más gruesa alrededor de tres meses después de que
la temperatura (densidad) cerca de la superficie alcance su valor mı́nimo (máximo).
(Figura 4.22, figura 4.26: 20◦C IsoD, Sea Temp 20m, SST, Sea Dens 1m, Sea Dens
20m). De nuevo, este retardo sugiere que además de la mezcla vertical promovida por
el viento de la región, pueden estar presentes otros factores como la advección vertical,
la mezcla vertical turbulenta (Rugg et al., 2016) y el ascenso vertical de vientos (Yu
et al., 2006).
En esta localización, la similitud entre los patrones de temperatura a 60 - 80 m
y la profundidad de la isoterma a 20 ◦C aśı como la ausencia de desfase, sugiere que
la base de la capa de mezcla se encuentra aproximadamente en dichas profundidades
(figura 4.26: 20◦C IsoD, Sea Temp 80m). Esta relación se debilita al profundizar
en la columna de agua y, en general, por debajo de los 140 m la conexión entre
la temperatura y 20◦C IsoD se reduce, ya que la influencia de la superficie también
disminuye (figura 4.19: 20◦C IsoD, Sea Temp 100m, Sea Temp 120m, Sea Temp 140m,
Sea Temp 180m, Sea Temp 300m, Sea Temp 500m).
En ambas posiciones (0◦N – 35◦W y 0◦N – 23◦W) la serie de salinidad a 120 m
presenta un patrón similar a la profundidad de la isoterma 20 ◦C (figura 4.16: 20◦C
IsoD, Sea Salt 120m y figura 4.26: 20◦C IsoD, Sea Salt 120m). Esto indica que en
0◦N – 23◦W, cuando la capa de mezcla es más delgada, el máximo de salinidad se
encuentra a profundidades cercanas a 120 m y, cuando la capa de mezcla se ensancha
(la profundidad de la isoterma 20 ◦C disminuye), este máximo de salinidad se desplaza
hacia mayores profundidades. Estas conclusiones quedan respaldadas por los perfiles
climáticos de salinidad de esta localización (figura 4.12.b). De nuevo, la reducción
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Mapas SOM de la isoterma a 20 ◦C, de la temperatura, densidad, salinidad y velocidad del viento
para la boya en 0◦N – 23◦W.
de la profundidad del valor máximo de salinidad entre las diferentes localizaciones es
otra evidencia de la reducción del espesor de la capa de mezcla en la zona este de la
región ecuatorial. Para las profundidades cercanas a la superficie no se han podido
determinar patrones claros de la variabilidad entre salinidad y 20◦C IsoD (figura 4.19:
Sea Salt 1m, Sea Salt 20m, Sea Salt 40m, 20◦C IsoD).
En la posición 0◦N – 35◦W, el comportamiento de la profundidad de la isoterma
de 20 ◦C es similar al de la velocidad del viento: cuando la velocidad del viento
aumenta, la capa de mezcla se vuelve más gruesa. Sin embargo, para la localización
0◦N – 23◦W, la velocidad del viento parece presentar un desfase de tres meses (no se
muestra la serie temporal) con respecto a 20◦C IsoD. Este desfase se muestra como
una rotación relativa entre los mapas SOM de la velocidad del viento y 20◦C IsoD
(figura 4.26: Wind Speed, 20◦C IsoD). De nuevo, este desfase sugiere que en esta
localización intervienen otros factores en la determinación del espesor de la capa de
mezcla además de la variación del flujo neto de calor en superficie y la fuerza del
viento.
4.4.2.4. Análisis de la relación entre velocidad del viento, humedad rela-
tiva y temperatura del aire
Para la boya localizada en 0◦N – 23◦W, a diferencia de la boya en 0◦N – 35◦W, en
el SOM no se aprecia una relación directa entre la humedad relativa y la velocidad del
viento (figura 4.28). En cuanto a la humedad relativa y la temperatura del aire, en 0◦N
- 35◦W los resultados del SOM presentaban patrones opuestos (figura 4.18), indicando
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la importancia del viento en la reducción de la presión de vapor. Sin embargo, en 0◦N
– 23◦W tampoco se ha podido obtener una relación clara entre la humedad relativa
y la temperatura del aire, estando en fase sólo una parte de la serie temporal (figura










































































Series temporales diarias de la temperatura del aire y humedad relativa en 0◦N - 23◦W.
Como se esperaba, el aire y la temperatura del mar en superficie presentan patrones
similares y un comportamiento opuesto a la velocidad del viento. Por tanto, cuando
la velocidad del viento es alta (baja), se produce un menor (mayor) valor de SST y


















Mapas SOM de la SST, RH, temperatura del aire y velocidad del viento en la boya 0◦N - 23◦W.
4.4.3. Análisis de las boyas 8◦N – 38◦W y 8◦S – 30◦W
Los planos de componentes obtenidos para las boyas 8◦N – 38◦W y 8◦S – 30◦W
se muestran en las figuras 4.29 y 4.30.
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Figura 4.29
Mapas SOM de las variables meteo-oceanográficas para la boya PIRATA en 8◦N - 38◦W. El tamaño
del mapa es 13 x 9 neuronas.
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Mapas SOM de las variables meteo-oceanográficas para la boya PIRATA en 8◦S – 30◦W. El tamaño
del mapa es 11 x 9 neuronas.
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4.4.3.1. Análisis de la SST y temperatura en subsuperficie
Las boyas al norte y sur del ecuador, 8◦N – 38◦W y 8◦S – 30◦W respectivamente,
presentan una variabilidad anual de la temperatura en superficie. Los mayores va-
lores de temperatura se producen en septiembre-octubre (abril-mayo) y los menores
en abril-mayo (septiembre-octubre) en el hemisferio norte (sur). Este ciclo anual se
observa en las series temporales de SST y de temperatura a 20 m en ambas localiza-
ciones (figuras 4.31 y 4.32). Además, en los mapas SOM de ambas boyas se observan
patrones idénticos entre el mapa de SST y el de temperatura a 20 m (figura 4.33), con
una correlación de 0,99 para la boya 8◦N – 38◦W y de 1 para la boya 8◦S – 30◦W (ta-
bla 4.7). Como se muestra en la figura 4.32, en la boya 8◦S - 30◦W, la similitud entre
la temperatura en subsuperficie y la SST se extiende hasta los 60 m de profundidad.
Este hecho también se aprecia en los mapas SOM (figura 4.33), mostrando patrones
muy similares los mapas de SST, Sea Temp 20m, Sea Temp 40m y Sea Temp 60m.
La correlación entre la SST y Sea Temp 40m presenta un valor de 1, mientras que la




































































SST ST20m ST40m ST80m ST140m ST180m Iso
Figura 4.31
Temperatura diaria del océano Atlántico (eje izquierdo) a 1 m (SST), 40 m, 80 m, 140 m, 180 m y
serie temporal de la profundidad de la isoterma a 20 ◦C (eje derecho) en 8◦N - 38◦W.
Por otra parte, en la boya 8◦N – 38◦W la temperatura a 40 m presenta un com-
portamiento notablemente diferente al de superficie (tabla 4.7, figura 4.33). Esta dife-
rencia puede deberse a la influencia de la ITCZ, con una migración meridional entre
14◦N y 4◦S sobre esta localización (Ferreira y Mello., 2005). Los mapas de SST (figura
4.33) muestran un calentamiento más intenso en la localización norte, con un menor
número de nodos azules (temperaturas bajas) y un mayor número de nodos rojos
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(temperaturas altas) que en la boya sur. Este mayor calentamiento promueve una
mayor estratificación, produciendo una capa de mezcla más delgada y un desacoplo









































































SST ST20m ST40m ST60m ST80m ST140m ST180m Iso
Figura 4.32
Temperatura diaria del océano Atlántico (eje izquierdo) a 1 m (SST), 80 m, 100 m, 140 m y serie
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Mapas SOM de las boyas 8◦N - 38◦W y 8◦S - 30◦W para las variables (SST) y temperatura en la




Estad́ısticos básicos (◦C) y correlación de Perason entre la SST y la temperatura en subsuperficie
diaria a diferentes profundidades para las boyas en 8◦N – 38◦W y 8◦S – 30◦W; DE: Desviación
Estándar.
SST 20 m 40m 60 m 80 m 100 m 120 m 140 m 180 m 300 m 500 m
8◦N – 38◦W
Mı́n. 24,9 24,9 21,5 16,8 14,6 12,4 11,5 10,8 10,1 8,7 7,1
Máx. 30,0 29,8 29,2 28,1 27,8 27,3 27,3 22,8 14,9 10,8 8,7
Media 27,7 27,6 26,9 24,7 21,6 18,0 15,5 13,4 11,5 9,6 7,8
DE 0,9 0,9 1,0 2,2 2,9 2,7 2,0 1,2 0,6 0,3 0,3
Pearson - 0,99 0,43 -0,15 -0,29 -0,30 -0,29 -0,28 -0,19 -0,18 -0,27
8◦S – 30◦W
Mı́n. 25,8 26,0 25,7 25,4 24,2 21,9 19,0 16,1 12,5 8,6 5,7
Máx. 29,5 29,2 29,2 29,2 28,7 27,2 26,1 24,5 18,6 10,5 8,0
Media 27,6 27,6 27,5 27,4 26,7 25,1 23,0 20,3 15,1 9,7 7,1
DE 0,9 0,9 0,9 0,8 0,7 0,9 1,2 1,5 1,2 0,3 0,4
Pearson - 1,00 1,00 0,97 0,48 -0,11 0,07 0,10 0,19 -0,09 -0,34
A mayor profundidad en la columna de agua, aumenta la diferencia en el com-
portamiento de la temperatura con respecto a la SST. Para la boya 8◦N – 38◦W,
entre los 60 y 180 m, las series de temperatura se encuentran en fase (figura 4.31),
presentando sus mapas SOM una distribución de colores o patrones muy similares
(figura 4.34), que es diferente a la distribución en la SST. La mayor variación en el
rango de temperatura se da entre 80 - 100 m y disminuye a mayores profundidades
(figura 4.31). Por otra parte, en la boya 8◦S – 30◦N la temperatura también está en
fase entre los 100 y 180 m de profundidad, siendo distinta a la de la SST. En este caso
no se observa una disminución clara en la amplitud de la variación de temperatura a
medida que aumenta la profundidad (figura 4.32 y figura 4.35).
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Figura 4.34
Mapas SOM para las variables (SST) y temperaturas en las profundidades desde 60 a 180 m en la
boya 8◦N - 38◦W.
La mayor disminución del rango de variación de temperatura en aguas profundas
en la localización norte se asemeja al comportamiento de las boyas ecuatoriales, in-
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dicando un mayor desacoplo entre las porciones de agua en superficie y subsuperficie
en la posición norte en comparación con la sur. También indica que el espesor de la
capa de mezcla difiere entre las diferentes localizaciones, lo que puede confirmarse
con los perfiles climatológicos de temperatura y salinidad de la WOA de la región
(figura 4.12.a, 4.12.b). Por tanto, las caracteŕısticas de la serie de temperatura a lo
largo de la columna de agua, combinado con los perfiles climatológicos, muestran
que la capa de mezcla es generalmente más delgada en la posición 8◦N – 38◦W, en-
contrándose esta localización bajo la influencia directa de la migración de la ITCZ y
de la Contracorriente Ecuatorial Norte.





















Mapas SOM para las variables (SST) y temperaturas en las profundidades desde 100 a 180 m en la
boya 8◦S - 30◦W.
4.4.3.2. Relación entre densidad, temperatura y salinidad
La salinidad en superficie y a 20 m presentan un mı́nimo valor aproximadamente en
octubre (mayo) para la boya 8◦N – 38◦W (8◦S – 30◦W) Dessier y Donguy (1994). En
ambas localizaciones, la variación de salinidad es debida principalmente a la advección
producida por el tranporte Ekman y el balance de Evaporación-Precipitación [E-P]
(Foltz y McPhaden, 2008; Yu, 2011; Tzortzi et al., 2013). Por tanto, en periodos en
los que el E-P > 0, hay una tendencia al aumento de la salinidad, se produce una
mayor velocidad del viento y una mayor advección por el transporte Ekman. Además,
la alta variabilidad y los relativamente bajos valores de salinidad registrados en la
boya boreal, espećıficamente entre octubre y noviembre, sugieren que podŕıa existir
algún tipo de advección del agua dulce del ŕıo Amazonas debido a la Contracorriente
Ecuatorial Norte, que es más fuerte en esta época del año.
La salinidad en superficie en ambas localizaciones vaŕıa entre 31,2 y 37,1, dándose
los mayores valores en la boya 8◦S – 30◦W (tabla 4.8). Para esta localización, la
serie de salinidad a 40 m es similar a la salinidad a 1 y 20 m (figura 4.36: Sea Salt
1m, Sea Salt 20m, Sea Salt 40m). Sin embargo, esto no ocurre en la posición 8◦N
– 38◦W, donde existe una gran estratificación vertical de la salinidad en la porción
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superior de la columna de agua (figura 4.36: Sea Salt 1m, Sea Salt 20m, Sea Salt
40m). A 120 m, la serie de salinidad en ambas boyas presentan valores entre 35,1
y 37,1, dándose de nuevo los valores más altos en la boya sur (tabla 4.8). A esta
profundidad, la variabilidad en la salinidad se debe principalmente a las oscilaciones
de alta frecuencia, sin una clara influencia del ciclo anual y, por tanto, difiere del
comportamiento que se produce en la porción de superficie de la columna de agua
(figura 4.36: Sea Salt 1m, Sea Salt 20m, Sea Salt 40m y Sea Salt 120m).
Tabla 4.8
Estad́ısticos básicos, Salinidad / Densidad (kg/m3) diaria a diferentes profundidades para la boya
PIRATA en 8◦N – 38◦W y 8◦S – 30◦W; DE: Desviación Estándar.
1m 20 m 40m 80 m 120 m
8◦N – 38◦W
Mı́n. 31,2/18,9 32,3/20,0 34,8/22,2 35,7/23,6 35,1/23,3
Máx. 36,4/24,2 36,4/24,1 36,5/25,0 36,3/26,2 36,7/26,8
Media 35,4/22,8 35,6/22,9 36,0/23,5 36,0/25,3 35,6/26,4
DE 0,8/0,8 0,5/0,6 0,2/0,4 0,1/0,6 0,2/0,3
8◦S – 30◦W
Mı́n. 35,2/22,2 35,4/22,4 35,5/22,6 -/- 36,0/24,4
Máx. 36,7/24,2 36,7/24,1 36,8/24,3 -/- 37,1/25,9
Media 36,3/23,5 36,3/23,5 36,3/23,6 -/- 36,7/25,2
DE 0,3 /0,4 0,2/0,3 0,2/0,3 -/- 0,2/0,2
Boya 8ºN-38ºW
Boya 8ºS-30ºW
S  1m 
35
36.1
S  20m 
35.4
36.1
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Figura 4.36
Mapas SOM de salinidad para las boyas en 8◦N – 38◦W y 8◦S – 30◦W.
En 8◦N - 38◦W la temperatura (salinidad) y la densidad se encuentran aproxima-
damente fuera (en) fase a 1, 20 y 40 m (figura 4.37: Sea Dens 1m, Sea Dens 20m,
Sea Dens 40m, Sea Salt 1m, Sea Salt 20m, Sea Salt 40m, Sea Temp 1m, Sea Temp
20m, Sea Temp 40m). La variación relativamente grande que se observa en el rango
de salinidad en superficie, posiblemente debido a la advección de agua fresca de la
Contracorriente Ecuatorial Norte, indica que la salinidad juega un importante papel
en la determinación de la densidad en esta porción de la columna de agua. A 120 m
de profundidad el rango de variación de temperatura (∼4 ◦C) es mayor que el de la
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salinidad (∼0,5). Por tanto, la densidad, en oposición de fase con la temperatura y
la salinidad, viene determinada principalmente por la temperatura (figura 4.37: Sea
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Mapas SOM de temperatura, salinidad, densidad y 20◦C IsoD en la boya 8◦N – 38◦W.
En 8◦S - 30◦W la pequeña variación en el rango de salinidad en superficie, com-
parado con la localización norte, indica que la temperatura es también el principal
determinante de la densidad. A pesar de ello, el hecho de que la densidad no se en-
cuentre exactamente en oposición con la temperatura en los mapas SOM, sugiere que
la salinidad también juega un papel importante en la determinación de la densidad
(figura 4.38: Sea Temp 1m, Sea Temp 20m, Sea Temp 40m, textitSea Salt 1m, Sea
Salt 20m, Sea Salt 40m, Sea Dens 1m, Sea Dens 20m, Sea Dens 40m). En 120 m, los
altos valores de densidad están asociados con valores bajos de temperatura y salini-
dad (figura 4.38: Sea Temp 120m, Sea Salt 120m, y Sea Dens 120m), indicando que
cuando la capa de mezcla es más delgada, el núcleo de máxima salinidad se desplaza
a niveles cercanos a la superficie. Esta observación queda respaldada por los perfiles
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Mapas SOM de temperatura, salinidad, densidad y 20◦C IsoD en la boya 8◦S – 30◦W.
4.4.3.3. Análisis de la profundidad de la isoterma a 20 ◦C
La profundidad de la isoterma a 20 ◦C se encuentra, en general, más cerca de la
superficie en la posición 8◦N – 38◦W (50 – 140 m) que en la posición 8◦S – 30◦W
(115 – 170 m), demostrando que la capa de mezcla es más delgada en la zona nor-
te (figura 4.31 y figura 4.32). En la localización 8◦N – 38◦W, la serie de temporal
de la profundidad de la isoterma a 20 ◦C presenta un ciclo anual, con una capa de
mezcla más delgada aproximadamente en noviembre-diciembre y más gruesa aproxi-
madamente en enero-febrero (figura 4.31), como resultado directo de la migración de
la ITCZ. Además del ciclo anual, también es posible identificar una oscilación de alta
frecuencia (aproximadamente tres meses) y baja amplitud en la serie temporal de la
variable 20◦C IsoD, posiblemente relacionada con el flujo de la Contracorriente Norte
del Ecuador. Cerca de la superficie (1 y 20 m), la densidad, salinidad y temperatu-
ra parecen presentar un desfase de tres meses con relación a la variable 20◦C IsoD
(figura 4.37: 20◦C IsoD, Sea Dens 1m, Sea Dens 20m, Sea Salt 1m, Sea Salt 20m,
Sea Temp 1m, Sea Temp 20m), de manera similar a lo observado en 0◦N - 23◦W.
Esto significa que, cuando disminuye la temperatura de la superficie, la salinidad y la
densidad aumenta y, alrededor de tres meses después, la capa de mezcla alcanza su
espesor máximo.
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Entre los 60 y 120 m, la temperatura está en fase con la variable 20◦C IsoD (figura
4.31 y figura 4.37: Sea Temp 60m, Sea Temp 80m, Sea Temp 100m, Sea Temp 120m,
20◦C IsoD) y, a 120 m, la variable 20◦C IsoD está aproximadamente en fase con la
salinidad y temperatura, aśı como en oposición de fase con la densidad (figura 4.37:
Sea Salt 120m, Sea Dens 120m, 20◦C IsoD). Esto indica que cuando la capa de mezcla
es más delgada, se observa un aumento de la densidad y temperatura, aśı como una
disminución de la salinidad a esta profundidad, sugiriendo que el núcleo de máxima
salinidad se desplaza hacia la parte superior de la columna de agua de manera similar
a lo que ocurre en el ecuador. Además, el hecho de que la densidad aumente incluso
cuando la salinidad disminuye, indica que la temperatura es el factor determinante en
la densidad para esta profundidad. A 40 m de profundidad, la densidad, temperatura
y salinidad presentan un comportamiento intermedio y, en los resultados obtenidos,
no se ha observado una relación clara entre ellas y 20◦C IsoD (figura 4.37: Sea Dens
40m, Sea Temp 40m, Sea Salt 40m, 20◦C IsoD).
En 8◦S – 30◦W no se ha podido identificar un patrón anual de oscilación en la
serie temporal 20◦C IsoD. Sin embargo, se ha identificado una oscilación de alta
frecuencia (figura 4.32) que posiblemente esté influenciada por advección y/u olas de
largo periodo. En esta localización (8◦S – 30◦W), entre la superficie y los 40 m de
profundidad no se ha podido establecer una relación clara entre densidad y 20◦C IsoD
(figura 4.38: 20◦C IsoD, Sea Dens 1m, Sea Dens 20m, Sea Dens 40m), pero a 120
m existe una oposición de fase (figura 4.38: 20◦C IsoD, Sea Dens 120m). Es decir,
cuando la capa de mezcla se ensancha, la temperatura (densidad) a 120 m aumenta
(reduce), de manera similar a lo observado en la boya 8◦N – 38◦W (figura 4.37: 20◦C
IsoD, Sea Dens 120m, Sea Temp 120m).
Entre la superficie y los 40 m de profundidad, en 8◦S – 30◦W no se ha podi-
do establecer una relación entre temperatura y 20◦C IsoD (figura 4.38: Sea Temp
1m, Sea Temp 20m, Sea Temp 40m, 20◦C IsoD), ya que la serie temporal de 20◦C
IsoD presenta oscilaciones de alta frecuencia mientras que la de temperatura presen-
ta principalmente oscilaciones anuales (figura 4.32). Sobre los 80 m, la temperatura
comienza a presentar oscilaciones de mayor frecuencia, pareciéndose más a la serie de
20◦C IsoD y, entre 100 y 120 m, la salinidad, temperatura y 20◦C IsoD se encuentran
en fase (figura 4.38: Sea Temp 100m, Sea Temp 120m, Sea Salt 120m, 20◦C IsoD)
presentando oscilaciones de mayor frecuencia. De nuevo, esto sugiere la influencia de
advección y/u olas de largo periodo en la región.
4.4.3.4. Análisis de la relación entre velocidad del viento, humedad rela-
tiva y temperatura del aire
En la localización 8◦N – 38◦W no se ha podido encontrar una relación clara entre
la velocidad del viento y la profundidad de la isoterma a 20 ◦C (figura 4.39: Wind
Speed, 20◦C IsoD), ya que la variable 20◦C IsoD presenta una variabilidad de fre-
cuencia mucho más alta que la velocidad del viento. La SST, por otra parte, está
aproximadamente en oposición de fase con respecto a la velocidad del viento (figura
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4.39: Wind Speed, SST). Es decir, la SST es más alta (nodos rojos) cuando la veloci-
dad del viento es más baja (nodos azules), indicando que el flujo de calor latente en
la región es importante en el enfriamiento de las aguas superficiales (Carton y Zhou,
1997). La SST y la temperatura del aire presentan un comportamiento similar, con
nodos azules en la mitad superior y nodos rojos en la mitad inferior de ambos mapas
(figura 4.39: Air Temp, SST), existiendo una mayor variabilidad de la temperatura
del aire en los momentos de mayor velocidad del viento. Esta variabilidad es de mayor
frecuencia que en 8◦S – 30◦W (no se muestra la serie temporal). La temperatura del
aire registrada en 8◦N – 38◦W también se encuentra aproximadamente en oposición






















Mapas SOM para las variables Wind Speed, 20◦C IsoD, SST, Air Temp y RH en la boya 8◦N -
38◦W.
En la boya 8◦S – 30◦W tampoco se ha podido identificar una relación clara entre
la velocidad del viento y la profundidad de la isoterma a 20 ◦C o la humedad relativa
(figura 4.40: 20◦C IsoD, RH, Wind Speed). Este hecho corrobora la idea de que, en esta
región, la variación del espesor de la capa de mezcla puede estar también relacionada
con la advección, ondas o arrastre (Rugg et al., 2016). Las series temporales de SST
y temperatura del aire están aproximadamente en fase y en oposición de fase con la
velocidad del viento (figura 4.40: Air Temp, SST, Wind Speed), lo que significa que
la mayor temperatura del aire y SST ocurre en los momentos de menor magnitud
del viento. Esto indica que el flujo de calor latente tiene una gran relevancia en la
variabilidad de la temperatura. Los mapas SOM para esta boya tampoco muestran
una relación clara entre la temperatura del aire y la humedad relativa (figura 4.40:
RH, AirTemp).
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Mapas SOM para las variables Wind Speed, 20◦C ISOD, SST, Air Temp y RH en la boya 8◦S -
30◦W.
4.5. Conclusiones
En este caṕıtulo de la Tesis Doctoral se han utilizado los SOMs para el reconoci-
miento de patrones en los datos meteo-oceanográficos diarios adquiridos por las boyas
del proyecto PIRATA. Para el análisis se han escogido cuatro boyas en las coordenadas
0◦N – 35◦W, 0◦N – 23◦W, 8◦N – 38◦W y 8◦S – 30◦W del océano Atlántico tropical.
Los mapas SOM han sido entrenados utilizando todas las variables disponibles en las
boyas seleccionadas. Estas variables han sido analizadas simultáneamente, permitien-
do visualizar conjuntos de datos complejos. Con ayuda de ciertas series temporales y
estad́ısticos, ha sido posible extraer patrones y relaciones entre variables. Las conclu-
siones más importantes que se han obtenido mediante el análisis de los mapas SOM
han sido:
• Boya 0◦N – 35◦W:
• Los mapas SOM muestran patrones similares entre la temperatura en su-
perficie y a 20 m de profundidad, observándose una relación directa. Esta
similitud disminuye al profundizar en la columna de agua.
• A 100 - 120 m se han observado los máximos valores en la amplitud de
la temperatura, encontrándose estas series temporales en oposición de fa-
se con respecto a la SST. Esta observación se ha manifestado como una
relación inversa en los mapas SOM. Como han demostrado los patrones
anuales de la isoterma a 20 ◦C, esta relación se debe a las fluctuaciones del
espesor de la capa de mezcla y de la profundidad de la termoclina.
• Debido a que la termoclina separa las aguas superficiales de las aguas
profundas, no se observaron relaciones directas o inversas entre la SST y
la temperatura en altas profundidades.
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• La salinidad y densidad presentaron un comportamiento similar entre la
superficie y a 20 m de profundidad, disminuyendo también esta similitud a
mayores profundidades. A 120 m los valores de salinidad coinciden con los
de la temperatura, siendo en ambos casos valores opuestos a los de la SST.
Por su parte, la densidad mostró patrones opuestos a los de temperatura
y salinidad a 120 m.
• La temperatura del aire, la SST y la humedad relativa presentan patrones
similares, siendo aproximadamente opuestos a los de la velocidad del viento.
• Comparación entre la boya 0◦N – 35◦W y 0◦N – 23◦W:
• De manera similar a lo observado en 0◦N – 35◦W, en la boya 0◦N – 23◦W
se identificó una relación directa entre los mapas SOM correspondientes a
la SST y la temperatura a 20 m.
• Mientras que en la boya 0◦N – 35◦W el máximo desfase observado (seis
meses) entre la SST y la temperatura en subsuperficie se produćıa a 100
- 120 m de profundidad, en la boya 0◦N – 23◦W, el máximo desfase (tres
meses) se produce a 60 - 80 m. En la posición 35◦W este desfase se ha
mostrado como una relación inversa entre los mapas SOM mientras que,
en la posición 23◦W, esta relación se ha reflejado como una rotación de 90◦
en los patrones de los mapas.
• Las relaciones entre la isoterma a 20 ◦C y los valores de temperatura han
mostrado que el espesor de la capa de mezcla disminuye hacia el este en la
zona del ecuador.
• La densidad presenta una relación inversa con la SST, que es similar en
ambas localizaciones. Sin embargo, en la posición 23◦W no se ha podido
establecer una relación clara entre la salinidad y la densidad, ni entre la
densidad y la SST, relaciones que śı se observaron en la posición 35◦W.
• A diferencia de lo observado en la boya 0◦N – 35◦W, en la posición 0◦N –
23◦W no se aprecia una relación entre la humedad relativa y la velocidad del
viento, ni entre la humedad relativa y la temperatura del aire. Sin embargo,
en ambas posiciones, los mapas SOM indicaron una relación directa entre
la temperatura del aire y la SST, aśı como un comportamiento opuesto a
la velocidad del viento.
• Las diferencias encontradas entre ambas localizaciones sugieren que, ha-
cia el este del ecuador, la variabilidad de la SST y la profundidad de la
capa de mezcla están determinadas por diferentes procesos que en el oes-
te. Por ejemplo, además de la mezcla vertical promovida por el viento, en
posiciones más hacia el este interviene la ascensión de vientos ecuatoriales.
• Comparación entre la boya 8◦N – 38◦W y 8◦S – 30◦W:
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• En la boya 8◦N – 38◦W los patrones de temperatura son muy similares
entre la superficie y los 20 m de profundidad, mientras que en la boya 8◦S
– 30◦W esta similitud se extiende hasta los 60 m. Este hecho indica que la
capa de mezcla es generalmente más delgada en la posición norte que en
la posición sur debido, posiblemente, a la influencia de la migración de la
ITCZ.
• Debido al mayor espesor de la capa de mezcla, las series de temperatura a
140 - 180 m de profundidad presentan un mayor rango de variación en la
posición sur.
• La boya 8◦S – 30◦W presenta mayores valores de salinidad que la boya 8◦N
– 38◦W. Además, en la posición sur, los patrones de salinidad y densidad a
40 m son similares a los observados a 1 y a 20 m, mientras que en la boya
8◦N – 38◦W esta similitud se da únicamente entre 1 y 20 m. Sin embargo,
entre 1 y 20 m, la relación entre temperatura, salinidad y densidad es más
clara en la posición norte. A 120 m, en ambas localizaciones se observa
una relación directa entre salinidad y temperatura, que es inversa con la
densidad.
• No se ha podido establecer una relación clara entre velocidad del viento
y la profundidad de la isoterma a 20 ◦C en ninguna de las dos posiciones
geográficas.
• La SST y la temperatura del aire presentan una relación directa, que es
más clara en la boya 8◦S – 30◦W. En ambas localizaciones, esta relación
es inversa a la velocidad del viento.
Por tanto, en base al análisis cualitativo presentado en este caṕıtulo, se puede
concluir que el SOM tiene un alto potencial en el reconocimiento de patrones y ex-
tracción de caracteŕısticas en datos meteo-oceanográficos, contribuyendo a una mejor
comprensión de los procesos e interacciones oceánicas y atmosféricas.
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La predicción de la SST es de gran importancia debido a que juega un papel
fundamental en la comprensión y predicción del clima a nivel regional y global. La
SST es uno de los indicadores climáticos con mayor influencia en los dos modos de
variabilidad del sistema océano-atmósfera del océano Atlántico (modo ecuatorial y
modo dipolo). Por una parte, las fases calientes del modo ecuatorial se caracterizan
por unas temperaturas anómalamente altas de la SST, mientras que en los eventos
fŕıos, la SST es anómalamente baja. Por otra parte, en el modo dipolo se producen
variaciones en la SST entre los hemisferios norte y sur relacionadas con el desplaza-
miento de la ITCZ. Normalmente la ITCZ migra estacionalmente de su posición más
al norte, aproximadamente 14◦N entre agosto y septiembre, hacia posiciones más al
sur 2◦ - 4◦S aproximadamente entre febrero y abril. Este desplazamiento de la ITCZ
está relacionado con los patrones de la SST sobre la cuenca del océano Atlántico tro-
pical (Servain et al., 2000; Ferreira y Mello., 2005). La variabilidad de la SST que se
produce en el modo ecuatorial tiene un alto impacto en el clima, afectando de manera
económica y social a la región. Además, la oscilación de la SST en el modo meridional
está fuertemente relacionada con el régimen de lluvias en el Nordeste de Brasil y en
la región Oeste de África (Moura y Shukla, 1981; Servain, 1991).
El problema de las predicciones de la SST en los océanos Paćıfico, Índico y Atlánti-
co ha sido estudiado en numerosos trabajos. Por ejemplo, en el estudio de Tangang
et al. (1997) utilizan redes neuronales de tipo SLFN (Single Layer Feedforward Net-
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work) para obtener predicciones de anomaĺıas mensuales de SST en la región del
fenómeno ENSO del océano Paćıfico ecuatorial. Los modelos son entrenados utilizan-
do las primeras siete componentes de la descomposición EOF del estrés del viento.
En este trabajo los autores concluyen que las redes neuronales tienen ventaja sobre
la regresión lineal múltiple en las predicciones a largo plazo (de 9 a 12 meses). En
trabajos posteriores, los mismos autores utilizan diferentes estrategias de predicción y
comparan el rendimiento de las redes neuronales con modelos lineales (regresión lineal
y análisis de correlación canónica) (Tang et al., 2000; Wu et al., 2006). En el primero
de los trabajos utilizan las componentes EOF de las variables SLP y SST como pre-
dictores, no encontrando diferencias significativas en las predicciones de los modelos
lineales y no lineales. En el segundo estudio emplean las componentes principales de
SLP y de anomaĺıas de SST para predecir la primera componente principal de la ano-
maĺıa de SST. En este caso, obtienen mejores resultados con las redes neuronales en
predicciones superiores a 6 meses. También en el océano Paćıfico, los autores Aguilar-
Martinez y Hsieh (2009) estudian las predicciones de anomaĺıas de la SST mediante
modelos no lineales (redes neuronales bayesianas y SVM) y lineales, utilizando como
entradas las componentes principales de SLP y SST. Como en los trabajos anteriores,
los modelos no lineales obtienen mejores predicciones en horizontes superiores a 6
meses. Además, no se encontraron diferencias de rendimiento comparando las redes
neuronales bayesianas y modelos SVM. En todos los trabajos mencionados se utilizan
datos proporcionados por satélites.
En el estudio de Breaker y Brewster (2009) se utilizan los modelos lineales autorre-
gresivos ARIMA (AutoRegressive Moving Average), ARX (Autoregressive Exogenous
Inputs) y ARMAX (Autoregressive Moving Average Exogenous Inputs) para predecir
la SST en la bah́ıa de Monterrey, situada en el Paćıfico Norte. Los valores diarios
de SST registrados en una estación marina se utilizan como entradas a los modelos,
mientras que las salidas son los valores de SST registrados por dos boyas fijas. De los
modelos comparados, ARMAX obtiene los mejores resultados.
En el océano Índico Norte, los autores Patil et al. (2013) realizan predicciones
de SST mensuales mediante dos tipos de redes neuronales: SLFN y RNN (Recurrent
Neural Network). En este caso, únicamente se utilizan muestras pasadas de SST para
obtener las predicciones. Los experimentos realizados demuestran que la red neuronal
autorregresiva obtiene mejores resultados que la red neuronal tradicional. En un es-
tudio posterior (Patil et al., 2016), los mismos autores obtienen predicciones diarias,
semanales y mensuales de SST utilizando redes neuronales. Como novedad, combi-
nan los datos de SST con datos obtenidos por modelos numéricos de predicción para
entrenar las redes neuronales, consiguiendo de esta manera mejorar los resultados.
En cuanto a estudios en al área de interés de esta Tesis Doctoral, el océano Atlánti-
co, en los trabajos de Lins et al. (2010, 2013) se obtienen las predicciones de SST uti-
lizando los datos de las boyas PIRATA y modelos basados en máquinas de vectores
soporte. En el primer estudio (Lins et al., 2010) utilizan el modelo SVM en com-
binación con el algoritmo Particle Swarm Optimization (PSO) en los datos diarios
de la boya 14◦S - 32◦W. Los modelos se entrenan utilizando la SST actual (yt) para
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obtener la SST futura con un horizonte de un d́ıa (yt+1). En el trabajo posterior (Lins
et al., 2013), se utiliza el modelo SVM y los datos diarios de SST en las boyas 8◦N -
38◦W y 10◦S - 10◦W. En este estudio el horizonte de predicción es de 365 d́ıas y, en
lugar de utilizar la SST actual (yt) para obtener la SST futura, se emplea el promedio
de los valores de SST en los años anteriores (yt = (yt + yt−365 + yt−2∗365 + ... )/n
años). Además, también se comparan los resultados que se obtienen al diferenciar las
entradas (primera y segunda derivada). El estudio concluye que aplicando la primera
derivada se obtienen los peores resultados, mientras que utilizando las series origi-
nales y aplicando la segunda derivada, se obtienen resultados similares. Finalmente,
el estudio de (Salles et al., 2016) evalúa las predicciones de SST mediante modelos
ARIMA y aplicando agregación temporal. Esta metodoloǵıa consiste en obtener pre-
dicciones de baja frecuencia (semanales o mensuales) a partir de las predicciones de
alta frecuencia (datos diarios). Los resultados de estos experimentos indican que, en
general, se obtienen mejores predicciones semanales y mensuales a partir de los datos
de baja frecuencia que utilizando los datos diarios.
La revisión bibliográfica realizada pone de manifiesto que existen diferentes estra-
tegias para resolver el problema de las predicciones diarias y mensuales de la SST.
Mientras que unos autores optan por utilizar la variable estrés del viento o la variable
SLP junto a la SST como predictores, otros autores utilizan únicamente la SST actual
para predecir los valores futuros de la SST. En cuanto a los modelos de predicción, la
literatura recoge el uso de modelos de regresión lineal, modelos autorregresivos, redes
neuronales y SVM. En comparación a lo expuesto anteriormente, en este caṕıtulo de
la Tesis Doctoral se propone una comparativa más exhaustiva sobre distintas estra-
tegias y métodos de aprendizaje automático para obtener las predicciones de la SST
en el océano Atlántico.
5.2. Objetivos
El objetivo de este caṕıtulo de la Tesis Doctoral es obtener predicciones diarias y
mensuales de la SST utilizando los datos procedentes de la red de boyas del proyecto
PIRATA. Con la finalidad de obtener las mejores predicciones posibles, se va a realizar
una comparativa de diferentes técnicas de extracción y selección de caracteŕısticas,
aśı como de una gran variedad de modelos de aprendizaje automático. El desglose de
los objetivos de este caṕıtulo son:
• Analizar los efectos de la tendencia y la componente estacional de las series
temporales de SST en la precisión de las predicciones.
• Reducir la dimensionalidad de los conjuntos de datos y descubrir los predictores
con mayor impacto en las predicciones de la SST utilizando métodos de extrac-
ción y selección de caracteŕısticas. Para ello se utilizará la PCA, el algoritmo
RReliefF y el Análisis de Correlación (AC).
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• Obtener predicciones diarias y mensuales de la SST en las diferentes boyas
haciendo una revisión del estado del arte en cuanto a modelos de predicción
basados en aprendizaje automático. Además, en el caso de las predicciones
mensuales, estos modelos se compararán con el sistema de pronóstico climático
NCEP-CFSv2. Los modelos evaluados son los siguientes:
1. Modelo trivial (Näıve model).
2. Media diaria/mensual o climatoloǵıa.
3. Regresión lineal múltiple robusta (Robust Multiple Linear Regression, RMLR).
4. Perceptrón multicapa (Multilayer Perceptron, MLP).
5. Máquinas de aprendizaje extremo (Extreme Learning Machine, ELM).
6. Redes neuronales de regresión generalizada (Generalized Regression Neural
Netwoks, GRNN).
7. Árboles de regresión aleatorios (Random Forest Bagging Trees, RFBT).
8. Máquinas de vectores soporte en su versión ajustada por mı́nimos cuadra-
dos (Least Squares - Support Vector Machines, LS-SVM).
9. RNN con unidades LSTM (Long Short-Term Memory, LSTM).
10. Modelo de pronóstico climático NCEP-CFSv2.
• Analizar y comparar el rendimiento de los diferentes modelos en función de las
variables de entrada utilizadas para obtener las predicciones.
Puesto que en este caṕıtulo se va a presentar una gran cantidad de experimentos,
en la figura 5.1 se muestra un esquema sobre la exposición de los resultados. En
primer lugar se describirán los resultados de los experimentos preliminares basados
en el análisis de la tendencia y la componente estacionaria. Posteriormente se evalúa
el comportamiento de los modelos trivial y climatoloǵıa en función del horizonte de
predicción. Seguidamente se detallarán los resultados de los experimentos realizados
utilizando los datos diarios. En el esquema se muestra el orden en el que se exponen
los resultados obtenidos mediante las diferentes variables de entrada a los modelos.
En cuanto a los modelos mensuales, se seguirá el mismo orden de exposición que en
los modelos diarios, pero los resultados se explicarán de manera más resumida.
Como se detallará posteriormente, los patrones con registros ausentes se eliminarán
o se substituirán dependiendo del caso. En los experimentos con las redes recurren-
tes LSTM, los datos ausentes serán remplazados por valores promedio. Puesto que
los conjuntos de entrada no son iguales a los utilizados en el resto de pruebas, los
resultados obtenidos con LSTM se mostrarán en una sección individual. Por último
se llevará a cabo un análisis estad́ıstico de los resultados para comprobar si existen


































Diagrama de la presentación de los resultados obtenidos.
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5.3. Materiales y métodos
5.3.1. Datos utilizados y procesado
Al igual que en el caṕıtulo 2, las series de datos se obtuvieron de la página web de la
NOAA (GTMBA, 2016). Sin embargo, para realizar los experimentos de este caṕıtulo
se han descargado los datos de las 21 boyas disponibles. Además, ahora las series de
datos contienen registros desde el inicio del proyecto (11/07/1997) hasta diciembre
de 2018. El método para procesar los datos es similar al utilizado para entrenar las
redes SOM, pero con algunas etapas adicionales (figura 5.2). Tras descargas y generar
las matrices, en la etapa de análisis de datos ausentes se excluyeron las boyas 2◦N
- 10◦W, 2◦S - 10◦W, 5◦S - 10◦W y 6◦S - 8◦E por contener un número de ausentes
mayor al 80 % en todas sus variables. Además, de las cuatro boyas eliminadas, las tres
primeras constan como inactivas en la web del proyecto PIRATA (GTMBA, 2016).
La media (desviación estándar) de valores ausentes en el resto de boyas fue del 46,3 %
(12,3 %). A continuación se generaron las salidas deseadas para las predicciones en
los diferentes horizontes (datos diarios: t+ 7, t+ 15 y t+ 30; datos mensuales: t+ 1,
t+2 y t+3) y, después, se procesaron los patrones con datos ausentes. Estos patrones
fueron eliminados en los modelos diarios (excepto LSTM). En los modelos mensuales,
salvo en los conjuntos con fecha y SST, se substituyeron por valores promedio debido
al bajo número de patrones disponible. Además, se aplicó esta substitución en las
pruebas con datos diarios y mensuales relacionadas con las redes LSTM, ya que son
modelos recurrentes y utilizan muestras anteriores en el entrenamiento.
Posteriormente, la fecha (año, d́ıa y mes) se codificó en d́ıa del año (1-365) y se
transformó en variables ćıclicas aplicando el coseno y seno para evitar discontinui-
dades (ecuaciones 5.1 y 5.2). En el caso de los datos mensuales se codificó la fecha
aplicando el coseno y seno al mes. Por último, todas las variables de entrada fueron
estandarizadas (media cero y varianza unidad).
FechaCod1 = cos
(










donde N = 365 para datos diarios y N = 12 para datos mensuales.
En la tabla 5.1 se muestra el número de patrones que contiene la variable SST y
el número de patrones que dispone de todas las variables en cada boya, aśı como las
fechas de inicio y fin de los datos tras aplicar el procesado. El número de patrones
con todas las variables se ve reducido significativamente con respecto a los patrones
de SST debido a los datos ausentes de las diferentes variables. Por otra parte, en la
tabla 5.2 se pueden comprobar las variables disponibles en cada boya. La definición
de las variables se puede consultar en la sección 2.2.1 del caṕıtulo 2.
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1. Descarga de datos
2. Procesado
2.2. Eliminación de variables y boyas con un elevado número de ausentes
2.3. Generación de salidas deseadas
           2.4. Eliminación o substitución de patrones con datos ausentes
2.5. Codificación de la fecha
2.6. Estandarización de los datos (media cero y varianza unidad)
Matrices de
datos finales
2.1. Generar matrices de datos base (una matriz por boya)
Figura 5.2
Esquema del procesado de datos.
Tabla 5.1
Número de patrones que disponen de la SST, patrones con todas las variables y fechas de los datos
de cada boya.
Boya N diario N diario N Mensual Fecha inicio Fecha fin
(SST) (Todas) (SST)
0N0E 5125 2216 158 02/02/1998 31/10/2018
0N10W 5721 1990 180 29/01/1999 18/06/2018
0N23W 6430 1910 204 07/03/1999 31/10/2018
0N35W 5257 1233 162 22/01/1998 21/12/2017
4N23W 3895 1312 124 12/06/2006 31/10/2018
4N38W 4110 1985 121 21/02/1999 31/10/2018
6S10W 6056 2216 194 15/03/2000 12/04/2018
8N38W 5719 1468 177 31/01/1998 31/10/2018
8S30W 3512 2353 103 21/08/2005 23/10/2018
10S10W 6979 2922 225 11/09/1997 31/10/2018
12N23W 3662 1280 117 08/06/2006 26/05/2018
12N38W 5249 2022 161 04/02/1999 31/10/2018
14S32W 4069 2475 128 24/08/2005 07/02/2018
15N38W 6454 1757 206 28/01/1998 31/10/2018
19S34W 4610 1910 150 01/09/2005 29/10/2018
20N38W 3936 1795 127 23/05/2007 31/10/2018
21N23W 3632 1368 115 19/05/2007 03/09/2018
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5. PREDICCIÓN DE LA SST
Tabla 5.2
Variables disponibles en cada boya. W, Wind ; Sw, Short wave; RH, Relative Humidity; DYN, Dy-
namic Height ; 20 ◦C IsoD, 20 ◦C isotherm depth; S, Salinity; D, Density; SST, Sea Surface Tem-





























































































Year X X X X X X X X X X X X X X X X X
Month X X X X X X X X X X X X X X X X X
Day X X X X X X X X X X X X X X X X X
Air temp (◦C) X X X X X X X X X X X X X X X X X
U wind X X X X X X X X X X X X X X X X X
V wind X X X X X X X X X X X X X X X X X
W speed (m/s) X X X X X X X X X X X X X X X X X
W dir (deg) X X X X X X X X X X X X X X X X X
Sw rad (W/m2) X X X X X X X X X X X X X X X X X
RH ( %) X X X X X X X X X X X X X X X X X
Rain (mm/hr) X X X X X X X X X X X X X X X X X
DYN (0-500m) X X X X X X X X X X X X X X X X X
20 ◦C IsoD (m) X X X X X X X X X X X X X X X X X
S 1m X X X X X X X X X X X X X X X X X
S 10m X X X X X X X X X X X X X X X X X
S 20m X X X X X X X X X X X X X X X X X
S 40m X X X X X X X X X X X X X X X X X
S 60m X X X X X X X X X X X X X X X X X
S 80m X X X X X X X X X X X X X X X X X
S 120m X X X X X X X X X X X X X X X X
D 1m (kg/m3) X X X X X X X X X X X X X X X X X
D 10m (kg/m3) X X X X X X X X X X X X X X X X X
D 20m (kg/m3) X X X X X X X X X X X X X X X X X
D 40m (kg/m3) X X X X X X X X X X X X X X X X X
D 60m (kg/m3) X X X X X X X X X X X X X X X X X
D 80m (kg/m3) X X X X X X X X X X X X X X X X X
D 120m (kg/m3) X X X X X X X X X X X X X X X X X
SST 1m (◦C) X X X X X X X X X X X X X X X X X
ST 5m (◦C) X X X X X X X X X X X X X X X X X
ST 10m (◦C) X X X X X X X X X X X X X X X X X
ST 13m (◦C) X X X X X X X X X X X X X X X X X
ST 20m (◦C) X X X X X X X X X X X X X X X X X
ST 40m (◦C) X X X X X X X X X X X X X X X X X
ST 60m (◦C) X X X X X X X X X X X X X X X X X
ST 80m (◦C) X X X X X X X X X X X X X X X X X
ST 100m (◦C) X X X X X X X X X X X X X X X X X
ST 120m (◦C) X X X X X X X X X X X X X X X X X
ST 140m (◦C) X X X X X X X X X X X X X X X X X
ST 180m (◦C) X X X X X X X X X X X X X X X X X
ST 300m (◦C) X X X X X X X X X X X X X X X X X
ST 500m (◦C) X X X X X X X X X X X X X X X X X
5.3.2. Metodoloǵıa de los experimentos preliminares
Antes de realizar los experimentos principales con todos los modelos, se llevaron a
cabo una serie de análisis y pruebas preliminares utilizando los datos diarios de la SST.
La finalidad de estas pruebas es estudiar el efecto de la tendencia, la estacionalidad
y los valores pasados de SST en la precisión de las predicciones.
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Según el análisis clásico de series temporales, la tendencia y la estacionalidad son
las principales medidas descriptivas que caracterizan a una serie temporal (Hyndman,
2018):
• La tendencia se identifica como un cambio en la serie a largo plazo con respecto
a su nivel medio.
• La estacionalidad se define como la presencia de una periodicidad o variación
de la serie con un determinado periodo (mensual, anual, etc.)
La tendencia se ha calculado para la serie de SST de cada boya mediante regresión
lineal. Además, se ha comprobado el efecto de eliminar la tendencia aplicando la pri-
mera y segunda derivada a la serie de SST. En cuanto a la estacionalidad, puesto que
los datos a analizar son series temporales de tipo climático, es previsible la existencia
de una componente estacional anual, además de una fuerte correlación entre muestras
actuales y pasadas. Para analizar estas caracteŕısticas se ha utilizado la autocorrela-
ción, aśı como las funciones de autocorrelación (AutoCorrelation Function, ACF) y
autocorrelación parcial (Partial AutoCorrelation Function, PACF) (Hyndman, 2018).
La desestacionalización de la serie temporal se ha realizado aplicando la diferencia
estacional, es decir, calculando la diferencia entre el valor de la serie de SST en un
d́ıa concreto y el valor promedio de ese mismo d́ıa a lo largo de la serie histórica
disponible (climatoloǵıa).
Una vez analizada la tendencia y componente estacional, se ha utilizado la ELM
para obtener las predicciones de SST en t+ 7, t+ 15 y t+ 30 d́ıas. Para estos experi-
mentos se realizó un barrido del número de neuronas de cinco a 50 en incrementos de
cinco, y los resultados mostrados corresponden a la mejor arquitectura seleccionada
por el criterio de información de Akaike (AIC). Tanto el modelo ELM como el criterio
AIC se definirán posteriormente en la sección 5.3.4. Los experimentos preliminares
realizados han sido:
1. Utilizar como variable de entrada únicamente la SST actual.
2. Junto a la SST actual, añadir valores anteriores de la SST como entradas (t−1,
t− 2, t− 7 y t− 15).
3. Aplicar la primera y segunda derivada a la SST para eliminar la tendencia.
4. Eliminar la componente estacional restando la climatoloǵıa a la SST de entra-
da/salida.
5. Añadir la fecha sin codificar como variable de entrada.
6. Añadir la fecha codificada como variable de entrada.
7. Combinar el uso de la fecha con la SST actual, valores pasadas y eliminación
de la componente estacional.
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5.3.3. Reducción de la dimensionalidad. Selección y extracción
de caracteŕısticas
Las técnicas de selección y extracción de caracteŕısticas (variables de entrada o
atributos) tienen como principal objetivo reducir la dimensionalidad del conjunto de
datos. Es decir, obtener el subconjunto de caracteŕısticas más compacto e informativo
posible que permita resolver de manera óptima el proceso de aprendizaje. Además,
estas técnicas pueden ser utilizadas para (Guyon y Elisseeff, 2006):
• Reducir el número de datos para limitar los requerimientos de almacenamiento
e incrementar la eficiencia del procesado aumentando, por lo tanto, la velocidad
de los algoritmos.
• Reducir el número de variables para simplificar la siguiente recogida de datos.
• Incrementar la precisión de los modelos.
• Ganar conocimiento sobre el proceso de generación de los datos facilitando la
visualización de los mismos.
• Reducir los problemas que se producen al analizar, visualizar u organizar con-
juntos de datos de alta dimensionalidad.
Los métodos de extracción de caracteŕısticas generan un conjunto de datos con
nuevas variables a partir de combinaciones de las variables originales. Estas combi-
naciones, que pueden ser lineales o no lineales según el tipo de proyección utilizado,
permiten obtener variables con un mayor poder de representación de los datos que
los atributos originales. El método de extracción más conocido es la técnica lineal y
no supervisada PCA (Alpaydin, 2010).
En cuanto a los métodos de selección de caracteŕısticas, su finalidad es encontrar
las variables más relevantes e informativas de un conjunto de datos. Existen tres
principales aproximaciones (Guyon y Elisseeff, 2006, 2003):
• Filtros. Los métodos basados en filtros realizan una ordenación de los predicto-
res basándose en criterios de relevancia, por ejemplo, coeficientes de correlación
o tests estad́ısticos. El algoritmo RReliefF es un ejemplo clásico de este tipo de
métodos.
• Wrappers. Estos métodos utilizan el algoritmo de aprendizaje automático de
interés como una caja negra para evaluar el rendimiento de diferentes subcon-
juntos de variables de acuerdo a su poder de predicción.
• Métodos embebidos (embedded methods). Este tipo de técnicas realizan la
selección de variables en el proceso de ajuste del modelo y suelen ser espećıficas
del método de aprendizaje máquina. Por ejemplo, dentro de esta categoŕıa se
encuentra el algoritmo Random Forest .
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5.3.3.1. Análisis de componentes principales
Es una de las técnicas estad́ısticas multivariante más conocida y es utilizada ha-
bitualmente en tareas de reducción de la dimensionalidad. De manera similar a otros
métodos de extracción de caracteŕısticas, esta técnica persigue obener la información
más importante de un conjunto de datos, reducir el tamaño y simplificar la descripción
de los datos, aśı como analizar la estructura de las variables y observaciones (Abdi y
Williams, 2010).
La técnica PCA obtiene nuevas variables, denominadas componentes principales
(CPs), mediante combinaciones lineales de las variables originales. La primera CP es,
de entre todas las combinaciones lineales de los predictores, la combinación lineal que
explica la mayor varianza posible de los datos. Las siguientes CPs se calculan bajo la
condición de presentar la mayor varianza restante y de no estar correlacionadas con
las CPs anteriores (Kuhn y Johnson, 2013).
Metodoloǵıa. Para reducir la dimensionalidad de los datos se aplicó la técnica
PCA a los conjuntos de entrada, seleccionando el número de CPs que representa-
sen, al menos, el 90 % de la varianza. Mediante diagramas de Pareto se examinó la
varianza acumulada en función del número de CPs. Este tipo de diagrama presenta
el porcentaje de la varianza que explica cada CP (barras) y el porcentaje total acu-
mulado (curva). Además, se examinaron los valores de los coeficientes, o pesos, para
determinar el nivel de contribución de cada predictor en la determinación de los CPs
(Abdi y Williams, 2010).
5.3.3.2. Algoritmo RReliefF
Es una técnica de selección de caracteŕısticas basada en el algoritmo de k-vecinos
que realiza una ordenación o ranking de los atributos en función de su importancia
para predecir las salidas. Presentado por Kira y Rendell (Kira y Rendell, 1992) para
problemas de clasificación de dos clases, posteriormente fue mejorado por Kononen-
ko (Kononenko, 1994) y Robnik-Sikonja (Robnik-Šikonja, 2003) para ser utilizado en
problemas multiclase y de regresión. El algoritmo original se basa en estimar la im-
portancia de los atributos en función de lo bien que distinguen datos muy cercanos
y que pertenecen a clases distintas. Para realizar esta estimación, en primer lugar
se inicializa aleatoriamente el caso seleccionado Ri y se buscan sus dos vecinos más
cercanos, llamados acierto cercano H y fallo cercano M . A continuación se actualiza
el vector de estimación de importancia W [A] para todos los atributos A dependientes
de los valores Ri, M y H. Si los casos Ri y H tienen valores diferentes al atributo
A, quiere decir que A separa dos casos que pertenecen a la misma clase y, por tan-
to, se reduce la importancia del estimador W [A]. Por otra parte, si los casos Ri y
M tienen valores diferentes del atributo A, quiere decir que A separa dos casos que
pertenecen a distintas clases y, por tanto, se incrementa la importancia del estima-
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dor W [A]. El pseudo-código del algoritmo Relief es el siguiente (Kira y Rendell, 1992):
Entrada. Para cada observación un vector con los valores de los atributos y un
vector con los valores de las clases.
Salida. El vector W de las estimaciones de la importancia de los atributos.
1. Iniciar los pesos W [A] := 0.0
2. for i:= 1 to m do begin
3. iniciar los valores aleatoriamente de Ri;
4. encontrar acierto más cercano (H) y fallo más cercano (M);
5. for A:= 1 to a do
6. W [A] := W [A]− diff(A,Ri, H)/m+ diff(A,Ri,M)/m;
7. end;
Una de las limitaciones más importantes del algoritmo Relief es su sensibilidad
ante atributos duplicados (o muy correlacionados). Si un problema contiene varia-
bles duplicadas, Relief les asignará la misma importancia (Robnik-Šikonja, 2003). En
cuanto a los diferentes algoritmos de la familia Relief, el algoritmo ReliefF es una
extensión del algoritmo base Relief que no está limitado a problemas de clasificación
de dos clases, es más robusto y más inmune al ruido (Kononenko, 1994). Finalmente,
el algoritmo RReliefF es una nueva modificación para poder ser usado en problemas
de regresión (Robnik-Šikonja, 2003).
Metodoloǵıa. Para obtener la importancia de los predictores, se aplicó el algoritmo
RReliefF a las variables de entrada de cada boya fijando el número de k vecinos en
10. A pesar de que RReliefF ordena las variables según su importancia, no existe una
regla fija a la hora de seleccionar el número de variables para entrenar los modelos.
En primer lugar se analizó la posibilidad de eliminar aquellas variables cuyo peso
fuese negativo. Sin embargo, en algunos casos este método eliminaba pocas variables.
Finalmente se decidió eliminar aquellas variables con un peso 10 veces inferior al
mayor peso, ya que este método mostró un buen equilibrio entre el número de variables
eliminadas y la predicción obtenida en la mayoŕıa de los casos.
5.3.3.3. Análisis de correlación
La función de correlación conocida como coeficiente de correlación de Pearson,
permite determinar la posible relación lineal existente entre dos variables. Los funda-
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mentos matemáticos de este tipo de correlación fueron expuestos en el apartado 3.3.3
del caṕıtulo 3.
Cuando dos predictores presentan una correlación alta entre ellos se dice que existe
colinealidad. Si la correlación se da entre varios predictores existe multicolinealidad.
La multicolinealidad afecta a las tareas de aprendizaje en términos de estimación
y explicación. A medida que aumenta la multicolinealidad, disminuye la varianza
total explicada disminuyendo, por tanto, la capacidad de predicción de cada variable
(estimación). Además, al compartirse la varianza entre un mayor número de variables,
aumenta la dificultad para analizar el efecto que produce cada uno de los predictores
en la estimación (explicación) (Hair et al., 2010).
La colinealidad añade complejidad a los modelos y empeora el rendimiento de las
predicciones. Por tanto, es importante realizar el análisis de correlación para eliminar,
o reducir, la información redundante. El procedimiento empleado para eliminar la
colinealidad ha sido el siguiente (Kuhn y Johnson, 2013):
1. Calcular la matriz de correlación de las variables de entrada. Esta matriz pro-
porciona el coeficiente de correlación de cada pareja de predictores, permitiendo
evaluar todas las posibles combinaciones.
2. Buscar la pareja de predictores con el mayor valor absoluto de correlación (va-
riables A y B).
3. Calcular la correlación media entre A y el resto de variables de entrada. Repetir
el procedimiento con la variable B.
4. Eliminar la variable (A o B) con el mayor valor de correlación promedio.
5. Repetir los pasos 2 a 4 hasta que el mayor valor absoluto de correlación esté
por debajo del umbral fijado.
Metodoloǵıa. En la anterior sección se ha explicado que el algoritmo RReliefF es
sensible a las variables correlacionadas. Por este motivo, se ha comprobado el efecto de
aplicar el análisis de correlación como etapa previa a la aplicación de RReliefF. Para
eliminar el efecto de multicolinealidad, se han eliminado recursivamente las variables
más correlacionadas hasta que el mayor valor absoluto de correlación se encuentre por
debajo de 0,8.
5.3.4. Metodoloǵıa y definición de los modelos de predicción
Implementación. Los modelos LSTM se han implementado utilizando la versión
R2019a de Matlab, mientras que para el resto modelos se ha empleado la versión
R2016a. Con los modelos RMLR y RFBT se ha utilizado la libreŕıa Statistics and
Machine Learning, con los modelos GRNN y MLP la libreŕıa Neural Networks y, para
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los modelos LSTM, la libeŕıa Deep Learning Toolbox. Por otra parte, se ha empleado
la libreŕıa LS-SVMlab1.8 para los modelos basados en LS-SVM (De Brabanter et al.,
2010). Por último, para el modelo ELM se ha utilizado una implementación de código
propia.
Los programas se han ejecutado en un servidor Linux con presador Intelr Xeonr
CPU E5-2620 v4 @2,10GHz x 16 con 251GB de RAM, un servidor Linux Intelr Xeonr
CPU E5-2620 v4 @2,10GHz con 128GB de RAM, un servidor Linux Intelr Xeonr
CPU E5530 @2,4GHz x16 con 70Gb de RAM y un ordenador personal Windows con
procesador Intelr CoreTM i5-2500 CPU @3,30GHz con 12GB de RAM.
Estrategia de predicción. Los modelos de predicción multipaso pueden ser imple-
mentados siguiendo diferentes estrategias. Las más conocidas son estrategia iterativa
(o recursiva) (Chevillon, 2007), estrategia directa (Cox, 1961) y estrategia MIMO
(Multi-Input Multi-Output, Múltiples-Entradas Múltiples-Salidas) (Ben Taieb et al.,
2009). En los trabajos de Taieb et al. (2012) y Bao et al. (2014) se puede consultar una
revisión de las diferentes estrategias de predicción multipaso. De manera resumida, la
estrategia iterativa construye un modelo para realizar una predicción de un único paso
hacia delante y, después, emplea este resultado como entrada para calcular la siguien-
te predicción. Este último paso se repite hasta alcanzar el horizonte de predicción
deseado. Este método propaga el error de una predicción a la siguiente, por lo que el
error puede aumentar rápidamente (Taieb et al., 2012). Por otra parte, la estrategia
directa construye un modelo distinto para cada horizonte de predicción, utilizando
únicamente observaciones pasadas. Este método consigue mejorar las predicciones de
la estrategia iterativa ya que no propaga el error (Bao et al., 2014). Finalmente, la
estrategia MIMO emplea un único modelo que calcula múltiples predicciones a partir
de las observaciones pasadas de manera directa. Esta estrategia consigue preservar la
dependencia temporal estocástica presente en las series temporales (Bao et al., 2014).
En nuestro caso, las predicciones de la SST se han obtenido mediante la estrategia
directa en los modelos RMLR y RFBT, mientras que en los modelos ELM, LS-SVM,
GRNN y MLP se ha utilizado la estrategia MIMO. Las predicciones con redes LSTM
se han obtenido mediante las estrategias recursiva y MIMO.
Evaluación de los modelos. Mediante los diferentes modelos se han obtenido
predicciones de la SST en tres horizontes distintos: t+7, t+15 y t+30 d́ıas para los
modelos diarios y t+1, t+2 y t+3 meses para los modelos mensuales. De manera
previa a la generación de los conjuntos de entrenamiento y validación, se reservaron
las últimas 365 muestras (36 en los modelos mensuales) de cada boya para formar
los conjuntos de test. Utilizando el resto de datos, el ajuste de las arquitecturas de
los modelos se ha realizado mediante el método de validación cruzada, dividiendo
el conjunto de datos de manera aleatoria en 10 bloques de igual tamaño (10-fold
cross-validation). En cada una de las 10 repeticiones se utilizan 9 bloques distintos
de datos para entrenar el modelo (conjunto de entrenamiento) y el bloque restante
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para validarlo (conjunto de validación). Para aumentar la robustez de los resultados
se ha repetido 20 veces este procedimiento, por lo que el proceso de entrenamiento y
validación se repite un total de 200 veces en cada arquitectura.
Puesto que en el caso de las redes LSTM es necesario preservar el orden cronológico
de las muestras, el ajuste se realizó dividiendo los datos en 2/3 para entrenamiento y
1/3 para validación. Finalmente, en todo los casos se utilizaron los conjuntos de test
para comprobar la generalización de los modelos en datos no utilizados y, además,
posteriores en fecha a los empleados en el proceso de entrenamiento y validación.
Los errores cometidos por los modelos en las predicciones de SST se han estimado






|yi − ŷi| (5.3)
donde yi es la señal deseada, ŷi es la predicción y n el número de datos. Por tanto, este
ı́ndice muestra la media de las diferencias entre la señal deseada y la señal predicha.
Ajuste de los parámetros. En los apartados correspondientes a la descripción
de los modelos de predicción, se detalla también la búsqueda de la arquitectura o
parámetros óptimos realizada en cada caso particular.
Además de realizar un barrido del número de neuronas, en los modelos MLP y
ELM se ha utilizado el criterio AIC (Akaike, 1974). Los criterios de selección como AIC
se basan en el error cometido por el modelo analizado (primer término del criterio) y en
un término que penaliza el número de parámetros (p) (segundo término del criterio).
A medida que aumenta el error cometido y el número de parámetros (por ejemplo
neuronas) del modelo, aumenta el valor del ı́ndice AIC. Por lo tanto, el menor valor
del ı́ndice representa el modelo con la mejor relación entre error cometido y número
de parámetros. La expresión matemática del ı́ndice AIC es:









+ 2× p (5.4)
En los siguientes apartados se describen los modelos matemáticos utilizados para
realizar las predicciones de la SST.
5.3.4.1. Modelo trivial
El modelo trivial es el más sencillo de todos y consiste en considerar el valor actual
de la variable como el resultado de la predicción:
• y(t+ 7) = x(t), y(t+ 15) = x(t) e y(t+ 30) = x(t) en los datos diarios.
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• y(t+ 1) = x(t), y(t+ 2) = x(t) e y(t+ 3) = x(t) en los datos mensuales.
5.3.4.2. Modelo climatoloǵıa
El siguiente modelo en cuanto a complejidad es la media de los datos históricos
o climatoloǵıa, que puede ser diaria o mensual dependiendo de los datos utilizados.
Esta media se obtiene calculando el valor medio de la SST de cada d́ıa del año,
o de cada mes, empleando todos los datos disponibles de la serie histórica. Estos
dos modelos se utilizan como referencia para comprobar la bondad de los ajustes
obtenidos con el resto de modelos de predicción. Para poder compararla con los demás
modelos, la climatoloǵıa se calculó sin utilizar los datos de test. Además de esta
comparación, el modelo basado en la media también resulta útil para analizar la
componente estacionaria de las series temporales tal y como se detalló en la sección
de experimentos preliminares (5.3.2).
5.3.4.3. Regresión lineal múltiple robusta
Realiza un ajuste mediante un modelo que es lineal en sus coeficientes, el cual
se calcula normalmente por mı́nimos cuadrados. El modelo general de MLR para un
conjunto de datos de entrada con dimensión p y n observaciones viene dado por la
siguiente ecuación Weisberg (2014):
yi = b0 +
p∑
k=1
bkX(i,k) + εi, i = 1, . . . , n , (5.5)
donde bk son los coeficientes de regresión, Xn×p es el vector de entrada, yi es la i-
th muestra de la variable de salida y ε es el error cometido en el ajuste, que puede
ser determinado mediante los residuos (diferencias entre los valores observados y los
predichos):
ε̂i = ŷi − yi (5.6)
El ajuste por mı́nimos cuadrados es uno de los tipos de regresión lineal más utili-
zados. La versión robusta de la función de regresión utiliza un algoritmo iterativo de
ajuste por mı́nimos cuadrados, donde los pesos se calculan en cada iteración aplicando
la función bicuadrada a los residuos de la anterior iteración. Este algoritmo permite
asignar menor peso a los puntos que no se ajustan bien al modelo. Por lo tanto el
modelo resultante es menos sensible a los valores at́ıpicos (outliers) de los datos que
la regresión lineal por mı́nimos cuadrados estándar (Holland y Welsch, 1977).
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5.3.4.4. Perceptrón multicapa
Una red neuronal artificial (ANN) es una técnica de aprendizaje automático no
lineal inspirada en el funcionamiento del cerebro humano. De forma similar a co-
mo procesa el cerebro la información, una ANN resuelve problemas de aprendizaje
modelando la relación entre las señales de entrada y de salida mediante una red inter-
conectada de neuronas artificiales (Ripley, 1996; Bishop, 2006; Titterington, 2010). El
modelo de ANN más ampliamente utilizado es el perceptrón multicapa ya que, debido
a su gran versatilidad, puede ser utilizado para resolver todo tipo de problemas de
aprendizaje (regresión, clasificación, reconocimiento de patrones, etc.) con excelentes
resultados (Haykin, 2009).
Las neuronas son las unidades no lineales de procesamiento de las ANN y están
formadas por un sumador y una función de activación como se muestra en la figura
5.3. En el sumador se computa la suma del producto entre las entradas xk a la neu-
rona y los coeficientes de adaptación wk, llamados pesos sinápticos, que representan





wikxk + bi) (5.7)


























Representación esquemática de una neurona artificial.
La función de activación es una función que determina el modo en que la ANN
procesa la información. Las funciones más utilizadas son: umbral, lineal, sigmoide,
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tangente hiperbólica y gaussiana. La función umbral fue la primera función de acti-
vación utilizada en un modelo ANN (Arbib, 2003). Si el valor de entrada es negativo




0 si x < 0
1 si x ≥ 0 (5.8)
La función sigmoide es la función de activación más utilizada en las ANN ya que
presenta un comportamiento equilibrado para datos lineales y no lineales. Además,
a diferencia de la función umbral, es diferenciable (derivable en todo el rango de










donde a es la amplitud y b, la pendiente de la función.
La arquitectura de un MLP está formada por una capa de entrada, una o varias
capas ocultas y una capa de salida. Cada una de estas capas está compuesta por,
al menos, una neurona artificial. La señal de entrada se propaga capa a capa hacia
la salida de la red a través de las neuronas. Mientras que el número de neuronas
de entrada/salida es igual al número de variables de entrada/salida del problema a
resolver, el número de neuronas de las capas ocultas tiene que ser configurado por el
diseñador de la ANN (Arbib, 2003). En la figura 5.4 se muestra un esquema de un
MLP formado por dos capas ocultas.
El procedimiento utilizado para ajustar los parámetros de la red neuronal se deno-
mina algoritmo de aprendizaje. Este algoritmo adapta el valor de los pesos sinápticos
de la ANN para resolver un problema determinado, minimizando una medida del
error cometido (Haykin, 2009). El algoritmo de retropropagación (Backpropagation
Algorithm, BP) fue el primer algoritmo utilizado para adaptar los pesos de la ANN
(Werbos, 1974); BP es un algoritmo de descenso por gradiente basado en la ecuación
5.11 que adapta el valor de los parámetros para hallar el mı́nimo de la función de
coste J :
Wn+1 = Wn − α5wn J (5.11)
donde W son los pesos sinápticos, α la constante de adaptación y J la función de
coste. El algoritmo BP funciona en dos fases:
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Arquitectura del perceptrón multicapa con dos capas ocultas.
1. Propagación hacia delante. En esta fase las señales se propagan desde la capa
de entrada hacia la de salida, aplicándose en cada caso los pesos y funciones de
activación en cada neurona. El error se calcula comparando la señal de salida
con la señal deseada.
2. Propagación hacia atrás. En función del error obtenido, el algoritmo optimiza
recursivamente los valores de los pesos propagando la señal de error desde la
capa de salida hacia la de entrada.
Una mejora del algoritmo BP, es el algoritmo Levenberg-Marquardt (LM). LM su-
pone un compromiso entre el método de Newton (es rápido encontrando el mı́nimo
local, o global, pero puede diverger) y el descenso por gradiente (se asegura la con-
vergencia, pero es lento). LM es un método que mejora la velocidad de entrenamiento
del descenso por gradiente evitando calcular la matriz hessiana (Haykin, 2009).
Ajuste de la arquitectura. La selección de la arquitectura del MLP se ha realizado
mediante un barrido del número de neuronas desde dos hasta 10 neuronas en pasos
de dos, con una y con dos capas ocultas. Cada arquitectura se ha inicializado 20
veces con pesos aleatorios para evitar el problema de mı́nimo local. El algoritmo de
entrenamiento utilizado es el conocido como Levenberg-Marquardt (Haykin, 2009).
En la figura 5.5 se muestra el error (́ındice MAE) cometido en función del número
de neuronas para las boyas 19◦S - 34◦W y 0◦N - 23◦W. En la figura 5.5.a se puede
observar que con cuatro neuronas los errores de entrenamiento, validación y test son
menores que utilizando dos neuronas. Al aumentar las neuronas, los ı́ndices MAE
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de entrenamiento y validación siguen disminuyendo progresivamente. Sin embargo, el
ı́ndice MAE de test aumenta, indicando que se está produciendo sobreentrenamiento.
Para este caso, el criterio AIC seleccionó la arquitectura con cuatro neuronas. En el
segundo ejemplo (figura 5.5.b), el error de entrenamiento disminuye al aumentar el
número de nodos, pero el error de validación aumenta a partir de seis neuronas. Por
tanto, la arquitectura escogida según el mı́nimo MAE de validación o según el criterio
AIC son similares para este caso (seis y cuatro respectivamente). La tabla 5.3 muestra
la arquitectura del MLP que consigue un menor error de validación para cada boya.
Se descartaron los modelos con dos capas ocultas ya que no consiguieron mejorar los
resultados obtenidos por los modelos con una sola capa.

















(a) Datos diarios boya 19◦S - 34◦W.















(b) Datos mensuales boya 0◦N - 23◦W.
Figura 5.5
Índices MAE (◦C) de entrenamiento, validación y test en función del número de neuronas del MLP
utilizando como entradas SST y fecha codificada.
Tabla 5.3
Mejor arquitectura del MLP para cada boya utilizando como entradas la SST y fecha, aśı como































































































SST 6 6 8 6 8 4 10 10 10 10 8 6 8 6 6 6 4
Todas 4 2 4 4 6 4 6 4 6 10 4 6 6 6 6 6 6
Mensuales
SST 4 4 4 4 6 4 4 4 6 4 4 8 4 4 10 6 4
Todas 2 2 4 4 2 2 2 2 2 2 2 2 2 2 2 2 2
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5.3.4.5. Máquinas de aprendizaje extremo
Son modelos neuronales compuestos por una única capa oculta (SLFN). En la
figura 5.6 se muestra un esquema de este tipo de red neuronal. Si consideramos un
conjunto de datos con N puntos (xi, ti) ∈ (Rn,Rm), donde i = 1, . . . , N , la salida





βig(wixi + bi) j = 1, . . . , N (5.12)
donde wi es el vector de pesos que conectan las entradas con la i-ésima neurona ocul-
ta, βi es el vector de pesos que conecta la i-ésima neurona oculta y la salida de las
neuronas, bi es el sesgo de la i-ésima neurona oculta, y dj es la salida dada por la
red para una muestra j de los datos (figura 5.6). Una SLFN estándar con L neuronas
ocultas y función de activación g(x) puede aproximar N muestras con error cero en el
caso ideal, inicializando aleatoriamente los pesos de entrada y el sesgo de las neuro-
nas ocultas. Esta asignación aleatoria se puede llevar a cabo si g(x) es infinitamente
diferenciable (Huang et al., 2006).
El algoritmo ELM se fundamenta en este hecho, tras inicializar aleatoriamente los
pesos de entrada considera la salida de la SLFN como un sistema lineal y los pesos
de salida se pueden obtener, entonces, mediante la pseudo-inversa de la matriz de
salidas de la capa oculta (Huang et al., 2006). De esta forma, dado un conjunto de
N vectores de entrada, la salida de la SLFN aproxima estos N casos con error nulo∑N
j=1 ‖dj − tj‖ = 0 y, por tanto, existe una βi, wi y una bi tal que,
L∑
i=1
βig(wixj + bi) = tj j = 1, . . . , N (5.13)
Las anteriores ecuaciones se pueden expresar de manera compacta como:





g(w1x1 + b1) . . . g(wLx1 + bL)
... · · ·
...
























La matriz H es la matriz de pesos de salida de la capa oculta de la SLFN, siendo
sus dimensiones N × L, donde N es el número de casos y L el número de neuronas
en la capa oculta, β es el vector de pesos de salida de las neuronas y T el vector de
las salidas deseadas. Por otra parte el sistema de ecuaciones tiene que ser resuelto




La solución a este problema con la mı́nima norma viene dada por:
β̂ = H†T (5.16)
donde H† es la pseudo-inversa de Moore-Penrose (Serre, 2002). Una matriz G de
orden n×m es la pseudo-inversa generalizada de Moore-Penrose de una matriz A de
orden n×m si,
















Representación esquemática de una ELM con N datos de entrada y L neuronas en la capa oculta.
Las caracteŕısticas más importantes de esta solución son (Huang et al., 2006):
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• Minimizar el error de entrenamiento.
• Obtener la norma más pequeña y el mejor rendimiento de generalización.
• La mı́nima norma de mı́nimos cuadrados de la solución Hβ = T es única y es
β̂ = H†T.
Por lo tanto el algoritmo ELM para SLFNs puede resumirse en los siguientes pasos:
Dado un conjunto de datos (xi, ti) ∈ (<n,<m), i = 1, . . . , N función de activación
g(x) y L neuronas ocultas:
1. Asignar aleatoriamente los pesos de entrada wi y sesgos bi, i = 1, . . . , L.
2. Calcular la matriz de pesos de salida de la capa oculta H.
3. Calcular los pesos de salida β según
β = H†T
donde H, β y T ya han sido definidos previamente.
El principal problema de la ELM es el ajuste del número de neuronas de la capa
oculta. Este problema no tiene una única solución y depende del número de variables,
del número de patrones y de la propia naturaleza de los datos (Huang et al., 2006).
Para resolver este problema existen dos grandes estrategias posibles, por un lado
entrenar los modelos con un gran número de neuronas e ir “podando” (pruning) las
neuronas hasta conseguir el modelo óptimo. La otra estrategia consiste en empezar
con un número pequeño de neuronas e ir incrementando ese número (growing) hasta
obtener la mejor relación posible entre el número de neuronas y el error cometido.
Ajuste de la arquitectura. Al igual que en el MLP, la arquitectura de la ELM se
ha fijado mediante un barrido del número de neuronas. Para los modelos con SST y
fecha como entradas se ha utilizado un barrido de cinco en cinco hasta 50 neuronas,
mientras que para el resto de modelos (con todas las variables, con PCA, etc.) se
ha realizado un barrido de 20 en 20 hasta 200 neuronas. En la figura 5.7 se muestra
el ı́ndice MAE de validación en función del número de nodos de la ELM con datos
diarios. En la figura 5.7.a se observa que el error desciende rápidamente hasta las 20
neuronas, permaneciendo constante al seguir incrementando el número de neuronas.
Sin embargo, utilizando todas las variables de entrada (figura 5.7.b) se observa que el
error sigue descendiendo de manera progresiva al aumentar el número de neuronas.
En la tabla 5.4 se muestra la arquitectura de la ELM con la que se ha obtenido un
menor valor del ı́ndice MAE de validación en cada boya.
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(a) SST y fecha como entradas.

















(b) Todas las variables entrada.
Figura 5.7
Índice MAE (◦C) en función del número de neuronas de la ELM para la boya 0◦N - 0◦E.
Tabla 5.4
Mejor arquitectura (número de neuronas) de la ELM en cada boya para datos diarios y mensuales






























































































SST 20 15 20 25 20 25 20 25 20 20 20 20 20 20 20 20 15
Todas 160 140 180 120 120 180 200 160 200 200 140 180 200 180 160 200 140
Men.
SST 15 15 20 20 20 20 10 20 20 20 15 15 20 15 20 20 20
Todas 200 200 80 100 200 200 200 200 200 100 200 200 200 100 200 200 200
5.3.4.6. Redes neuronales de regresión generalizada
Fue propuesta por Donald F. Specht en 1991 (Specht, 1991) y es una variante de
la red neuronal de base radial (Radial Basis Function Network, RBFNN). Se utiliza
habitualmente como aproximador de funciones y está formada por tres capas: una
capa de entrada, una capa oculta y una capa de salida. La capa oculta está formada
por neuronas de base radial, mientras que la capa de salida está formada por una,
o varias neuronas con función de transferencia lineal. La salida de la red se obtiene
aplicando la RBF, escalada por un factor de ensanchamiento (spread factor), a los









donde xi y σ son los centros y anchos, respectivamente, de las funciones gaussianas.
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Dado m pares de entradas-salidas {xi,yj} ∈ <n × <i, i = 1, 2, ...,m, la salida de



















La GRNN, en su aproximación clásica, tiene un número de neuronas igual al
número de patrones o muestras de entrada, por lo que suele requerir un mayor número
de neuronas que una red neuronal estándar de propagación hacia atrás de errores o
retropropagación. Sin embargo, el coste computacional para diseñar una GRNN es
generalmente menor que el necesario para diseñar una red de retropropagación.
El único parámetro ajustable de la GRNN es el spread factor. Cuando este paráme-
tro es pequeño, la función RBF es estrecha y sólo un número reducido de muestras de
entrada contribuyen en la obtención de la salida de la red, produciéndose una salida
abrupta. Por otra parte, a medida que aumenta el valor de este parámetro, aumenta
el ancho de la RBF y un mayor número de muestras contribuyen en la obtención de
la salida obteniéndose, por tanto, una salida más suave. Consecuentemente, el spread
factor determina el rendimiento de la GRNN. En la figura 5.8 se muestra la función
de base radial resultante para varios valores del spread factor.



















Función de base radial (RBF) para varios valores del factor de ensanchamiento.
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Ajuste del spread factor. El ajuste se ha realizado mediante un barrido de este
parámetro desde 0,01 hasta 0,1 en incrementos de 0,01 (10 arquitecturas) para los
datos diarios y desde 0,05 hasta 0,5 en incrementos de 0,05 para los mensuales. En la
figura 5.9 se muestran dos ejemplos del error en función del spread factor. La tabla
5.5 muestra el valor del spread factor óptimo para cada boya.















(a) Datos diarios boya 8◦N - 38◦W.

















(b) Datos mensuales boya 12◦N - 23◦W.
Figura 5.9
Índices MAE (◦C) en función del spread factor de la GRNN.
Tabla 5.5






























































































Dia. 0,07 0,06 0,07 0,07 0,08 0,09 0,04 0,05 0,04 0,03 0,04 0,05 0,04 0,04 0,04 0,04 0,03
Men. 0,25 0,20 0,20 0,35 0,40 0,35 0,15 0,15 0,30 0,35 0,15 0,20 0,35 0,30 0,15 0,25 0,25
5.3.4.7. Árboles de regresión aleatorios
Los modelos basados en árboles de regresión se construyen dividiendo recursiva-
mente el conjunto de datos mediante decisiones lógicas usando teoŕıa de la infor-
mación. Partiendo del nodo ráız, los patrones de entrenamiento se dividen en dos
subconjuntos en función de los valores de un atributo de entrada. Esta división ge-
nera dos ramas con dos nuevos nodos. En cada nuevo nodo generado se aplicará una
nueva decisión que volverá a segmentar el conjunto de datos. Este proceso se repite
hasta alcanzar el ĺımite de divisiones definido. El final de cada sección del árbol se
denomina hoja, y contiene el valor de la predicción (Breiman et al., 1984; Witten
et al., 2011). El resultado de este proceso se puede representar mediante un diagrama
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como el mostrado en la figura 5.10, en el que se pueden observar las diferentes ramas,














Ejemplo de árbol de decisión (boya 6◦S - 8◦E).
Las decisiones lógicas tomadas en los nodos numerados en la figura 5.10 son las
siguientes:
• Nodo 1: if FechaCod1 < -0.78 then nodo 2 elseif FechaCod1 >= -0.78 then nodo
3 else 26.48
• Nodo 2: if FechaCod2 < 0.71 then nodo 4 elseif FechaCod2 >= 0.71 then nodo
5 else 23.59
• Nodo 3: if FechaCod2 < -1.07 then nodo 6 elseif FechaCod2 >= -1.07 then nodo
7 else 27.92
• Nodo 4: if FechaCod1 < -1.02 then nodo 8 elseif FechaCod1 >= -1.02 then nodo
9 else 23.14
• Nodo 5: if SST180 < 1.39 then nodo 10 elseif SST180 >= 1.39 then nodo 11
else 24.88
• Nodo 7: if FechaCod1 < -0.40 then nodo 14 elseif FechaCod1 >= -0.40 then
nodo 15 else 28.89
• Nodo 9: if FechaCod1 < -0.84 then nodo 18 elseif FechaCod1 >= -0.841 then
nodo 19 else 23.72
• Nodo 11: if SLP < -0.57 then nodo 22 elseif SLP >= -0.57 then nodo 23 else
25.54
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• Nodo 14: if Salinity80m < 1.52 then nodo 28 elseif Salinity80m >= 1.52 then
nodo 29 else 27.75
• Nodo 19: Predicción = 24.01
• Nodo 23: Predicción = 25.29
• Nodo 28: Predicción = 28.51
Los árboles crecen (se ajustan) seleccionando con reemplazo el conjunto de entre-
namiento mediante la técnica Bootstrap AGGregatING o Bagging (Breiman, 1996).
Puesto que las predicciones con un único árbol pueden no ser óptimas, se agregan árbo-
les al modelo para mejorar los resultados. Promediando los resultados del conjunto
(o bosque) de árboles resultante, se obtiene la predicción final. Además, mediante
la técnica Random Subspace se selecciona de manera aleatoria los predictores que se
utilizan para dividir el conjunto de datos en cada decisión del árbol. Por tanto, los
denominados árboles de regresión aleatorios o RFBT integran las técnicas árboles de
regresión, Bagging y Random Subspace (Breiman, 1996, 2001). Los pasos que sigue el
algoritmo RFBT son los siguientes:
1. Crear de manera aleatoria el conjunto de entrenamiento mediante la técnica
Bagging. Al generarse con reemplazo, aproximadamente 2/3 de las muestras se
utilizaran en el entrenamiento, mientras que el 1/3 restante se usará para la
validación (muestras out-of-bag).
2. El conjunto creado mediante Bagging se asigna a un árbol de decisión. En cada
nodo de decisión se realiza la división de los datos a partir de un subconjunto con
m caracteŕısticas escogidas de manera aleatoria. Para obtener la mejor división
en cada nodo es necesario implementar una función objetivo (entroṕıa o ı́ndice
Gini).
3. Los pasos anteriores se repiten hasta alcanzar el número de árboles definido en
el conjunto. Cada árbol se corresponderá con un conjunto aleatorio distinto.
4. La predicción final se obtiene promediando las predicciones de cada árbol.
Ajuste de los parámetros. El modelo de árbol de decisión escogido utiliza las
técnicas de combinación de modelos Bagging y Random Forest. El algoritmo de Bag-
ging se ha configurado para seleccionar aleatoriamente con reemplazo las muestras
del conjunto de entrenamiento. Al utilizar reemplazo, aproximadamente el 33 % de
las muestras no se utilizan en el entrenamiento, reservándose para la validación (da-
tos Out of Bag). Por otra parte el número de árboles del ensamblado se ha fijado
en 30. Por último, para escoger los predictores en cada división de los datos se ha
escogido el algoritmo Random Forest. En la figura 5.11 se muestra el error en función
del número de árboles del conjunto. Se puede observar que a partir de 15 árboles el
error se mantiene prácticamente constante.
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Error medio cuadrático (MSE) en función del número de árboles para la boya 0◦N - 0◦E.
5.3.4.8. Máquinas de vectores soporte
En problemas de clasificación, las máquinas de vectores soporte tratan de convertir
un problema no separable en el espacio de entrada en uno separable en el denominado
espacio de caracteŕısticas, mediante la búsqueda del hiperplano de separación óptimo
en este nuevo espacio de alta dimensionalidad (Vapnik, 1998). Cuando se utiliza en
problemas de regresión, el objetivo es definir un intervalo en el que la diferencia entre
la función de ajuste de los datos y el valor deseado sea menor que ε. Mediante este
intervalo fijado por el valor de ε se define una región (“tubo”) alrededor de la salida
deseada en la que deben encontrarse las predicciones (figura 5.12). Las salidas, por
tanto, podrán encontrarse dentro o fuera del “tubo”, pudiéndose tratar el problema
de regresión como uno de clasificación (Bishop, 2006).
Dados los patrones de entrada {xi, ti}Ni=1, xi ∈ Rd, ti ∈ R, una función lineal y(x)
en el espacio de caracteŕısticas se define como (Bishop, 2006):
y(x) = ωTφi(x) + b, (5.21)
donde φi es la i-th caracteŕıstica, ω es el vector de pesos y b es el sesgo. Introduciendo
las variables de holgura ξi, ξ̂i (slack variables) que indican cuando un punto está
dentro o fuera del tubo, la función de error para el SVM de regresión puede definirse











donde C es el parámetro de regularización.
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Esquema de la SVM para regresión. La curva azul representa la curva de regresión. Las curvas rojas
marcan los ĺımites del “tubo”, los puntos dentro del tubo tienen unos valores de ξi, ξ̂i = 0.
Esta expresión debe ser minimizada cumpliendo las siguientes condiciones:
ti ≤ y(xi) + ε+ ξi (5.23)
ti ≥ y(xi)− ε− ξ̂i (5.24)
ξi, ξ̂i ≥ 0 (5.25)
Este problema de optimización con restricciones, puede resolverse introduciendo
los multiplicadores de Lagrange αi ≥ 0 y α̂i ≥ 0 en el denominado problema dual
definido por la siguiente ecuación (Bishop, 2006):















En esta expresión se ha introducido además el término correspondiente al kernel
k(xi,xj). Utilizando los kernels se consigue implementar una relación no lineal en
las variables entre el espacio de entrada y el espacio de caraceŕısticas. El kernel más
utilizado es el gaussiano, definido en la ecuación 5.18.
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Finalmente, las predicciones para un nuevo patrón de entrada se pueden obtener




(αi − α̂i)k(x,xi) + b (5.27)
La versión LS-SVM se propuso para obtener la solución al sistema lineal de ecua-
ciones presente en la SVM original mediante el ajuste por mı́nimos cuadrados, en
lugar de utilizar Convex Quadratic Programming (QP) (Suykens et al., 2002).
Ajuste de los hiperparámetros. El ajuste de γ y σ2 se realiza en dos pasos:
1. Mediante el algoritmo Coupled Simulated Annealing se determinan los paráme-
tros de ajuste iniciales más adecuados.
2. La rutina de optimización simplex utiliza estos valores iniciales para realizar un
ajuste fino de los parámetros (De Brabanter et al., 2010).
El parámetro de regularización γ determina el equilibrio entre minimización del
error de entrenamiento y suavidad de la función estimada. Por otra parte, σ2 es el
parámetro de anchura de la función kernel. La función kernel utilizada es la RBF
debido a su mejor rendimiento en comparación al kernel lineal. En la tabla 5.6 se
muestran los estad́ısticos descriptivos de los hiperparámetros obtenidos en las predic-
ciones mensuales de SST.
Tabla 5.6
Valor mediano de los hiperparámetros (γ y σ2) de la LS-SVM para las predicciones mensuales.
γ σ2
t+1 t+2 t+3 t+1 t+2 t+3
0N0E 32,5 1660,2 200,6 6,3 18,3 15,8
0N10W 10,2 47,1 2228,5 2,0 5,2 80,1
0N23W 85,2 5,0 279,4 4,6 3,5 22,5
0N35W 175,5 3,3 2,9 58,9 3,9 2,2
4N23W 2,6 1,0 20,8 1,7 1,2 6,4
4N38W 94,5 165,6 1748,6 36,3 10,3 34,8
6S10W 451,7 2804,2 6048,5 28,0 42,0 156,6
8N38W 10,4 4,0 28,0 1,0 1,7 2,4
8S30W 3431,6 131,5 3,9 354,8 56,4 9,4
10S10W 16,6 257,4 254,7 1,7 17,9 33,2
12N23W 19,8 15,0 81,5 2,3 4,1 4,8
12N38W 2263,4 785,1 1554,5 3697,5 8,5 9,0
14S32W 4701,3 1742,2 6230,9 102,5 42,4 54,8
15N38W 37,5 196,4 2015,3 2,9 4,3 9,9
19S34W 434,5 1069,9 3847,1 18,9 25,5 10,6
20N38W 223,6 278,7 2735,9 3,4 17,7 57,6
21N23W 55,2 3093,6 2893,4 12,6 60,2 62,7
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5.3.4.9. Redes neuronales recurrentes LSTM
A diferencia de las redes neuronales tradicionales como el MLP, las redes neuro-
nales recurrentes pueden almacenar representaciones de entradas recientes gracias a
su esquema de conexiones retroalimentadas. Esta caracteŕıstica permite a este tipo
de redes presentar un comportamiento temporal dinámico muy útil en tareas de reco-
nocimiento de voz, composición musical o predicción de series temporales (Hochreiter
y Schmidhuber, 1997). Sin embargo, la capacidad de aprendizaje de las RNN se ve
limitada por los procedimientos de entrenamiento basados en descenso por gradiente
como la retropropagación a través del tiempo (Back-Propagation Through Time) o
el aprendizaje recurrente en tiempo real (Real-Time Recurrent Learning). Con estos
algoritmos, la evolución de las señales de error retropropagadas en la red dependen de
manera exponencial de la magnitud de los pesos y, por tanto, la retroprapagación del
error tiende rápidamente a desvanecerse o a aumentar sin control. Por este motivo,
en la práctica, las RNN no logran funcionar adecuadamente en problemas que impli-
quen una relación entre entradas y salidas que supere los 5 - 10 retardos (short-term
memory) (Bengio et al., 1994; Hochreiter y Schmidhuber, 1997; Gers et al., 2000).
Con la finalidad de remediar este problema, Hochreiter and Schmidhuber presen-
taron las redes LSTM en 1997. Las redes LSTM están compuestas por unidades de
procesamiento denominadas celdas que permiten controlar el flujo del error de manera
constante, extendiendo la capacidad de aprendizaje de la red hasta los 1000 retardos
aproximadamente (long-term memory). El centro de estas celdas lo forma una cone-
xión autorrecurrente (constant error carousel) cuyo acceso está controlado por una
puerta de entrada (input gate) y una puerta de salida (output gate) (Hochreiter y
Schmidhuber, 1997). Estas celdas fueron mejoradas posteriormente añadiendo la de-
nominada puerta olvidar (forget gate) para permitir resetear el estado de la celda
(Gers et al., 2000).
En la figura 5.13 se muestra como el bucle o recursividad de una LSTM puede ser
entendido como una celda copiada múltiples veces, en la que la información de instan-
tes temporales anteriores se transmite a las siguientes celdas. En esta figura también
se detalla de manera gráfica los diferentes componentes de las unidades LSTM. Se
puede observar que, a diferencia de una neurona clásica formada por un sumador y
una función de activación, una celda LSTM está formada por múltiples elementos
interconectados. El elemento principal es el denominado estado o memoria de la cel-
da (Ct), representado por la ĺınea horizontal superior del esquema. Esta memoria se
retroalimenta de manera recursiva, y la modificación de la información que contiene
está regulada por el resto de elementos de la celda. En el instante t, el vector de en-
trada Xt se suma con el vector de salida o estado oculto ht−1. Esta suma se propaga
a las puertas olvidar ft, entrada it y salida ot. La puerta olvidar, compuesta por una
función de activación sigmoide y un multiplicador elemento a elemento (Hadamard
product), controla la información de instantes anteriores que debe ser mantenida o
eliminada de la memoria.
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Figura 5.13
Esquema de una celda LSTM y propagación de la información a través de la misma. Xt es el vector
de entrada, ht el vector de salidas y Ct el estado o memoria de la celda. ft, it, C′t y Ot representan
a la puerta olvidar, puerta de entrada, valor estado candidato y puerta de salida, respectivamente.
La salida en el instante t de la puerta olvidar se define como (Gers et al., 2000):
ft = σg(Wfxt +Rfht−1 + bf ), (5.28)
donde σg es una función de activación sigmoide, W es la matriz de pesos de entrada,
R la matriz de pesos recurrentes y b el sesgo.
Por su parte, la puerta de entrada controla la información actual que modificará
a la memoria de la celda y está formada por el vector it y el vector candidato C
′
t:
it = σg(Wixt +Riht−1 + bi) (5.29)
C ′t = σc(WCxt +RCht−1 + bC), (5.30)
donde σc es una función de activación tangente hiperbólica.
Una vez obtenidas ft, it y C
′
t, estas señales se combinan para actualizar el estado
de la celda Ct de la siguiente forma:
Ct = ft  Ct−1 + it  C ′t, (5.31)
donde  es una multiplicación elemento a elemento.
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La puerta de salida controla el valor ht de salida que se obtiene en la celda,
combinando el vector ot con el estado Ct como sigue:
ot = σg(Woxt +Roht−1 + bo) (5.32)
ht = ot  σc(Ct) (5.33)
Por último, la salida ht se retroalimenta en la celda y se propaga hacia la siguiente
capa.
Ajuste de la arquitectura. La capa de entrada de la red (sequenceInputLayer) se
ha configurado con un tamaño igual al número de entradas. El ajuste de la capa oculta
(lstmLayer) se ha realizado mediante un barrido del número de unidades LSTM. Para
los datos mensuales, el barrido se ha realizado desde dos hasta 10 en pasos de dos,
mientras que para los datos diarios se ha realizado de cinco a 45 en pasos de cinco.
Adicionalmente, se comprobaron los resultados diarios con dos y cuatro unidades. En
la tabla 5.7 se muestran las arquitecturas con el menor error de validación en cada
caso. Finalmente, la salida de la red está formada por una capa totalmente conectada
(fullyConnectedLayer) de tamaño igual al número de salidas y una capa de regresión
(regressionLayer).
La inicialización de los pesos de entrada se ha realizado mediante el inicializador
glorot (Glorot y Bengio, 2010), mientras que para los pesos recurrentes se ha em-
pleado una matriz de pesos aleatorios ortogonal. En cuanto a la configuración de los
parámetros de entrenamiento, se ha escogido el optimizador adam (adaptive moment
estimation) (Kingma y Ba, 2015), con un número máximo de iteraciones de 1000,
un umbral de gradiente de 1 y una tasa de aprendizaje de 0,005. Por último, el en-
trenamiento se ha configurado de manera que, cada de 10 iteraciones del modelo,
se compruebe el error cometido en los datos de validación y finalice el proceso de
entrenamiento si, en tres comprobaciones consecutivas, no disminuye este error.
Tabla 5.7
Número óptimo de unidades LSTM para cada boya en los conjuntos mensuales y diarios de SST






























































































Directo 4 4 10 2 10 5 4 10 2 2 5 10 4 2 2 5 2
Recurrente 4 4 4 4 4 4 2 4 4 2 4 4 4 4 4 4 4
Mensuales
Directo 10 10 8 4 2 2 2 2 4 8 6 4 6 2 2 2 2
Recurrente 4 4 4 2 2 4 6 2 2 4 6 8 6 4 10 6 6
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5.3.4.10. Sistema de pronóstico climático NCEP-CFSv2
El North American Multi-Model Ensemble (NMME) es un sistema de predicción
climática estacional que combina los pronósticos de los principales modelos climáticos
norteamericanos. Este proyecto multiagencia está formado por la NOAA, la Natio-
nal Science Foundation (NSF), la National Aeronautics and Space Administration
(NASA) y por el U.S. Department of Energy (DOE). La NOAA comenzó en 2011
la primera fase del proyecto, uniéndose en 2012 el resto de agencias para iniciar la
segunda fase. En las pruebas realizadas se ha demostrado que este sistema, gracias a
la diversidad de modelos climáticos utilizados, presenta una habilidad superior a la
de otros sistemas de predicción en el pronóstico estacional (Kirtman et al., 2014).
Uno de los modelos que integra el NMME es el sistema de pronóstico climático
del National Center for Environmental Prediction (NCEP), conocido como NCEP-
CFSv2. La primera versión (CFSv1) fue implementada en agosto de 2004, siendo el
primer sistema de carácter casi global y formado por modelos de interacción océano-
tierra-atmósfera plenamente acoplados que se utilizó en el NCEP para las predicciones
estacionales. La versión mejorada (CFSv2) comenzó a utilizarse en marzo de 2011 y
permite obtener predicciones mensuales de la SST, la precipitación total acumulada
o el pronóstico del tiempo con un horizonte de 9 meses y una resolución zonal de 1◦
(Saha et al., 2006, 2014).
Al igual que otros métodos numéricos, CFSv2 utiliza información promedio de
grandes extensiones espaciales, por lo que existe un cierto error entre los valores reales
observados y las predicciones en puntos concretos, como por ejemplo, en las posiciones
de la boyas (Patil et al., 2016). En el apartado 5.4 se compararán las predicciones
mensuales de la SST proporcionadas por el modelo CFSv2 con las obtenidas mediante
los diferentes métodos de aprendizaje automático.
Los datos de este modelo se han descargado de la página web de la International
Research Institute for Climate and Society (IRI) (IRI, 2019). En esta misma página
es posible descargar las predicciones del resto de modelos del NMME. Para obtener
los datos de SST correspondientes a las posiciones de las boyas, se descargaron en
primer lugar todos los datos comprendidos en el área 20◦S - 22◦N de latitud y 39◦W -
1◦E de longitud. Posteriormente, se extrajeron los valores de SST de las coordenadas
correspondientes a las posiciones de las boyas y se promediaron las predicciones de los
28 miembros que forman el modelo CFSv2. Además, los datos se procesaron teniendo
en cuenta que los registros constan de dos partes:
1. Desde enero de 1982 hasta marzo de 2011 las predicciones son retrospectivas
(denominadas hindcast). Estas predicciones se utilizan para calibrar y validar
los modelos.
2. Desde abril 2011 hasta la actualidad las predicciones son prospectivas (denomi-
nadas forecast).
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5.4. Resultados
5.4.1. Experimentos preliminares
Las rectas de ajuste obtenidas mediante regresión lineal presentaron una tendencia
promedio (en valor absoluto) en las 17 boyas de 6, 71 · 10−5 ◦C/d́ıa, por lo que para
una predicción a 30 d́ıas, la tendencia promedio seŕıa de 0,002 ◦C. Teniendo en cuenta
estos resultados, la tendencia no debeŕıa tener efectos significativos en las predicciones.
En cuanto a la estacionalidad, en la figura 5.14 se puede observar la autocorrelación
de las 2000 primeras muestras de SST de la boya 21◦N - 23◦W. Tal y como se prevéıa,
la gráfica muestra que existe una periodicidad en los datos que se repite cada 365
muestras aproximadamente.











Autocorrelación de la variable SST en la boya 21◦N - 23◦W.
Por otro lado, como se muestra en la figura 5.15.a, el valor de la ACF para la
SST en la boya 21◦N - 23◦W decae de manera gradual, indicando que la serie es no
estacionaria y que existe una fuerte correlación entre la muestra actual y las muestras
anteriores. Además, en la figura 5.15.b se observa que el valor de PACF es 1 para
el primer retardo y, a pesar de que los retardos siguientes continúan presentando co-
rrelaciones significativas (en el exterior de los intervalos de confianza), la correlación
decae bruscamente en el segundo retardo. El resto de boyas presentaron un comporta-
miento similar. Con estos resultados, y según el análisis clásico de series temporales,
las predicciones se podŕıan realizar mediante modelos autorregresivos de tipo AR(1).
En la figuras 5.16.a y 5.16.b se muestra el efecto de aplicar la primera derivada
a la SST en la boya 21◦N - 23◦W. Comparado con la figura 5.15.a, ahora la ACF
decae bruscamente y presenta un comportamiento aleatorio tras unos pocos retardos,
indicando que la serie es estacionaria. Además, en la figura 5.16.b se puede ver que
ha desaparecido la periodicidad o ciclo anual.
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ACF y PACF de la SST en la boya 21◦N - 23◦W.

































ACF y autocorrelación de la SST tras diferenciar (boya 21◦N - 23◦W).
En las figuras 5.17.a, 5.18.a y 5.19.a se muestra el valor promedio y desviación
estándar de la SST a lo largo del año para las boyas 20◦N - 38◦W, 0◦N - 10◦W y 19◦S
- 34◦W. Se puede observar el comportamiento contrario que presenta la boya localiza-
da al norte (temperaturas máximas en octubre y mı́nimas en marzo) comparada con
la situada en el sur (temperaturas máximas en marzo/abril y mı́nimas en septiem-
bre/octubre). También se aprecia que la boya situada en el ecuador (figura 5.18.a)
alcanza unas temperaturas máximas y mı́nimas superiores a las otras dos boyas. Por
su parte, en las figuras 5.17.b, 5.18.b y 5.19.b se muestran las series temporales diarias
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de la SST superpuestas con la climatoloǵıa diaria. Restando estas climatoloǵıas a las
series de SST se consigue atenuar o eliminar la componente estacional. Además, las










































































(b) Climatoloǵıa y serie histórica.
Figura 5.17









































































(b) Climatoloǵıa diaria y serie histórica.
Figura 5.18
Climatoloǵıa y serie histórica de la SST para la boya 0◦N - 10◦W.
Las medianas de los resultados obtenidos en los experimentos preliminares se de-
tallan en la tabla 5.8. En esta tabla se observa que, aunque el análisis mediante ACF
y PACF indicaba una alta correlación con muestras anteriores, añadiendo retardos de











































































(b) Climatoloǵıa y serie histórica.
Figura 5.19
Climatoloǵıa diaria y serie histórica de la SST para la boya 19◦S - 34◦W.
Tabla 5.8
Índices MAE (◦C) obtenidos en datos diarios de test en las pruebas preliminares con la ELM (mediana
de las 17 boyas).
T+7 T+15 T+30
Solo SST 0,22 0,37 0,59
SST + 1 retardo 0,22 0,36 0,56
SST + 2 retardos 0,22 0,36 0,55
SST + 7 retardos 0,24 0,35 0,55
SST + 15 retardos 0,31 0,41 0,53
SST sin tendencia (primera derivada) 0,22 0,37 0,62
SST sin tendencia (segunda derivada) 0,23 0,38 0,63
SST sin comp. estacional (clima.) 0,21 0,27 0,34
Fecha (año, mes y d́ıa) + SST 0,27 0,39 0,48
Fecha (mes y d́ıa) + SST 0,20 0,28 0,37
Fecha cod 0,44 0,44 0,46
Fecha cod + SST 0,21 0,28 0,33
Fecha cod + SST + 2 retardos 0,21 0,29 0,33
Fecha cod + SST, sin comp. esta. (clima.) 0,21 0,28 0,35
En los siguientes experimentos, aplicando la primera y segunda derivada para
eliminar la tendencia, tampoco se consiguió reducir el error cometido. Sin embargo,
eliminando la componente estacional restando la climatoloǵıa a la serie de SST, śı que
se obtuvo una reducción del error, sobre todo en las predicciones en los horizontes
t + 15 y t + 30. A continuación se comprobó la influencia de añadir la fecha en las
predicciones.
El mejor resultado se obtuvo utilizando la SST y codificando la fecha como se
detalla en la sección 5.3.1 (d́ıa del año (1-365) y aplicando coseno y seno). Finalmente,
eliminar la componente estacional de la SST o añadir retardos no resultó en una
mejora de las prediciones. Analizando los resultados se puede deducir que, utilizando
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modelos de regresión, la época del año (componente estacionaria) tiene una mayor
influencia sobre las predicciones que los valores anteriores de la serie. De hecho, la
fecha es más importante que los propios valores actuales de la SST en predicciones
a largo plazo (en t + 30, MAE = 0,59 ◦C sólo con SST y MAE = 0,46 ◦C sólo con
fecha codificada). Además, los resultados muestran que añadir la fecha codificada
como entrada aporta información sobre la estacionariedad de los datos al modelo,
consiguiéndose el mismo resultado que eliminando la componente estacionaria en el
caso de utilizar únicamente la SST como entrada.
5.4.2. Modelo trivial y modelo climatoloǵıa
En esta sección se analizan los resultados de los modelos trivial y climatoloǵıa en
los datos diarios. En la tabla 5.9 se detallan los ı́ndices MAE que se obtienen aplicando
estos modelos en los datos de test de las 17 boyas. En el caso del modelo climático se
obtiene una mediana del ı́ndice MAE de 0,45 ◦C. Puesto que este método se basa en
utilizar el valor promedio como la predicción, el error obtenido se mantiene constante
a pesar de aumentar el horizonte de predicción. En cuanto al modelo trivial, debido a
que utiliza el valor actual como predicción, el error cometido aumenta al incrementar
el horizonte de predicción. Se puede observar en la tabla 5.9 que el error obtenido
con el modelo trivial es inferior al del modelo climático hasta el horizonte t+ 15 y, en
t+ 30, el modelo climatoloǵıa obtiene menor error que el modelo trivial.
Tabla 5.9
Modelo climatoloǵıa y modelo trivial diario en el conjunto de test.
Clima. T+1 T+2 T+3 T+4 T+5 T+6 T+7 T+15 T+30
0N0E 0,69 0,16 0,28 0,39 0,49 0,57 0,62 0,84 0,65 0,97
0N10W 0,54 0,15 0,27 0,37 0,46 0,54 0,61 0,68 0,81 1,12
0N23W 0,45 0,13 0,22 0,28 0,32 0,36 0,38 0,42 0,51 0,78
0N35W 0,24 0,09 0,15 0,19 0,22 0,25 0,27 0,26 0,32 0,42
4N23W 0,41 0,12 0,17 0,20 0,23 0,24 0,25 0,25 0,32 0,44
4N38W 0,28 0,06 0,09 0,11 0,12 0,13 0,14 0,19 0,24 0,26
6S10W 0,31 0,06 0,09 0,12 0,15 0,18 0,20 0,23 0,41 0,72
8N38W 0,29 0,08 0,12 0,15 0,17 0,19 0,21 0,22 0,33 0,50
8S30W 0,19 0,04 0,06 0,08 0,09 0,11 0,12 0,15 0,25 0,42
10S10W 0,38 0,05 0,07 0,10 0,12 0,14 0,16 0,17 0,32 0,59
12N23W 0,49 0,09 0,14 0,17 0,21 0,24 0,27 0,29 0,51 0,90
12N38W 0,57 0,07 0,11 0,13 0,16 0,18 0,20 0,21 0,40 0,64
14S32W 0,25 0,06 0,09 0,11 0,13 0,15 0,17 0,18 0,30 0,49
15N38W 0,52 0,04 0,07 0,10 0,12 0,14 0,16 0,17 0,31 0,59
19S34W 0,49 0,08 0,12 0,15 0,17 0,19 0,20 0,23 0,38 0,61
20N38W 0,71 0,06 0,09 0,12 0,15 0,17 0,19 0,21 0,38 0,66
21N23W 0,64 0,08 0,13 0,17 0,21 0,24 0,28 0,31 0,56 1,02




5.4.3.1. Fecha codificada y SST como variables de entrada
Teniendo en cuenta los resultados de los experimentos preliminares, en primer
lugar se obtuvieron las predicciones de SST utilizando la SST observada y la fecha
codificada como variables de entrada. En la tabla 5.10 se muestran los resultados
obtenidos para cada boya y cada modelo para las predicciones en el horizonte t+7. En
todos los casos se muestran los ı́ndices MAE de los conjuntos de test correspondientes
a la arquitectura (o ajuste de parámetros) con los mejores resultados en los datos
de validación. Analizando el valor mediano de las 17 boyas (última fila de la tabla)
se observa que el modelo RMLR obtiene el menor ı́ndice de error (0,19 ◦C), seguido
por los modelos ELM, RFBT y MLP (0,20 ◦C), trivial (0,23 ◦C), GRNN y LS-SVM
(0,26 ◦C) y, por último, el modelo climatoloǵıa (0,45 ◦C). Aunque el modelo RMLR
obtiene el mejor resultado global, analizando las boyas por separado se observa que
los modelos ELM, RFBT y MLP consiguen igualar o mejorar el error en 10, 6 y 8 de
las boyas respectivamente.
Tabla 5.10
Índices MAE (◦C) de test obtenidos en las predicciones t + 7 para cada boya utilizando la fecha
codificada y la SST como variables de entrada. Los mejores resultados aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
0N0E 0,84 0,69 0,71 0,63 0,67 0,65 0,66 0,64
0N10W 0,68 0,54 0,60 0,52 0,59 0,59 0,56 0,52
0N23W 0,42 0,45 0,39 0,37 0,42 0,42 0,38 0,37
0N35W 0,26 0,24 0,23 0,23 0,26 0,25 0,23 0,22
4N23W 0,25 0,41 0,24 0,24 0,26 0,26 0,24 0,24
4N38W 0,19 0,28 0,18 0,18 0,19 0,19 0,18 0,18
6S10W 0,23 0,31 0,18 0,18 0,19 0,19 0,17 0,18
8N38W 0,22 0,29 0,20 0,18 0,21 0,20 0,19 0,19
8S30W 0,15 0,19 0,11 0,11 0,15 0,15 0,11 0,11
10S10W 0,17 0,38 0,14 0,15 0,18 0,18 0,15 0,15
12N23W 0,29 0,49 0,25 0,25 0,40 0,36 0,28 0,26
12N38W 0,21 0,57 0,19 0,20 0,33 0,27 0,20 0,21
14S32W 0,18 0,25 0,16 0,16 0,21 0,22 0,16 0,16
15N38W 0,17 0,52 0,13 0,12 0,18 0,16 0,12 0,12
19S34W 0,23 0,49 0,19 0,20 0,25 0,26 0,22 0,20
20N38W 0,21 0,71 0,18 0,20 0,36 0,28 0,19 0,19
21N23W 0,31 0,64 0,22 0,23 0,40 0,32 0,26 0,23
Mediana 0,23 0,45 0,19 0,20 0,26 0,26 0,20 0,20
Estos resultados indican que todos los modelos han conseguido mejorar al modelo
climatoloǵıa. Sin embargo, los modelos GRNN y LS-SVM no han conseguido mejorar
la predicción del modelo trivial. Para este horizonte, la diferencia mediana entre el
mejor modelo global (RMLR) y el modelo trivial es de tan solo 0,04 ◦C, mientras
que la mayor diferencia con respecto al modelo trivial se da en la boya 0◦N - 0◦E
comparando con el modelo ELM (0,21 ◦C). También cabe destacar la gran diferencia
que existe en los valores MAE de la diferentes boyas. Por ejemplo, según el modelo
trivial, la boya 8◦S - 30◦W presenta un MAE de 0,15 ◦C y la boya 0◦N - 0◦E un MAE
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de 0,84 ◦C. Este hecho refleja que cada boya presenta una variabilidad diaria y/o un
rango de valores de SST diferentes.
Las predicciones en t+ 15 se muestran en la tabla 5.11. Al aumentar el horizonte
de predicción aumenta el valor del ı́ndice MAE en todos los modelos, excepto en
el modelo climatoloǵıa. El mayor aumento del ı́ndice MAE se ha dado en el modelo
trivial (0,15 ◦C). Los modelos ELM y MLP obtienen el menor error (0,28 ◦C), seguido
por los modelos RMLR (0,29 ◦C), los RFBT (0,30 ◦C), GRNN (0,32 ◦C), LS-SVM
(0,33 ◦C), el modelo trivial (0,38 ◦C) y el modelo climatoloǵıa (0,45 ◦C). En este
horizonte de predicción todos los modelos consiguen mejorar a los modelos trivial y
climatoloǵıa, siendo la diferencia mediana con respecto a los mejores modelos (ELM
y MLP) de 0,10 ◦C y 0,17 ◦C respectivamente. Como en el caso anterior, los modelos
con las menores medianas no son los modelos con el menor error en todas las boyas.
Tabla 5.11
Índices MAE (◦C) de test obtenidos en las predicciones t + 15 para cada boya utilizando la fecha
codificada y la SST como variables de entrada. Los mejores resultados aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
0N0E 0,65 0,69 0,56 0,52 0,62 0,59 0,54 0,52
0N10W 0,81 0,54 0,69 0,56 0,62 0,61 0,60 0,56
0N23W 0,51 0,45 0,45 0,39 0,43 0,44 0,41 0,40
0N35W 0,32 0,24 0,26 0,24 0,26 0,27 0,25 0,24
4N23W 0,32 0,41 0,31 0,29 0,33 0,35 0,30 0,29
4N38W 0,24 0,28 0,21 0,21 0,24 0,23 0,21 0,20
6S10W 0,41 0,31 0,29 0,27 0,30 0,29 0,26 0,27
8N38W 0,33 0,29 0,29 0,26 0,25 0,26 0,25 0,26
8S30W 0,25 0,19 0,15 0,15 0,20 0,19 0,16 0,15
10S10W 0,32 0,38 0,22 0,23 0,25 0,26 0,24 0,23
12N23W 0,51 0,49 0,35 0,37 0,57 0,51 0,42 0,37
12N38W 0,40 0,57 0,30 0,34 0,49 0,45 0,36 0,34
14S32W 0,30 0,25 0,24 0,21 0,30 0,29 0,22 0,21
15N38W 0,31 0,52 0,20 0,18 0,27 0,22 0,20 0,17
19S34W 0,38 0,49 0,27 0,28 0,33 0,32 0,32 0,28
20N38W 0,38 0,71 0,27 0,30 0,43 0,33 0,32 0,28
21N23W 0,56 0,64 0,34 0,33 0,47 0,37 0,39 0,32
Mediana 0,38 0,45 0,29 0,28 0,33 0,32 0,30 0,28
Por último, en la tabla 5.12 se detallan los resultados en el horizonte t+ 30. Nue-
vamente, los ı́ndices de error han aumentado en todos los casos y, los modelos ELM
y MLP obtienen los mejores resultados (0,34 ◦C). El orden del resto de modelos es:
RFBT (0,35 ◦C), GRNN (0,36 ◦C), LS-SVM (0,38 ◦C), RMLR (0,39 ◦C), climato-
loǵıa (0,45 ◦C) y el modelo trivial (0,61 ◦C). En este horizonte, todos los modelos de
predicción obtienen menor ı́ndice de error que el modelo trivial y con mayor margen
(0,27 ◦C comparado con los mejores modelos). Por lo tanto, a mayor horizonte, los
modelos de predicción obtienen un mejor resultado frente al modelo trivial. Sin em-
bargo, puesto que el modelo climatoloǵıa presenta siempre el mismo error, la ventaja
del resto de modelos se ve reducida. Esta diferencia era de 0,26 ◦C en t + 7 y se ha
reducido a 0,11 ◦C en t + 30. Puesto que existe poca diferencia en el error cometido
por los modelos, en la sección posterior de análisis de resultados (sección 5.4.6) se




Índices MAE (◦C) de test obtenidos en las predicciones t + 30 para cada boya utilizando la fecha
codificada y la SST como variables de entrada. Los mejores resultados aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
0N0E 0,97 0,69 0,68 0,55 0,61 0,61 0,57 0,54
0N10W 1,12 0,54 0,75 0,57 0,66 0,65 0,61 0,57
0N23W 0,78 0,45 0,62 0,45 0,45 0,47 0,44 0,44
0N35W 0,42 0,24 0,30 0,25 0,24 0,26 0,25 0,25
4N23W 0,44 0,41 0,43 0,31 0,38 0,38 0,31 0,31
4N38W 0,26 0,28 0,20 0,20 0,22 0,22 0,20 0,20
6S10W 0,72 0,31 0,38 0,31 0,35 0,33 0,29 0,32
8N38W 0,50 0,29 0,41 0,34 0,32 0,32 0,32 0,34
8S30W 0,42 0,19 0,21 0,21 0,25 0,24 0,21 0,21
10S10W 0,59 0,38 0,34 0,34 0,38 0,35 0,35 0,35
12N23W 0,90 0,49 0,47 0,44 0,60 0,59 0,51 0,47
12N38W 0,64 0,57 0,39 0,43 0,53 0,52 0,43 0,44
14S32W 0,49 0,25 0,30 0,22 0,30 0,30 0,22 0,22
15N38W 0,59 0,52 0,28 0,22 0,30 0,24 0,21 0,22
19S34W 0,61 0,49 0,32 0,33 0,34 0,36 0,37 0,34
20N38W 0,66 0,71 0,41 0,42 0,55 0,43 0,42 0,42
21N23W 1,02 0,64 0,50 0,44 0,67 0,49 0,47 0,44
Mediana 0,61 0,45 0,39 0,34 0,38 0,36 0,35 0,34
En las figuras 5.20, 5.21 y 5.22 se muestran algunos ejemplos de series temporales
observadas de SST y las predicciones obtenidas. Como indicaban los resultados obte-
nidos en el horizonte t+7 (tabla 5.10), se puede observar en las figuras 5.20.a y 5.20.b
que existe poca diferencia entre los errores cometidos por los modelos de predicción
y el modelo trivial.



















(a) Boya 14S32W. MAE (◦C): trivial=0,18;
ELM=0,16. Fecha: 2016/09/02 a 2018/02/14.


















(b) Boya 8S30W. MAE (◦C): trivial=0,15;
RMLR=0,11. Fecha: 2016/06/02 a 2018/10/30.
Figura 5.20
Ejemplos de series temporales diarias deseadas y estimadas de test para la SST en el horizonte t+ 7
d́ıas. Resultados con la SST y fecha codificada como variables de entrada a los modelos.
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En el horizonte t+ 15 aumenta esta diferencia con el modelo trivial (figuras 5.21.a
y 5.21.b). Por último, las figuras 5.22.a y 5.22.b muestran dos ejemplos en los que
los modelos de predicción mejoran claramente al modelo climatoloǵıa en t + 30. En
general, estos ejemplos muestran que los modelos consiguen predecir con bastante
exactitud el ciclo anual, aunque no logran ajustarse con tanta precisión al ciclo diario
debido a su alta variabilidad.
















(a) Boya 20N38W. MAE (◦C): trivial=0,38;
RMLR=0,27. Fecha: 2017/11/16 a 2018/11/15.


















(b) Boya 6S10W. MAE (◦C): trivial=0,41; LS-
SVM=0,26. Fecha: 2017/04/16 a 2018/04/27.
Figura 5.21
Ejemplos de series temporales diarias deseadas y estimadas de test para la SST en el horizonte t+15
d́ıas. Resultados con la SST y fecha codificada como variables de entrada a los modelos.



















(a) Boya 21N23W. MAE (◦C): clima.=0,64;
ELM=0,44. Fecha: 2017/07/09 a 2018/10/03.
















(b) Boya 15N38W. MAE (◦C): clima.=0,52;
RFBT=0,21. Fecha: 2016/06/11 a 2018/11/30.
Figura 5.22
Ejemplos de series temporales diarias deseadas y estimadas de test para la SST en el horizonte t+30
d́ıas. Resultados con la SST y fecha codificada como variables de entrada a los modelos.
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5.4.3.2. Modelos con todas las variables de entrada
Tras analizar los resultados utilizando únicamente la fecha y la SST como entra-
das, se obtuvieron las predicciones de SST utilizando todas las variables de entrada
disponibles en cada boya para intentar mejorar la predicciones. En la tabla 5.13 se
indica el número de variables de cada conjunto de datos (ver también tabla 5.2) y,
en la tabla 5.14, se exponen los resultados obtenidos. A diferencia de los resultados
presentados en el anterior apartado, ahora se muestra únicamente el ı́ndice de error
mediano de las 17 boyas.
Tabla 5.13





























































































Nvars 30 31 30 28 36 30 30 30 26 30 36 26 31 31 27 33 33
Empleando todas las variables disponibles, el modelo RMLR obtuvo el menor ı́ndi-
ce de error en los tres horizontes de predicción, seguido por los RFBT, MLP, LS-SVM,
GRNN, trivial, climatoloǵıa y ELM. En t + 7, únicamente el modelo RMLR mejora
al modelo trivial. En t + 15, mejoran al modelo trivial los modelos RMLR y RFBT
mientras que, en t + 30, todos los modelos excepto ELM mejoran al modelo trivial.
Además, en t+ 30, los modelo trivial, ELM y GRNN, no mejoran al modelo climato-
loǵıa. Comparando estos resultados con los obtenidos con fecha y SST como entradas,
los ı́ndices de error del modelo RMLR se mantienen prácticamente sin cambios, mien-
tras que en el resto de modelos empeoran significativamente. Como se ve, de todos
los modelos, la ELM es el que mayor aumento del error presenta, indicando que es
el menos robusto frente a los problemas que presentan los conjuntos de datos de alta
dimensionalidad (variables correlacionadas, poco informativas, etc.).
Tabla 5.14
Índices MAE (◦C) de test (mediana de las 17 boyas) obtenidos en los tres horizontes de predicción
utilizando todas las variables de entrada. Los mejores resultados aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
t+7 0,24 0,51 0,23 0,59 0,39 0,44 0,30 0,34
t+15 0,39 0,52 0,33 0,66 0,47 0,48 0,36 0,41
t+30 0,64 0,51 0,40 0,68 0,48 0,56 0,46 0,50
5.4.3.3. Modelos aplicando PCA
En esta sección se muestran los resultados del análisis PCA y el rendimiento de los
modelos aplicando PCA a los predictores. En la figura 5.23 se muestra un diagrama
de Pareto de las componentes principales de la PCA aplicada al conjunto de datos
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de la boya 0◦N - 0◦E. Se puede observar que, con las 9 primeras componentes de la
PCA, se obtiene el 95 % de la varianza explicada. Por otra parte, en la tabla 5.15
se muestran los coeficientes de las primeras 9 componentes para la boya 0◦N - 0◦E.
La primera componente (Comp1) representa la combinación de los predictores que
explica la mayor variabilidad que, en este caso, es del 39,7 %. Las variables Air temp,
Dynamic height (DH), 20◦C isotherm depth (20IC), Salinity 120 m (S 120m), Density
en 40 y 120 m aśı como la temperatura del mar desde 1 a 140 m son las que más
contribuyen en la primera componente (pesos por encima de 0,20 en valor absoluto).
Por otra parte las variables relativas al viento y la lluvia, son la que menos aportan.
Aplicando la PCA y seleccionando el número de componentes que representasen,
al menos, el 90 % de la varianza, la reducción media (desviación estándar y [mı́nimo-
maximo]) del número de variables ha sido de 19,47 (2,90) [15-24].



































Diagrama de Pareto de la varianza explicada por cada componenete de la PCA para la boya 0◦N -
0◦E.
Una vez finalizado el análisis de PCA se entrenaron los modelos de predicción con
los nuevos conjuntos de datos. En la tabla 5.16 se muestra el resumen de estos resul-
tados. Al igual que utilizando todas las variables de entrada, el modelo RMLR obtuvo
el mejor resultado en los tres horizontes de predicción, presentando unos errores se-
mejantes a los mostrados en anteriores experimentos. Los modelos LS-SVM, GRNN
y MLP también mantienen errores similares, mientras que los RFBT presentan el
mayor aumento del error. Por último, el modelo ELM muestra la mayor reducción en
el ı́ndice de error, pero continúa obteniendo peores resultados que el resto de modelos,




Coeficientes de las 9 primeras componentes principales de la PCA para la boya 0◦N - 0◦E. A mayor
valor del peso (en valor absoluto), mayor es la aportación del predictor en la determinación del
componente.
Variable Comp1 Comp2 Comp3 Comp4 Comp5 Comp6 Comp7 Comp8 Comp9
Air temp 0,21 -0,28 -0,09 0,10 -0,06 -0,03 -0,19 -0,05 0,11
U wind 0,02 0,02 0,52 0,14 -0,40 0,09 0,00 0,02 -0,10
V wind -0,08 0,24 -0,27 0,25 -0,31 -0,43 -0,06 0,04 -0,05
W speed -0,07 0,24 -0,28 0,24 -0,30 -0,44 -0,07 0,03 -0,04
W dir -0,01 -0,02 -0,48 -0,16 0,45 -0,08 -0,01 -0,02 0,22
Sw rad 0,01 0,06 -0,22 0,45 0,06 0,44 -0,03 -0,06 -0,15
RH -0,01 0,18 0,10 -0,41 0,01 -0,21 -0,51 0,08 0,13
Rain 0,05 -0,06 0,21 -0,42 0,06 -0,35 0,29 -0,20 -0,25
DH 0,29 0,05 0,07 0,10 0,10 -0,08 0,00 0,02 0,05
20◦C IsoD 0,28 0,08 0,09 0,10 0,15 -0,06 -0,13 0,00 -0,04
S 20m -0,10 0,35 0,03 -0,07 0,03 0,19 -0,25 -0,06 -0,01
S 40m 0,01 -0,34 -0,17 -0,14 -0,18 0,11 -0,15 -0,10 0,06
S 120m 0,26 0,13 -0,14 -0,14 -0,16 0,11 0,16 -0,05 -0,07
D 20m -0,19 0,32 -0,01 -0,12 0,04 0,20 -0,13 -0,02 -0,10
D 40m -0,25 -0,13 -0,17 -0,14 -0,20 0,09 0,14 -0,08 0,00
D 120m -0,25 -0,10 0,16 0,17 0,21 -0,12 -0,04 0,18 0,10
ST 20m 0,22 -0,25 0,04 0,15 -0,05 -0,19 0,04 -0,02 0,15
ST 40m 0,27 0,06 0,15 0,12 0,17 -0,07 -0,19 0,07 0,02
ST 60m 0,28 0,09 0,07 0,07 0,14 -0,03 -0,16 0,00 -0,08
ST 80m 0,27 0,13 -0,02 0,00 0,10 0,02 -0,09 -0,12 -0,15
ST 100m 0,26 0,15 -0,07 -0,06 -0,02 0,05 -0,01 -0,21 -0,15
ST 120m 0,26 0,12 -0,16 -0,16 -0,19 0,11 0,09 -0,13 -0,09
ST 140m 0,23 0,07 -0,18 -0,20 -0,26 0,13 0,17 0,13 0,09
ST 180m 0,17 0,08 0,00 -0,14 -0,18 0,16 0,03 0,65 0,41
ST 300m 0,06 0,26 0,04 0,10 0,26 -0,12 0,55 0,25 0,00
ST 500m -0,02 0,26 0,17 0,09 -0,05 0,02 0,16 -0,55 0,72
SST 1m 0,21 -0,30 -0,05 0,09 -0,06 -0,08 -0,05 -0,07 0,10
Tabla 5.16
Índices MAE (◦C) de test (promedio de las 17 boyas) obtenidos en los tres horizontes de predicción
aplicando PCA a las variables de entrada. Los mejores resultados aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
t+7 0,24 0,51 0,25 0,51 0,36 0,45 0,38 0,30
t+15 0,39 0,52 0,31 0,52 0,47 0,52 0,44 0,35
t+30 0,64 0,51 0,38 0,58 0,52 0,57 0,45 0,44
5.4.3.4. Modelos aplicando RReliefF
En este apartado se detallan los resultados del algoritmo RReliefF y el rendimiento
de los modelos obtenido utilizando los predictores más importantes. En la figura 5.24
se muestran las variables de la boya 0◦N - 0◦E ordenadas según su importancia.
Se observa que la variable Fecha Codificada 2 (FCod2) es la de mayor importancia,
seguida por las temperaturas del mar (ST) en 1, 20 y 180 m. Por otra parte, las
variables ST a 120 m y la profundidad de la isoterma a 20 ◦C (20◦C IsoD) apenas
contribuyen en la predicción. Además, las variables Wind speed y las posteriores tienen
pesos negativos, indicando que no contribuyen en la resolución del problema. En la
figura 5.25 se puede ver otro ejemplo del resultado del algoritmo, aplicado esta vez
en la boya 0◦N - 35◦W. No se obtienen los mismos resultados que con la anterior
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boya, sin embargo, se observan caracteŕısticas comunes: las variables relacionadas con
el viento y la lluvia aparecen en las últimas posiciones, mientras que las fechas y
algunas variables de SST aparecen en los primeros puestos.
Con RReliefF la reducción media en el número de predictores ha sido de 8,71
(3,98) [2-17]. Por último, en la tabla 5.17 se muestran la variables ordenadas según
su importancia para la boyas 0◦N - 0◦E, 0◦N - 10◦W, 0◦N - 23◦W, 0◦N - 35◦W, 15◦N
- 38◦W y 19◦S - 34◦W, donde se han resaltado en negrita las variables eliminadas
en cada caso. Para estas boyas, las variables relativas a las fechas y la temperatura
a ciertas profundidades aparecen siempre en los primeros puestos. Por el contrario,
las variables relativas al viento y lluvia suelen aparecer en las últimas posiciones.
También se puede observar que en la boyas 15◦N - 38◦W y 19◦S - 34◦W únicamente













































































































































Gráfica de la importancia de las variables para la predicción según RReliefF (boya 0◦N - 0◦E).
La tabla 5.18 muestra los resultados de las predicciones aplicando RReliefF. De
nuevo, el modelo RMLR presenta los mejores resultados y con errores comparables a
los de anteriores pruebas. En general, el resto de modelos muestran similares o peores
resultados que los obtenidos con todas las variables y mediante PCA. Los resultados
de los RFBT mejoran respecto a PCA, pero no respecto a utilizar todas las variables.
5.4.3.5. Modelos aplicando AC y RReliefF
En la sección 5.3.3.2 se explicó que el algoritmo RReliefF era sensible a las va-
riables correlacionadas. Por este motivo y, debido al bajo número de variables que
se ha conseguido eliminar con este método, en esta sección se presenta el análisis de


















































































































































Gráfica de la importancia de las variables para la predicción según RReliefF (boya 0◦N - 35◦W).
Tabla 5.17
Variables ordenadas por nivel de importancia según el algoritmo RReliefF, las variables eliminadas
aparecen resaltadas en negrita.
0N0E 0N10W 0N23W 0N35W 15N38W 19S34W
FCod2 FCod1 FCod2 FCod1 FCod1 FCod1
SST FCod2 FCod1 S 20m FCod2 ST 300m
ST 20m S 1m S 1m FCod2 ST 60m FCod2
ST 180m S 40m S 20m ST 500m ST 20m ST 500m
S 20m Air temp S 40m ST 20m SST S 40m
ST 500m RH RH ST 180m D 1m ST 180m
D 20m ST 180m ST 500m ST 60m D 20m S 20m
Air temp SST SST S 40m ST 40m ST 140m
RH S 20m ST 20m SST ST 500m D 1m
ST 300m ST 300m D 1m D 20m D 40m DH
ST 140m U wind ST 180m ST 40m Air temp D 20m
FCod1 D 1m Air temp ST 300m RH RH
ST 40m ST 20m ST 60m ST 80m S 1m S 1m
U wind ST 40m ST 40m ST 140m ST 300m ST 120m
DH D 20m D 20m S 120m S 20m D 40m
D 120m D 40m D 40m D 40m ST 80m ST 100m
S 120m ST 140m ST 300m D 120m DH SST
ST 120m S 120m ST 140m RH S 40m ST 40m
20 ◦C IsoD ST 500m Rain Air temp S 120m ST 20m
Wind speed DH ST 80m DH D 120m ST 60m
ST 100m D 120m 20 ◦C IsoD ST 100m U wind Air temp
ST 60m Rain Sw rad U wind ST 140m Sw rad
S 40m ST 120m S 120m 20 ◦C IsoD ST 180m Wind dir
ST 80m W speed ST 100m ST 120m ST 120m Rain
D 40m ST 100m U wind Wind speed 20 ◦C IsoD U wind
V wind ST 60m DH V wind ST 100m V wind
Rain ST 80m D 120m Wind dir Sw rad Wind speed
Sw rad 20 ◦C IsoD W dir Rain V wind
Wind dir V wind V wind Sw rad Rain
Wind dir Wind speed Wind dir
Sw rad ST 120m Wind speed
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5. PREDICCIÓN DE LA SST
Tabla 5.18
Índices MAE (◦C) de test (mediana de las 17 boyas) obtenidos en los tres horizontes de predicción
aplicando RReliefF a las variables de entrada. Los mejores resultados aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
t+7 0,24 0,51 0,23 0,56 0,41 0,41 0,30 0,35
t+15 0,39 0,52 0,34 0,66 0,51 0,47 0,37 0,40
t+30 0,64 0,51 0,41 0,67 0,55 0,52 0,46 0,51
La figura 5.26 muestra la matriz de correlación para las variables de la boya 0◦N
- 0◦E. Esta matriz presenta las correlaciones entre todas las parejas de variables (ver
5.3.3.3). Las correlaciones aparecen representadas de tres maneras simultáneamente: el
área coloreada dentro de cada cuadro es proporcional al nivel de correlación; el tono de
azul indica correlaciones positivas y los tonos de rojo negativas; además, el coeficiente
de correlación aparece dentro de cada cuadro. Se puede observar que el nivel de
variables altamente correlacionadas es muy elevado. Existe una alta correlación entre
las variables V wind y W Speed (0,84), entre DH y 20 ◦C IsoD (0,98), entre S 20m y D
20m (0,89), entre diferentes variables de ST y densidades, aśı como entre las variables
de ST a diferentes profundidades. Para eliminar el efecto de multicolinealidad se
aplicó el procedimiento explicado en la sección 5.3.3.3. Se eliminaron recursivamente
las variables más correlacionadas hasta que el mayor valor absoluto de correlación
quedó por debajo de 0,8. En la figura 5.27 se muestra la matriz de correlación tras
aplicar el análisis de correlación a las variables de entrada. Se puede comprobar que
se ha eliminado un gran número de variables y que el nivel de correlación se sitúa por
debajo de 0,8.
En la tabla 5.19 se muestra el número de variables seleccionado en cada boya
mediante AC + RReliefF comparado con el resto de métodos. Mediante este método
la reducción media en el número de patrones ha sido de 18,47 (296) [12-22], siendo una
reducción menor al del método PCA. Finalmente, la tabla 5.20 muestra las variables
seleccionadas con el AC y ordenadas por importancia con RReliefF para la boyas
0◦N - 0◦E, 0◦N - 10◦W, 0◦N - 23◦W, 0◦N - 35◦W, 15◦N - 38◦W y 19◦S - 34◦W.
Comparado con los resultados aplicando sólo el algoritmo RReliefF (ver tabla 5.17),
se observa que el número de variables se ha reducido considerablemente. Nuevamente,
en las primeras posiciones aparecen las variables de las fechas, aśı como predictores
de SST, densidad y salinidad a diferentes profundidades. Las variables relacionados
con el viento (U wind, V wind, W dir, W speed), la variable Rain y Sw Rad aparecen
en las últimas posiciones.
La tabla 5.21 muestra el rendimiento de los modelos en las predicciones aplicando
AC + RReliefF. Como en los casos anteriores, los mejores resultados (excepto en
t + 30) han sido obtenidos por el modelo RMLR. Sin embargo, con este método, los
ı́ndices de error han resultado ser mayores que en anteriores experimentos. En el resto
de modelos también aumenta el error cometido respecto a utilizar todas las variables.
Este hecho indica que el método AC + RReliefF ha eliminado variables que resultaban










































































































































































































































































































































































































































































































































































































































































































































































































































































































Visualización de la matriz de correlación de los predictores de la boya 0◦N - 0◦E; se puede observar
que existe un gran número de variables con altos valores de correlación.
Tabla 5.19





























































































Todas 30 31 30 28 36 30 30 30 26 30 36 26 31 31 27 33 33
PCA 12 11 13 12 12 11 11 10 11 9 12 10 11 11 11 10 10
RReliefF 13 19 16 18 26 22 18 24 15 19 30 18 23 28 22 31 28
AC + RReliefF 10 9 11 16 14 12 9 14 10 9 16 12 15 11 11 13 12
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Visualización de la matriz de correlación de los predictores de la boya 0◦N - 0◦E tras aplicar el
análisis de correlación.
Tabla 5.20
Variables seleccionadas por el AC y ordenadas según importancia mediante RReliefF, en negrita se
muestran las variables eliminadas.
0N0E 0N10W 0N23W 0N35W 15N38W 19S34W
SST FCod1 SST SST FCod2 FCod1
S 20m SST S 1m S 40m D 40m S 20m
ST 180m S 20m S 40m ST 60m S 120m ST 300m
ST 40m S 40m ST 40m FCod2 S 1m ST 140m
ST 500m D 40m FCod1 ST 40m ST 60m FCod2
RH ST 180m ST 180m ST 80m FCod1 ST 60m
ST 300m RH ST 60m ST 500m ST 500m ST 500m
D 120m ST 140m RH ST 180m ST 80m ST 100m
FCod1 ST 300m ST 500m D 40m ST 300m RH
U wind ST 100m ST 300m ST 140m W dir Rain
W speed ST 500m ST 140m ST 300m Rain Sw rad
S 40m U wind S 120m Air temp RH W dir
W dir W dir Rain D 120m W speed U wind
Rain W speed D 120m W dir V wind V wind
Sw rad V wind W dir RH Sw rad W speed
Sw rad Sw rad U wind
V wind Rain





Índices MAE (◦C) de test (mediana de las 17 boyas) obtenidos en los tres horizontes de predic-
ción aplicando análisis de correlación y RReliefF a las variables de entrada. Los mejores resultados
aparecen resaltados en negrita.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
t+7 0,24 0,51 0,23 0,55 0,48 0,44 0,31 0,32
t+15 0,39 0,52 0,32 0,61 0,56 0,51 0,40 0,40
t+30 0,64 0,51 0,39 0,68 0,55 0,58 0,47 0,51
5.4.4. Modelos mensuales
Siguiendo la metodoloǵıa utilizada en los conjuntos de datos diarios, en primer
lugar se obtuvieron las predicciones mensuales de SST utilizando como entradas la
SST observada y la fecha codificada. Los resultados para las predicciones en t+ 1 se
detallan en la tabla 5.22. El valor mediano de las 17 boyas indica que el modelo LS-
SVM consigue el menor MAE (0,24 ◦C), seguido por el MLP (0,26 ◦C), GRNN (0,27
◦C), ELM y RFBT (0,28 ◦C), RMLR (0,29 ◦C), climatoloǵıa (0,35 ◦C), CFSv2 (0,45
◦C) y trivial (0,62 ◦C). Mientras que en los datos diarios obteńıa los peores resultados,
ahora el modelo LS-SVM obtiene el menor MAE. Por el contrario, el modelo RMLR
ha empeorado con respecto a los experimentos con datos diarios. Por otra parte, ahora
el modelo trivial presenta un error muy superior al resto de los modelos. Este hecho
refleja que, en los datos mensuales, la diferencia que existe entre la SST actual y la
futura es mayor que en los datos diarios. Sin embargo, el modelo climatoloǵıa presenta
unos ı́ndices MAE menores que en los datos diarios, indicando que la SST mensual
presenta una menor variabilidad interanual que la SST diaria. En este horizonte, todos
los modelos de predicción presentan una mediana de error menor a la de los modelos
trivial, climatoloǵıa y CFSv2. El modelo con el menor error (LS-SVM) mejora de
manera global en 0,38 ◦C al modelo trivial, en 0,11 ◦C al modelo climatoloǵıa y en
0,21 ◦C al modelo CFSv2. Aunque según la mediana únicamente mejora al modelo
trivial, CFSv2 obtiene el menor error en la boya 21◦N - 23◦W, mejorando en 0,07 ◦C
al modelo LS-SVM.
En cuanto a las predicciones en t+2 meses, la tabla 5.23 muestra que los resultados
son similares a los anteriores, obteniendo el menor ı́ndice de error el modelo LS-SVM
(0,30 ◦C). Además, todos los modelos de predicción mejoran a los modelos trivial,
climatoloǵıa y CFSv2. Al igual que con los datos diarios, los modelos obtienen mayor
ventaja respecto al modelo trivial al aumentar el horizonte de predicción. Sin embargo,
esta ventaja se reduce frente al modelo climatoloǵıa. En t+ 2, el modelo climatoloǵıa
obtiene los mejores resultados en las boyas 12◦N - 38◦W y 14◦S - 32◦W. Nuevamente,
el modelo CFSv2 consigue el menor error en la boya 21◦N - 23◦W.
Por último, la tabla 5.24 recoge los resultados en el horizonte t + 3 meses. Estos
resultados indican que el modelo LS-SVM consigue nuevamente la menor mediana
de error (0,33 ◦C). Excepto RMLR, todos los modelos mejoran a los modelos trivial,
climatoloǵıa y CFSv2. Manteniéndose la tendencia de las pruebas anteriores, aumenta
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la ventaja de los modelos respecto a los modelos trivial y CFSv2, pero se reduce frente
al modelo climatoloǵıa. En este horizonte, el modelo climatoloǵıa obtiene el menor
MAE en las boyas 12◦N - 23◦W (empatado con los RFBT), 12◦N - 38◦W y 14◦S -
32◦W. Además, ahora el modelo RMLR mejora al modelo CFSv2 en la boya 21◦N -
23◦W.
Tabla 5.22
Índices MAE (◦C) de test obtenidos en las predicciones mensuales en t+1 para cada boya utilizando
la fecha codificada y la SST como variables de entrada. Los mejores resultados aparecen resaltados
en negrita. *No se muestra el resultado por disponer solo de nueve datos.
Trivial Clima. CFSv2 RMLR ELM LS-SVM GRNN RFBT MLP
0N0E 0,79 0,38 0,70 0,42 0,30 0,29 0,33 0,32 0,32
0N10W 0,96 0,37 0,70 0,56 0,33 0,32 0,37 0,36 0,34
0N23W 0,73 0,41 0,85 0,49 0,36 0,35 0,34 0,36 0,37
0N35W 0,33 0,26 1,05 0,26 0,20 0,19 0,21 0,20 0,19
4N23W 0,39 0,33 0,45 0,35 0,28 0,25 0,27 0,31 0,26
4N38W 0,30 0,32 * 0,22 0,28 0,20 0,22 0,24 0,21
6S10W 0,73 0,25 0,33 0,26 0,18 0,19 0,19 0,20 0,20
8N38W 0,55 0,33 0,45 0,37 0,28 0,24 0,27 0,28 0,28
8S30W 0,42 0,24 1,31 0,14 0,16 0,14 0,15 0,21 0,16
10S10W 0,68 0,31 0,29 0,23 0,24 0,24 0,26 0,27 0,23
12N23W 0,90 0,37 0,46 0,36 0,33 0,30 0,33 0,42 0,33
12N38W 0,60 0,35 0,30 0,29 0,30 0,29 0,31 0,31 0,30
14S32W 0,47 0,18 0,76 0,20 0,17 0,16 0,16 0,21 0,17
15N38W 0,62 0,46 0,42 0,29 0,23 0,22 0,23 0,24 0,24
19S34W 0,69 0,46 0,39 0,24 0,25 0,24 0,27 0,29 0,26
20N38W 0,56 0,36 0,26 0,28 0,23 0,22 0,22 0,25 0,25
21N23W 0,94 0,52 0,29 0,38 0,39 0,36 0,36 0,42 0,42
Mediana 0,62 0,35 0,45 0,29 0,28 0,24 0,27 0,28 0,26
Tabla 5.23
Índices MAE (◦C) de test obtenidos en las predicciones mensuales en t+2 para cada boya utilizando
la fecha codificada y la SST como variables de entrada. Los mejores resultados aparecen resaltados
en negrita. *No se muestra el resultado por disponer solo de nueve datos.
Trivial Clima. CFSv2 RMLR ELM LS-SVM GRNN RFBT MLP
0N0E 1,48 0,40 0,98 0,54 0,37 0,36 0,39 0,39 0,37
0N10W 1,72 0,37 1,06 0,66 0,35 0,33 0,37 0,38 0,36
0N23W 1,25 0,42 1,20 0,56 0,40 0,38 0,40 0,38 0,39
0N35W 0,53 0,26 1,23 0,34 0,22 0,22 0,24 0,24 0,23
4N23W 0,58 0,36 0,62 0,46 0,31 0,30 0,32 0,33 0,32
4N38W 0,47 0,30 * 0,27 0,31 0,24 0,24 0,25 0,25
6S10W 1,38 0,25 0,60 0,35 0,22 0,22 0,23 0,22 0,23
8N38W 0,90 0,32 0,55 0,40 0,30 0,29 0,32 0,29 0,32
8S30W 0,75 0,23 0,56 0,18 0,21 0,17 0,20 0,20 0,19
10S10W 1,33 0,31 0,52 0,30 0,30 0,29 0,30 0,30 0,28
12N23W 1,64 0,38 0,70 0,51 0,40 0,38 0,35 0,48 0,40
12N38W 1,00 0,35 0,47 0,35 0,38 0,36 0,38 0,37 0,37
14S32W 0,87 0,18 0,72 0,26 0,19 0,18 0,18 0,19 0,19
15N38W 1,17 0,46 0,70 0,41 0,35 0,34 0,31 0,34 0,34
19S34W 1,29 0,46 0,52 0,35 0,33 0,33 0,37 0,38 0,32
20N38W 1,10 0,37 0,45 0,40 0,34 0,29 0,30 0,36 0,32
21N23W 1,72 0,49 0,41 0,43 0,52 0,48 0,51 0,47 0,52




Índices MAE (◦C) de test obtenidos en las predicciones mensuales en t+3 para cada boya utilizando
la fecha codificada y la SST como variables de entrada. Los mejores resultados aparecen resaltados
en negrita. *No se muestra el resultado por disponer solo de nueve datos.
Trivial Clima. CFSv2 RMLR ELM LS-SVM GRNN RFBT MLP
0N0E 1,90 0,41 1,15 0,55 0,38 0,37 0,43 0,38 0,39
0N10W 2,30 0,35 1,05 0,52 0,35 0,33 0,34 0,37 0,35
0N23W 1,59 0,40 1,12 0,57 0,37 0,37 0,45 0,37 0,38
0N35W 0,65 0,27 1,08 0,35 0,24 0,23 0,26 0,25 0,26
4N23W 0,64 0,38 0,68 0,51 0,36 0,33 0,39 0,37 0,36
4N38W 0,56 0,29 * 0,28 0,34 0,26 0,26 0,27 0,27
6S10W 1,98 0,27 0,79 0,35 0,24 0,24 0,25 0,25 0,25
8N38W 1,09 0,33 0,55 0,37 0,31 0,30 0,31 0,30 0,31
8S30W 1,03 0,22 0,43 0,22 0,27 0,21 0,24 0,22 0,23
10S10W 1,91 0,31 0,73 0,33 0,31 0,29 0,32 0,32 0,30
12N23W 2,32 0,38 0,85 0,54 0,41 0,39 0,40 0,38 0,43
12N38W 1,38 0,38 0,61 0,39 0,40 0,39 0,42 0,42 0,40
14S32W 1,19 0,18 0,63 0,26 0,20 0,19 0,19 0,21 0,20
15N38W 1,62 0,46 0,84 0,44 0,40 0,38 0,36 0,39 0,39
19S34W 1,79 0,47 0,60 0,39 0,35 0,34 0,41 0,43 0,36
20N38W 1,52 0,38 0,53 0,44 0,42 0,37 0,36 0,36 0,39
21N23W 2,37 0,47 0,54 0,44 0,53 0,49 0,55 0,45 0,53
Mediana 1,59 0,38 0,70 0,39 0,35 0,33 0,36 0,37 0,36
En la figura 5.28.a se muestra un ejemplo de SST mensual observada y las predic-
ciones en t + 1 según el modelo climatoloǵıa y el modelo LS-SVM. Representar tres
años de test (36 meses) permite apreciar que, por ejemplo, las temperaturas máximas
y mı́nimas presentan cierta variabilidad interanual. En el primer año de test la SST
alcanza una temperatura máxima de 29,1 ◦C, mientras que en el segundo se reduce
a 28,4 ◦C. Por otra parte, la temperatura mı́nima presenta un valor de 24,4 ◦C el
primer año y de 23,6 ◦C el segundo. Además, comparado con la climatoloǵıa, también
se aprecia que la SST observada del primer año se adelante en la primera mitad del
año y se retrasa en la segunda parte. Es decir, las temperaturas máximas se alcanzan
más pronto, y las mı́nimas más tarde, que en un año promedio. En el segundo año, a
excepción de la temperatura mı́nima, se puede ver que las señales de SST observada
y climatoloǵıa aparecen mas solapadas que en el primer año.
En cuanto al modelo LS-SVM, se puede apreciar que las predicciones se ajustan
mucho a la SST deseada (MAE = 0,24 ◦C), siendo capaz de predecir tanto el ciclo
mensual como la variabilidad interanual. Los resultados comentados anteriormente
mostraban que el modelo CFSv2 mejoraba al modelo LS-SVM en la boya 21◦N - 23◦W.
Comparando ambas predicciones con la SST deseada (figura 5.28.b), se observa que
el modelo CFSv2 consigue ajustarse mejor en las temperaturas mı́nimas de cada ciclo
mientras que LS-SVM se ajusta mejor en las temperaturas máximas. No obstante,
ambos modelos consiguen predecir con poco error la SST deseada.
La figura 5.29.a muestra un ejemplo en el que se muestran dos predicciones en
t+ 2 con idéntico MAE (modelo trivial y LS-SVM). Otro ejemplo interesante es el de
la boya 4◦N - 23◦W (figura 5.29.b), que está situada más cerca del ecuador que las
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boyas vistas anteriormente. Las boyas situadas más al norte o más al sur del ecuador
muestran unas transiciones suaves entre las temperaturas mı́nimas del invierno y las
máximas del verano. En la boya 4◦N - 23◦W se aprecia una temperatura media más
alta con transiciones más abruptas. Los modelos consiguen captar el ciclo anual, pero
presentan dificultades con las variaciones mensuales. Por último, en las figuras 5.30.a
y 5.30.b aparecen dos ejemplos para las predicciones en t+ 3 meses.



















(a) Boya 19S34W. MAE (◦C): clima.=0,46; LS-
SVM=0,24. Fecha: 2015/10 a 2018/09.



















(b) Boya 21N23W. MAE (◦C): CFSv2=0,29; LS-
SVM=0,36. Fecha: 2015/04 a 2018/03.
Figura 5.28
Ejemplos de series temporales mensuales deseadas y estimadas de test para la SST en el horizonte
t+ 1 mes. Resultados con la SST y fecha codificada como variables de entrada a los modelos.
















(a) Boya 14S32W. MAE (◦C): clima.=0,18; LS-
SVM=0,18. Fecha: 2014/08 a 2017/07.


















(b) Boya 4N23W. MAE (◦C): clima.=0,36; LS-
SVM=0,30. Fecha: 2014/11 a 2018/10.
Figura 5.29
Ejemplos de series temporales mensuales deseadas y estimadas de test para la SST en el horizonte
t+ 2 meses. Resultados con la SST y fecha codificada como variables de entrada a los modelos.
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(a) Boya 8N38W. MAE (◦C): clima.=0,33; LS-
SVM=0,30. Fecha: 2012/04 a 2016/04.
















(b) Boya 15N38W. MAE (◦C): clima.=0,46;
GRNN=0,36. Fecha: 2014/04 a 2018/11.
Figura 5.30
Ejemplos de series temporales deseadas y estimadas de test para la SST en el horizonte t+ 3 meses.
Resultados con la SST y fecha codificada como variables de entrada a los modelos.
Tras analizar los resultados de las predicciones utilizando únicamente la SST y
fecha como entradas, se estudió el desempeño de los modelos mensuales utilizando
las técnicas de selección y extracción de caracteŕısticas vistas en los modelos diarios.
Inicialmente, el número promedio de patrones que dispońıan de la variable SST era
de 150 (ver tabla 5.1). Debido al gran número de datos ausentes que presentan las
distintas variables, este promedio quedaba reducido a 50. Para evitar esta pérdida de
datos, se substituyeron los valores ausentes por sus valores históricos promedio (cli-
matoloǵıa). Además, se seleccionaron periodos de test con el mayor número posible
de datos consecutivos sin valores ausentes. Para poder comparar resultados y, puesto
que los conjuntos de test no son iguales a los de las anteriores pruebas mensuales,
se muestran también los nuevos ı́ndices MAE obtenidos con la SST y fecha como
entradas.
El resumen de los ı́ndices MAE obtenidos en estos experimentos se muestran en
la tabla 5.25. Nuevamente, los resultados indican que el modelo LS-SVM obtiene los
menores ı́ndices MAE. Puesto que algunos conjuntos de test contienen valores de la
climatoloǵıa o promedio de la serie, a excepción del modelo trivial, todos los modelos
han reducido su error con respecto a los experimentos mensuales anteriores (SST y
fecha de entradas). Evidentemente, la mayor reducción del ı́ndice MAE se produce
en el modelo climatoloǵıa. Comparando los resultados de las diferentes técnicas de
selección y extracción de caracteŕısticas, el modelo RMLR obtiene los menores ı́ndices
MAE en los experimentos con AC + RRelieff. El resto de modelos consiguen el menor
error en los experimentos con la SST y fecha codificada como entradas.
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Tabla 5.25
Índices MAE (◦C) de test (mediana de las 17 boyas) obtenidos en los datos mensuales utilizando los
diferentes tipos de variables de entrada.
Trivial Clima. RMLR ELM LS-SVM GRNN RFBT MLP
SST
t+1 0,62 0,29 0,28 0,22 0,21 0,24 0,24 0,22
t+2 1,10 0,29 0,37 0,30 0,28 0,30 0,30 0,29
t+3 1,53 0,30 0,39 0,31 0,30 0,32 0,32 0,31
Todas
t+1 0,62 0,29 0,32 0,96 0,24 0,67 0,27 0,35
t+2 1,10 0,29 0,44 1,02 0,32 0,86 0,36 0,37
t+3 1,53 0,30 0,46 1,09 0,36 0,89 0,38 0,43
PCA
t+1 0,62 0,29 0,28 0,66 0,26 0,55 0,29 0,26
t+2 1,10 0,29 0,32 0,70 0,34 0,60 0,33 0,33
t+3 1,53 0,30 0,35 0,72 0,36 0,60 0,37 0,36
RReliefF
t+1 0,62 0,29 0,27 0,50 0,23 0,38 0,25 0,27
t+2 1,10 0,29 0,34 0,56 0,30 0,46 0,33 0,35
t+3 1,53 0,30 0,36 0,60 0,34 0,62 0,32 0,40
AC + RReliefF
t+1 0,62 0,29 0,26 0,42 0,22 0,39 0,24 0,25
t+2 1,10 0,29 0,33 0,51 0,30 0,43 0,32 0,32
t+3 1,53 0,30 0,37 0,54 0,34 0,47 0,34 0,36
5.4.5. Modelos diarios y mensuales con LSTM
En este apartado se muestran los resultados obtenidos en los experimentos con
LSTM comparados con ELM y LS-SVM. Utilizando el procedimiento explicado an-
teriormente, en estas pruebas se han substituido los valores ausentes por sus valores
promedio para poder comparar resultados. En la tabla 5.26 se encuentran los ı́ndices
de error de la LSTM y de la ELM en los conjuntos de datos diarios, utilizando la
SST y fecha como entradas a los modelos. Según lo explicado en la sección 5.3.4, la
estrategia MIMO consiste en entrenar un único modelo con varias entradas para ob-
tener varias salidas o predicciones. Mediante esta estrategia, ambos modelos obtienen
similares resultados, 0,22 ◦C en t + 7 y 0,33 ◦C en t + 30. En t + 15, la mediana
del modelo LSTM es de 0,29 ◦C frente a 0,28 ◦C del modelo ELM. Analizando los
resultados por boya, la LSTM obtiene menor MAE en 25 de las 51 pruebas (17 boyas
por 3 predicciones), e igual MAE en 13 de ellas. La ELM consigue, por tanto, el mejor
resultado en las 13 restantes. Además de la estrategia MIMO, con la LSTM se expe-
rimentó la estrategia de predicción recursiva. En la primera prueba se obtuvieron las
predicciones de SST con un horizonte de 365 d́ıas. Es decir, utilizando el último dato
de validación disponible, se predijeron los siguientes 365 d́ıas de SST sin actualizar el
modelo con nuevos datos, lográndose un MAE mediano de 0,42 ◦C. En el segundo ex-
perimento, el horizonte de la predicción fue de 30 d́ıas, obteniéndose un MAE de 0,31
◦C. Promediando los resultados del modelo LSTM en t+ 7, t+ 15 y t+ 30 se obtiene
un MAE de 0,28 ◦C, valor inferior a los conseguidos con las predicciones recursivas.
El último experimento con los datos diarios consistió en entrenar los modelos LSTM
utilizando las variables seleccionadas por el método AC + RRliefF. Las medianas de
error fueron: 0,26 ◦C en t+ 7, 0,34 ◦C en t+ 15 y 0,41 ◦C en t+ 30, no consiguiendo




Índices MAE (◦C) de test obtenidos en las predicciones diarias con la LSTM utilizando la SST y
fecha como entradas.
ELM LSTM
Predicción MIMO Predicción MIMO Recursiva
t+7 t+15 t+30 t+7 t+15 t+30 365 30
0N0E 0,43 0,35 0,41 0,38 0,34 0,40 0,50 0,39
0N10W 0,52 0,54 0,57 0,51 0,52 0,57 0,53 0,55
0N23W 0,29 0,32 0,39 0,28 0,29 0,34 0,41 0,38
0N35W 0,23 0,24 0,26 0,21 0,22 0,25 0,24 0,22
4N23W 0,31 0,37 0,38 0,28 0,32 0,33 0,52 0,34
4N38W 0,12 0,13 0,16 0,12 0,14 0,17 0,16 0,16
6S10W 0,19 0,27 0,32 0,20 0,27 0,33 0,36 0,31
8N38W 0,20 0,27 0,31 0,20 0,26 0,30 0,32 0,25
8S30W 0,12 0,15 0,20 0,12 0,15 0,19 0,25 0,18
10S10W 0,16 0,24 0,33 0,15 0,21 0,29 0,44 0,23
12N23W 0,28 0,39 0,49 0,31 0,39 0,50 0,57 0,33
12N38W 0,23 0,33 0,39 0,23 0,29 0,36 0,42 0,30
14S32W 0,16 0,21 0,22 0,18 0,20 0,22 0,37 0,20
15N38W 0,17 0,22 0,27 0,18 0,24 0,28 0,37 0,24
19S34W 0,22 0,30 0,33 0,22 0,30 0,33 0,53 0,32
20N38W 0,21 0,30 0,43 0,24 0,34 0,45 0,56 0,36
21N23W 0,22 0,33 0,45 0,22 0,32 0,44 0,71 0,35
Mediana 0,22 0,30 0,33 0,22 0,29 0,33 0,42 0,31
Los resultados de las predicciones mensuales de la LSTM comparados con la LS-
SVM se detallan en la tabla 5.27. Ahora, el modelo LS-SVM obtiene un menor MAE
mediano que la LSTM en los tres horizontes de predicción. Además, por separado, la
LSTM solo mejora al modelo LS-SVM en tres de los casos. En cuanto a los resultados
utilizando las predicciones recursivas, la LSTM obtuvo un MAE de 0,31 ◦C en las
predicciones a 36 d́ıas y 0,29 ◦C en las predicciones a 3 d́ıas. El MAE promedio en
t + 1, t + 2 y t + 3 son 0,26 ◦C para LS-SVM y 0,32 ◦C para la LSTM. Por tanto,
las prediciones recursivas mejoran a las predicciones MIMO en la LSTM, pero no
mejoran los resultados MIMO del modelo LS-SVM. Por último, se entrenaron los
modelos mensuales con las variables escogidas por AC + RRliefF, obteniendo un
ı́ndice de error de 0,37 ◦C en t + 1, 0,38 ◦C en t + 2 y 0,41 ◦C en t + 3. Como en el
caso de los datos diarios, tampoco se consiguió reducir del error de los experimentos
con la SST y fecha.
5.4.6. Análisis estad́ıstico de los resultados
En las anteriores secciones se ha evaluado el rendimiento de los modelos de pre-
dicción en los diferentes conjuntos de datos y con los distintos métodos de selección y
extracción de caracteŕısticas. En esta sección se presenta la comparación estad́ıstica
de estos resultados para determinar si existen diferencias significativas entre las dis-
tintas pruebas y modelos. Además, se evalúa el coste computacional de los diferentes
algoritmos.
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Tabla 5.27
Índices MAE (◦C) de test obtenidos en las predicciones mensuales con LSTM utilizando la SST y
fecha como entradas.
LS-SVM LSTM
Predicción MIMO Predicción MIMO Recursiva
t+1 t+2 t+3 t+1 t+2 t+3 36 3
0N0E 0,25 0,30 0,35 0,28 0,32 0,34 0,36 0,29
0N10W 0,32 0,34 0,34 0,35 0,35 0,35 0,40 0,37
0N23W 0,25 0,29 0,30 0,29 0,31 0,36 0,32 0,29
0N35W 0,19 0,22 0,24 0,22 0,26 0,28 0,27 0,26
4N23W 0,16 0,24 0,27 0,29 0,36 0,40 0,29 0,24
4N38W 0,20 0,26 0,28 0,31 0,34 0,35 0,42 0,30
6S10W 0,19 0,22 0,24 0,21 0,29 0,31 0,22 0,21
8N38W 0,19 0,25 0,29 0,21 0,27 0,28 0,29 0,23
8S30W 0,13 0,17 0,20 0,22 0,25 0,27 0,22 0,20
10S10W 0,19 0,24 0,26 0,21 0,25 0,25 0,27 0,23
12N23W 0,26 0,30 0,31 0,37 0,58 0,57 0,38 0,33
12N38W 0,22 0,28 0,30 0,28 0,30 0,32 0,30 0,29
14S32W 0,16 0,18 0,18 0,20 0,21 0,24 0,21 0,20
15N38W 0,21 0,31 0,33 0,28 0,35 0,35 0,31 0,30
19S34W 0,24 0,33 0,34 0,34 0,35 0,40 0,40 0,34
20N38W 0,22 0,29 0,37 0,34 0,39 0,49 0,61 0,51
21N23W 0,40 0,51 0,47 0,59 0,66 0,72 0,55 0,48
Mediana 0,21 0,28 0,30 0,28 0,32 0,35 0,31 0,29
5.4.6.1. Análisis estad́ıstico modelos diarios
Puesto que los modelos han sido entrenados con 20 repeticiones aleatorias de los
conjuntos de datos, se han considerado métodos estad́ısticos para muestras relaciona-
das en la comparación entre modelos. Para el análisis de las diferencias entre métodos
de selección de variables se han considerado métodos para muestras no relacionadas,
ya que los conjuntos de datos son diferentes (Hothorn et al., 2005; Eugster et al.,
2008).
El análisis estad́ıstico se ha realizado con el programa IBM SPSS Statistics (ver-
sión 22.0, Armonk, NY: IBM Corp). Para analizar las diferencias entre los modelos y
los distintos métodos de reducción de variables empleados, se utilizó un análisis de va-
rianza (ANOVA) de dos factores con medidas repetidas en el factor modelo. Se aplicó
la corrección de Bonferroni para evitar el error tipo I al realizar las comparaciones
múltiples cuando el análisis ANOVA indicaba diferencias significativas. Se consideró
significación estad́ıstica con p < 0, 05.
En la tabla 5.28 se muestran los valores medios y desviación estándar del ı́ndi-
ce MAE (promediando los tres horizontes de predicción y las 17 boyas) para ca-
da modelo. Según estos valores, los menores ı́ndices MAE se obtienen en las prue-
bas con la SST y fecha como entradas. Además, los modelos ELM y MLP obtienen
los menores errores [MAE=0,30 (0,13) ◦C]. Los resultados de los efectos principales
del modelo ANOVA mostraron diferencias significativas en el factor modelo [F(3,29;





en la interacción modelo*prueba [F(13,15; 0,23)=13,46; p<0,001; η2p=0,18]. En la ta-
bla 5.29 se muestran los resultados de las comparaciones múltiples entre pruebas que
resultaron significativas. En el modelo ELM existen diferencias significativas entre el
conjunto 1 (SST y fecha como entradas) y el resto de pruebas, siendo siempre inferior
el error utilizando únicamente la SST y fecha. Esto indica que la ELM es muy sensible
a las variables seleccionadas en la etapa de entrenamiento. En cuanto a LS-SVM, aun-
que el menor error se obtiene utilizando la SST y fecha como entradas, únicamente es
significativa la diferencia con el análisis AC + RReliefF. El rendimiento de LS-SVM
por tanto, se ve menos afectado por la etapa de selección de variables. Al igual que
con la ELM, en el modelo GRNN se han encontrado diferencias entre la SST y fecha
con todas las demás pruebas. En el caso de los RFBT, comparado con la prueba
utilizando SST y fecha, únicamente es significativa la diferencia con el análisis PCA.
Por último, en el MLP, las diferencias han sido significativas con todas la pruebas
excepto con el análisis PCA. Los modelos trivial, climatoloǵıa y RMLR no aparecen
en la tabla puesto que no se encontraron diferencias significativas entre las diferentes
pruebas, destacando que el modelo RMLR obtiene un ı́ndice MAE bajo en todos los
casos.
Tabla 5.28
Índices MAE promedio y desviación estándar según el método de selección de variables para cada
modelo en los datos diarios (medias de los tres horizontes y las 17 boyas).
SST Todas PCA Relief ACrelief
Trivial 0,45 (0,24) 0,46 (0,22) 0,46 (0,22) 0,46 (0,22) 0,46 (0,22)
Clima. 0,44 (0,16) 0,48 (0,16) 0,48 (0,16) 0,48 (0,16) 0,48 (0,16)
RMLR 0,33 (0,16) 0,33 (0,15) 0,33 (0,14) 0,33 (0,14) 0,33 (0,15)
ELM 0,30 (0,13) 0,63 (0,18) 0,54 (0,19) 0,62 (0,20) 0,59 (0,19)
LS-SVM 0,37 (0,15) 0,44 (0,17) 0,45 (0,17) 0,45 (0,16) 0,50 (0,19)
GRNN 0,35 (0,14) 0,46 (0,15) 0,48 (0,16) 0,45 (0,16) 0,51 (0,21)
RFBT 0,31 (0,14) 0,37 (0,13) 0,44 (0,16) 0,37 (0,13) 0,37 (0,14)
MLP 0,30 (0,13) 0,39 (0,15) 0,38 (0,15) 0,39 (0,16) 0,40 (0,18)
En cuanto a la comparación entre modelos, se analizaron únicamente las dife-
rencias en la prueba que obtuvo los mejores resultados (SST y fecha). Los pares de
diferencias significativas se muestran en la tabla 5.30. Estos resultados indican que
todos los modelos de predicción obtuvieron ı́ndices MAE significativamente inferiores
a los obtenidos por los modelos Trivial y climatoloǵıa. Además, el modelo LS-SVM
obtuvo peores resultados que los modelos ELM, RFBT y MLP. Por último, no se
encontraron diferencias entre los modelos ELM, RMLR, GRNN, RFBT y MLP.
5.4.6.2. Análisis estad́ıstico modelos mensuales
Tras analizar los modelos diarios y, puesto que los mejores resultados se obtuvieron
con la SST y fecha como entradas, el análisis estad́ıstico en los datos mensuales se
muestra únicamente para los experimentos utilizando la SST y fecha como entradas.
En este caso, se analizaron las diferencias entre los distintos modelos de predicción
utilizando un análisis ANOVA de medidas repetidas de un único factor.
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Tabla 5.29
Análisis estad́ıstico de las diferencias entre pruebas con datos diarios. Únicamente se muestran los
modelos y pruebas con diferencias significativas. C1: Conjunto 1; C2: Conjunto 2; IC: Intervalo de





medias (1-2) estándar LI LS
ELM SST
Todas -0,33 0,04 <0,001 -0,43 -0,23
PCA -0,24 0,04 <0,001 -0,34 -0,14
RReliefF -0,32 0,04 <0,001 -0,42 -0,22
AC + RReliefF -0,29 0,04 <0,001 -0,39 -0,19
LSSVM SST AC + RReliefF -0,13 0,03 <0,001 -0,23 -0,04
GRNN SST
Todas -0,11 0,03 0,010 -0,20 -0,02
PCA -0,14 0,03 <0,001 -0,23 -0,04
RReliefF -0,10 0,03 0,028 -0,19 -0,01
AC + RReliefF -0,16 0,03 <0,001 -0,25 -0,07
RFBT SST PCA -0,12 0,03 <0,001 -0,20 -0,05
MLP SST
Todas -0,09 0,03 0,039 -0,18 -0,01
RReliefF -0,09 0,03 0,029 -0,18 -0,01
AC + RReliefF -0,10 0,03 0,012 -0,19 -0,01
Tabla 5.30
Análisis estad́ıstico de las diferencias entre modelos para el método SST más fecha codificada en los
conjuntos diarios. Únicamente se muestran los resultados con diferencias significativas. IC: Intervalo
de Confianza; LI: Ĺımite Inferior; LS: Ĺımite Superior.




medias (1-2) estándar LI LS
Trivial
RMLR 0,13 0,02 <0,001 0,07 0,18
ELM 0,15 0,02 <0,001 0,08 0,23
LS-SVM 0,09 0,02 0,013 0,01 0,16
GRNN 0,11 0,02 <0,001 0,03 0,19
RFBT 0,14 0,02 <0,001 0,07 0,21
MLP 0,15 0,02 <0,001 0,09 0,22
Clima.
RMLR 0,11 0,02 <0,001 0,04 0,18
ELM 0,14 0,02 <0,001 0,07 0,21
LS-SVM 0,07 0,02 0,006 0,01 0,13
GRNN 0,09 0,02 <0,001 0,04 0,15
RFBT 0,13 0,02 <0,001 0,07 0,18
MLP 0,14 0,02 <0,001 0,07 0,20
LS-SVM
ELM 0,07 0,01 0,000 0,03 0,10
RFBT 0,06 0,01 <0,001 0,02 0,09
MLP 0,07 0,01 <0,001 0,03 0,10
Los valores medios y desviaciones estándar de cada modelo se muestran en la
tabla 5.31. El efecto principal del ANOVA muestra diferencias significativas en los
ı́ndices MAE obtenidos por los modelos de predicción [F(1,61; 18,29)= 95,96; p<0,001;
η2p=0,66]. El análisis en detalle de las comparaciones múltiples se pueden observar en
la tabla 5.32. El modelo trivial presenta un error significativamente mayor que el
resto de modelos. Por su parte, el modelo climatoloǵıa mejora significativamente al
modelo trivial y a CFSv2, pero no mejora a los modelos ELM, LS-SVM, GRNN,
RFBT y MLP. Además, su desempeño es similar al del modelo RMLR, ya que las
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diferencias entre ambos modelos no son significativas. Consecuentemente, el modelo
RMLR obtiene peores resultados que los demás modelos de predicción (excepto con
modelo trivial y CFSv2). En cuanto al modelo LS-SVM, el análisis muestra que su
ı́ndice MAE promedio es significativamente menor que el del resto de modelos. Por
último, puesto que no presentan diferencias entre ellos, los modelos ELM, GRNN,
RFBT y MLP son comparables en los errores cometidos en las predicciones.
Tabla 5.31
Índices MAE promedio y desviación estándar (DE) de cada modelo en los datos mensuales utilizando
SST y fecha como entradas (medias de los tres horizontes y las 17 boyas).
Trivial Clima. CFSv2 RMLR ELM LS-SVM GRNN RFBT MLP
Media 1,09 0,35 0,67 0,37 0,31 0,29 0,31 0,32 0,31
DE (0,56) (0,08) (0,27) (0,12) (0,08) (0,08) (0,09) (0,08) (0,08)
Tabla 5.32
Análisis estad́ıstico de las diferencias entre modelos mensuales para el método SST y fecha codificada.
Únicamente se muestran los resultados con diferencias significativas. IC: Intervalo de Confianza; LI:
Ĺımite Inferior; LS. Ĺımite Superior.




medias (1-2) estándar LI LS
Trivial
Clima. 0,74 0,07 <0,001 0,49 1,00
CFSv2 0,42 0,08 <,001 0,15 0,69
RMLR 0,72 0,07 <0,001 0,48 0,96
ELM 0,78 0,07 <0,001 0,54 1,02
LS-SVM 0,80 0,07 <0,001 0,56 1,04
GRNN 0,78 0,07 <0,001 0,54 1,02
RFBT 0,77 0,07 <0,001 0,53 1,02
MLP 0,78 0,07 <0,001 0,54 1,02
Clima.
CFSv2 -0,32 0,04 <0,001 -0,46 -0,18
ELM 0,04 0,01 0,002 0,01 0,06
LS-SVM 0,06 0,01 <0,001 0,03 0,08
GRNN 0,04 0,01 0,001 0,01 0,07
RFBT 0,03 0,01 0,003 0,01 0,06
MLP 0,04 0,01 <0,001 0,01 0,07
CFSv2
RMLR 0,30 0,03 <0,001 0,18 0,42
ELM 0,36 0,04 <0,001 0,23 0,49
LS-SVM 0,38 0,04 <0,001 0,25 0,51
GRNN 0,36 0,04 <0,001 0,23 0,49
RFBT 0,35 0,04 <0,001 0,22 0,49
MLP 0,36 0,04 <0,001 0,23 0,50
RMLR
ELM 0,06 0,01 <0,001 0,02 0,10
LS-SVM 0,08 0,01 <0,001 0,05 0,12
GRNN 0,06 0,01 <0,001 0,03 0,10
RFBT 0,06 0,01 <0,001 0,02 0,09
MLP 0,07 0,01 <0,001 0,03 0,10
LS-SVM
ELM -0,02 0,00 <0,001 -0,03 -0,01
GRNN -0,02 0,00 <0,001 -0,03 -0,01
RFBT -0,03 0,00 <0,001 -0,04 -0,01
MLP -0,02 0,00 <0,001 -0,02 -0,01
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5.4.6.3. Análisis estad́ıstico modelos LSTM
En los datos diarios y, con SST y fecha como entradas, se compararon los resultados
obtenidos por los modelos ELM y LSTM mediante un ANOVA de medidas repetidas
con un factor. Los ı́ndices MAE promedio se muestran en la tabla 5.33. Las compa-
raciones por parejas señalan que las predicciones recursivas a 365 pasos con LSTM
son significativamente peores (p = 0, 001) que la del resto de modelos. Además, no se
encontraron diferencias entre la ELM, LSTM MIMO y LSTM recursiva a 30 pasos.
Tabla 5.33
Índices MAE promedio y desviación estándar para los modelos diarios ELM y LSTM (medias de los
tres horizontes y las 17 boyas).
ELM LSTM MIMO LSTM 365 LSTM 30
0,29 (0,10) 0,29 (0,09) 0,43 (0,14) 0,30 (0,10)
Para los datos mensuales se utilizó un análisis similar, comparando los modelos
LS-SVM y los tres modelos LSTM mediante una ANOVA. En la tabla 5.34 se detallan
los ı́ndices MAE de estos modelos. Según el análisis de comparaciones múltiples, los
resultados obtenidos con LS-SVM son estad́ısticamente mejores que los obtenidos
por la LSTM con las estrategias MIMO y recursiva a 36 meses. No se encontraron
diferencias entre LS-SVM y LSTM recursivo a tres d́ıas, ni entre LSTM MIMO y
LSTM recursivo a 36 d́ıas.
Tabla 5.34
Índices MAE promedio y desviación estándar para los modelos mensuales LS-SVM y LSTM (medias
de los tres horizontes y las 17 boyas).
LS-SVM LSTM MIMO LSTM 36 LSTM 3
0,26 (0,07) 0,34 (0,11) 0,34 (0,11) 0,30 (0,09)
5.4.6.4. Coste computacional
Además de la precisión, otro factor importante a tener en cuenta a la hora de
evaluar un modelo es su coste computacional, ya que un tiempo de ejecución dema-
siado elevado puede hacer que el modelo no sea utilizable en la práctica. También
puede ocurrir que la mejora en precisión no compense debido al aumento en el tiempo
de cálculo. Por estos motivos, se presenta un análisis del coste computacional de los
modelos utilizados en las predicciones de SST.
Debido a las caracteŕısticas de los diferentes modelos (arquitecturas y ajustes de
parámetros) es dif́ıcil establecer una comparación de tiempos exacta. Para realizar este
análisis se ha tenido en cuenta una única repetición de la etapa de entrenamiento,
utilizando el número de neuronas, hiperparámetros o el factor de ensanchamiento
óptimo en cada caso. No se ha contabilizado, por lo tanto, la etapa de ajuste y
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validación de los modelos. Como excepción, en los RFBT śı se incluye el tiempo de
ajuste de la arquitectura. Puesto que los algoritmos RMLR y RFBT necesitan un
modelo por horizonte de predicción, se han sumado los tiempos de los tres modelos.
Además, todas las pruebas se han realizado en la misma máquina para evitar las
diferencias debidas a la potencia de cálculo.
En la tabla 5.35 se muestra el coste computacional medio en las 17 boyas para
cada modelo en las pruebas diarias y mensuales utilizando como entradas la SST y
la fecha. Con los datos diarios, el modelo más rápido es la ELM (24 ms), mientras
que el más lento es el modelo LSTM (43,7 s). En los datos mensuales, puesto que
el número de patrones es muy inferior, los tiempos de cálculo se reducen en todos
los casos. Los modelos ELM y LS-SVM son ahora los más rápidos (1 ms), siendo el
modelo LSTM el más lento (2,28 s). No obstante, aunque en todos los casos el tiempo
de ejecución pueda parecer bajo, en la práctica, la búsqueda de la arquitectura óptima
mediante validación cruzada y el barrido del número de neuronas incrementa estos
tiempos notablemente. Además, en el caso la LS-SVM, el tiempo para la obtención
de los hiperparámetros depende del número de patrones con una relación de N2, por
lo que este proceso es muy rápido con los datos mensuales, pero muy costoso en los
datos diarios.
Tabla 5.35
Coste computacional en segundos (media y desviación estándar de las 17 boyas) de cada modelo
utilizando como entradas la SST y la fecha codificada.
RMLR ELM LS-SVM GRNN RFBT MLP LSTM
Diarios 0,034 0,024 5,572 0,044 0,766 0,498 43,733
(0,004) (0,007) (3,716) (0,033) (0,042) (0,210) (25,585)
Mensuales 0,005 0,001 0,001 0,041 0,353 0,061 2,280
(0,001) (0,001) (0,001) (0,010) (0,005) (0,014) (0,998)
5.5. Conclusiones
En este caṕıtulo de la Tesis Doctoral se ha abordado el problema de las predicciones
diarias y mensuales de la SST en 17 de las boyas que forman la red del proyecto
PIRATA. Para la extracción y selección de caracteŕısticas se ha propuesto el análisis
PCA, el algoritmo RReliefF, aśı como la combinación entre el análisis de correlación
y el algoritmo RReliefF. Además, se han comparado los resultados de estos métodos
con utilizar únicamente la SST y fecha como entradas a los modelos. En cuanto a
las predicciones de SST, los modelos propuestos han sido. modelo trivial, modelo
climatoloǵıa, RMLR, MLP, ELM, GRNN, RFBT, SVM y LSTM. En el caso de los
datos mensuales, además, el desempeño de los modelos ha sido comparado con las
predicciones del modelo numérico CFSv2. Del análisis de los resultados se pueden
extraer las siguientes conclusiones:
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• La inclusión de la fecha codificada ayuda a los modelos a predecir la componente
estacional de las series de SST mejorando, por tanto, las predicciones.
• Tanto en los modelos diarios como en los mensuales, los menores ı́ndices MAE
se obtienen empleando únicamente la fecha codificada y la SST actual como
predictores.
• Los métodos de extracción y selección de caracteŕısticas no consiguieron obtener
un subconjunto de datos que permitiese lograr mejores resultados que utilizando
exclusivamente la fecha codificada y la SST.
• Comparando la precisión de los diferentes modelos diarios con fecha y SST,
los menores ı́ndices MAE promedio se obtuvieron con los modelos ELM, MLP,
RFBT, RMLR y GRNN, no encontrándose diferencias estad́ısticamente signifi-
cativas.
• En los datos mensuales, el modelo LS-SVM obtuvo resultados significativamante
mejores a los logrados por los demás modelos de predicción.
• Los modelos LSTM diarios entrenados con estrategias MIMO y recursiva a 30
pasos, obtuvieron resultados similares a los modelos ELM. En los datos mensua-
les, LS-SVM obtuvo resultados estad́ısticamente mejores que los modelos LSTM
MIMO y LSTM recursivo a 36 pasos. Sin embargo, LS-SVM y LSTM recursivo
a tres d́ıas mostraron ı́ndices de error similares.
• Como conclusión final, la ELM obtuvo el menor error promedio y con el menor
tiempo de entrenamiento en los datos diarios. Por otra parte, el modelo LS-SVM
obtuvo el mejor rendimiento en los datos mensuales.
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Caṕıtulo 6
Visualización y predicción de
datos PIRATA con Processing
6.1. Introducción
En caṕıtulos anteriores se ha puesto de manifiesto que las fluctuaciones océano-
atmosféricas que afectan al océano Atlántico tienen una gran repercusión socioeconómi-
ca en los páıses de las regiones tropicales (Servain et al., 1998). Debido a este hecho,
existen diversos proyectos cient́ıficos enfocados al estudio de estos fenómenos climáti-
cos. Por ejemplo, el proyecto PIRATA utiliza una red de boyas fijas para adquirir
variables atmosféricas y oceánicas con en el objetivo de observar los dos modos prin-
cipales de variabilidad del océano Atlántico (Bourlès et al., 2008). Por una parte,
durante las fases cálidas del modo ecuatorial, se producen vientos alisios débiles y
valores de la SST anormalmente altos, mientras que en las fases fŕıas, se observan
vientos fuertes y valores de la SST anormalmente bajos. Por otra parte, el modo
dipolo está relacionado con la migración estacional de la ITCZ y se caracteriza por
una oscilación en el gradiente interhemisférico norte-sur de la SST (Servain, 1991).
Por tanto, la SST es uno de los parámetros climáticos con mayor influencia en estos
dos modos de variabilidad, por lo que su predicción es de gran importancia para la
comprensión del clima a nivel regional y global (Servain et al., 2000).
Con la finalidad de facilitar su observación y análisis, los datos relativos a la
SST y a otras variables climáticas se encuentran disponibles tanto para la comuni-
dad cient́ıfica como para el público general. Por ejemplo, los datos de los proyectos
TAO/TRITON, PIRATA y RAMA se pueden descargar y visualizar en la aplicación
web de la GTMBA perteneciente a la NOAA (GTMBA, 2016). En la figura 6.1 se
puede observar el aspecto que presenta esta aplicación y, en la figura 6.2, se muestra
una ejemplo del tipo de gráfica que permite generar.
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Figura 6.1
Aplicación web de la Global Tropical Moored Buoy Array Project Office para la descarga y visuali-
zación de datos de los proyectos TAO/TRITON, PIRATA y RAMA (GTMBA, 2016).
Figura 6.2
Ejemplo de gráfica de las series mensuales de SST y climatoloǵıa generada con la aplicación de la
GTMBA para la boya 0◦N - 0◦E.
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Además de la aplicación de la GTMBA, existen otras muchas herramientas para
el análisis de variables climáticas. Algunos ejemplos de las más importantes son:
• NOAA View Data Exploration Tool. Esta aplicación web de la NOAA
permite visualizar sobre un mapamundi la evolución en el tiempo de más de 100
variables ambientales utilizando datos de satélites, modelos climáticos y otros
dispositivos de observación (NOAA, 2019).
• Ferret. Es un entorno de programación para la visualización y el análisis de
grandes conjuntos de datos climáticos diseñado para oceanógrafos y meteorólo-
gos. Aunque su funcionamiento se basa en el uso de funciones o inserción de ins-
trucciones mediante ĺınea de comandos, también dispone de una interfaz gráfica
de usuario (Ferret, 2019).
• Live Access to the National Virtual Ocean Data System (NVODS).
Mediante esta aplicación web, cuyo motor se basa en Ferret, es posible visualizar
de manera global una gran cantidad de variables océano-atmosféricas proceden-
tes de las principales bases de datos climáticas.
En general, las aplicaciones mencionadas anteriormente permiten visualizar varia-
bles climáticas a nivel global haciendo uso de múltiples fuentes de datos. En cuanto
a la aplicación web de la GTMBA para la descarga y visualización de datos PIRA-
TA, las gráficas generadas son imágenes estáticas y, por tanto, no son interactivas.
En este caṕıtulo de la Tesis Doctoral se plantea la creación de una herramienta es-
pećıficamente diseñada para explorar los datos de las boyas PIRATA. Utilizando el
entorno de programación Processing, se pretende conseguir una aplicación totalmente
personalizada y que presente una experiencia de usuario sencilla e intuitiva. Además
de descargar y visualizar los datos PIRATA, se pretende que la herramienta sea capaz
de obtener predicciones de la SST y permita estudiar el fenómeno del modo dipolo.
6.2. Objetivos
En este caṕıtulo de la Tesis Doctoral se propone una aplicación de usuario di-
señada con el objetivo de interactuar con las series de datos del proyecto PIRATA.
Esta herramienta ha sido desarrollada en el entorno de programación Processing y
la implementación de varias de sus funcionalidades principales está basada en las
conclusiones obtenidas en anteriores caṕıtulos. Las caracteŕısticas deseables que debe
presentar la aplicación son las siguientes:
• Interfaz gráfica de usuario atractiva, fluida y fácil de utilizar.
• Descarga rápida de datos PIRATA mediante la conexión al servidor de la NOAA
(TAO PMEL FTP).
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• Visualización interactiva de las series temporales de datos descargadas.
• Predicciones on line de la SST mensual mediante un modelo de aprendizaje
automático.
• Obtención del dipolo a partir de la selección de las boyas de interés.
• Posibilidad de exportar gráficas y datos numéricos.
Además de describir en profundidad la aplicación y su funcionamiento interno, en
la sección de resultados se mostrarán una serie de casos prácticos de estudio.
6.3. Materiales y métodos
6.3.1. Entorno de programación
La implementación de una interfaz gráfica de usuario se puede llevar a cabo me-
diante diferentes plataformas de desarrollo. Por ejemplo, son ampliamente utilizadas
las tecnoloǵıas WPF y UWP de Microsoft, las libreŕıas AWT y Swing de Java o la
herramienta GUIDE de Matlab. Además, también existen libreŕıas de programación
espećıficas para el desarrollo de aplicaciones orientadas a la visualización interactiva
de datos como D3.js, Bokeh o Processing, basadas en JavaScript, Python y Java, res-
pectivamente. Debido a sus caracteŕısticas y gran versatilidad, la aplicación que se
presenta en este caṕıtulo ha sido desarrollada en la plataforma Processing.
Processing es un entorno de desarrollo y un lenguaje de programación de libre
distribución, creado por Ben Fry y Casey Reas en el MIT Media Lab en 2001 (Reas
y Fry, 2010). Inicialmente, Processing se diseñó con la finalidad de ser utilizado en
la enseñanza de los fundamentos de programación en el contexto del diseño gráfico.
Gracias a la implicación de los usuarios de la comunidad online, este entorno de pro-
gramación ha evolucionado rápidamente. Actualmente dispone de una gran variedad
de libreŕıas creadas por los propios usuarios, que permiten simplificar la programación
en campos como la visión artificial, animaciones en 2D y 3D, visualización de datos,
interfaces gráficas de usuario, aplicaciones para dispositivos Android, etc. (Shiffman,
2008). Processing emplea las mismas estructuras y conceptos de programación que
otros lenguajes (bucles, sentencias, tipos de variables, etc.), hecho que facilita el apren-
dizaje a usuarios con experiencia previa en programación. En particular, Processing
está basado en Java, por lo que es posible utilizar las libreŕıas desarrolladas en este
lenguaje de programación.
Puesto que Processing es un lenguaje pensado para la creación de animaciones e
interacciones con el usuario, se genera una realimentación visual inmediata entre el
código y los gráficos mostrados por pantalla. Esto facilita la comprensión del código
y motiva al programador a mejorar sus diseños. La condición de multiplataforma de
Processing es otra de sus grandes ventajas, ya que es capaz de funcionar en los sistemas
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operativos MAC, Windows y Linux. Además, los programas generados pueden ser
exportados como aplicaciones web o como aplicaciones independientes (standalone
applications) a cualquiera de las plataformas mencionadas (Reas y Fry, 2010).
6.3.2. Descripción de la aplicación
La interfaz de usuario se ha diseñado con la finalidad de resultar sencilla e intuitiva,
por lo que se ha minimizado al máximo el número de controles, comandos y opciones de
configuración. A excepción de la función de exportar a PDF, únicamente es necesario
el uso del ratón para acceder a las distintas funcionalidades. La figura 6.3 muestra el
aspecto que presenta la ventana inicial de la aplicación. En esta pantalla se muestra
un mapamundi centrado en el Atlántico tropical y las diferentes boyas que componen
la red PIRATA. En la parte superior de la pantalla está situado el menú desplegable
de opciones que permite seleccionar la variable a descargar y visualizar, aśı como el
periodo de tiempo de la serie (mensual / diario). Por último, el botón “Exportar”
permite exportar los datos a una hoja de cálculo.
Por defecto, aparece seleccionada la variable SST y el periodo mensual, por lo que
únicamente es necesario seleccionar una boya para poder descargar y visualizar los
datos correspondientes. Esta selección se realiza pulsando el botón izquierdo del ratón
sobre la boya de interés. Tras unos pocos segundos se muestran los datos seleccionados.
En la figura 6.4 se puede observar un ejemplo para la boya 4◦N - 38◦W. La gráfica
generada ocupa la mayor parte de la pantalla, quedando el mapa de selección de las
boyas en la parte superior de la misma. En el caso de las SSTs mensuales, además de
la serie temporal (ĺınea azul), se muestra la media histórica o climatoloǵıa (en rojo) y
las predicciones a 12 meses (en verde). Encima de la esquina superior izquierda de la
gráfica se muestra la variable y la boya seleccionada. Al desplazar el ratón por encima
de las series, aparece un cursor vertical con información acerca del punto seleccionado.
En esta información se muestra el valor observado de la SST, de la climatoloǵıa, de
la anomaĺıa (diferencia entre la SST y la climatoloǵıa) y la fecha.
Una vez mostradas las gráficas en pantalla, es posible exportar sus datos numéricos
en una hoja de cálculo mediante el botón “Exportar”. Al pulsar este botón se muestra
una pantalla para seleccionar el destino y el nombre del archivo. Además, es posible
guardar las gráficas en un documento PDF pulsando la tecla “s”. En este caso, el
archivo se guarda en la carpeta de instalación con la fecha y hora de guardado como
nombre. En la parte inferior central de la pantalla se encuentra el control “Rango
datos” que permite desplazarse por la serie y seleccionar el dato inicial / final a
visualizar. Puesto que las series de datos se ajustan siempre al tamaño del área gráfica,
reduciendo el número de datos en pantalla se consigue realizar una ampliación de la
serie. Manteniendo pulsado el botón izquierdo del ratón sobre el triángulo negro de
la esquina inferior derecha, es posible reducir o aumentar el tamaño de la gráfica. Por
otra parte, manteniendo pulsado el botón izquierdo del ratón sobre el cuadro negro
de la esquina superior izquierda, es posible cambiar la posición de la gráfica.
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Figura 6.3
Vista principal de la aplicación.
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Figura 6.4
Visualización de datos mensuales.
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En la figura 6.5 se muestra el “modo dipolo” (únicamente para SSTs mensuales).
Una vez seleccionada una boya con el botón izquierdo del ratón, este modo se ac-
tiva seleccionando una segunda boya con el botón derecho. En la pantalla principal
aparecerán entonces tres gráficas: en la parte superior izquierda se muestra la gráfica
correspondiente a la boya seleccionada con el botón izquierdo, en la parte inferior
izquierda la boya seleccionada con el botón derecho y, en la parte superior derecha,
el dipolo resultante. Pulsando el botón central del ratón se reinicia el área gráfica y
el mapa de selección de boyas vuelve a ocupar toda la pantalla de la aplicación. De
manera similar al anterior ejemplo (figura 6.4), en las dos gráficas correspondientes a
las boyas se muestran las series históricas de SST, la climatoloǵıa y las predicciones.
En la gráfica del dipolo se muestra una ĺınea roja de referencia en 0 ◦C y el dipolo
(diferencia entre las anomaĺıas de temperatura entre ambas boyas), calculado a partir
de los datos observados y de los datos predichos (en verde). El tamaño y posición de
estas gráficas se puede modificar siguiendo el procedimiento explicado anteriormente
(cuadrado para desplazar y triángulo para ampliar/reducir). El control “Rango datos”
modifica los datos visibles en pantalla de manera sincronizada en las tres gráficas. En
este modo también es posible exportar los datos y gráficas. En la figura 6.6 se muestra
un ejemplo de datos exportados a un documento .xlsx.
Figura 6.5
Visualización del modo dipolo.
Las variables viento, salinidad, densidad y temperatura del mar disponen de múlti-
ples variables, tanto en el periodo diario como en el mensual, por lo que es necesario
un menú desplegable adicional para seleccionar la variable o profundidad de interés.
En la figura 6.7 se muestra un ejemplo para la variable viento en la boya 0◦N - 23◦W.
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Figura 6.6
Ejemplo de datos (“modo dipolo”) exportados a una hoja de cálculo.
Figura 6.7
Menú de selección de variables del viento.
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En el menú desplegable se pueden seleccionar las distintas variables disponibles:
componentes este-oeste y norte-sur, velocidad y dirección. En cuanto a las variables
con diferentes profundidades, se muestra un ejemplo para la boya 8◦S - 30◦W en la
figura 6.8. En este caso, el menú permite seleccionar la profundidad de registro de
la temperatura del mar. Para las variables salinidad y densidad se muestra un menú
similar, aunque con un menor número de profundidades disponible.
Figura 6.8
Menú de selección de profundidades.
6.3.3. Funcionamiento interno
El código de la aplicación se ha diseñado siguiendo una estructura modular para
facilitar la legibilidad del código y la corrección de errores. Además, esta estructura
permite reutilizar los módulos de código o funciones de manera más eficiente. El dia-
grama de bloques de la aplicación se muestra en la figura 6.9. Los módulos principales
que forman la aplicación son: carga de datos, procesado, predicciones y visualización.
6.3.3.1. Carga de fichero de datos
La aplicación es compatible con los archivos de datos .ascii que proporciona el
proyecto PIRATA en su página web y en su servidor FTP (File Transfer Protocol). No
obstante, la aplicación desarrollada descarga los datos de manera automática mediante
FTP, por lo que no es necesario descargarlos previamente.
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Esquema de funcionamiento y módulos principales de la aplicación.
Al seleccionar una variable, periodo y boya de interés, el programa busca el archivo
en el servidor y en la carpeta local “Datos”, situada en el directorio de instalación de
la aplicación. En el caso de no encontrarse el fichero en la carpeta local, el archivo
se descarga del servidor FTP. Si el servidor dispone de un archivo más reciente que
el disponible en la carpeta local, el fichero se descarga y reemplaza al anterior. Para
realizar la conexión con el servidor se utiliza la libreŕıa Java edtFTPj (Blackshaw,
2016). Tras obtener el fichero, se aplica la etapa de procesado de datos.
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6.3.3.2. Procesado de datos
Cada tipo de variable se proporciona en un fichero individual que presenta una
estructura de datos por bloques de fechas. Estos archivos contienen cabeceras de
información que preceden a las series de datos en cada uno de los bloques. En las
cabeceras se muestra información acerca de la variable medida, número de registros y
número de datos del bloque, aśı como de las fechas e ı́ndices de inicio y fin de los datos
del bloque. El número de profundidades registradas es diferente para cada variable y
boya seleccionada, pudiendo variar además de un bloque de datos al siguiente. Para
poder procesar estas variables, por tanto, es necesario utilizar los datos que ofrecen las
cabeceras sobre el número de profundidades registradas en cada caso. Por otra parte,
los registros de los ficheros aparecen ordenados de manera cronológica de más antiguo
a más reciente. Sin embargo, debido a fallos de los sensores o tareas de mantenimiento,
pueden existir saltos temporales de d́ıas o meses entre el último dato de uno de los
bloques y el primero dato del siguiente. En cuanto a las variables registradas en cada
archivo, su número vaŕıa en función del tipo de variable. Las series de datos estándar
disponen de cuatro columnas con la fecha, hora, medición, calidad y fuente del dato
registrado. Las variables temperatura del aire, lluvia o SST siguen esta estructura.
En el caso de la variable viento, la medición se registra en cuatro subvariables. Por
último, las variables salinidad, densidad y temperatura del mar contienen registros a
diferentes profundidades.
Con la finalidad de conseguir una matriz de datos utilizable por los siguientes
módulos del programa, en primer lugar se genera una matriz de datos base con re-
gistros inicializados a NaN (Not a Number). Esta matriz contiene un número de filas
igual al número de fechas posibles desde el inicio del proyecto hasta la fecha actual,
aśı como un número de columnas igual al mayor número posible de columnas que
pueda contener el tipo de variable seleccionado. Posteriormente, se asignan los regis-
tros de los ficheros a la fila y columna correspondiente en la matriz base tomando
como referencia la fecha (año y mes para datos mensuales; año, mes y d́ıa para datos
diarios) y el tipo de variable. Puesto que los registros no utilizados de la matriz base
permanecen en NaN, es posible representar las series mostrando la posición temporal
real de cada dato.
En el caso de la variable SST mensual, el siguiente paso consiste en calcular la
serie de climatoloǵıa. Esta serie se obtiene calculando el valor promedio de SST en
todos los meses de enero, febrero, marzo, etc. disponibles, obteniéndose una serie con
12 datos. Esta serie se replica un número de veces igual al número de años de la serie
de SST para poder comparar cada dato real con el valor de la climatoloǵıa. Finalizado
este cálculo, el programa continúa con el módulo de obtención de predicciones.
6.3.3.3. Cálculo de las predicciones
Puesto que para estudiar el fenómeno del dipolo del Atlántico resulta de mayor
interés la obtención de las predicciones mensuales, se decidió implementar únicamente
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modelos mensuales. En cuanto al horizonte de predicción, se decidió extenderlo hasta
t + 12, por lo que el modelo debe obtener las predicciones de la SST desde t + 1 a
t + 12 meses. Además, para que el modelo pueda adaptarse a posibles cambios en el
comportamiento histórico de las series, en lugar de implementar un modelo entrenado
previamente (aprendizaje off line), se decidió implementar un modelo capaz de utilizar
los datos más recientes para su entrenamiento y posterior obtención de las predicciones
(aprendizaje on line).
Con el fin de escoger el modelo más adecuado para realizar estas predicciones,
además de los resultados obtenidos en cuanto a error cometido y tiempo de cálculo, se
ha tenido en cuenta la complejidad de su implementación. Los resultados mostrados en
el caṕıtulo 5 indicaron que el modelo LS-SVM presenta el menor ı́ndice MAE promedio
[MAE = 0,29 (0,08) ◦C] y el menor tiempo de entrenamiento (1 ms). Sin embargo, para
cumplir los requisitos expuestos anteriormente, su implementación requiere del cálculo
de hiperparámetros diferentes para cada boya y para cada horizonte de predicción
mediante validación cruzada y, además, estos valores deben actualizarse al disponer
de nuevos datos.
El siguiente modelo con la mejor relación entre MAE y velocidad de ejecución es la
ELM, con un MAE de 0,31 (0,08) ◦C e idéntico tiempo de entrenamiento que el modelo
LS-SVM. El único parámetro de ajuste de este modelo es el número de neuronas de
la capa oculta. A diferencia de los hiperparámetros del modelo LS-SVM, el número
óptimo de neuronas de la ELM permanece prácticamente constante en las diferentes
boyas, horizontes de predicción y al incluir nuevos datos en el entrenamiento. Por
tanto, se decidió escoger el modelo ELM ya que presenta un desempeño similar a
LS-SVM y su implementación resulta menos compleja.
Antes de incluir la ELM en la aplicación, se obtuvo el número de neuronas óptimo
en Matlab siguiendo el mismo procedimiento que se detalló en el caṕıtulo 5. Es decir,
mediante validación cruzada, realizando un barrido del número de neuronas y esco-
giendo la arquitectura con menor error de validación. La única diferencia consistió en
entrenar los modelos con 12 horizontes de predicción en lugar de con tres. El menor
ı́ndice de validación promedio en las 17 boyas se obtuvo con 15 neuronas en la capa
oculta, siendo el MAE de 0,31 (0,09) ◦C promediando los resultados de los horizontes
t+1 a t+3 y, de 0,38 (0,09) ◦C, promediando los resultados de t+1 a t+12. El resul-
tado de t+ 1 a t+ 3 es similar al obtenido con los modelos ELM entrenados con tres
horizontes de predicción (tabla 5.31), por lo que ampliar el número de predicciones
no ha empeorado su rendimiento.
Con el objetivo de obtener un resultado más robusto, se implementó un comité de
10 ELMs con igual arquitectura y función de activación, pero con diferentes iniciali-
zaciones aleatorias de los pesos y sesgos de la capa oculta. Las predicciones finales se
obtienen promediando los resultados de las 10 ELMs. Aunque existen varias libreŕıas
en Java que incluyen el modelo ELM, se decidió realizar una implementación propia.
No obstante, para el cálculo de la pseudo-inversa se utilizó la libreŕıa JAMA para
cálculos matriciales versión 1.0.3 (Hicklin et al., 2012).
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La primera etapa para entrenar la ELM consiste en generar la matriz de entradas
y deseadas. Esta matriz está compuesta por la fecha y la SST en el instante t como
entradas, aśı como la SST en los instantes t+ 1 a t+ 12 como deseadas. Tras generar
la matriz, se eliminan los patrones con datos ausentes y se codifica la fecha con el
seno y el coseno (ver sección 5.3.1 del caṕıtulo 5). Finalmente, se estandarizan las
entradas con media cero y varianza unidad. A continuación, para entrenar la red, se
aplican los pasos detallados en la sección 5.3.4.5 del caṕıtulo 5:
1. Inicializar los pesos y sesgos de entrada con valores aleatorios.
2. Calcular la matriz de pesos de salida de la capa oculta H.
3. Obtener los pesos de salida β̂ mediante la pseudo-inversa de la matriz H y la
matriz de salidas deseadas Td (β̂ = H
†Td).
Una vez finalizado el proceso de entrenamiento se obtienen las predicciones:
1. Estandarizar el patrón de datos de entrada más reciente disponible utilizando
la media y desviación estándar de los datos de entrenamiento.
2. Obtener el vector de pesos de salida de la capa oculta.
3. Obtener las predicciones utilizando los pesos de salida calculados en la fase de
entrenamiento (Tp = Hβ̂).
Posteriormente, las predicciones se copian a la matriz de datos base. A continua-
ción, se calculan las diferencias entre la serie de la SST observada y la climatoloǵıa
para obtener las anomaĺıas. En el caso de haber seleccionado una segunda boya, se
repiten las etapas de procesado y predicción en la nueva boya. Finalmente, el último
de los cálculos consiste en obtener el dipolo a partir de las anomaĺıas de ambas boyas.
6.3.3.4. Visualización
En Processing, el código relativo a la representación gráfica debe incluirse dentro
de la función denominada “draw()”, que se ejecuta indefinidamente en cada refresco
de pantalla. Esta tasa de refresco por defecto es de 60 Hz, por lo que es importante
optimizar el código para que el procesador consiga realizar todas las operaciones
necesarias dentro del tiempo de cada ciclo. Por tanto, con el fin de no sobrecargar
el procesador y evitar cálculos redundantes, los tres módulos anteriores se calculan
fuera de la función “draw()”.
Después de cargar los datos y realizar todos los cálculos necesarios se activa el
último módulo, que se encarga de mostrar de manera gráfica los resultados. Las gráfi-
cas mostradas son de implementación propia, por lo que no se han utilizado libreŕıas
adicionales. De manera resumida, el proceso general para representar los datos está
formado por los siguientes pasos:
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1. Calcular el valor máximo y mı́nimo de la serie de datos.
2. Definir el tamaño y posición del área gráfica y dibujar ejes x e y.
3. Realizar un mapeo entre el valor numérico de cada dato y la posición que debe
ocupar dentro del área gráfica.
4. Trazar una ĺınea entre el dato actual y el dato anterior.
Para posibilitar la caracteŕıstica de interactividad de la gráfica es necesario repetir
el proceso de dibujado de los datos en cada refresco de pantalla (función “draw()”).
De esta manera, al posicionar el puntero del ratón sobre un dato de la gráfica, es
posible adquirir el ı́ndice relativo a la posición de dicho dato y mostrar la información
correspondiente.
En cuanto a la interfaz gráfica, ésta se ha diseñado utilizado los controles (boto-
nes, menús desplegables, etc.) de la libreŕıa ControlP5 (Schlegel, 2015). Para poder
mostrar el mapamundi se ha empleado la libreŕıa unfoldingmaps (Nagel, 2014). En
la sección anterior (sección 6.3.2) se muestran ejemplos del aspecto que presenta la
interfaz de usuario y las gráficas de las series de datos.
6.4. Resultados
En esta sección se va a mostrar una serie de casos prácticos de estudio utilizando
la herramienta desarrollada. En concreto, se va a mostrar una comparación de la
profundidad de la isoterma a 20 ◦C y de la temperatura del mar en subsuperficie, se
van a analizar los valores de la SST y del dipolo durante los eventos meteorológicos
que tuvieron lugar en el periodo 2009-2010 y se van a mostrar las predicciones de la
SST, aśı como de los dipolos para los años 2019-2020.
6.4.1. Exploración de la profundidad de la isoterma a 20 ◦C y
de la temperatura del mar
Como se describió en el caṕıtulo 4, la profundidad de la termoclina y el espesor de
la capa de mezcla van disminuyendo en dirección este a lo largo del ecuador. Con el fin
analizar este fenómeno se ha explorado la profundidad de la isoterma a 20 ◦C, variable
utilizada como referencia de la posición de la termoclina, en la boya situada más al
oeste del ecuador (0◦N - 35◦W) y en la boya situada más al este (0◦N - 0◦E). En la
figura 6.10 se puede observar que, para la boya 0◦N - 35◦W, la profundidad anual de
la isoterma a 20 ◦C oscila entre los 65 y los 150 m aproximadamente. Por otra parte,
la figura 6.11 confirma que en la boya situada al este del ecuador, la profundidad de
la termoclina es menor, oscilando entre los 16 y los 100 m.
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Figura 6.10
Serie temporal diaria de la profundidad de la isoterma a 20 ◦C en la boya 0◦N - 35◦W.
Figura 6.11
Serie temporal diaria de la profundidad de la isoterma a 20 ◦C en la boya 0◦N - 0◦E.
Además de la isoterma a 20 ◦C, también es posible determinar la posición media
de la termoclina estudiando el comportamiento de la temperatura a diferentes pro-
fundidades. Por ejemplo, en la boya 0◦N - 35◦W la mayor variación de temperatura,
unos 11 ◦C entre los valores mı́nimos y máximos, se da a 100 m de profundidad (figura
6.12), indicando que la termoclina se encuentra cerca de estas profundidades. Cuando
la capa de mezcla presenta un menor espesor, la termoclina se sitúa por encima de los
100 m y la temperatura del agua a estas profundidades disminuye al mezclarse con
aguas profundas más fŕıas. Al aumentar el espesor de la capa de mezcla, la termoclina
se sitúa por debajo de los 100 m, aumentando la temperatura del agua al mezclarse
con las aguas calientes de la capa de mezcla. Este proceso explica la gran variación en
la amplitud de la temperatura que se observa en la figura 6.12. Comparativamente,




Serie temporal diaria de la temperatura a 100 m de profundidad en la boya 0◦N - 35◦W.
Figura 6.13
Serie temporal diaria de la SST en la boya 0◦N - 35◦W.
Por otra parte, en la posición 0◦N - 0◦E, debido a que la capa de mezcla presenta un
menor espesor y, por tanto, una menor profundidad de la termoclina, la temperatura
en superficie y subsuperficie presenta un comportamiento distinto al observado en
la boya 0◦N - 35◦W. En 0◦N - 0◦E la mayor variación en la temperatura, 12 ◦C
aproximadamente, se produce a 40 m de profundidad (figura 6.14). Esta profundidad
es mucho menor que la observada en la boya 0◦N - 35◦W. Además, como muestra
la figura 6.15, la SST muestra una variabilidad de hasta 8 ◦C, siendo un rango de
variación mucho mayor que en la posición más al oeste. Debido al bajo espesor de la
capa de mezcla, la termoclina se sitúa cerca de la superficie, haciendo disminuir la
temperatura de la aguas superficiales.
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Figura 6.14
Serie temporal diaria de de la temperatura a 40 m de profundidad en la boya 0◦N - 0◦E.
Figura 6.15
Serie temporal diaria de la SST en la boya 0◦N - 0◦E.
6.4.2. Dipolo negativo del año 2009
En el caṕıtulo 2 se mostraron las anomaĺıas de la SST que tuvieron lugar entre
marzo y mayo del año 2009 en el océano Atlántico (figuras 2.6.a, 2.6.b y 2.6.c.). Du-
rante estos meses la SST al sur del ecuador fue anormalmente alta y la SST al norte
del ecuador fue anormalmente baja. El dipolo negativo generado tuvo un fuerte im-
pacto en las lluvias del estado de Ceará, registrándose unos valores de precipitación
acumulada mucho mayores de lo habitual en un año promedio (figura 2.5). Utilizan-
do la aplicación diseñada, se van a comparar los valores de la SST registrados por
diferentes boyas de interés durante este evento, aśı como sus dipolos correspondientes.
De acuerdo a las conclusiones obtenidas en el caṕıtulo 3, se van a estudiar los dipo-
los PIRATA 12◦N / 14◦S y 8◦N / 14◦S por sus buenos resultados en las correlaciones
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con las lluvias. Además, ya que la fundación FUNCEME los monitoriza de manera
habitual, se ha incluido el dipolo “clásico” (15◦N / 10◦S) y el dipolo de Servain en esta
comparativa. Finalmente, observando la distribución de la SST en las figuras 2.6.a,
2.6.b y 2.6.c., se decidió incluir también el dipolo formado por las boyas 12◦N - 23◦W
y 6◦S - 10◦W. A excepción del dipolo de Servain y los datos de lluvia, que fueron
descargados de la página web de FUNCEME (2016), el resto de datos y gráficas se
obtuvieron mediante la herramienta diseñada.
En la tabla 6.1 se muestran las anomaĺıas de la SST registradas por las boyas de
interés de enero a mayo de 2009. En la boyas 15◦N - 38◦W, 12◦N - 23◦W y 8◦N -
38◦W comenzaron a registrarse valores de la SST menores de lo habitual a partir del
mes de febrero. Sin embargo, en la boya 12◦N - 38◦W, estas anomaĺıas negativas de
la SST no comenzaron hasta mayo. Puesto que las anomaĺıas de la SST comenzaron
junto a las costas de África, la boya 12◦N - 23◦W registró las mayores anomaĺıas. En
cuanto a las boyas situadas al sur del ecuador, las anomaĺıas se mantuvieron positivas
durante todo el periodo analizado en las tres boyas seleccionadas y, en general, la
boya 6◦S - 10◦W presentó los mayores valores de anomaĺıa.
Tabla 6.1
Valores de enero a mayo de 2009 de anomaĺıas de temperatura para las boyas seleccionadas.
Anomaĺıa (◦C)
Enero Febrero Marzo Abril Mayo
15N38W 0,01 -0,42 -0,17 -0,34 -0,52
12N23W 0,00 -1,19 -1,51 -1,43 -0,91
12N38W 0,28 0,02 0,51 0,03 -0,61
8N38W 0,79 -0,47 -0,28 -0,46 -0,95
6S10W 0,53 0,31 0,45 0,28 0,35
10S10W 0,25 0,13 0,29 0,19 0,39
14S32W 0,15 0,14 0,14 0,31 0,09
Los valores de los dipolos resultantes se muestran en la tabla 6.2. Se puede observar
que el dipolo de Servain se mantuvo con valores altos de anomaĺıa negativa durante
todo el periodo evaluado. El dipolo PIRATA 15◦N / 10◦S, aśı como el formado por
las boyas 12◦N - 23◦W y 6◦S - 10◦W también mostraron valores negativos durante
los meses analizados, siendo mucho más extremos los valores de las anomaĺıas en este
segundo dipolo. Por su parte, el dipolo 8◦N / 14◦S también presenta valores negativos
de anomaĺıas, pero éstos empiezan en el mes de febrero y son menos extremos que
en los dipolos mencionados. Por último, el dipolo 12◦N / 14◦S se muestra menos
consistente, con valores menos negativos que el resto de dipolos y, además, con un
valor positivo en marzo. En la figura 6.16 se muestran las series temporales de los
dipolos PIRATA estudiados. Como indicaban los valores numéricos, se observa que el
dipolo formado por las boyas 12◦N - 23◦W y 6◦S - 10◦W (figura 6.16.d) presenta los
mayores valores de anomaĺıa durante el periodo analizado del año 2009.
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6. VISUALIZACIÓN Y PREDICCIÓN DE DATOS PIRATA CON PROCESSING
Tabla 6.2
Valores de enero a mayo de 2009 de los dipolos estudiados (◦C).
Dipolo Enero Febrero Marzo Abril Mayo
Servain -0,96 -1,30 -1,51 -1,41 -1,83
15N38W y 10S10W -0,24 -0,55 -0,46 -0,52 -0,91
12N23W y 6S10W -0,54 -1,50 -1,96 -1,71 -1,26
12N38W y 14S32W 0,13 -0,12 0,37 -0,28 -0,70
8N38W y 14S32W 0,64 -0,62 -0,43 -0,77 -1,04
(a) Dipolo 15N38W y 10S10W (b) Dipolo 8N38W y 14S32W
(c) Dipolo 12N38W y 14S32W (d) Dipolo 12N23W y 6S10W
Figura 6.16
Series temporales de los dipolos PIRATA obtenidos mediante la aplicación desarrollada para analizar
los eventos meteorológicos de los años 2009 y 2010.
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6.4.3. Dipolo positivo del año 2010
En la figura 6.17 se puede observar que la precipitación acumulada durante el
año 2010 fue muy inferior a la registrada en 2009 (figura 2.5). Aunque en los meses
de octubre y diciembre se registraron precipitaciones por encima del promedio, en
general, 2010 fue un año más seco de lo habitual. A excepción de la boya 8◦N - 14◦S,
que no dispone de datos en los meses de interés, para analizar el dipolo de 2010
se han utilizado las mismas boyas que en el anterior caso práctico. En la tabla 6.3
se muestran los valores de anomaĺıas registradas entre enero y mayo de 2010 en las
diferentes boyas. A diferencia de lo observado en el periodo de 2009, ahora las boyas
situadas al norte del ecuador presentan anomaĺıas de temperatura positivas, siendo
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Figura 6.17
Precipitación acumulada durante 2010 con respecto a la media histórica en el estado de Ceará.
Tabla 6.3
Valores de enero a mayo de 2010 de anomaĺıas de temperatura para las boyas seleccionadas.
Anomaĺıa (◦C)
Enero Febrero Marzo Abril Mayo
15N38W 0,63 1,03 1,30 1,75 1,75
12N23W 0,96 1,81 2,37 1,62 1,96
12N38W -0,11 0,75 1,05 0,99 1,35
6S10W 0,15 0,29 0,33 0,45 0,40
10S10W 0,61 0,14 0,69 0,37 0,28
14S32W 0,44 0,20 0,51 0,29 0,63
En cuanto a los dipolos calculados (tabla 6.4), los valores más altos de anomaĺıas
se dan en el dipolo PIRATA formado por las boyas 12◦N - 23◦W y 6◦S - 10◦W y, a
diferencia de lo observado en el periodo de 2009, estas anomaĺıas son ahora positivas.
Además, los valores de este dipolo y los del dipolo 15◦N / 10◦S son superiores a
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los mostrados por el dipolo de Servain. Finalmente, utilizando las mismas figuras
del anterior caso práctico (figura 6.16), se puede observar el comportamiento de las
series temporales de los dipolos durante el año 2010. Los cuatro dipolos analizados
son negativos durante la mayor parte de 2009 mientras que, al inicio de 2010, estos
dipolos comienzan a presentar valores positivos.
Tabla 6.4
Valores de enero a mayo de 2010 de los dipolos estudiados (◦C).
Enero Febrero Marzo Abril Mayo
Servain -0,40 0,88 0,64 1,08 0,98
15N38W y 10S10W 0,02 0,89 0,61 1,39 1,47
12N23W y 6S10W 0,80 1,52 2,04 1,17 1,56
12N38W y 14S32W -0,55 0,55 0,54 0,70 0,72
6.4.4. Predicciones para el periodo 2019 - 2020
Por último, en este apartado se muestran ejemplos de predicciones de la SST
obtenidas mediante la aplicación. En primer lugar se seleccionaron las series de la
SST para las boyas 15◦N - 38◦W y 10◦S - 10◦W. En las figuras 6.18 y 6.19 se puede
observar la SST mensual (azul), la climatoloǵıa (rojo) y las predicciones (verde) de
estas boyas. En el momento de la exploración, el dato más actual disponible en la
boya 15◦N - 38◦W se corresponde con el de agosto de 2019, por lo que se obtienen
las predicciones desde septiembre de 2019 hasta agosto de 2020 (12 meses). En agosto
y los meses previos, la SST observada presenta valores muy cercanos a los de la
climatoloǵıa. Por este motivo, las predicciones continúan esta tendencia y muestran
temperaturas futuras muy próximas a las que presenta la climatoloǵıa. En el caso de
la boya 10◦S - 10◦W (figura 6.19), el último dato disponible es de julio de 2019 y las
predicciones también se muestran sin anomaĺıas, con temperaturas muy cercanas a
las de la climatoloǵıa. Consecuentemente, el dipolo resultante (figura 6.20) presenta
valores futuros próximos a 0 ◦C.
Debido a que el último dato disponible en la boya 6◦S - 10◦W es de abril del año
2018, no se han podido obtener las predicciones del dipolo estudiado anteriormen-
te, que estaba formado por esta boya y la situada en 12◦N - 23◦W. Por otro lado,
en las figuras 6.21, 6.22 y 6.23 se muestran las predicciones para las boyas 12◦N -
38◦W y 14◦S - 32◦W, aśı como su dipolo correspondiente. Para estas boyas, ahora
las predicciones muestran anomaĺıas de temperatura con respecto al promedio de la
serie histórica. En la boya situada al norte, la predicción en los siguientes tres meses
muestra anomaĺıas negativas, mientras que en la boya situada al sur muestra ano-
maĺıas positivas. Debido a este hecho, en la figura 6.23 se puede observar como las
predicciones indican que el dipolo permanecerá en valores negativos hasta mediados




Serie temporal de la SST, climatoloǵıa y predicciones para la boya 15◦N - 38◦W.
Figura 6.19
Serie temporal de la SST, climatoloǵıa y predicciones para la boya 10◦S - 10◦W.
Figura 6.20
Dipolo formado por las boyas 15◦N - 38◦W y 10◦S - 10◦W.
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Figura 6.21
Serie temporal de la SST, climatoloǵıa y predicciones para la boya 12◦N - 38◦W.
Figura 6.22
Serie temporal de la SST, climatoloǵıa y predicciones para la boya 14◦S - 32◦W.
Figura 6.23




Valores de las predicciones (en negrita) de la SST (◦C), climatoloǵıa, anomaĺıas y dipolo de las boyas
12◦N - 38◦W y 14◦S - 32◦W.
Año Mes 12N38W Clima. Anomaĺıa 14S32W Clima. Anomaĺıa Dipolo
2019
Mayo 25,45 25,88 -0,43 28,64 27,84 0,80 -1,23
Junio 25,90 26,42 -0,52 27,67 27,10 0,57 -1,08
Julio 26,87 27,23 -0,36 26,72 26,24 0,48 -0,84
Agosto 27,86 28,05 -0,19 26,02 25,56 0,46 -0,65
Septiembre 28,19 28,41 -0,22 25,98 25,52 0,46 -0,68
Octubre 28,04 28,22 -0,18 26,33 25,98 0,35 -0,53
Noviembre 27,69 27,70 -0,01 26,82 26,54 0,28 -0,30
Diciembre 27,07 27,16 -0,08 27,31 27,09 0,22 -0,31
2020
Enero 26,07 26,17 -0,09 27,53 27,37 0,16 -0,26
Febrero 25,41 25,55 -0,14 27,80 27,75 0,06 -0,19
Marzo 25,04 25,28 -0,24 28,21 28,17 0,04 -0,29
Abril 25,11 25,49 -0,37 28,32 28,35 -0,02 -0,35
Mayo 25,72 25,88 -0,16 27,91 27,84 0,07 -0,23
Junio 26,63 26,42 0,21 27,02 27,10 -0,09 0,30
6.5. Conclusiones
En este caṕıtulo de la Tesis Doctoral se ha descrito una herramienta diseñada con la
finalidad de descargar, visualizar y analizar los datos del proyecto PIRATA. Utilizando
el entorno de programación Processing se ha implementado una interfaz gráfica de
usuario atractiva visualmente y sencilla de utilizar. En base a las funcionalidades
implementadas en la aplicación y a los casos de estudio analizados, las principales
conclusiones de este caṕıtulo son:
• Seleccionando la variable y boya PIRATA de interés, la aplicación descarga y
muestra de forma gráfica la serie temporal solicitada.
• Las gráficas generadas son interactivas, permitiendo ampliar o reducir el rango
de datos y facilitando la obtención de información de cada punto de la serie.
• En el caso de la SST mensual, además de la serie de datos, la aplicación muestra
las predicciones a 12 meses y la climatoloǵıa.
• La herramienta permite analizar el modo dipolo seleccionando dos boyas de
interés.
• Todo el proceso de descarga, cálculos internos y visualización se realiza en unos
pocos segundos, lo que permite una rápida exploración de los datos.







7.1. Resumen y conclusiones generales
El trabajo desarrollado en esta Tesis Doctoral se justifica por la importancia de
avanzar en la comprensión de los diversos procesos de interacción océano-atmósfera
que tienen lugar en el océano Atlántico tropical. Los dos modos principales de va-
riabilidad del ciclo estacional que presenta este océano, son los denominados modo
ecuatorial y modo meridional o dipolo. Ambos modos de variabilidad presentan una
fuerte influencia en las condiciones climáticas de los páıses tropicales de América y
África, especialmente en la distribución e intensidad de las precipitaciones. El alto
impacto social y económico que generan estas fluctuaciones del clima, justifica el gran
interés de la comunidad cient́ıfica en estudiar los diferentes procesos océano-atmosféri-
cos del Atlántico. Con la finalidad de progresar en el conocimiento de estos fenómenos
y mejorar los modelos de predicción del sistema climático del océano Atlántico, se im-
plementó la red de boyas fijas del proyecto PIRATA. Estas boyas autónomas adquieren
y transmiten v́ıa satélite diferentes variables océano-atmosféricas, generado un gran
volumen de datos que ha de ser procesado y analizado.
Esta Tesis Doctoral aporta conocimiento sobre dichos procesos mediante el análisis
de los datos PIRATA, empleando para ello diferentes técnicas estad́ısticas y algoritmos
de aprendizaje automático. Para llevar a cabo este cometido se han realizado diferentes
análisis y experimentos. Se ha expuesto la relación que existe entre la posición de
la ITCZ, la SST y el dipolo del Atlántico con el régimen de precipitaciones de la
región Nordeste de Brasil. La posición de la ITCZ influye en gran medida en las
temperaturas observadas sobre el océano Atlántico tropical, por lo que el análisis del
dipolo proporciona información importante para la previsión del clima de la región.
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No obstante, identificar las regiones más representativas del dipolo sigue siendo tema
de estudio. Debido a este hecho, se ha presentado un análisis de correlación con el
objetivo de obtener el dipolo o dipolos formado por las boyas con mayor potencial en
el pronóstico de las precipitaciones en el NEB. Los resultados de estos experimentos
mostraron que los dipolos 12◦N / 14◦S y 8◦N / 14 ◦S, presentaban correlaciones más
altas con el régimen de lluvias del NEB que los dipolos monitorizados habitualmente
(dipolo “clásico” y dipolo de Servain).
Con el objetivo de descubrir patrones y relaciones entre las diferentes variables
meteo-oceanográficas registradas por las boyas PIRATA, en esta Tesis Doctoral se
ha planteado el uso de mapas auto-organizados. Los resultados de los experimentos
mostraron que el SOM es una herramienta útil para estudiar los procesos que inter-
vienen en la variabilidad de la SST, analizar los ĺımites entre la capa de mezcla y la
termoclina, establecer relaciones entre densidad, salinidad y temperaturas en super-
ficie y subsuperficie, aśı como identificar patrones entre el viento, humedad relativa y
temperatura del aire.
Debido a la gran importancia que presenta el comportamiento de la SST en la
comprensión y predicción del clima a nivel regional y global, se ha propuesto una com-
parativa exhaustiva entre distintas estrategias y métodos de aprendizaje automático
con la finalidad de obtener predicciones diarias y mensuales de la SST. Los resultados
mostraron que los menores errores de predicción se obtienen utilizando únicamente
la fecha codificada y la SST actual como entradas a los modelos. Además, el mo-
delo ELM logró los mejores resultados en los datos diarios, mientras que el modelo
LS-SVM obtuvo el mejor rendimiento en los datos mensuales.
Finalmente, en esta Tesis Doctoral se ha propuesto una herramienta diseñada para
la exploración de los datos adquiridos por las boyas PIRATA. Haciendo uso de las
libreŕıas de Processing, se ha diseñado una aplicación que presenta una interfaz gráfi-
ca de usuario sencilla y de funcionamiento intuitivo. Las diferentes funcionalidades
implementadas y los casos de estudio expuestos ponen de manifiesto que la aplicación
permite la descarga y visualización interactiva de los datos, aśı como la exportación
de tablas y gráficas generadas. Además de las funcionalidades básicas, la aplicación
desarrollada presenta dos caracteŕısticas novedosas: permite observar el modo dipo-
lo y obtener predicciones mensuales de la SST utilizando un modelo de aprendizaje
automático.
7.2. Conclusiones espećıficas
Al término de cada uno de los caṕıtulos principales se han expuesto las conclusiones
obtenidas. No obstante, en este apartado se recogen las conclusiones espećıficas de
cada caṕıtulo a modo de resumen.
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7.2.1. Estudio de la relación entre el dipolo PIRATA del Atlán-
tico y las anomaĺıas de lluvias en el Nordeste de Brasil
Las conclusiones obtenidas en el caṕıtulo 3, hacen referencia a los experimentos
realizados con la finalidad de obtener el dipolo o dipolos más representativos para el
pronóstico de las precipitaciones en el NEB:
• En este caṕıtulo se han calculado los dipolos mensuales utilizando todas las
combinaciones posibles entre las boyas PIRATA fondeadas en el Atlántico Norte
(ĺınea meridional 38◦W) y en el Atlántico Sur (boya 10◦S - 10◦W y boyas de la
PIRATA-SWE).
• Se han obtenido las correlaciones entre los diferentes dipolos y las anomaĺıas de
lluvias registradas en las diferentes regiones del NEB mediante los coeficientes
Pearson, Spearman y Kendall.
• Los análisis han mostrado que los dipolos 12◦N / 14◦S y 8◦N / 14 ◦S son los
mejores candidatos para representar el dipolo del Atlántico, ya que obtuvieron
el mayor número de correlaciones significativas con las anomaĺıas registradas en
el NEB y en sus diferentes estados.
• El dipolo “clásico” (15◦N / 10◦S) y el dipolo SST de Servain obtuvieron los
peores resultados de entre los dipolos comparados, siendo necesarios futuros
análisis para confirmar estos hallazgos.
• Además de estudiar el dipolo “clásico” y el dipolo de Servain, seŕıa necesario
añadir la monitorización de los nuevos dipolos 12◦N / 14◦S y 8◦N / 14 ◦S, debido
a que podŕıan ayudar a mejorar las previsiones de tiempo y clima en el NEB.
7.2.2. Identificación de patrones en los datos PIRATA median-
te mapas auto-organizados
En el caṕıtulo 4 se han empleado los SOMs para realizar un análisis visual mul-
tivariante de los datos proporcionados por las boyas 0◦N – 35◦W, 0◦N – 23◦W, 8◦N
– 38◦W y 8◦S – 30◦W. La posición de estas boyas permite estudiar los sistemas de
interacción océano-atmósfera en la zona ecuatorial, aśı como en las regiones norte y
sur del Atlántico tropical. Los resultados más interesantes obtenidos fueron:
• Boyas 0◦N – 35◦W y 0◦N – 23◦W:
• En ambas boyas, los mapas SOM de temperatura en superficie y a 20 m
de profundidad mostraron patrones similares, observándose una relación
directa.
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• En la boya 0◦N – 35◦W, la máxima variación en la amplitud de la tempe-
ratura se identificó a 100 - 120 m de profundidad, observándose un desfase
de seis meses entre dichas series que se mostró como una relación inversa
en los mapas SOM. En la posición 0◦N – 23◦W, la mayor variación de
amplitud se observó a 60 - 80 m, existiendo un desfase de tres meses con
la SST que se identificó como una rotación de 90◦ en los patrones de los
mapas.
• Los análisis mostraron que el espesor de la capa de mezcla y la profundidad
de la termoclina es menor hacia el este en la zona del ecuador.
• Debido a que la termoclina separa las aguas superficiales de las aguas
profundas, no se observaron relaciones directas o inversas entre la SST y
la temperatura en altas profundidades.
• En ambas boyas la densidad presenta una relación inversa con la SST. Sin
embargo, en la boya 0◦N – 23◦W no se ha podido identificar una relación
clara entre la salinidad y la densidad o entre la densidad y la SST, relaciones
que śı se observaron en la boya 0◦N – 35◦W.
• En la boya 0◦N – 35◦W se identificaron relaciones claras entre la humedad
relativa y la velocidad del viento, aśı como entre la humedad relativa y la
temperatura del aire. Sin embargo, estas relaciones no se pudieron observar
en la posición 0◦N – 23◦. En ambas posiciones, los mapas SOM indicaron
una relación directa entre la temperatura del aire y la SST, aśı como una
relación inversa con la velocidad del viento.
• Las diferencias en las relaciones entre variables observadas sugieren que,
en la posición este del ecuador, el comportamiento de la SST y el espesor
de la capa de mezcla están afectadas por diferentes interacciones que en la
posición oeste. Por ejemplo, además de la mezcla vertical promovida por
el viento, la ascensión de vientos ecuatoriales intervienen en los procesos
que tienen lugar en la posición este.
• Boya 8◦N – 38◦W y 8◦S – 30◦W:
• Mientras que en la posición 8◦N – 38◦W, la similitud entre los patrones de
temperatura en superficie y subsuperfice se observa hasta los 20 m, en la
boya 8◦S – 30◦W, esta semejanza se extiende hasta los 60 m. Por tanto,
comparado con la posición sur, la capa de mezcla presenta generalmente
un menor espesor en la posición norte debido, posiblemente, a la influencia
de la posición de la ITCZ.
• Debido al mayor espesor de la capa de mezcla que presenta la posición
sur, las series de temperatura a 140 - 180 m de profundidad presentan un
mayor rango de variación que en la posición norte.
• En la posición sur se observaron mayores valores de salinidad que en la boya
norte. Además, los patrones de salinidad y densidad presentan semejanza
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hasta los 40 m en la posición sur, mientras que en la boya norte esta
similitud se da únicamente hasta los 20 m. Sin embargo, entre 1 y 20
m, la relación entre temperatura, salinidad y densidad es más clara en la
posición norte. A 120 m, en ambas boyas se identificó una relación directa
entre salinidad y temperatura, que es inversa con la densidad.
• En cuanto a las variables velocidad del viento y profundidad de la isoterma
a 20 ◦C, no se pudo identificar una relación clara entre sus mapas SOM en
ninguna de las dos boyas.
• Entre los mapas de la SST y temperatura del aire se observó una relación
directa, que es más clara en la boya 8◦S – 30◦W. En ambas boyas, esta
relación es inversa a la velocidad del viento.
• Finalmente, los resultados obtenidos indicaron que los mapas SOM resultan
útiles en el reconocimiento de patrones y extracción de caracteŕısticas en datos
meteo-oceanográficos, contribuyendo a mejorar el conocimiento de las interac-
ciones entre el océano y la atmósfera.
7.2.3. Predicción de la SST mediante técnicas de aprendizaje
automático
El caṕıtulo 5 se ha centrado en resolver el problema de las predicciones diarias y
mensuales de la SST. Comparado con estudios previos, se ha ampliado el análisis en
varios aspectos:
• Se han obtenido predicciones diarias y mensuales con modelos independientes
para cada una de las 17 boyas activas en el proyecto PIRATA.
• Las predicciones se han realizado en tres horizontes de predicción: a) t+7, t+15
y t + 30 d́ıas para datos diarios y b) t + 1, t + 2 y t + 3 meses para los datos
mensuales.
• Además de emplear los valores de la SST para entrenar los modelos, se han
analizado los conjuntos de datos completos que proporcionan las boyas.
• Para reducir la dimensionalidad de los conjuntos de datos y descubrir las varia-
bles con mayor impacto en las predicciones de la SST, se han utilizado métodos
de extracción y selección de caracteŕısticas. En concreto, se ha utilizado PCA,
AC y el algoritmo RReliefF.
• Se ha comparado el rendimiento de una gran variedad de modelos de aprendizaje
automático: RMLR, MLP, ELM, GRNN, RFBT, SVM y LSTM. Además, estos
modelos han sido comparados con el modelo trivial, el modelo climatoloǵıa y el
modelo de pronóstico climático NCEP-CFSv2.
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El análisis de los resultados obtenidos en los diferentes experimentos llevados a
cabo en este caṕıtulo, se resumen en las siguientes conclusiones espećıficas:
• La fecha codificada permite a los modelos captar la componente estacional de
la SST y consigue disminuir el error de las predicciones.
• Los menores ı́ndices de error se obtienen utilizando como entradas únicamente
la fecha codificada y la SST actual.
• Aunque el algoritmo RReliefF indicó que ciertas variables, como la SST a di-
ferentes profundidades, contribuyen en la obtención de las predicciones, no se
consiguió mejorar a los modelos entrenados únicamente con la fecha y la SST.
• Utilizando datos diarios con fecha y SST, los modelos ELM, MLP, RFBT,
RMLR y GRNN obtuvieron los menores ı́ndices MAE promedio, sin diferen-
cias estad́ısticamente significativas entre ellos. Todos los modelos mencionados
y LS-SVM, mejoraron los resultados de los modelos trivial y climatoloǵıa.
• En cuanto a los modelos con datos mensuales, el algoritmo con menor ı́ndice
MAE promedio fue LS-SVM, siendo este resultado significativamante mejor que
el obtenido por el resto de modelos de predicción.
• Los modelos LSTM diarios con estrategias de predicción MIMO y recursiva a 30
pasos mostraron ı́ndices MAE similares a los obtenidos por los modelos ELM.
En los modelos mensuales, los resultados del modelo LS-SVM resultaron ser
estad́ısticamente mejores que los obtenidos por los modelos LSTM MIMO y
LSTM recursivo a 36 pasos. Sin embargo, no se encontraron diferencias entre
LS-SVM y LSTM con estrategia recursiva a tres d́ıas.
• Resumiendo, de los modelos evaluados con datos diarios, la ELM logró el menor
MAE promedio y con el menor coste computacional. En cuanto a los datos
mensuales, la LS-SVM resultó ser el modelo con el menor ı́ndice MAE y menor
tiempo de entrenamiento.
7.2.4. Visualización y predicción de datos PIRATA con Pro-
cessing
Las principales conclusiones que se pueden extraer de la aplicación diseñada para
la exploración de los datos PIRATA son:
• Mediante el entorno de Processing se ha podido implementar una interfaz gráfica
de usuario atractiva y sencilla de utilizar.
• Seleccionando una variable, periodo y boya de interés, la herramienta descarga
los datos más recientes disponibles en el servidor FTP de la NOAA.
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• Las gráficas interactivas permiten la selección del rango de datos a mostrar y la
obtención de información sobre cada punto de la serie.
• Para la SST mensual, además de la serie observada, la gráfica muestra la clima-
toloǵıa y las predicciones a 12 meses.
• El bloque de predicción incluye un comité de 10 ELMs diseñadas con 15 neuronas
en la capa oculta. La configuración on line elegida permite entrenar los modelos
utilizando todos los datos disponibles, incluyendo los más recientes.
• Seleccionando una segunda boya, se muestra también el dipolo formado por la
diferencia entre las anomaĺıas de ambas boyas. Puesto que para la obtención del
dipolo se utilizan los datos reales y las predicciones realizadas en ambas boyas,
la gráfica muestra además la predicción del dipolo para los siguientes 12 meses.
• Los datos y gráficas generadas pueden ser exportados para posteriores análisis.
• Por último, cabe destacar que todo el proceso de descarga, cálculos y generación
de gráficas se realiza en pocos segundos, permitiendo una rápida exploración de
las series de datos.
7.3. Proyección futura
Una vez presentadas las conclusiones del trabajo realizado en esta Tesis Doctoral,
a continuación se describen algunas de las posibles ĺıneas futuras que podŕıan seguirse
para mejorar las soluciones a los problemas planteados:
• Utilizar los registros diarios y mensuales de la SST obtenidos por satélites.
Estos conjuntos de datos cuentan con unos 30 años de registros y presentan una
resolución espacial de 4 x 4 km sobre el océano Atlántico.
• Estos datos de satélite, al cubrir áreas más grandes del océano y disponer de un
mayor número de registros, podŕıan ayudar a mejorar o ampliar el análisis de la
relación entre el dipolo y las lluvias en la región del NEB. También seŕıa intere-
sante ampliar el estudio a otras regiones costeras del Atlántico tropical como la
costa Oeste de África. Además de utilizar métodos lineales de correlación, las
relaciones entre el dipolo y las lluvias se podŕıan obtener mediante métodos no
lineales, como estimadores de información mutua o el coeficiente de información
máxima (MIC).
• El análisis mediante SOMs también podŕıa ampliarse con los datos de satélite.
Además, seŕıa interesante estudiar la relación entre el ciclo anual, estacional e
interdecadal de la SST y el resto de variables océano-atmosféricas para analizar
las anomaĺıas que presenta la SST. También podŕıan mejorarse los experimentos
realizados utilizando variantes del SOM como GHSOM.
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• En cuanto a las predicciones de SST, puesto que se ha comparado una gran varie-
dad de modelos, estudios posteriores podŕıan enfocarse en la etapa de extracción
y selección de caracteŕısticas evaluando métodos como Correlation-based Featu-
re Subset Selection (CFS), Sequential Forward Selection (SFS), Sparse Logistic
Regression (SLR) o el algoritmo Stepwise. Las predicciones también podŕıan
mejorarse utilizando comités de modelos. Además, se podŕıa estudiar si el algo-
ritmo LSTM es capaz de descubrir relaciones más complejas entre la SST y el
resto de variables utilizando un mayor número de nodos y capas ocultas.
• En relación a la aplicación desarrollada, ésta podŕıa mejorarse en diferentes
aspectos y funcionalidades. Por ejemplo, permitiendo el acceso a los datos del
dipolo de Servain, a los registros de satélite o las bases de datos de precipi-
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pesquisas espaciais, 2018. URL http://ftp.cptec.inpe.br/modelos/io/produtos/
MERGE/.
G. T. Csanady. Air-sea interaction: laws and mechanisms. Cambridge University Press,
Cambridge ; New York, 2001.
Wayne W. Daniel. Applied nonparametric statistics. PWS-KENT, 2. ed edition, 1990.
Sumit Das, Aritra Dey, Akash Pal, and Nabamita Roy. Article: Applications of artifi-
cial intelligence in machine learning: Review and prospect. International Journal of
Computer Applications, 115(9):31–41, April 2015.
K. De Brabanter, P. Karsmakers, F. Ojeda, C. Alzate, J. De Brabanter, K. Pelckmans,
B. De Moor, J. Vandewalle, and J.A.K Suykens. LS-SVMlab Toolbox User’s Guide
version 1.8. Internal Report 10-146, ESAT-SISTA, K.U.Leuven, Leuven, Belgium,
2010.
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