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Abstract This paper presents a new Metropolis-adjusted
Langevin algorithm (MALA) that uses convex analysis to
simulate efficiently from high-dimensional densities that are
log-concave, a class of probability distributions that is widely
used inmodern high-dimensional statistics and data analysis.
The method is based on a new first-order approximation for
Langevin diffusions that exploits log-concavity to construct
Markov chains with favourable convergence properties. This
approximation is closely related toMoreau–Yoshida regular-
isations for convex functions and uses proximity mappings
instead of gradient mappings to approximate the continuous-
time process. The proposed method complements existing
MALA methods in two ways. First, the method is shown to
have very robust stability properties and to converge geomet-
rically for many target densities for which other MALA are
not geometric, or only if the step size is sufficiently small.
Second, the method can be applied to high-dimensional tar-
get densities that are not continuously differentiable, a class
of distributions that is increasingly used in image processing
and machine learning and that is beyond the scope of exist-
ing MALA and HMC algorithms. To use this method it is
necessary to compute or to approximate efficiently the prox-
imity mappings of the logarithm of the target density. For
several popular models, including many Bayesian models
used in modern signal and image processing and machine
learning, this can be achieved with convex optimisation
algorithms andwith approximations based on proximal split-
ting techniques, which can be implemented in parallel. The
proposed method is demonstrated on two challenging high-
dimensional and non-differentiable models related to image
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resolution enhancement and low-rank matrix estimation that
are not well addressed by existing MCMC methodology.
Keywords Bayesian inference · Convex analysis ·
High-dimensional statistics · Markov chain Monte Carlo ·
Proximal algorithms · Signal processing
1 Introduction
With ever-increasing computational resources Monte Carlo
sampling methods have become fundamental to modern sta-
tistical science and many of the disciplines it underpins. In
particular, Markov chain Monte Carlo (MCMC) algorithms
have emerged as a flexible and general purpose methodology
that is now routinely applied in diverse areas ranging from
statistical signal processing and machine learning to biology
and social sciences. Monte Carlo sampling in high dimen-
sions is generally challenging, especially in cases where
standard techniques such as Gibbs sampling are not possi-
ble or ineffective. The most effective general purpose Monte
Carlo methods for high-dimensional models are arguably the
Metropolis-adjusted Langevin algorithms (MALA) (Robert
and Casella 2004, p. 371) and Hamiltonian Monte Carlo
(HMC) (Neal 2012), two classes of MCMC methods that
use gradient mappings to capture local properties of the tar-
get density and explore the parameter space efficiently.
Advanced versions of MALA and HMC use other ele-
ments of differential calculus to achieve higher efficiency.
For example, Yuan and Minka (2002) and Zhang and Sutton
(2011) use Hessian matrices of the target density to cap-
ture higher-order information related to scale and correlation
structure. Similarly, Girolami and Calderhead (2011) use
differential geometry to lift these methods from Euclidean
spaces to Riemannian manifolds where the target density is
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isotropic. In this paper we move away from differential cal-
culus and explore the potential of convex analysis forMCMC
sampling from distributions that are log-concave.
Log-concave distributions, also known as “convex mod-
els” outside the statistical literature, are widely used in
high-dimensional statistics and data analysis and, among
other things, play a central role in revolutionary techniques
such as compressive sensing and image super-resolution
(see Candès and Tao 2009; Candès and Wakin 2008; Chan-
drasekaran et al. 2012 for examples in machine learning,
signal and image processing, and high-dimensional statis-
tics). Performing inference in these models is a challenging
problem that currently receives a lot of attention. A major
breakthrough on this topic has been the adoption of con-
vex analysis in high-dimensional optimisation, which led
to the development of the so-called “proximal algorithms”
that use proximity mappings of concave functions, instead
of gradient mappings, to construct fixed point schemes and
compute functionmaxima (see Combettes and Pesquet 2011;
Parikh and Boyd 2014 for two recent tutorials on this topic).
These algorithms are now routinely used to find themaximis-
ers of posterior distributions that are log-concave and often
non-smooth and very high dimensional (Afonso et al. 2011;
Agarwal et al. 2012; Candès and Tao 2009; Candès et al.
2011; Chandrasekaran and Jordan 2013; Chandrasekaran
et al. 2011; Pesquet and Pustelnik 2012).
In this paper we use convex analysis and proximal tech-
niques to construct a new Langevin MCMC method for
high-dimensional distributions that are log-concave and pos-
sibly not continuously differentiable. Our experiments show
that the method is potentially useful for performing Bayesian
inference in many models related to signal and image
processing that are not well addressed by existing MCMC
methodology, for example, non-differentiable models with
synthesis and analysis Laplace priors, priors related to total-
variation, nuclear and elastic-net norms or with constraints to
convex sets, such as norm balls and the positive semidefinite
cone.
The remainder of the paper is structured as follows: Sec-
tion 2 specifies the class of distributions considered, defines
some elements of convex analysis which are essential for our
methods, and briefly recalls the unadjusted Langevin algo-
rithm (ULA) and its Metropolised version MALA. In Sect.
3.1 we present a proximal ULA for log-concave distributions
and study its geometric convergence properties. Follow-
ing on from this, Section 3.2 presents a proximal MALA
which inherits the favourable convergence properties of the
unadjusted algorithm while guaranteeing convergence to the
desired target density. Section 4 demonstrates the proposed
methodology on two challenging high-dimensional applica-
tions related to image resolution enhancement and low-rank
matrix estimation. Conclusions and potential extensions are
finally discussed in Section 5. A MATLAB implementation
of the proposed methods is available at http://www.maths.
bris.ac.uk/~mp12320/code/ProxMCMC.zip.
2 Definitions and notations
2.1 Convex analysis
Let x ∈ Rn and let π(dx) be a probability distribution which
admits a densityπ(x)with respect to the usual n-dimensional
Lebesgue measure. We consider the problem of simulating
from target densities of the form
π(x) = exp {g(x)}/κ, (1)
where g :Rn → [0,∞) is a concave upper semicontinuous
function satisfying lim‖x‖→∞ g(x) = −∞. It is assumed
that g(x) can be evaluated point-wise and that the normal-
ising constant κ may be unknown. Although not denoted
explicitly, g may depend on the value of an observation
vector, for instance in Bayesian inference problems. The
methods presented in this paper will require g to have a
proximity mapping that is inexpensive to evaluate or to
approximate.
Definition 2.1 (Proximity mappings) The λ-proximity map-
ping or proximal operator of a concave function g is defined
for any λ > 0 as (Moreau 1962)
proxλg(x) = argmax
u∈Rn
g(u) − ‖u − x‖2/2λ. (2)
In order to gain intuition about this mapping it is useful
to analyse its behaviour when the regularisation parame-
ter λ ∈ R+ is either very small or very large. In the limit
λ → ∞, the quadratic penalty term vanishes and (2) maps
all points to the set of maximisers of g. In the opposite
limit λ → 0, the quadratic penalty dominates (2) and the
proximity mapping coincides with the identity operator, i.e.
proxλg(x) = x. For finite values of λ, proxλg(x) behaves
similarly to a gradientmapping andmoves points in the direc-
tion of the maximisers of g. Indeed, proximity mappings
share many important properties with gradient mappings
that are useful for devising fixed point methods, such as
being firmly non-expansive, i.e. ‖proxλg(x) − proxλg( y)‖2 ≤
(x − y)T {proxλg(x)−proxλg( y)},∀x, y ∈ Rn (Bauschke and
Combettes 2011, Chap. 12), and having the set of maximis-
ers of g as fixed points. These mappings were originally
studied by Moreau (1962), Martinet (1970) and Rockafel-
lar (1976) several decades ago. They have recently regained
very significant attention in the convex optimisation com-
munity because of their capacity to move efficiently in
high-dimensional and possibly non-differentiable scenarios,
and are now used extensively in the proximal optimisation
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algorithms that underpinmodern high-dimensional statistics,
signal and image processing, andmachine learning (Agarwal
et al. 2012; Chandrasekaran and Jordan 2013; Combettes and
Pesquet 2011; Parikh and Boyd 2014). Section 3 shows that
proximitymappings are not only useful for optimisation, they
also hold great potential for stochastic simulation.
Definition 2.2 (Moreau approximations) For any λ > 0,
define the λ-Moreau approximation of π as the following
density
πλ(x) = sup
u∈Rn
π(u) exp
(
−‖u − x‖2/2λ
)
/κ ′, (3)
with normalising constant κ ′ ∈ R+. Moreau approxima-
tions (3) are closely related to Moreau–Yoshida envelope
functions from convex analysis (Bauschke and Combettes
2011). Precisely, logπλ(x) is equal to the λ-Moreau–
Yoshida envelope of logπ(x) up to the additive con-
stant log κ ′. Note that πλ(x) can be efficiently evalu-
ated (up to a constant) by using proxλg(x), i.e. πλ(x) ∝
exp
[
g{proxλg(x)}
]
exp {−‖proxλg(x) − x‖2/2λ}.
Definition 2.3 (Class of distributions E(β, γ )) We say that
π belongs to the one-dimensional class of distributions with
exponential tails E(β, γ ) if for some u, and some constants
γ > 0 and β > 0, π takes the form
π(x) ∝ exp (−γ |x |β), |x | > u. (4)
Moreau approximations have several properties that will
be useful for constructing algorithms to simulate from π .
1. Convergence to π The approximation πλ(x) converges
point-wise to π(x) as λ → 0.
2. Differentiability πλ(x) is continuously differentiable
even if π is not, and its log-gradient is ∇ logπλ(x) =
{proxλg(x) − x}/λ.
3. Subdifferential The point {proxλg(x)−x}/λ belongs to the
subdifferential1 set of logπ at proxλg(x), i.e. {proxλg(x)−
x}/λ ∈ ∂ logπ{proxλg(x)} (Bauschke and Combettes
2011, Chap. 16). In addition, if logπ is differentiable
at proxλg(x) then its subdifferential collapses to a single
point, i.e. {proxλg(x) − x}/λ = ∇ logπ{proxλg(x)}.
4. Maximizers The set of maximizers of πλ is equal to that
of π . Also, because πλ is continuously differentiable,
∇ logπλ(x∗) = 0 implies that x∗ is a maximizer of π .
1 A vector u ∈ Rn is a subgradient of the concave function g at the
point x0 ∈ Rn if g(x) ≤ g(x0) + (x − x0)T u for all x ∈ Rn . The set
∂g(x0) of all such subgradients is called the subdifferential set of g at
the point x0.
5. Separability Assume that π(x) = ∏ni=1 fi (xi ) and let
fiλ be the λ-Moreau approximation of the marginal den-
sity fi . Then πλ(x) = ∏ni=1 fiλ(xi ).
6. Exponential tails Assume that π ∈ E(β, γ ) with β ≥ 1.
Then πλ ∈ E(β ′, γ ′) with β ′ = min(β, 2).
Properties 1–5 are extensions of well known results for
Moreau–Yoshida envelope functions first established in
Moreau (1962). Property 1 results from the fact that in the
limit λ → 0 the term exp (−‖u − x‖2/2λ) tends to a Dirac
delta function at x. Property 2 can be easily established
by using the results of Section 2.3 of Combettes and Wajs
(2005). Property 3 follows from the fact that proxλg(x) is the
maximiser of h(u) = logπ(u) − ‖u − x‖2/2λ and there-
fore 0 ∈ ∂h{proxλg(x)} (Combettes and Wajs 2005, Lemma
2.5). Property 4 follows from Properties 2 and 3: if x∗ is a
maximizer of πλ then from Property 2, proxλπ (x
∗) = x∗,
and from Property 3, 0 ∈ ∂ logπ(x∗). Then, Fermat’s rule,
generalised to subdifferentials, together with the fact that π
is log-concave implies that x∗ is a maximizer of π . Prop-
erty 5 results from the fact that the proximity mapping
of the separable sum g(x) = ∑ni=1 log fi (xi ) is given by
{proxλlog f1(x1), . . . , proxλlog fn (xn)} (Parikh and Boyd 2014,
Chap. 2). Finally, to establish Property 6 we use (3) and (4)
and note that for x sufficiently large, πλ has exponentially
decreasing tails with exponent β ′ = β if β ∈ [1, 2] and β ′ =
2 if β > 2 (distributions with β < 1 are not log-concave).
To illustrate these definitions, Fig. 1 depicts the Moreau
approximations of four distributions that are log-concave:
the Laplace distribution π(x) ∝ exp (−|x |), the Gaussian
distribution π(x) ∝ exp (−x2), the quartic or fourth-order
polynomial distribution π(x) ∝ exp (−x4), and the uniform
distribution π(x) ∝ 1(x)[−1,1]. We observe that the approx-
imations are smooth, converge to π as λ decreases, and have
the same maximisers as the true densities, as described by
Properties 1, 2 and 4. We also observe that for densities with
lighter-than-Gaussian tails, the Moreau approximation mim-
ics the true density around the mode but has Gaussian tails,
as described by Property 6.
As mentioned previously, the methods proposed in this
paper are useful for models that have proximity mappings
which are easy to evaluate or to approximate numerically
(see Sect. 3.2.3 for more details). This is the case for many
statistical models used in high-dimensional data analysis,
where statistical inference is often conducted using convex
optimisation algorithms that also require computing proxim-
ity mappings (see Afonso et al. 2011; Becker et al. 2009;
Chandrasekaran et al. 2012; Recht et al. 2010 for exam-
ples in image restoration, compressive sensing, low-rank
matrix recovery and graphical model selection). For more
details about the evaluation of these mappings, their prop-
erties, and lists of functions with known mappings please
see Bauschke and Combettes (2011), Combettes and Pes-
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Fig. 1 Density plots for the Laplace (a), Gaussian (b), quartic (c) and uniform (d) distributions (solid black), and their Moreau approximations
(3) for λ = 1, 0.1, 0.01 (dashed blue and green, and solid red). (Color figure online)
quet (2011) and Parikh and Boyd (2014, Chap. 6). A library
with MATLAB implementations of frequently used prox-
imity mappings is available on https://github.com/cvxgrp/
proximal.
2.2 Langevin Markov chain Monte Carlo
The sampling method presented in this paper is derived
from the Langevin diffusion process and is related to other
Langevin MCMC algorithms that we briefly recall below.
Suppose that π is everywhere non-zero and differen-
tiable so that ∇ logπ is well defined. Then let W be the
n-dimensional Brownian motion and consider a Langevin
diffusion process {Y (t) : 0 ≤ t ≤ T } on Rn that has π as
stationary distribution. Such process is defined as the solution
to the stochastic differential equation
dY (t) = 1
2
∇ logπ{Y (t)}dt + dW (t), Y (0) = y0. (5)
Under appropriate stability conditions,Y (t) converges in dis-
tribution to π and is therefore potentially interesting for
simulating from π . Unfortunately, direct simulation from
Y (t) is only possible in very specific cases. A more gen-
eral solution is to consider a discrete-time approximation of
the Langevin diffusion process with step-size δ. For compu-
tational reasons a forward Euler approximation is typically
used, resulting in the so-called ULA
ULA: L(m+1) = L(m) + δ
2
∇ logπ{L(m)} + √δZ (m),
Z (m) ∼ N (0, In), (6)
where the parameter δ controls the discrete-time increment as
well as the variance of theGaussian perturbation Z (m). Under
certain conditions onπ and δ, ULAproduces a good approxi-
mation of Y (t) and converges to an ergodic measure which is
close toπ . InMALA this approximation error is corrected by
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introducing a Metropolis-Hastings rejection step that guar-
antees convergence to the correct target density π (Roberts
and Tweedie 1996).
It is well known that MALA can be a very efficient sam-
pling method, particularly in high-dimensional problems.
However, it is also known that for certain classes of target
densities ULA is transient and as a result MALA is not geo-
metrically ergodic (Roberts and Tweedie 1996). Geometric
ergodicity is important theoretically to guarantee the exis-
tence of a central limit theorem for the chains and practically
because sub-geometric algorithms often fail to explore the
parameter space properly. Another limitation of MALA and
HMC methods is that they require π ∈ C1. This limits their
applicability in many popular image processing andmachine
models that are not smooth.
In the following section we present a newMALAmethod
that use proximity mappings and Moreau approximations to
capture the log-concavity of the target density and construct
chains with significantly better geometric convergence prop-
erties. We emphasise at this point that this is not the first
work to consider modifications of MALA with better geo-
metric convergence properties. For example, Roberts and
Tweedie (1996) suggested using MALA with a truncated
gradient to retain the efficiency of the Langevin proposal
near the density’s mode and add robustness in the tails,
though we have found this approach to be difficult to imple-
ment practically (this is illustrated in Sect. 3.2.4). Also,
Casella et al. (2011) recently proposed three variations of
MALA based on implicit discretisation schemes that are
geometrically ergodic for one-dimensional distributionswith
super-exponential tails. For certain one-dimensional densi-
ties the methods presented in this paper are closely related
to the partially implicit schemes of Casella et al. (2011).
Manifold MALA (Girolami and Calderhead 2011) is also
geometrically ergodic for a wide range of tail behaviours if
δ is sufficiently small (Łatuszyn´ski et al. 2011).
3 Proximal MCMC
3.1 Proximal unadjusted Langevin algorithm
This section presents a proximal Metropolis-adjusted
Langevin algorithm (P-MALA) that exploits convex analy-
sis to sample efficiently from log-concave densities π of the
form (1). In order to define this algorithm we first introduce
the proximal unadjusted Langevin algorithm (P-ULA) that
generates samples approximately distributed according to π ,
and that will be used as proposalmechanism in P-MALA.We
establish that P-ULA is geometrically ergodic in many cases
for which ULA is transient or explosive and that P-MALA
inherits these favourable properties, converging geometri-
cally fast in many cases in which MALA does not.
A key element of this paper is to first approximate the
Langevin diffusion Y (t) with an auxiliary diffusion Yλ(t)
that has invariant measure πλ, defined by the stochastic
differential equation (5) with π replaced by its λ-Moreau
approximation (3). The regularity properties of πλ will lead
to discrete approximations with favourable stability and con-
vergence qualities.Wewish to use Yλ(t) to simulate from πλ,
which we canmake arbitrarily close to π by selecting a small
value of λ. Direct simulation from Yλ(t) is typically infea-
sible and we thus consider the forward Euler approximation
(6) for Yλ(t),
Y (m+1) = Y (m) + δ
2
∇ logπλ{Y (m)} +
√
δZ (m),
Z (m) ∼ N (0, In). (7)
From Property 2 we obtain that (7) is equal to
Y (m+1) =
(
1 − δ
2λ
)
Y (m) + δ
2λ
proxλg{Y (m)} +
√
δZ (m),
Z (m) ∼ N (0, In). (8)
This Markov chain has two interpretations that provide
insight on how to select an optimal value for λ. First, (8) is a
discrete approximation of aLangevin diffusionwith invariant
measure πλ, and since we are interested is simulating from
π , we should set λ to a small value as possible to bring πλ
close to π . Second, from a convex optimisation viewpoint,
(8) coincides with a relaxed proximal point iteration to max-
imise logπ with relaxation parameter δ/2λ, plus a stochastic
perturbation given by
√
δZ (Rockafellar 1976). According to
this second interpretation λ should not be smaller than δ/2,
as this could lead to an unstable proximal point update that
is expansive and therefore to an explosive Markov chain. We
therefore define the optimal λ as the smallest value within the
range of stable values [δ/2,∞). Setting λ = δ/2 we obtain
the P-ULA Markov chain
P-ULA: Y (m+1) = proxδ/2g {Y (m)} +
√
δZ (m),
Z (m) ∼ N (0, In). (9)
We now study the convergence properties of P-ULA. In a
manner akin to Roberts and Tweedie (1996), we study geo-
metric convergence for the case where π is one-dimensional
and we illustrate our results on the class E(β, γ ). Extensions
to high-dimensional models of the formπ(x) = ∏ni=1 fi (xi )
are possible by using Property 5, and to high-dimensional
densities π ∈ C∞ with Lipschitz gradients by using Theo-
rem 7.1 of Mattingly et al. (2002).
Theorem 3.1 Suppose that π is one-dimensional and that
(1) holds. For some fixed d > 0, let
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S+d = limx→∞{prox
δ/2
g (x) − x}x−d ,
S−d = limx→−∞{prox
δ/2
g (x) − x}|x |−d .
Then P-ULA is geometrically ergodic if for some d ∈ [0, 1]
both S+d < 0 and S
−
d > 0 exist.
Proof The proof follows from the fact that∇ logπδ/2 is con-
tinuous and P-ULA is μLeb-irreducible and weak Feller, and
hence all compact sets are small (Meyn and Tweedie 1993,
Chap. 6). Then, using Property 2, the conditions on S+d and
S−d are equivalent to the conditions of part (a) of Theorem 3.1
of Roberts and Tweedie (1996) establishing that P-ULA is
geometrically ergodic for d ∈ [0, 1). For d = 1 we proceed
similarly to Property 6 and note that for approximations πδ/2
with Gaussian tails we have that S+1 ∈ (−1, 0) and S−1 ∈
(0, 1), thus part (b) of Theorem 3.1 of Roberts and Tweedie
(1996) applies. Finally, notice fromProperty 2 that the values
of d, S+d and S
−
d are closely related to the tails of the approx-
imation πδ/2, i.e. limx→∞ ddx logπδ/2(x) = S+d xd + o(|x |d)
and limx→−∞ ddx logπδ/2(x) = S−d xd + o(|x |d). unionsq
Theorem 3.1 is most clearly illustrated when π belongs
to the class E(β, γ ). Recall that ULA is not ergodic for if
β > 2 and only for δ sufficiently small if β = 2 (Roberts
and Tweedie 1996).
Corollary 3.1 Assume that π ∈ E(β, γ ) and that (1) holds.
Then P-ULA is geometrically ergodic for all δ > 0.
This result follows from the fact that (1) implies β ≥ 1
(distributions belonging to E(β, γ ) with β < 1 are not log-
concave), which in turn implies that πδ/2 ∈ E(β ′, γ ′) with
β ′ = min(β, 2) and some γ ′ > 0. The geometric conver-
gence of P-ULA is then established by checking that for
d = β ′ − 1 the limits S+d and Sd exist and verify the condi-
tions of Theorem 3.1 for all δ > 0.
The results presented above establish that under certain
conditions on π P-ULA converges geometrically to some
unknown ergodic measure. To determine if this stationary
measure is a good approximation of π , and thus if P-ULA
is a good proposal for a Metropolis–Hastings algorithm,
we consider the more general question of how well P-ULA
approximates the time-continuous diffusion Y (t) as a func-
tion of δ [we consider strong mean-square convergence to
Y (t) in the sense of Higham et al. (2003), which also implies
the convergence of P-ULA’s ergodic measure to π ].
Theorem 3.2 Suppose that π ∈ C2 and that (1) holds. Then
there exists a continuous-extension Y¯ (t) of the P-ULA chain
for which
lim
δ→0 E
(
sup
0≤t≤T
∣∣Y¯ (t) − Y (t)∣∣2
)
= 0,
where Y (t) is the Langevin diffusion (5) with ergodic mea-
sure π . Moreover, if ∇ logπ is polynomial in x, then P-ULA
converges strongly to Y (t) at optimal rate; that is,
E
(
sup
0≤t≤T
∣∣Y¯ (t) − Y (t)∣∣2
)
= O(δ).
Proof To prove the first result we use Property 3 to express
P-ULA as a split-step backward Euler approximation of Y (t)
(i.e. Y (m+1) = Y+ + √δW (m) with Y+ = δ2∇ logπ
(
Y+
) +
Y (m)), and apply Theorem 3.3 of Higham et al. (2003), where
we note that assumption (1) implies condition 3.1 of Higham
et al. (2003). The second result follows from Theorem 4.7 of
Higham et al. (2003). unionsq
3.2 Proximal Metropolis-adjusted Langevin algorithm
3.2.1 Metropolis–Hastings correction
As explained previously, P-ULA simulates samples from an
approximation ofπ . A natural strategy to correct this approx-
imation error is to supplement P-ULA with a Metropolis–
Hasting accept–reject step guaranteeing convergence to π ,
leading to a P-MALA. This is a Metropolis–Hastings chain
X (m) that uses P-ULA as proposal. Precisely, given X (m), a
candidate Y ∗ is generated by using one P-ULA transition
Y ∗|X (m) ∼ N
[
proxδ/2g {X (m)}, δIn
]
. (10)
We accept this candidate and set X (m) = Y ∗ with probability
r{X (m),Y ∗} = min
[
1,
π(Y ∗)
π{X (m)}
q{X (m)|Y ∗}
q{Y ∗|X (m)}
]
, (11)
where q{Y ∗|X (m)} = pN
[
Y ∗|proxλg{X (m)}, δIn
]
is the
P-ULA transition kernel given by (9). Otherwise, with prob-
ability 1 − r{X (m),Y ∗}, we reject the proposition and set
X (m+1) = X (m). By the Hastings construction, the P-MALA
chain converges to π in the total-variation norm [this follows
from the facts that the chain is irreducible, aperiodic and
π -invariant (Robert and Casella 2004, Chap. 7)]. Note that
though (11) involves two proximity mappings, we only need
to evaluate proxδ/2g (X∗) at each iteration since proxδ/2g {X (m)}
is known from the algorithm’s previous iteration.
3.2.2 Convergence properties
We provide two alternative sets of conditions for the geo-
metric ergodicity of P-MALA and illustrate our results on
the case where π belongs to the class E(β, γ ), which we use
as benchmark for comparison with other MALAs.
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Theorem 3.3 Suppose that (1) holds. Let A(x) = {u :
r(x, u) = 1} be the acceptance region of P-MALA from point
x, and I (x) = {u : ‖x‖ ≥ ‖u‖} the region of points interior
to x. Suppose that A converges inwards in q, i.e.
lim‖x‖→∞
∫
A(x)	I (x)
q(u|x)du = 0,
where A(x)	I (x) denotes the symmetric difference A(x) ∪
I (x)\ A(x)∩ I (x). Then P-MALA is geometrically ergodic.
Proof To prove this result we use Theorem 5.14 of Bauschke
andCombettes (2011) to show that if (1) holds then, for any x,
the mean candidate position proxλg(x) verifies the inequality
‖proxλg(x)‖ < ‖x‖. This result, together with the condi-
tion that A converges inwards in q, implies that P-MALA is
geometrically ergodic (Roberts and Tweedie 1996, Theorem
4.1). unionsq
Corollary 3.2 Suppose that π ∈ E(β, γ ) and that (1) holds.
Then P-MALA is geometrically ergodic for all δ > 0.
Proving this result simply consists of checking that if π ∈
E(β, γ ) and (1) holds then A converges inwards in q and
thereforeTheorem3.3 applies,wherewe note that (1) implies
that β ≥ 1.
Notice from Corollary 3.2 that P-MALA has very robust
stability and converge properties. For comparison, MALA is
not geometrically ergodic for any π ∈ E(β, γ ) with β > 2
(Roberts and Tweedie 1996) and manifold MALA is geo-
metrically ergodic for π ∈ E(β, γ ) with β = 1 only if δ is
sufficiently small (Łatuszyn´ski et al. 2011). P-MALA inher-
its these robust convergence properties from P-ULA, ormore
precisely from the regularity properties of πδ/2 that guaran-
tee that P-ULA is always stable and geometrically ergodic. In
particular, that logπδ/2 decays at mostly quadratically, that
∇ logπδ/2 always exists and is Lipchitz continuous, and that
the tails of πδ/2 broaden with δ such that Yδ/2(t) is always
within the stability range of a forward Euler approximation
with time step δ.
Moreover, the convergence properties of P-MALA can
alsobe studied in the frameworkofRandomwalkMetropolis–
Hastings algorithms with bounded drift (Atchade 2006).
Theorem 3.4 Suppose that π ∈ C1 and that (1) holds.
Assume that there exists R > 0 such that ∀x ∈ Rn, ‖x −
proxδ/2g(x)‖ < R, and that π verifies the conditions
lim‖x‖→∞
x
‖x‖ · ∇ logπ(x) = −∞ and
lim‖x‖→∞
x
‖x‖ ·
∇π(x)
‖∇π(x)‖ < 0.
Then P-MALA is geometrically ergodic.
Proof The proof of this result follows from the proof of
geometric ergodicity for the Shrinkage-thresholding MALA
(Schreck et al. 2013), which is general to all Metropolis–
Hastings algorithms with bounded drift, and where we note
that the conditions on π , together with the bounded drift
condition ‖x − proxλg(x)‖ < R, satisfy the assumptions of
Theorem 4.1 of Schreck et al. (2013). unionsq
Notice that it is always possible to enforce the bounded drift
condition by composing proxλg(x) with a projection onto an

2-ball centred at x (this is equivalent to using a truncated
gradient as proposed in (Roberts and Tweedie 1996)). Also, it
is possible to relax the smoothness assumption to π ∈ C0 by
adding assumptions A3 and A4 from Schreck et al. (2013).
Finally, similarly to other MH algorithms based on local
proposals, P-MALA may be geometrically ergodic yet per-
form poorly if the proposal variance δ is either too small or
very large. Theoretical and experimental studies of MALA
show that for many high-dimensional target densities the
value of δ should be set to achieve an acceptance rate of
approximately 40–70% (Pillai et al. 2012). These results do
not apply directly to P-MALA. However, given the simi-
larities between MALA and P-MALA, it is reasonable to
assume that the values of δ that are appropriate for MALA
will generally also produce good results for P-MALA. In
our experiments we have found that P-MALA performs well
when δ is set to achieve an acceptance rate of 40–60%.
3.2.3 Computation of the proximity mapping proxδ/2g (x)
The computational performance of P-MALA depends
strongly on the capacity to evaluate efficiently proxδ/2g (x) =
argmaxu∈Rn g(u) − ‖u − x‖2/δ. As mentioned previously,
the computation of proximity mappings is the focus of sig-
nificant research efforts because these operators are key to
modern convex and non-convex optimisation. As a result,
for many important models used in high-dimensional data
analysis, signal and imageprocessing, and statisticalmachine
learning, there are now clever analytical or numerical tech-
niques to evaluate these mappings efficiently (two examples
of this are the total-variation and the nuclear-normpriors used
in the experiments of Sect. 4). For a survey on the evalua-
tion of proximity mappings and lists of some functions with
known mappings please see Parikh and Boyd (2014, Chap.
6) and Combettes and Pesquet (2011).
The most general strategy for computing proxδ/2g (x) is
to note that (2) is a convex optimisation problem that can
frequently be solved or approximated quickly with state-
of-the-art convex optimisation algorithms. Komodakis and
Pesquet (2014) presents these algorithms in the primal-dual
framework and provides clear guidelines for parallel and dis-
tributed implementations. When applying these techniques
within P-MALA it is important to use x to hot-start the
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optimisation, particularly in high-dimensional models where
proxδ/2g (x) is close to x because δ has been set to a small
value to achieve a good acceptance probability (recall that
proxδ/2g (x) → x when δ → 0).
Alternatively, for many popular models it possible to
approximate proxδ/2g (x) very efficiently by using a decom-
position g(x) = g1(x) + g2(x) where g1 ∈ C1 is concave
with ∇g1 Lipschitz continuous and where proxδ/2g2 can be
evaluated efficiently. This enables the approximation
proxδ/2g (x) = argmax
u∈Rn
g1(u) + g2(u) − ‖u − x‖2/δ
≈ argmax
u∈Rn
g1(x) + (u − x)T∇g1(x) + g2(u)
−‖u − x‖2/δ
≈ argmax
u∈Rn
g2(u) − ‖u − x − δ∇gT1 (x)‖2/δ
≈ proxδ/2g2 (x + δ∇g1(x)) (12)
that is used in the forward-backward or proximal gradi-
ent algorithm (Combettes and Pesquet 2011). We found
this approximation to be very accurate for high-dimensional
models because, again, δ is set to a small value and proxδ/2g (x)
is close to x, and as a result the approximation g1(u) ≈
g1(x)+ (u − x)T∇g1(x) is generally accurate. Approxima-
tion (12) is useful for instance in linear inverse problems of
the form g(x) = −( y − H x)T−1( y − H x)/2 − αφ(x)
involving a Gaussian likelihood and a convex regulariser
φ(x)with a tractable proximitymapping [φ(x) is often some
norm, which generally have known and fast proximity map-
pings (Parikh and Boyd 2014, Chap. 6.5)]. Notice that many
signal and image processing problems can be formulated in
thisway (Combettes andPesquet 2011).Moreover, if g1 ∈ C2
it is also possible to use a second-order approximation
proxδ/2g (x) ≈ argmax
u∈Rn
(u − x)T∇g1(x)
+ (u − x)T H(x)
2
(u − x) + g2(u)
−‖u − x‖2/δ, (13)
where Hi, j (x) = ∂2g1/∂xi∂x j or an approximation that
simplifies the computation of (13) (for example, if proxδ/2g2
is separable, then using a diagonal approximation of the
Hessian matrix of g1 leads to an approximation (13) that can
be computed in parallel for each element of x, and that has the
same computational complexity as (12)). Again, many sig-
nal and image processing models it is possible to solve (13)
efficiently with a few iterations of the ADMM algorithm of
Afonso et al. (2011), which exploits the second-order infor-
mation from H(x) to improve convergence speed.
Finally, it is worth noting that although using an approx-
imation of proxδ/2g (x) can potentially reduce P-MALA’s
mixing speed, if the conditions for geometric ergodicity of
Theorem 3.4 hold when proxδ/2g (x) is evaluated exactly, then
P-MALA implemented with an approximate mapping also
converges geometrically to π if the approximation error can
be bounded by some R′ > 0 or if proxλg(x) is followed by a
projection to guarantee a bounded drift.
3.2.4 Illustrative example
For illustration we show an application of P-MALA to the
density π(x) ∝ exp(−x4) depicted in Fig. 1c. We com-
pare our results with MALA, with the truncated gradient
MALA (MALTA) (Roberts and Tweedie 1996), and with
the simplified manifold MALA (SMMALA) (Girolami and
Calderhead 2011). As explained previously, MALA is not
geometrically ergodic for this target density due to the lighter-
than-Gaussian tails. This can be cured by using MALTA,
which is a bounded drift random walk Metropolis–Hastings
algorithm constructed by replacing h(x) = ∇ logπ(x) in the
MALA proposal with h1(x) = 1h(x)/max(1, ‖h(x)‖)
for some 1 > 0 (Atchade 2006). Although geometrically
ergodic, MALTA can converge very slowly if the truncation
threshold 1 is not set correctly. Setting good values for 1 can
bedifficult in practice, particularly because values that appear
suitable in certain regions of the state space are unsuitable
in others. Alternatively, manifoldMALA implemented using
the (regularised) inverse Hessian H−12 (x) = (12x2 + 2)−1
is also geometrically ergodic if δ is sufficiently small (for
this example δ ≤ 6) (Łatuszyn´ski et al. 2011), however this
algorithm can also converge slowly if the value of 2 is not
set properly.
Figure 2a–d displays the first 250 samples of the chains
generated with P-MALA, MALA, MALTA and SMMALA
with initial state X (0) = 10 and δ = 1. We implemented
MALTA and SMMALA using the values 1 = 20 and
2 = 0.1 that we adjusted during a series of pilot runs. We
found thatMALTAbehaves like a RandomwalkMetropolis–
Hastings algorithm for smaller values of 1, and that for larger
values it rejects the proposed moves with very high probabil-
ity and gets “stuck”. Similarly, we found that SMMALA is
very sensitive to the value of 2, with too small values lead-
ing to poor mixing around the mode and larger values to poor
mixing in the tails.
We observe in Fig. 2a–d that the chains generated with P-
MALA and MALTA exhibit good mixing, that SMMALA
has slower mixing, and that MALA has rejected all the
proposed moves and failed to converge. We repeated this
experiment using the initial state X (0) = 5 and the same val-
ues for δ, 1 and 2. The first 250 samples of each chain are
displayed in Fig. 2e–h. Again, we observe the goodmixing of
P-MALA, the slower mixing of SMMALA, and the lack of
ergodicity of MALA. However, we also observe that in this
occasionMALTAgot “stuck” at stateswhere itsmixing prop-
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Fig. 2 Comparison between P-MALA, MALA, the truncated gradient MALA (MALTA), and simplified manifold MALA (SMMALA) using the
one-dimensional density π(x) ∝ exp{−x4} and algorithm parameters δ = 1, 1 = 20, 2 = 0.1. Initial state X (0) = 10 (a–d) and X (0) = 5 (e–h)
erties are very poor and failed to converge. We also repeated
this experiment with HMC (not shown) and observed that it
suffers from the same drawbacks as MALA.
4 Applications
This section demonstrates P-MALA on two challenging
high-dimensional and non-smooth models that are widely
used in statistical signal and image processing and that are
not well addressed by existing MCMC methodology. The
first example considers the computation of Bayesian credi-
bility regions for an image resolution enhancement problem.
The second example presents a graphical posterior predic-
tive check of the popular nuclear-norm model for low-rank
matrices.
4.1 Bayesian image deconvolution with a total-variation
prior
In image deconvolution or deblurring problems, the goal is
to recover an original image x ∈ Rn from a blurred and
noisy observed image y ∈ Rn related to x by the linear
observation model2 y = H x + w, where H is a linear
operator representing the blur point spread function and w
is the sample of a zero-mean white Gaussian vector with
covariance matrix σ 2 In (Hansen et al. 2006). This inverse
problem is usually ill-posed or ill-conditioned, i.e. either H
2 Note that bidimensional and tridimensional images can be represented
as points in Rn via lexicographic ordering.
does not admit an inverse or it is nearly singular, thus yielding
highly noise-sensitive solutions. Bayesian image deconvo-
lution methods address this difficulty by exploiting prior
knowledge about x in order to obtain more robust estimates.
One of the most widely used image priors for deconvolu-
tion problems is the improper total-variation norm prior,
π(x) ∝ exp (−α‖∇d x‖1), where ∇d denotes the discrete
gradient operator that computes the vertical and horizon-
tal differences between neighbour pixels. This prior encodes
the fact that differences between neighbour image pixels are
often very small andoccasionally take large values (i.e. image
gradients are nearly sparse). Based on this prior and on the
linear observation model described above, the posterior dis-
tribution for x is given by
π(x| y) ∝ exp
[
−‖ y − H x‖2/2σ 2 − α‖∇d x‖1
]
. (14)
Image processing methods using (14) are almost exclusively
based on maximum-a-posteriori (MAP) estimates of x that
can be efficiency computed using proximal optimisation
algorithms (Afonso et al. 2011). Here we consider the prob-
lem of computing credibility regions for x, which we use
to assess the confidence in the restored image. Precisely, we
note that (14) is log-concave and use P-MALA to compute
marginal 90%credibility regions for each image pixel. There
are several computational strategies for evaluating the prox-
imity mapping of g(x) = −‖ y − H x‖2/2σ 2 − α‖∇x‖1.
Here we take advantage of the fact that in high-dimensional
scenarios δ is typically set to a small value and use the
approximation (12) proxδ/2g (x) ≈ proxδ/2g2 {x + δ∇g1(x)/2}
with g1(x) = −‖ y − H x‖2/2σ 2 and g2(x) = −α‖∇x‖1,
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and where we note that ∇g1 is Lipschitz continuous and
that proxδ/2g2 (x) can be efficiently computed using a parallel
implementation of Chambolle (2004).
Figure 3 presents an experiment with the “cameraman”
image, which is a standard image to assess deconvolution
methods (Oliveira et al. 2009). Figure 3a, b shows the origi-
nal cameraman image x0 of size 128 × 128 and a blurred
and noisy observation y, which we produced by convo-
luting x0 with a uniform blur of size 9 × 9 and adding
white Gaussian noise to achieve a blurred signal-to-noise
ratio (BSNR) of 40dB (BSNR = 10 log10{var(H x0)/σ 2}).
The MAP estimate of x obtained by maximising (14) is
depicted in Fig. 3c. This estimate has been computed with
the proximal optimisation algorithm of Afonso et al. (2011),
and by using the technique of Oliveira et al. (2009) to
determine the value of α. By comparing Fig. 3a, c we
observe that the MAP estimate is very accurate and that
it restored the sharp edges and fine details in the image.
Finally, Fig. 3d shows the magnitude of the marginal 90%
credibility regions for each pixels, as measured by the dis-
tance between the 95 and 5% quantile estimates. These
estimates were computed from a 20,000-sample chain gen-
erated with P-MALA using a thinning factor of 1000 to
reduce the algorithm’smemory foot-print and 1million burn-
in iterations. These credibility regions show that there is
a background level of uncertainty of about 30 grey-levels,
which is approximately 10% of the dynamic range of the
image (256 grey-levels). More importantly, we observe that
there is significantly more uncertainty concentrated at the
contours and object boundaries in the image. This reveals
that model (14) is able to accurately detect the presence of
sharp edges in the image but with some uncertainty about
their exact location. Therefore computing credibility regions
could be particularly relevant in applications that use images
to determine the location and the size of objects, or to com-
pare the size of a same object appearing in two different
images. For example, in oncological medical imaging, where
deconvolution is increasingly used to improve the resolution
of images that are subsequently used to assess the evolu-
tion of tumour boundaries over time and make treatment
decisions.
Moreover, to asses the efficiency of P-MALAwe repeated
the experiment with a variation of MALA for partially
non-differentiable target densities that uses only the gradi-
ent of the differentiable term of (14), i.e. ∇ log g1(x) =
HT ( y − H x)/σ 2 (this variation of MALA was recently
used in Schreck et al. (2013) for a Bayesian variable
selection problem with a Bernulli–Laplace prior that is
also non-differentiable). Figure 4 compares the first 20
lags of the sample autocorrelation function of the chains
generated with P-MALA and MALA, computed using
logπ(x| y) as scalar summary. We observe that the chain
produced with P-MALA has significantly lower autocorre-
lation and therefore higher effective sample size3 (ESS).
P-MALA was almost twice as computationally expensive
as MALA due to the overhead associated with evaluat-
ing the proximity mapping of g2 (the total computational
times were 49h for P-MALA and 28h for MALA). How-
ever, because P-MALA is exploring the parameter space
significantly faster than MALA, its time-normalised ESS
was 4.5 times better than that of MALA (50.8 and 11.04
samples per hour respectively), confirming the good per-
formance of the proposed methodology. Preconditioning
MALA with the (regularised) inverse Fisher information
matrix (HT H + In)−1 led to poor mixing, possibly
because most of the correlation structure in the poste-
rior distributions comes from the non-differentiable prior
π(x) ∝ exp [−α‖∇d x‖1] and is not captured by this
metric.
4.2 Nuclear-norm models for low-rank matrix
estimation
In this experiment we use P-MALA to perform a graphi-
cal posterior predictive check of the widely used nuclear
norm model for low-rank matrices (Fazel 2002). Simulat-
ing samples from distributions involving the nuclear norm
is challenging because matrices are often high-dimensional
and because this norm is not continuously differentiable;
thus making it difficult to use gradient-based MCMC meth-
ods such as MALA and HMC. For simplicity we present
our analysis in the context of matrix denoising, however
the approach can be easily applied to other low-rank matrix
estimation problems such as matrix completion and decom-
position (Candès and Plan 2009; Candès and Tao 2009;
Chandrasekaran et al. 2011, 2012; Candès et al. 2011).
Let x be an unknown low-rank matrix of size n = n1×n2
(represented as a point in Rn by lexicographic ordering),
and y = x + w a noisy observation contaminated by zero-
meanwhiteGaussian noisewith covariancematrix σ 2 In . For
example, x can represent a low-rank covariance matrix in a
model selection problem, the background component of a
video signal in an object tracking problem, or a rank-limited
image in a signal restoration or reconstruction problem (Can-
dès et al. 2011; Chandrasekaran et al. 2012; Recht et al.
2010). In the low-rank matrix denoising problem, we seek
to recover x from y under the prior knowledge that x has
low rank; that is, that most of its singular values are zero.
A convenient model for this type of problem is the nuclear
norm prior π(x) ∝ exp(−α||x||∗), where ||x||∗ denotes the
nuclear normof x and is defined as the sumof its singular val-
3 Recall that ESS = N {1 + 2∑k γ (k)}−1, where N is the total
samples and
∑
k γ (k) is the sum of the K monotone sample auto-
correlations which we estimated with the initial monotone sequence
estimator (Geyer 1992).
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Fig. 3 a Original cameraman image (128× 128 pixels), b blurred image, c MAP estimate computed with (Afonso et al. 2011), d pixel-wise 90%
credibility intervals estimated with P-MALA
Fig. 4 Autocorrelation comparison between P-MALA and MALA when simulating from (14)
ues (Fazel 2002). The popularity of this prior stems from the
fact that the nuclear norm is the best convex approximation of
the rank function, and it leads to a posterior distribution that
is log-concave and whose MAP estimate can be efficiently
computed using proximal algorithms (Recht et al. 2010). The
posterior distribution of x given y is
π(x| y) ∝ exp (−|| y − x||2/2σ 2 − α||x||∗), (15)
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where σ 2 and α are fixed positive hyper-parameters. It is
useful to think of (15) as an extension the Bayesian LASSO
model (Park and Casella 2008) to matrices with sparse sin-
gular values, in which the singular values of x are assigned
exponential priors.
It is well documented that under certain conditions on
the true rank and σ 2, the MAP estimate maximising (15)
accurately recovers the true null and column spaces of x
(Candès and Plan 2009; Candès and Tao 2009; Negah-
ban and Wainwright 2012; Rahul et al. 2010). This has
led to the general consensus that the nuclear-norm prior
is a useful model for low-rank matrix estimation prob-
lems and that the errors introduced by using the convex
approximation to the rank function do not have a significant
effect on the inferences. Here we adopt a Bayesian model
checking viewpoint and assess the nuclear-norm model by
comparing the observation y to replicas yrep generated by
drawing samples from the posterior predictive distribution
f ( yrep| y) = ∫
Rn×m f ( y
rep|x)π(x|x)dx, as recommended
by Gelman et al. (2013, Chap. 6). This technique for check-
ing the fit of a model to data is based on the intuition that
“If the model fits, then replicated data generated under the
model should look similar to observed data. To put it another
way, the observed data should look plausible under the poste-
rior predictive distribution” (Gelman et al. 2013, Chap. 6). In
this paper we perform a graphical check and compare visu-
ally y and its replicas yrep. In specific applications one could
also use yrep to compute posterior predictive p-values that
evaluate specific aspects of the model that are relevant to the
application (Gelman et al. 2013, Chap. 6).
Figure 5 presents an experiment with MATLAB’s
“checkerboard” image. Figure 5a shows the original checker-
board image x0 of size n = 64 × 64 pixels and rank 2.
Figure 5b shows a noisy observation y produced by adding
Gaussian noise with variance σ 2 = 0.01, leading to a signal-
to-noise ratio (SNR) of 15dB which is standard for image
denoising problems (SNR = 10 log10(||x0||2/nmσ 2)). The
MAP estimate obtained by maximising (15) is depicted in
Fig. 5c. This estimate has been computed via singular value
soft-thresholding, and by setting α = 1.15/σ 2 to minimise
Stein’s unbiased risk estimator, which are standard proce-
dures in low-rank matrix denoising (Candès et al. 2013). By
comparing Fig. 5a, c we observe that the MAP estimate is
indeed very close the original image x0, confirming that the
nuclear-norm prior is a good model for low-rank signals (the
estimation mean-squared error is 6.45 × 10−4, which is 15
times better than the original error of 0.01). Note however
that this prior is a simplistic model for x0 in the sense that
it does not include many of its main features; e.g. that x0
is piecewise constant, periodic, highly symmetric, or that
its pixel only take 3 values. Also, its representation of the
singular values is approximate given that the true singular
values are perfectly sparse rather than exponentially distrib-
uted. Therefore it is interesting to examine if the predictions
of the model exhibit all the relevant features of y, or if they
highlight limitations of (15).
Figure 5d–i depicts six random replicas of y drawn from
the posterior predictive distribution f ( yrep| y) generatedwith
P-MALA.We observe that the replicas are visually very sim-
ilar to the original observation depicted in Fig. 5b and exhibit
all of the main structural features of the checkerboard pat-
tern that we mentioned above (e.g. periodicity, symmetries,
etc.) as well as a grey-level histogram that is very similar
to that of y. This suggests that the model is indeed captur-
ing the main visual characteristics of our data. The replicas
for this experiment were generated by using P-MALA to
simulate N = 20 000 samples {X (t), t = 1, . . . , N } dis-
tributed according to (15), and then sampling Y rep(t)|X (t) ∼
N [X (t), Iσ 2] (the pictures displayed in Fig. 5d–i correspond
to t = 7500, 10000, 12500, 15000, 17500, and 20000). To
implement P-MALA for (15) we used the exact proximity
mapping
proxδ/2g (x)=SVT[(δ y+2σ 2x)/(δ+2σ2), αδσ 2/(δ+2σ2)],
whereSVT(x, τ )denotes the singular value soft-thresholding
operator on x with threshold τ , that is evaluated by com-
puting the singular value representation of x and replacing
the singular values {si : i = 1, . . . ,min(n1, n2)} with
max (si − τ, 0). We used 2000 burn-in iterations, a thinning
factor of 100 to reduce the algorithm’s memory foot-print,
and tuned the value of δ to achieve an acceptance probability
of approximately 50%.
To illustrate the good mixing properties of P-MALA for
this 4096-dimensional simulation problem, Fig. 6 shows
a 1000-sample trace plot and an autocorrelation function
plot of the chain {X (t), t = 1, . . . , N }, where we have
used g[X (t)] as scalar summary. The computing time, ESS
and time-normalised ESS for this experiment are 19min,
7930 samples and 7.05 samples per second. For comparison,
repeating this experiment with a random walk Metropolis–
Hastings (RWMH) algorithm required 6.5min and produced
a time-normalised ESS of 0.23 samples per second, approx-
imately 30 times worse than P-MALA. Finally, note that
MALA andHMC are not well defined for this model because
||x||∗ is not differentiable at points where x is rank deficient.
From a practical standpoint one can still apply MALA to
(15) because the probability of reaching a non-differentiable
state is zero, however in our experience MALA does require
π ∈ C1 to perform well. Repeating this experiment with
MALA produced a time-normalised ESS of 0.08 samples
per second, 90 times worse than P-MALA and 30 times
worse than RWHM [results computed by setting δ to achieve
an acceptance rate of approximately 60% and by comput-
ing the gradient of ||x||∗ via singular-value decomposition
(Papadopoulo and Lourakis 2000)].
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Fig. 5 a Original checkerboard image x0 (64× 64 pixels, rank 2), b noisy observation y = x0 +w, cMAP estimate associated with (15), d–i Six
replicas of y generated by sampling from the posterior predictive distribution f ( yrep| y)
5 Conclusion
This paper studied a newLangevinMCMCalgorithm that use
convex analysis, namely Moreau approximations and prox-
imitymappings, to sample efficiently from high-dimensional
densities π that are log-concave and possibly not continu-
ously differentiable. Thismethod is based on a newfirst-order
approximation for Langevin diffusions that is constructed by
first approximating the original diffusion Y (t) with an auxil-
iary Langevin diffusion Yλ(t) with ergodic measure πλ, and
then discretising Yλ(t) using a forward Euler scheme with
time step δ = 2λ. The resulting Markov chain, P-ULA,
is similar to ULA except for the fact that it uses proxim-
ity mappings of logπ instead of gradient mappings. This
modification leads to a chain with favourable convergence
properties that is geometrically ergodic in many cases for
which ULA is transient or explosive. The proposed sampling
method, P-MALA, combines P-ULA with a Metropolis–
Hastings step guaranteeing convergence to the desired target
density. It is shown that P-MALA inherits the favourable con-
vergence properties of P-ULA and is geometrically ergodic
in many cases for which MALA does not converge geomet-
rically and for which manifold MALA is only geometric
if the time step is sufficiently small. Moreover, because P-
MALA uses proximity mappings instead of gradients it can
be applied to target densities that are not continuously dif-
ferentiable, whereas MALA and manifold MALA require
π ∈ C1 and π ∈ C2 to perform well. Finally, P-MALA was
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Fig. 6 a 1000-sample trace plot and b autocorrelation plot using g[X (t)] as scalar summary
validated and compared to other MCMC algorithms through
illustrative examples and applications to real data, includ-
ing two challenging high-dimensional experiments related to
image deconvolution and low-rank matrix denoising. These
experiments show that P-MALA can make Bayesian infer-
ence techniques practically feasible for high-dimensional and
non-differentiable models that are not well addressed by the
existing MCMC methodology.
Moreover, although only directly applicable to log-
concave distributions, P-MALA can be used within a Gibbs
sampler to simulate from more complex models. For exam-
ple, it can be easily applied to a large class of bilinear models
of the form (14) in which there is uncertainty about the linear
operator H (e.g. semi-blind image restoration), as thismodels
can be conveniently split into two high-dimensional condi-
tional densities that are log-concave. Similarly, its application
to hierarchical models involving unknown regularisation or
noise power hyper-parameters is also straightforward. Future
works will focus on the application of P-MALA to the
development of new statistical signal and image processing
methodologies. In particular, we plan to develop a general
set of tools for computing Bayesian estimators and credibil-
ity regions for high-dimensional convex linear and bilinear
inverse problems, as well as stochastic optimisation algo-
rithms for empirical Bayes estimation in signal and image
processing. Another important perspective for future work is
to investigate the rate of convergence of P-MALA as a func-
tion of the dimension of x. This cannot be achieved with the
mathematical techniques used in of Theorems 3.1, 3.3 and
3.4, and will require using a more appropriate set of tech-
niques based on theWasserstain framework (see Ottobre and
Stuart 2014 for more details). Preliminary analyses suggest
that P-MALA’s mixing time depends on the shape of (the tail
of) π , unlike the random walk Metropolis–Hastings algo-
rithm and MALA whose scaling is, under some conditions,
independent of π .
Also, in some applications the performance of P-MALA
could be improved by introducing some form of adaptation
or preconditioning that captures the local geometry of the
target density. This could be achieved by learning the den-
sity’s covariance structure online (Atchade 2006) or by using
an appropriate position-dependent metric. For models with
π ∈ C2 this metric can be derived from the Fisher informa-
tion matrix or the Hessian matrix as suggested in Girolami
and Calderhead (2011), and for other log-concave densities
perhaps by using preconditioning techniques from the con-
vex optimisation literature, such as Marnissi et al. (2014) for
instance.A key factorwill be the availability of efficient algo-
rithms for evaluating proximity mappings on non-canonical
Euclidean spaces (i.e. defined using a quadratic penalty func-
tions of the form (u − x)T A(x)(u − x) for some positive
definite matrix A(x)). This topic currently receives a lot
of attention in the optimisation literature and is the focus
of important engineering efforts. Alternatively, one could
also consider extending our methods to other diffusions that
are more robust to anisotropic target densities (Roberts and
Stramer 2002; Stramer and Tweedie 1999a, b).
We emphasise at this point that P-MALA complements
rather than substitutes existing MALA and HMC methods
by making high-dimensional simulation more efficient for
target densities that are log-concave and have fast proxim-
ity mappings, in particular when they are not continuously
differentiable. However, there are many models for which
state-of-the-artMALA andHMCmethods perform verywell
and for which P-MALA would not be applicable or compu-
tationally competitive.
Finally, we acknowledge that since the first preprint of this
work (Pereyra 2013), two other works have independently
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proposed using proximity mappings in MCMC algorithms.
These algorithms are similar to P-MALA in that they use
thresholding operators within MALA and HMC algorithms
(thresholding operators are a particular type of proximity
mapping), but otherwise differ significantly from P-MALA.
In particular, Schreck et al. (2013) considers a MALA for a
variable selection problem and uses thresholding/shrinking
operators to design a proposal distribution with atoms at zero
(i.e. that generates sparse vectors with positive probability).
Chaari et al. (2014) also considers an algorithm for a sim-
ilar variable selection problem related to signal processing.
Similarly to Schreck et al. (2013) that algorithm also uses
thresholding operators, but to approximate gradients within
anHMC leap-frog integrator. However, because thresholding
operators are not continuously differentiable it is not clear if
this integrator preserves volume and more crucially if the
resulting HMC algorithm converges exactly to the desired
target density.
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