ABSTRACT The combination of multi-agent technology and reinforcement learning methods has been recognized as an effective way which is used in path planning-based crowd simulation. However, the existing solution is still not satisfactory due to the problem in the mutual influence of agents. Therefore, an improved multi-agent reinforcement learning method (IMARL algorithm) is introduced. In this method, the intersection of the pedestrian trajectory extracted from the real video is first used as the state space for reinforcement learning. The crowd is grouped and the leader is selected. A bulletin board is added to the reinforcement learning algorithm of multi-agent to store the empirical knowledge of the learning process, and the navigation agent passes information between the leader and the bulletin board. The original social force model was improved, and the cohesive force of visual factors was added to the force formula. The IMARL algorithm is combined with the improved social force model for crowd evacuation simulation. Using a two-layer control mechanism, the leader in the upper layer uses the decision process based on the IMARL algorithm to select the path, and the individuals in the bottom group use the improved social force model to evacuate. The method of this paper not only solves the dimensionality disaster problem of reinforcement learning but also improves the convergence speed. The evacuation efficiency is effectively improved in crowd evacuation simulation experiments. In addition, it can also provide specific guidance scheme for crowd evacuation improvement and assistant decision support for the prevention and management of large-scale group trampling incidents.
I. INTRODUCTION
Proliferation of urbanization process has spurred the rise in the possibility of crowd gathering in public places. In a crowded area, once an emergency occurs, it is easy to cause malicious events such as crowd congestion and trampling. If people are not evacuated effectively, accidents, such as mass deaths, are likely to happen. This motivates the community to investigate how to effectively control the disaster situation and evacuate the crowd. To this end, crowd simulation for scene modeling, path optimization and crowd motion behavior modeling has been popular [1] . Despite several years of research, the task remains challenging due to inter-person variations in behaviors.
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There is a plethora of research in literature on evacuation models. Examples include social force model (SFM) [2] - [4] , cellular automaton model [5] , [6] , fluid dynamics model [7] and hybrid model [8] and so on. Among all those approaches, individuals are usually treated as autonomous agents to perceive information and make decisions independently. Although workable in some scenarios, it is challenging to find correct parameter settings and proxy behavior rules to ensure that simulation matches the observed behavior in real physical systems. Moreover, the rules of agent behavior are difficult to implement in agent-based simulation, because the agent's behavior is affected by its surroundings.
Two approaches for crowd evacuation simulation models [9] seem to be perceived as ''classic'' at present. The first one is the macroscopic model which starts from the whole without considering the local details of individual behavior. The other one is called microscopic model and considers the interaction of each individual with the environment from an individual perspective. Which can make up for the shortcomings of the macro model to describe the details of pedestrians. The social force model is a new pedestrian flow model which is proposed by Helbing et al [10] , as a typical microscopic model. It describes pedestrian movement as the result of force in the social force model. Pedestrian movement is driven by its intrinsic driving force, interaction between individuals, and interaction between individuals and the environment. Among them, the driving force describes the individual's expectation of moving toward the target. The interaction between individuals reflects the individual's psychological rejection and physical rejection of others, so that individuals maintain a certain distance between them, and achieve collision avoidance of pedestrian movement. The interaction between the individual and the environment ensures a safe distance between the individual and the obstacle, so that the pedestrian can smoothly avoid obstacles during the movement.
Reinforcement learning is an important machine learning method. It becomes one of the research hotspots in the field of intelligent control and artificial intelligence in recent years [11] - [13] because of its strong online adaptability and self-learning ability for complex systems. However the adaption of reinforcement learning to crowd simulation is non-straightforward [15] - [17] . This study presents a systematic study including the data acquisition, model design and analyzing of evacuation behavior in the macro and micro layers. Macroscopically, the path choice of the group is studied. In the micro aspect, the simulation model which combines various uncertainties such as the psychological state, the behavioral characteristics, patterns of motion and interaction is studied. Finally, a well-performing reinforcement learning based system for evacuation path navigation is established to provide auxiliary decision support for the prevention and management of large-scale group trampling events. To summarize, we make the following contributions:
(1) In this paper, pedestrian trajectories are extracted from real video by using Track video tools, and evacuation navigation points are determined according to the intersection of trajectories. The optional navigation points in the scene are used as the state space of reinforcement learning, which reduces the number of state spaces and solves the problem of dimension disaster. A bulletin board is added to the reinforcement learning algorithm of multi-agent. When the agent is grouped to select the leading agent and lead the agent to execute the training strategy, it can share the experience knowledge gained in the learning process of the bulletin board, communicate and improve the convergence speed.
(2) The original social force model is improved. Under the double level relationship mechanism, the cohesive force with visual factors is added to the force formula for the original social force model. Pedestrians who have relations to each other in the same group will attract each other under the influence of this force. Closely related pedestrians gather to make the evacuation more realistic.
(3) Combining the IMARL algorithm with the improved social force model, using a two-layer control mechanism, the leader in the upper layer uses the decision process based on the IMARL algorithm to select the path, and the individuals in the bottom group use the improved social force model to evacuate. For the selection of target points, the factors of congestion degree and the path length are fully taken into account to avoid a large number of congestion near the exit crowd. It can effectively improve the utilization rate of corridors in public places and the safety of personnel in crisis situations. It is therefore conducive to designing evacuation plans and providing assistance for real evacuation drills.
The remainder of this paper is organized as follows. In section 2, we present related literature on reinforcement learning and crowd evacuation. In section 3, the proposed improved multi-agent reinforcement learning method is discussed. The effectiveness of the method is verified by simulation experiments in section 4. Section 5 gives the conclusions of this study and some future research recommendations.
II. RELATED WORK A. REINFORCEMENT LEARNING
Machine learning is an important branch of artificial intelligence technology. In recent years, with the emergence of big data and cloud computing technology developing, machine learning which involves a variety of algorithms has become a research hotspot. Among all kinds of learning methods, reinforcement learning which has been successfully applied in many fields [18] has strong on-line adaptability and self-learning ability for complex systems. Although the research of reinforcement learning has been mature,there are still insufficient applications of large-scale space. How to combine the relevant knowledge representation with computational intelligence technology and the designing of appropriate learning algorithms and control structures is the key to realizing the extensive application of reinforcement learning methods.
A multi-agent system which can refer to systems with multiple autonomous or semi-autonomous modules consists of multiple agents. Multi-agent learning is not a simple addition of single agent learning. On the contrary, the process of multiagent learning is directly depends on the interaction of multiple agents, which will increase the complexity of the problem. Based on that, the performance of the overall algorithm can be improved through combining the advantages of multi-agent technology with reinforcement learning [11] , [19] , [20] .
Hu and Wellman [21] proposed a multi-agent reinforcement learning algorithm based on general stochastic game in literature, which can effectively solve the game problem with unique Nash equilibrium. El-Tantawy et al. [22] proposed a multi-agent reinforcement learning algorithm for the optimal control of traffic signal networks, which achieved good simulation results. Teng et al. [10] proposed a hybrid vehicle energy prediction management strategy based on the speed prediction and reinforcement learning (RL) parallelization and significantly reduced fuel consumption. Zhou et al. [23] proposed a parallel architecture for solving discrete space path planning problems, and some new variants of asynchronous reinforcement learning algorithms can solve the problem of falling into local minimum values. Morozs et al. [24] adopted an enhanced learning algorithm based on the Extended Classifier System (XCS), which achieved good results for navigation of spherical robots. Volodymyr et al. [25] proposed a new deep Q network method using deep neural networks to learn successful strategies directly from high-dimensional sensory input through end-to-end reinforcement learning.
B. CROWD SIMULATION FOR EVACUATION
The theoretical study of crowd evacuation has been carried out for decades. The researchers used the fluid principle to simulate the assumptions of crowd movement and formed a fluid dynamics model. Based on this, the potential energy field model [26] is proposed in which the crowd can move according to the potential energy value of different positions in the scene. These earlier models are all macro models. Their computational complexity is small and the overall movement route is smooth and natural. In the process of evacuation, crowd movement is a complex physical process. Its dynamic adjustment is constrained by many factors. The interaction between groups and the individual's psychological state is important factor influencing group movement [27] . However, the influence of individual psychological factors and interaction on crowd evacuation is neglected. There are distortion and incompleteness problems in environmental state mapping, and the effect of crowd evacuation in special scenarios is not ideal.
With the deepening of research, the microscopic model also sees heavy use in crowd movement. Representative models include cellular automata models, Agent-based models [28] , [29] , and social force models [30] , [31] . Among them, the social force model is widely used because it can describe the forces accurately at each level and express the interrelationship between individuals better. This model solves Newton's equation to determine the position of each pedestrian by considering exclusive interactions, friction forces, dissipation, and fluctuations. In this model, pedestrians have a desired velocity in the direction of their destination, and their acceleration (deceleration) is the result of different forces. Individuals experience forces toward the direction of their target destination and exclusive forces from obstacles and other pedestrians. Time and space are modeled in a continuous manner. The model reproduces wellknown, self-organizing crowd phenomena, such as the lane formation in bidirectional flows and oscillatory effects at bottlenecks [32] .
Hou et al. [33] added trained leaders to the crowd, and studied and analyzed the effect of number and location of leaders on crowd evacuation. Saboia and Goldenstein [34] divide the circular area around the individual into a grid by taking into account the angle between the grid direction and the target direction. Granmo et al. [35] proposed a novel space-time probability model that combines population and disaster dynamics by using ships and buildings as verification scenarios to support different types of crowd evacuation behavior. Shao et al. [36] applied the ant colony algorithm to crowd evacuation and provided an escape plan for each affected person. Helbing et al. [37] used pedestrian behavior models to study panic and disturbance caused by uncoordinated movements in the population. Although extensively studied, the adoption of multi-agent reinforcement learning algorithm for path planning based crowd evacuation problems is non-trivial and worth investigating.
Zhang et al. [38] proposed a knowledge-based pathfinding model based on probability. The model is capable of producing a variety of behaviors that enable individuals to adapt to changes in knowledge in unfamiliar environments. Zhou et al. [39] proposed a fuzzy logic method to model and simulate pedestrian dynamic behavior. The physical space is represented by a radial based approach. Make full use of people's experience, knowledge and perceptual information obtained by interacting with the surrounding environment. Through local obstacle avoidance behavior and regional path finding behavior, pedestrians are guided to avoid obstacles in front and choose the lowest energy path with the lowest energy. The overall goal-seeking behavior makes pedestrians tend to move toward the target regardless of the external environment. Hanet al. [40] proposed an extended path selection model based on the existing set of evacuation paths. Simulate the choice of pedestrians when selecting the appropriate path during an evacuation in an emergency.
III. A PATH PLANNING APPROACH BASED ON IMPROVED MARL ALGORITHM
This paper improves the original social force model (SFM) by adding visual parameters. The pedestrian trajectory intersection extracted from the actual video is used as a state space for reinforcement learning. Group people and choose leaders. The agent exchanges the empirical knowledge of the learning process. The multi-agent reinforcement learning method has been improved. Combining the improved IMARL algorithm with the improved SFM algorithm, a path planning algorithm is proposed by selecting the exit suitable for crowd evacuation. The algorithm uses the time when the individual is evacuated from the exit as an estimation function. It can significantly improve the evacuation efficiency.
As shown in the Figure 1 , the initial parameters of crowd and environment are set firstly. Then, the IMARL algorithm for path planning is proposed. In this algorithm, we employ the strategies of grouping and exit selection to enhance the efficiency of MARL and reduce the evacuation time. Next, we introduce an extended SFM to drive the individuals moving. In this model, SFM is extended by adding the visual ability to finding a suitable exit. Finally, the evacuation results are visualized on our simulation platform. 
A. REINFORCEMENT LEARNING
Reinforcement learning is a reward-guided behavior in which the agent learns in a ''trial and error'' manner, and the goal is to maximize the reward of the agent through interaction with the environment. It converges to the optimal control strategy through heuristic learning in the interaction with the environment [41] . Reinforcement learning technology is advantageous in a sense that low requirement for prior knowledge of the environment is needed. The basic principle of reinforcement learning algorithm is shown in Figure 2 . An action will be strengthened if it yields environmental rewards and will be weakened when environmental punishment is observed. From this point of view, Q-Learning algorithm is an effective reinforcement learning algorithm under unknown environment. At each step, the agent receives the state s and chooses an action a based on its policy π, where π:S→A is a mapping from states to actions. The agent performs the selected action a, then the state becomes s', and the environment returns a reward r to the agent. Then, the agent chooses the next action based on the reward signal. The Q-learning algorithm is described as follows.
Q(s,a) is the evaluation value of <s,a> for each stateaction. Its value is the maximum converted cumulative return from state s to action a. That is to say, the value of Q(s,a) is the immediate return of action a performed from state s plus the return value followed by the optimal strategy.
where 
This training method calculates the Q' (s,a) value of the new state s' for the current Q value of the previous state s. The above is a description of Q-Learning algorithm for deterministic Markov decision process.
B. IMPROVED MULTI-AGENT REINFORCEMENT LEARNING ALGORITHM
There are two main challenges in Multi-Agent Reinforcement Learning algorithm: 1) dimension disaster caused by the dramatic increase in the number of agents; 2) how to effectively interact and cooperate between agents to increase the communication between individuals. In order to solve these two problems and improve the learning speed of multiagent systems, a Multi-Agent Reinforcement Learning Algorithm Based on empirical knowledge is proposed in this paper. Firstly, the crowd is grouped, and then path planning is carried out by improved MARL algorithm. In the path planning, the leader exchanges information through bulletin board to find out the optimal path control strategy. In Figure 3 , we explain the logical relationship between the navigation Algorithm 1 Q-Learning Algorithm Initialize Q(s,a) arbitrarily Repeat (for each episode): Initialize s Repeat (for each step of episode): Choose a from s using policy derived from Q(ε-greedy) Take action a, abserve r, s' Q (s, a) = r(s, a) + γ max Q s , a s → s until s is terminal agent, the Individual Q table, the group Q table and the bulletin board.
1) STATE REPRESENTATION METHOD
Reinforcement learning has been applied in path planning by firstly dividing grids and then labeling each of them to represent the state. This method has limitations in terms of computational complexity if the number of states is large. With the expansion of the region and the subdivision of the state, it will inevitably lead to the state explosion, which is called ''dimension disaster''.
To solve this problem, a new state representation method is proposed in this paper. We extract pedestrian initial coordinates, moving speed and moving path from real video. Then the navigation points are obtained based on the intersection of pedestrian's successful evacuation trajectory in real video. More specifically, when the successful pedestrian evacuation through a certain point reaches a certain threshold, the point can be used as the navigation point of the pedestrian evacuation path. Based on this, all the navigation points in the scene can be used as the state space. Figure 4 shows the entire discrete process of the evacuation route. Figure 4 
2) CORRESPONDING RELATIONSHIP BETWEEN BASIC FACTORS OF REINFORCEMENT LEARNING AND CROWD EVACUATION
Here the fundamental problem is how to explicitly model the State (S), Action(A) and Reward (R), the value function (Q) for path planning. Transform the problem of optimal path selection into the strategy sequence with the highest reward. Table 1 is a table of mappings between states, actions, rewards, and other information between the general RL algorithm and our IMRL algorithm.
The detailed definition of the main four components of reinforcement learning is as follows:
Definition 1 (State): Denoted by S, St∈S can be described as the position of the pedestrian at time t. The time unit has two representation methods, one is expressed in seconds, and the other is expressed in frames. The unit of t in this manuscript is represented by a frame, and one frame is equal to 0.25 seconds. In the learning process, S includes the current location of the leader and the set of navigation points for path planning. The navigation point is defined as the key point of pedestrian evacuation path. By extracting the pedestrian initial coordinates, motion speed, and the motion path from the real video, the key points are determined according to the intersection of the motion trajectories of the successful VOLUME 7, 2019 evacuation pedestrians in the real video. When the successful pedestrian evacuation through a certain point reaches a certain threshold, the point can be used as the key point of pedestrian evacuation path and essentially become the navigation point of path navigation.
Definition 2 (Action): Denoted by A, a t ∈ A indicates the action of the agent to select the next temporary navigation target point according to its current state. Generally expressed in S t+1 = a (S t ) , S t+1 is the state of the agent at the next moment (temporary navigation target point).
Definition 3 (Reward): Denoted by R, it is used to describe the instantaneous reward of action by the environment after action a is executed. Here, i represents the number of navigation points, and j represents the number of outlets. d i represents the distance from the current location of the leader to the target point. The current position of the leader is (x i , y i ), and the target point is (x n , y n ). Denoted by p j the number of people recorded by the counter at the target point i. And b j by the area of the expert congestion whose threshold is set to be c . And c j indicates the congestion degree of the exit j. r is a constructor composed of a distance function and a congestion function, and R is determined by the constructor r. Then the distance from the leader to the target point is:
And the congestion calculation is defined as:
As for the fitness function, we define it as:
in which w 1 and w 2 are positive weight values, and in general
The reward function is set as follows:
−100, encounter obstaclesorcongestion reaching the threshold 100, successfully arrived at the exit 1,
Definition 4 (Q Function): Denoted by Q, which represents the estimated value of the state action pair. The iterative calculation formula of the state behavior value function uses the calculation formula of the standard Q learning algorithm. The Q function is initialized to zero. s t indicates the current state. a t indicates the current action. s t+1 indicates the next state. a t+1 indicates the next action. Where α represents the learning rate, which is between 0 and 1(0< α <1), we set it to 0.01. γ represents the discount factor, and the value is also between 0 and 1(0< γ <1), we set it to 0.9. R represents the immediate reward. Q(s t , a t ) 
Definition 5 (bulletin Board): It is a container of all the leader's Q table. When the new environmental state S t+1 is observed, according to the experience of all agents, the navigation agent selects the maximum Q value corresponding to the state, and then makes a behavior choice. The bulletin board is maintained by the management agent, and the number of navigation agents is established according to the number of groups, and one-to-one correspondence is established with the leader, and the navigation agent transmits the Q value between the leader and the management agent. The formula for experience sharing is defined as follows:
Definition 6 (Update Strategy): Denoted by π, π is used to describe the state in which an action a t ∈ A is selected from the set of actions at time t and the agent is replaced. It is a mapping from the collection state S to the action set A. Consider the uncertainty of pedestrian movement during the evacuation process. This study intends to adopt a stochastic strategy, that is, the probability of performing an action in a certain state: π(a|s) = P[A t = a|S t = s].π(s t ) represents the optimal strategy under state s t . Argmax represents the maximum function. That is, the point set of a given parameter, the value of the given expression reaches its maximum value. That is to say, the set of values of a t when Q(s t , a t ) has a maximum value. The a t in the collection is the next action. After obtaining the Q c (s t+1 , a * ) with the maximum value, each Agent i replaces Q i (s t+1 , a i ) corresponding to its own Q value table according to a certain probability 1−λ. Therefore, the optimal strategy of the Q-learning algorithm using the experience sharing method is also a greedy strategy, which is consistent with the standard Q-learning algorithm. The choice of the largest Q value is taken in each step of the selection. First determine the Q (s t , a t ) with the maximum value, then select the corresponding behavior, the strategy update formula is as follows:
In a certain state s, when the agent selects action a, the knowledge and Q value obtained by each round is continuously optimized, and after multiple training, the optimal strategy is obtained. The biggest computational overhead in the algorithm comes from multiple training. For each agent, it needs to be updated according to equation (7) . Each leader i maintains a Q table and updates the content according to the update rules. The complexity of the algorithm has not increased.
Algorithm 2 Path Planning Algorithm for Crowd Evacuation Based on the IMARL Algorithm
Initialize Q(s, a), Q c (s, a)for allseSanda ∈ A ∀i ∈ n, s ∈ S, a ∈ A, Sgoal, R, α, γ Repeat Initialize Q · · · Q n (s t+1 , a n )} Update current status, set the next state as the current state; End for End for Until the end of a training session
3) GROUP PARTITION AND THE SELECTION OF LEADERS
In this paper, each group in the population space will have a leader to guide the evacuation of the entire team. The organization's leaders know the location of exit and evacuation routes best. Leaders should have the following characteristics.
(1) Each leader should be the person who is most familiar with the situation and understand the current location of the escape route on site.
(2) When the scene is visible, individuals close to the exit should be given priority.
(3) In the process of evacuation, leaders should walk in front of the team and play a leading role.
We used an improved K-Medoids algorithm to group people. The effects of two factors, inter-individual distance and inter-individual relationship, on exercise are considered in the course of exercise. The algorithm weighted two different types of eigenvalues. In the process of group evacuation, it is necessary to select one individual in each group as the group core. The data points with the smallest difference from the cluster center are selected in the cluster as the new cluster core. In line with the crowd evacuation, the cluster heart is the requirement of the real individual. And the K-Medoids algorithm is not affected by isolated points.
Since individuals in crowd evacuation have group behavioral characteristics, only the degree of dissimilarity between individuals can be considered to reflect the group characteristics. The improved K-Medoids clustering method can consider the characteristics of individual position and intimacy in the process of clustering, and can be closer to the true group behavior during crowd movement. We consider the effects of distance and relationship on individual differences. Because the distance and relationship are different in magnitude, the two factors need to be normalized to define the degree of dissimilarity between individuals.
In general k 1 + k 2 = 1. Where dif (i, j) indicates the dissimilarity function. Where dist(i, j) represents the geometric distance between individual i and individual j, rel(i, j) represents the relationship between individual i and individual j, rangedist represents the distance normalization factor, and rangerel represents the relationship value normalization factor. By constantly adjusting the weights of the two features, different formulas for calculating the dissimilarity can be obtained. Convergence is guaranteed by the improved K-Medoids algorithm. This will find a global or local optimal solution. So eventually you can find k clusters. Even if they are locally optimal, the grouping requirements have been met. In the process of crowd evacuation, according to the distance and intimacy between individuals, the crowd can be divided into several groups with different characteristics. The behavioral characteristics of the people in the same group are consistent. Grouping with the algorithm improves the evacuation speed of the group, shortens the evacuation time, and can simulate the group behavior more realistically. Because people are grouped according to distance and relationship values, individuals with relationships will gradually gather during the exercise and choose the same target exit. Even as the simulation time goes on, the individuals are VOLUME 7, 2019 still in the same group. So after the improvement, the time complexity of the algorithm is not increased, and it is still O(tkmn).
Algorithm 3 Improved K-Medoids Algorithm
Input: number of clusters k, and data set containing n data objects Output: k(k<n) cluster objects satisfying the minimum variance standard Constraints: (1) Each cluster class contains at least one data object; (2) each data object must belong to and belong to only one class;
Repeat for each O i do
Select the first k individuals as the cluster heart, let k = √ n, and n be the number of individuals. Calculate the dissimilarity of the remaining individuals to the k clusters, and classify the remaining individuals into clusters with the smallest degree of dissimilarity;
Each cluster produces a virtual cluster heart Calculate the degree of dissimilarity within the cluster to the virtual cluster dif (O v , P i ) Select the smallest dissimilarity and then use P i as the new cluster core. End for Until the k clusters no longer change.
C. IMPROVED MARL ALGORITHM FOR CROWED EVACUATION
A path planning approach based on improved multi-agent reinforcement learning for crowd evacuation simulation is as follows:
• Step 1: Extract the crowd evacuation path, the initial coordinate, the moving speed and the exit position from the video recording.
• Step 2: The evacuation path of the crowd is stored in a point-to-line manner. The navigation point is determined based on the intersection of the motion trajectories.
• Step 3: The population is grouped according to distance and relationship values by the improved k-Medoids algorithm. Pick the person who is closest to the exit and is most familiar with the environment as a leader.
• Step 4: Set a counter at the exit to count the number of individuals evacuated at each exit. The leader chooses the best exit as the evacuation target according to the distance from each exit location and the congestion degree of each exit to calculate population density within a certain range of exports. If it is larger than the threshold, the exit will be abandoned. Otherwise, all the exits meeting the threshold of population density will be marked as optional state.
• Step 5: The leader uses IMARL algorithm to select the best evacuation path in the crowd evacuation path, and leads the ordinary pedestrians in the group to move according to the best evacuation path. For the follower, the individual calculates the resultant force according to the improved social force formula, thereby performing the following movement.
• Step6: If the leader arrives at the exit safely, the leader in the group is reselected until there is no individual in each group. This represents that the groups have been successfully evacuated. The best evacuation path for each group is saved as the recommended path for evacuation drills. Figure 6 shows the navigation agent decision process based on IMARL algorithm. As the evacuation progresses, the Agent will continuously add new evacuation paths to the collection of evacuation trajectories, and ensure that the current navigation selects the optimal path. The entire decision process is synchronized with the evacuation simulation process.
D. IMPROVED SOCIAL FORCE MODEL
The famous social force model proposed by Helbing divides pedestrian force into three kinds. It includes the self-motivation of pedestrians due to their desire to reach their desired destination, force between pedestrians and other pedestrians during the movement to the destination, and the force on pedestrians and the environment (including barriers such as walls). According to Newton's second law, the resultant force and acceleration of pedestrians in motion can be expressed by the following formula:
The driving force formula:
The formula for the force between individuals and individuals:
The formula for the force between an individual and an environmental obstacle: (14) where m i is the mass of pedestrian i, − → v i is the actual speed of movement of the pedestrian, and − → f 0 i is the self-driving force of i driven by the direction of the target, which is affected by the location of the destination. Pedestrian i tends to move at a speed v 0 i in a particular direction − → e 0 i , τ i is the speed adjustment time required by the pedestrian to achieve the speed − → v i , it is the relaxation time. d ij is the Euclidean distance between the two centroids of pedestrian i and pedestrian j. As shown in Figure 7 , p i and p j are in the same group. Aggregate force is weighed by relationship gathering possibility. The greater the aggregate force of the individuals, the faster and more closely they gather. The details of attraction based on relationships are shown in Figure 7 .
In the original social force model, all individuals are treated as isolated individuals. But in fact, there are different social relationships between individuals. People tend to walk with people close to their relationship. Under the two-layer relationship mechanism, by adding a cohesive force with visual factors to the force formula of the original social force model, pedestrians who have a relationship with each other in the same group will attract each other under the influence of this force. Closely related pedestrians gather to make the evacuation effect more realistic. The mathematical formula for the attraction within a group is:
Among them, c i and D i are the aggregation force parameters, which represent the intensity of attraction between individuals and the safety distance between pedestrians. γ i is the aggregation probability based on the relationship between pedestrian i and pedestrian j. The aggregation force is calculated by the aggregation probability weighting. The greater the value of the polymerization force, the faster the pedestrians gather and the closer they gather. The improved social force formula is as follows:
IV. CROWD EVACUATION SIMULATION EXPERIMENT
Based on the innovation of this paper the previous theoretical basis, the experiment was designed. We carried out the simulation experiment of crowd evacuation on the experimental simulation system. The operating environment of this system is based on Visual Studio 2012 + OSG as a development tool, and the evacuation simulation of complex scenes in the Windows 7 operating system environment. The simulation experiment parameters are set as follows: including a complex office scene size of 300 m * 300 m, and five obstacles and one exit scene. The individual's radius is 0.2m and the mass is 80kg. The parameters of the social force model are A=2500 N, B = 0.08m, C=2000N, D = 0.05 m, α = 0.7, k = 1.2*105kg.s-2.
A. EVACUATION SIMULATION IN SIMPLE SCENARIOS
In this example, we used simple scenarios which consist of two exits and four exits respectively. In the same situation, this paper compares the evacuation time of different numbers of people using the original social power model, improved social force model [16] and our proposed IMARL model. The population ranges from 100 to 500 people. We obtained two sets of experimental results, as shown in Fig 8. As can be seen from the Fig 8, as the number of evacuations increases, the evacuation time also increases. Figure 8(a) shows the evacuation time for the three algorithms in the two scenarios. Figure 8 (b) shows the evacuation time for the three algorithms in the four-door scene. When the number of people is small, congestion does not occur and the evacuation interval is not obvious. As the number of individuals increases, the advantages of our proposed model gradually emerge. The IMARL algorithm is used to guide the evacuation effect, and the effect VOLUME 7, 2019 is obvious, which effectively shortens the evacuation time.
It is applied to crowd evacuation simulation and quick evacuation of personnel. As the population grows, more export rooms have an advantage. The population in the original social force model is not grouped, and it is difficult to avoid obstacles. The choice of export only refers to the distance, which leads to uneven distribution of export population. The crowd was congested during evacuation and the evacuation was slow. Method 16 proposes a video data-driven social force model for simulating crowd evacuation. The method extracts pedestrian motion trajectories from the video and stores them in a set of paths that guide pedestrian evacuation. The authenticity of the evacuation effect is improved, and the evacuation speed is also improved. The method presented in this paper not only can group and selects the leader. Moreover, but also it can store the experience of the learning process through adding the bulletin board to the algorithm, making the leaders can communicate with each other. The original social force model was improved, and the cohesiveness of visual factors was added to the force formula. The IMARL algorithm is combined with the improved social force model to perform crowd evacuation simulation. Which can significantly improve the evacuation efficiency. The computational time in two exit scenarios is collected in table 2, and in four exit scenarios, the computational time is collected in table 3. The experimental results show that our method has more advantages than the other two methods. Figure 9 shows the change of crowd number with evacuation time using our method. Figure 9(a) shows the change in the number of 200 people. Which are in the scene of two exits and four exits. Figure 9(b) shows the change in the number of 400 people. Which are in the scene of two exits and four exits. It can be seen that the scenarios of four exits are better than those of two exits, and the larger the number of people, the more obvious the advantage. Figure 10 is the simulation result in two exit scenarios using our method. The blue crowd represents the crowd moving to the upper exit because there are too many people below. It can be seen that the number of people at the two exits in the final stage is almost equal. And shortened the evacuation time. Figure 11 is the simulation result in four exit scenarios using our method. The crowd is divided into four groups, and one color is a group. The four groups move to the four exits, and the same group of people are evacuated to the same exit. By sharing information, the number of people in the four outlets is almost equal, increasing the evacuation efficiency. Figure 12 is the simulation result in four exit scenarios using the original social force model. As can be seen from the Figure, our method evacuates faster, and four exits are better than two exits. Figure 13 illustrates two training scenario diagrams. Figure 13 (a) is a training environment for one obstacle, and In this experiment, the location of each agent was initialized randomly, and then strategy training was started. 100 training sessions were conducted in our setting. Figure 14 is the curve of the average number of steps in the training process of single agent reinforcement learning, hierarchical reinforcement learning and our method. Figure 14 (a) is a curve of changes in an obstacle environment. Figure 14 (b) is a curve of changes in five obstacle environments.
B. EVACUATION SIMULATION IN FIVE OBSTACLE SCENARIOS
As can be seen from Figure 14 , with the increase of training times, the average number of training steps gradually decreases and gradually converges. In the initial stage, the curve fluctuates significantly because the learning strategy has not converged to any good local optima. Moreover, the curve gradually converges and stabilizes during the learning process. From Figure 14 , it is straightforward to see that the proposed method and single-agent method perform the best and the worst in terms of stability and convergence speed, respectively. The hierarchical reinforcement learning, however, is also outperformed by the proposed method although it is outperformed than the singe-agent method.
In addition, from Figure14, we can see that the single agent reinforcement learning is more fluctuating compared with its multi-agent counterpart. As for the effect of obstacles in the scene, we observe a more fluctuating learning process when more obstacles are present, as expected. Compared with the single-agent version, the proposed method yields a better stability when more obstacles are present. At the same time, our method converges faster than other methods.
In the scenario of five obstacles, the original social force model, single agent reinforcement learning and IMARL algorithm were used to compare the evacuation time of different training times of the same number of people. The experimental data used three algorithms to average the 50 training times for different training times in the same number of people. Figure 15 compares the evacuation times of the three algorithms under different training times for the five obstacle scenarios. As shown in Figure 15 , as the number of training increases, the evacuation time of the original social force model is not affected. The single agent reinforcement learning and IMARL algorithm evacuation time gradually decrease and tend to converge, But the IMARL algorithm converges faster. Figure 16 shows the evacuation time of the three algorithms in the five obstacle scenarios. It can be seen from the Figure16 that as the number of evacuations increases, the evacuation time also increases. The evacuation effect is obviously better with the IMARL algorithm, which effectively shortens the evacuation time. It is more suitable for crowd evacuation simulation and rapid evacuation. The algorithm shows good performance under five obstacle evacuation scenarios. Figure 17 is a schematic diagram of evacuation of 300 people in five obstacle scenarios. Evacuation screenshots of four moments were selected respectively. It can be seen that the IMARL algorithm can be used to avoid obstacles, and the evacuation process is guided. The knowledge of evacuation groups is enhanced by grouping and sharing experience knowledge, and evacuation crowds effectively reduce congestion. Therefore, the IMARL algorithm makes it easier to evacuate and more realistic. 
C. EVACUATION SIMULATION IN COMPLEX SCENES OF THE OFFICE
In the evacuation simulation system, in order to further verify the effectiveness of IMARL algorithm, we use a complex office scene. In complex office scenarios, the evacuation time of different numbers of people is compared by using the original social force model, PSO algorithm, ACO algorithm and IMARL algorithm. The experimental data came from an average of 30 evacuation experiments in different populations. Figure 18 times. Primitive social force model evacuation time is too long, and serious congestion will occur, the utilization rate of exports is low. Ant colony algorithm is prone to stagnation in finding the optimal path, which is not conducive to finding a better solution. Subsequently, more individuals choose the above outlets, resulting in congestion, low utilization rate of exports and increased evacuation time. PSO algorithm is easy to fall into local optimum and is not constrained by individual motion. When the exit congestion time is longer, the individual will choose another exit, which makes the utilization rate of the exit lower and greatly increases the evacuation time. When using IMARL algorithm to plan the evacuation path, the evacuation effect is obvious. IMARL algorithm can effectively shorten the evacuation time, and is more suitable for crowd evacuation and rapid evacuation. Table 4 shows the results of the comparison, and the results show that the evacuation time increases as the population size increases. Our algorithm can avoid the congestion of some outlets and the evacuation effect is better when the optimal path and export of population selection. Figure 20 is the change of crowd number with time in the scene. From Figure 20 , we can see that the original social force model evacuates the crowd very slowly. The PSO algorithm evacuates the crowd quickly in the initial stage, but with the evacuation proceeding, it becomes slower gradually. The ACO algorithm evacuates slowly at the beginning, but slowly at the later stage. Our method evacuates quickly and has obvious advantages. Figure 20 is a graph of evacuation population changing with time. Figure 20 (a) is the evacuation result of primitive social force model. Figure 20 (b) is the evacuation result of our method. It can be seen that our method has greatly improved the evacuation time. Figure 21 is a screen that was intercepted during the evacuation process using our method.
V. CONCLUSIONS
This paper proposes a path planning method based on improved multi-agent reinforcement learning, which improves the convergence speed of multi-agent reinforcement learning. In addition, we propose a new state space representation method to solve the dimensional disaster problem, for example, the social force model is improved, and the cohesive force with visual factors is added to the force formula for the original social force model, making evacuation more realistic. At the same time, combining the path planning method based on improved multi-agent reinforcement learning with the improved social force model, the feasibility of the model is verified on the platform built by the laboratory, which can effectively improve the evacuation efficiency of the crowd. In the future work, we will continue to strengthen the study of learning, and try to combine the perception of deep learning with the decision-making ability of intensive learning, and apply it to the path planning of crowd evacuation.
