This paper is devoted to the functional analytic approach to the problem of existence of Markov processes with Dirichlet boundary condition, oblique derivative boundary condition and first-order Ventcel' boundary condition for second-order, uniformly elliptic differential operators with discontinuous coefficients. More precisely, we construct Feller semigroups associated with absorption, reflection, drift and sticking phenomena at the boundary. The approach here is distinguished by the extensive use of the ideas and techniques characteristic of the recent developments in the Calderón-Zygmund theory of singular integral operators with non-smooth kernels.
Introduction and Main Results
Let Ω be a bounded domain in Euclidean space R N , N ≥ 3, with boundary ∂Ω of class C 1,1 . We consider a second-order, elliptic differential operator A with real discontinuous coefficients of the form
In the case of continuous coefficients a ij (x), an L p Schauder theory has been elaborated for second-order, uniformly elliptic differential operators (see [1] ). However, the situation becomes rather difficult if we try to allow discontinuity on the a ij (x). In fact, it is known (see [2] , [3] , [4] ) that arbitrary discontinuity of the a ij (x) breaks down as the L p Schauder theory, except for the two-dimensional case (N = 2). In order to handle with the multidimensional case (N ≥ 3), additional conditions on the a ij (x) should be required. Here we shall see that the relevant condition is that the coefficients a ij (x) belong to the Sarason class VMO of functions with vanishing mean oscillation. We remark that VMO consists of the John-Nirenberg class BMO of functions with bounded mean oscillation whose integral oscillation over balls shrinking to a point converge uniformly to zero (see Section 2 for the precise definitions and references). Our approach here is distinguished by the extensive use of the Calderón-Zygmund theory of singular integrals (see [5] ). Since second-order elliptic differential operators are pseudo-differential operators only if the coefficients are smooth, we can not make use of the theory of pseudo-differential operators as in the previous work [6] . It should be emphasized that singular integral operators provide a powerful tool to deal with smoothness of solutions of partial differential equations, with minimal assumptions of regularity on the coefficients. Several recent developments in the theory of singular integrals (see [7] , [8] , [9] , [10] ) have made possible further progress in the study of elliptic boundary value problems with discontinuous coefficients and hence in the study of Markov processes. The presentation of these new results is the main purpose of this paper.
Throughout this paper, we assume that the coefficients a ij (x), b i (x) and c(x) of the differential operator A satisfy the following three conditions (1), (2) and (3): (1) a ij (x) ∈ VMO ∩L ∞ (Ω), a ij (x) = a ji (x) for almost all x ∈ Ω and there exist a constant λ > 0 such that
for almost all x ∈ Ω and all ξ ∈ R N . The differential operator A is called a diffusion operator which describes analytically a strong Markov process with continuous paths in the interior Ω such as Brownian motion. Moreover, we consider a first-order, boundary operator of the form
We assume that the coefficients μ(x ), β(x ), γ(x ) and δ(x ) of the boundary operator L satisfy the following four conditions (4), (5) , (6) and (7): (8) n = (n 1 , n 2 , . . . , n N ) is the unit interior normal to the boundary ∂Ω.
The boundary condition L is called a first-order Ventcel' boundary condition (see [11] ). The four terms of L μ(x ) ∂u ∂n , β(x ) · u, γ(x )u, δ(x )(Au| ∂Ω ) are supposed to correspond to the reflection phenomenon, the drift phenomenon along the boundary, the absorption phenomenon and the sticking (or viscosity) phenomenon, respectively. Let C(Ω) be the Banach space of real-valued, continuous functions on the closure Ω = Ω ∪ ∂Ω, equipped with the maximum norm f C(Ω) = max x∈Ω |f (x)|, f ∈ C(Ω).
A strongly continuous semigroup {T t } t≥0 on the space C(Ω) is called a Feller semigroup if it is non-negative and contractive on C(Ω), that is,
It is known (see [12] , [13] ) that if T t is a Feller semigroup on C(Ω), then there exists a unique Markov transition function p t (x, ·) on Ω such that
Furthermore, it can be shown (see [14] ) that the function p t (x, ·) is the transition function of some strong Markov process whose paths are right-continuous and have no discontinuities other than jumps; hence the value p t (x, E) expresses the transition probability that a Markovian particle starting at position x will be found in the set E at time t.
The purpose of this paper is devoted to the functional analytic approach to the problem of existence of Markov processes in probability theory. More precisely, we consider the following problem:
Problem. Conversely, given analytic data (A, L), can we construct a Feller semigroup {T t } t≥0 whose infinitesimal generator A is characterized by (A, L)?
In the previous paper [15] , we have constructed Feller semigroups with Dirichlet conditions for second-order uniformly elliptic integro-differential operators with discontinuous coefficients (see [15, Theorem 1.2] ). Rephrased, we have proved that there exists a Feller semigroup corresponding to such a diffusion phenomenon that a Markovian particle moves both by jumps and continuously in the state space until it dies at the time when it reaches the boundary.
The next theorem asserts that there exists a Feller semigroup corresponding to such a diffusion phenomenon that a Markovian particle moves continuously in the state space, with absorption, reflection, drift and sticking phenomena at the boundary: Here Au and Lu are taken in the sense of distributions.
Assume that the functions μ(x ) and γ(x ) satisfy the following two conditions (H.1) and (H.2):
μ(x ) > 0 on ∂Ω, (H.1) and
Then the operator A is the infinitesimal generator of a Feller semigroup on C(Ω).
The crucial point in the proof of Theorem 1.1 is that we consider the term δ(x )(Au| ∂Ω ) of sticking phenomenon in the boundary condition
as a term of perturbation of the oblique derivative boundary condition (δ(x ) ≡ 0)
To do this, in Section 5 we prove the following generation theorem for Feller semigroups with oblique derivative boundary condition:
where
Here Au and L 0 u are taken in the sense of distributions. Rephrased, Theorem 1.2 asserts that there exists a Feller semigroup corresponding to such a diffusion phenomenon that a Markovian particle moves continuously in the state space, with absorption, reflection and drift phenomena at the boundary.
Assume that the functions μ(x ) and γ(x ) satisfy the conditions (H.1) and (H.2). Then the operator A N is the infinitesimal generator of a Feller semigroup on C(Ω).
The rest of this paper is organized as follows. In Section 2 we recall some basic definitions and results concerning BMO and VMO functions from real analysis. Section 3 provides a brief description of the basic definitions and results about Feller semigroups associated with Markov processes in probability theory, which forms a functional analytic background for the proof of Theorems 1.1 and 1.2. In particular, we formulate a version of the Hille-Yosida theorem adapted to the present context (Theorem 3.1). Moreover, we give two useful criteria in order that a linear operator be the infinitesimal generator of some Feller semigroup (Theorem 3.2 and Corollary 3.3). In Section 4 we consider the Dirichlet problem for the diffusion operator with VMO coefficients in the framework of Sobolev spaces of L p style, and prove an existence and uniqueness theorem for the Dirichlet problem (Theorem 4.1). The uniqueness result in Theorem 4.1 follows from a variant of the Bakel'man-Aleksandrov maximum principle in the framework of Sobolev spaces, essentially due to Bony [16] (Theorem 4.4). In Section 5 we study the oblique derivative problem in the framework of Sobolev spaces of L p style, and prove an existence and uniqueness theorem for the oblique derivative problem with VMO coefficients (Theorem 5.1). The uniqueness result in Theorem 5.1 follows from a variant of the Bakel'man-Aleksandrov maximum principle in the framework of Sobolev spaces due to Lieberman [17] (Theorem 5.3). Subsection 5.3 is devoted to the proof of Theorem 1.2. The purpose of Section 6 is to prove a general existence theorem for Feller semigroups with Ventcel' boundary condition in terms of elliptic boundary value problems (Theorem 6.9), following the main idea of Taira [13] . Intuitively, Theorem 6.9 asserts that we can "piece together" a Markov process on the boundary ∂Ω with A-diffusion in the interior Ω to construct a Markov process on the closure Ω = Ω ∪ ∂Ω. The final Section 7 is devoted to the proof of Theorem 1.1. More precisely, we make use of a generation theorem for Feller semigroups with oblique derivative boundary condition L 0 to verify all the conditions of a version of the Hille-Yosida theorem (Theorem 3.2) for the operator A defined by formula (1.3). In the appendix we formulate various maximum principles for second-order elliptic differential operators with discontinuous coefficients such as the weak and strong maximum principles (Theorems A.1 and A.3) and the boundary point lemma (Lemma A.2) in the framework of Sobolev spaces of L p style.
BMO and VMO Functions
In this section we recall some basic definitions and results concerning BMO and VMO functions on R N from real analysis. For more thorough treatments of this subject, the reader might be referred to Garnett [18] and Torchinsky [19] .
First we let 
if it satisfies the condition (see [20] )
where the supremum is taken over all balls B in R N and f B is the average of
The quantity · * is called the BMO norm. This is not properly a norm, since any function which is constant almost everywhere has zero oscillation. However, it is easy to see that these are the only functions having zero oscillation. Therefore, we view the class BMO as the quotient space of the above space by the space of constant functions. In other words, two functions which differ by a constant coincide as functions in the class BMO. Then it should be emphasized (see [21] ) that the quantity f * defines a norm on the quotient space BMO/R. Next we introduce a subspace of BMO functions whose BMO norm over a ball vanishes as the radius of the ball tends to zero. More precisely, if f ∈ BMO and r > 0, then we let
where the supremum is taken over all balls B with radius ρ ≤ r. A function f ∈ BMO has vanishing mean oscillation, f ∈ VMO, if it satisfies the condition (see [22] ) lim
The function η(r) will be referred as the VMO modulus of f . The assumption that f ∈ VMO means a kind of continuity in the average sense, not in the pointwise sense. It is easy to verify the following two assertions (i) and (ii):
(i) Uniformly continuous functions which belong to BMO are VMO functions.
(ii) VMO is a closed subspace of BMO.
The next theorem collects some important results concerning VMO functions (see [18, 
(ii) f is in the BMO closure of uniformly continuous functions that belong to BMO. (ii) ln |ln |x|| ∈ VMO.
Remark 2.1. Let Ω be a bounded domain of R n , n ≥ 3. Then it should be emphasized that, by replacing the ball B above by the intersection B ∩ Ω we obtain the definitions of BMO(Ω) and VMO(Ω). Given a function defined on Ω that belongs to BMO(Ω) (resp. VMO(Ω)), we can extend it to the whole R N preserving its BMO (resp. VMO) character (see [23, Proposition 1.3] ).
Feller Semigroups and Markov Processes
This section provides a brief description of the basic definitions and results about a class of semigroups, Feller semigroups, associated with Markov processes in probability theory, which forms a functional analytic background for the proofs of Theorems 1.1 and 1.2. In particular, we formulate a version of the HilleYosida theorem adapted to the present context (Theorem 3.1). Moreover, we give two useful criteria in order to prove that a linear operator be the infinitesimal generator of some Feller semigroup (Theorem 3.2 and Corollary 3.3). The results here are adapted from Bony-Courrège-Priouret [24] and Taira [13] .
Markov transition functions
First, we give the precise definition of a transition function which is adapted to our analysis. From the viewpoint of functional analysis, the transition function is something more convenient than the Markov process itself.
Let (K, ρ) be a locally compact, separable metric space and B the σ-algebra (b) p t (·, E) is a Borel measurable function for each t ≥ 0 and E ∈ B.
we have the formula
It should be emphasized that equation (3.1) expresses the idea that a transition from the position x to the set E in time t + s is composed of a transition from x to some position y in time t, followed by a transition from y to the set E in the remaining time s; the latter transition has probability p s (y, E) which depends only on y.
We add a point ∂ to the locally compact space K as the point at infinity if K is not compact, and as an isolated point if K is compact; so the space
Let C(K) be the space of real-valued, bounded continuous functions f on K. The space C(K) is a Banach space with the supremum norm
We introduce a closed subspace of C(K) as follows:
It should be noticed that the space C 0 (K) may be identified with the subspace of C(K ∂ ) which consists of all functions f satisfying f (∂) = 0:
Furthermore, we can extend a Markov transition function p t (x, ·) on K to a Markov transition function p t (x, ·) on K ∂ as follows:
Intuitively, this means that a Markovian particle moves in the space K until it "dies" at which time it reaches the point ∂; hence the point ∂ is called the terminal point.
Feller Semigroups and the Hille-Yosida Theorem
We can associate with each Markov transition function p t (x, ·) a family {T t } t≥0 of bounded linear operators acting on the space C 0 (K), defined by the formula
and the Chapman-Kolmogorov equation (3.1) implies that this family {T t } t≥0 forms a semigroup.
A family {T t } t≥0 of bounded linear operators acting on C 0 (K) is called a Feller semigroup on K if it satisfies the following three conditions (i), (ii) and (iii):
(ii) The family {T t } is strongly continuous in t for each t ≥ 0:
(iii) The family {T t } is non-negative and contractive on C 0 (K):
If {T t } t≥0 is a Feller semigroup on K, we define its infinitesimal generator A by the formula
provided that the limit (3.2) exists in C 0 (K). More precisely, the infinitesimal generator A is a linear operator from the space C 0 (K) into itself defined as follows.
(1) The domain D(A) is the set
The next theorem is a version of the Hille-Yosida theorem [25] adapted to the present context (see [13, Theorem 9.3 
Following [13] , we recall two useful criteria in terms of the maximum principle in order that a linear operator be the infinitesimal generator of some Feller semigroup (see [13, Theorem 9. 
(β) There exists an open and dense subset
takes a positive maximum at a point x 0 of K 0 , then we have the inequality
Then the operator B is closable in C(K).
(ii) Let B be as in part (i), and further assume that the following two conditions (β ) and (γ) are satisfied:
Then the minimal closed extension B of B is the infinitesimal generator of some Feller semigroup on K.

Corollary 3.3. Let A be the infinitesimal generator of a Feller semigroup on a compact metric space K and let B be a bounded linear operator on C(K) into itself. If either B or C = A + B satisfies condition (β ) of Theorem 3.2, then the operator C is the infinitesimal generator of some Feller semigroup on K.
The Dirichlet Problem
In this section we consider the Dirichlet problem for the diffusion operator with VMO coefficients in the framework of Sobolev spaces of L p style, and prove an existence and uniqueness theorem for the Dirichlet problem (Theorem 4.1). The uniqueness result in Theorem 4.1 follows from a variant of the Bakel'manAleksandrov maximum principle in the framework of Sobolev spaces, essentially due to Bony [16] (Theorem 4.4). The function spaces we shall treat here are the Sobolev spaces W k,p (Ω) and the Besov spaces B k−1/p,p (∂Ω) which enter naturally in connection with elliptic boundary value problems in the framework of Sobolev spaces of L p style. For more thorough treatments of this subject, the reader might be referred to Adams-Fournier [26] , Bergh-Löfström [27] and Triebel [28] .
Formulation of the Dirichlet Problem
An open set Ω in R N is said to be of class C 1,1 if its boundary ∂Ω can be locally represented as the graph of a C 1 function whose first-order partial derivatives are all Lipschitz continuous. It should be emphasized that VMO functions are invariant under C 1,1 -diffeomorphisms (see [23, Proposition 1.3] ). Let Ω be a bounded domain in Euclidean space R N , N ≥ 3, with boundary ∂Ω of class C 1,1 . If 1 < p < ∞ and if k = 1 or k = 2, we define the Sobolev space
and the boundary space B 2−1/p,p (∂Ω) = the space of the boundary values γ 0 u of functions
In the boundary space B 2−1/p,p (∂Ω), we introduce a norm
It is known (see [26] , [27] , [28] ) that the space B 2−1/p,p (∂Ω) is a Besov space. Moreover, it should be emphasized (see [26, Theorem 5.37 
may be characterized as follows:
In this subsection we consider the following non-homogeneous Dirichlet problem: Given functions f (x) and ϕ(x ) defined in Ω and on ∂Ω, respectively, find a function u(x) in Ω such that
The next theorem is a generalization of Bony [16, Théorème 3] to the VMO case: If we associate with problem (4.1) a continuous linear operator
then we obtain from Theorem 4.1 that the mapping A is an algebraic and topological isomorphism. Indeed, the continuity of the inverse of A follows immediately from an application of Banach's open mapping theorem.
Proof of Theorem 4.1
The proof of Theorem 4.1 is divided into four steps.
Step 1: Our proof is essentially based on the following existence and uniqueness theorem for the homogeneous Dirichlet problem due to Chiarenza-FrascaLongo [8, Theorems 4.3 and 4.4] (see also [7] ): [26, Theorem 7 .39]). Hence we obtain the following existence and uniqueness theorem for the non-homogeneous Dirichlet problem:
Theorem 4.2. Let 1 < p < ∞ and
We recall that a linear operator T from a Banach space X into a Banach space Y is called a Fredholm operator if it satisfies the following five conditions (i) through (v):
(ii) T is a closed operator.
Then the index of T is defined by the formula
If we associate with problem (4.3) a continuous linear operator
then Corollary 4.3 asserts that the mapping A 0 is an algebraic and topological isomorphism. In particular, we have, for 1 < p < ∞,
Step 2: If we let
then it is clear that the operator
is continuous. However, it follows from an application of the Rellich and Kondrachov theorem (see [1, Theorem 7.26] ) that the injection
Hence we find that the mapping
is compact. Therefore, we obtain that the mapping
is a Fredholm operator with index zero, since we have, by assertion (4.4), ind A = ind A 0 = 0.
Step 3: On the other hand, the uniqueness result in Theorem 4.1 follows from a variant of the Bakel'man-Aleksandrov maximum principle in the framework of Sobolev spaces due to Bony [16, Théorème 2]:
then we have the inequality By applying Theorem 4.4 to the functions ±u(x), we obtain that
This proves that the mapping
is injective for N < p < ∞. Hence it is also surjective for N < p < ∞, since we have
Step 4: Summing up, we have proved that the mapping
is an algebraic and topological isomorphism for N < p < ∞. Now the proof of Theorem 4.1 is complete.
The Oblique Derivative Case
In this section we study the oblique derivative problem in the framework of Sobolev spaces of L p style, and prove an existence and uniqueness theorem for the oblique derivative problem with VMO coefficients (Theorem 5.1). The uniqueness result in Theorem 5.1 follows from a variant of the Bakel'manAleksandrov maximum principle in the framework of Sobolev spaces due to Lieberman [17] (Theorem 5.3). Moreover, we construct a Feller semigroup associated with absorption, reflection and drift phenomena at the boundary (Theorem 1.2).
Formulation of the Oblique Derivative Problem
In this section, we consider an oblique derivative boundary operator of the form
The purpose of this subsection is to prove an existence and uniqueness theorem for the following non-homogeneous oblique derivative problem in the framework of Sobolev spaces of L p style:
Our starting point is the following existence and uniqueness theorem for the non-homogeneous oblique derivative problem with VMO coefficients: 
If we associate with problem (5.2) a continuous linear operator
then we obtain from the trace theorem (see [26, Remarks 7 .45]) and Theorem 5.1 that the mapping A N (α) is an algebraic and topological isomorphism, for any α ≥ 0. Indeed, the continuity of the inverse of A N (α) follows immediately from an application of Banach's open mapping theorem.
Proof of Theorem 5.1
The proof of Theorem 5.1 is divided into four steps. First, since n is the unit interior normal to the boundary ∂Ω, it follows that
Therefore, we find that condition (H.1) is equivalent to the condition that the directional derivative associated with L 0 is nowhere tangential to the boundary ∂Ω.
Step 1: Our proof is based on the following existence and uniqueness theorem for the non-homogeneous oblique derivative problem (see [29, Theorem 4.1], [30] ): 
If we associate with problem (5.3) a continuous linear operator
then we obtain from the trace theorem (see [26, Remarks 7 .45]) and Theorem 5.2 that the mapping A 0 (α) is an algebraic and topological isomorphism, for any α ≥ 0. In particular, we have, for all α ≥ 0,
then it follows that the operator
is compact. It should be noticed that
Therefore, we obtain that the mapping
is a Fredholm operator with index zero, for any α ≥ 0, since we have, by Theorem and assertion (5.4),
Step 3: On the other hand, the uniqueness result in Theorem 5.1 follows from an application of the Bakel'man and Aleksandrov maximum principle (see [ 
Proof. First, it should be noticed that we have, by Sobolev's imbedding theorem (see [26, Theorem 4 .12, Part II]),
We have only to consider the case where u(x) is not a constant function in Ω. We assume, to the contrary, that u(x) takes a non-positive minimum at a point x 0 ∈ Ω. If we let
Hence, by applying the strong maximum principle to the function v(x) we obtain that, for some boundary point x 0 ∈ ∂Ω,
Moreover, it follows from an application of the Hopf boundary point lemma (Lemma A.2) that ∂v ∂n
By conditions (H.1) and (H.2), this implies that
This contradiction proves that u(x) > 0 on Ω. The proof of Theorem 5.3 is complete.
By applying Theorem 5.3 to the functions ±u(x), it follows that we have, for α ≥ 0,
is injective for any α ≥ 0 if N < p < ∞. Hence it is also surjective for any α ≥ 0 if N < p < ∞, since we have, for any α ≥ 0,
is an algebraic and topological isomorphism for any α ≥ 0 if N < p < ∞. Now the proof of Theorem 5.1 is complete.
Proof of Theorem 1.2
In order to prove Theorem 1.2, it suffices to verify all conditions (a) through (d) in Theorem 3.1 with
The proof of Theorem 1.2 is divided into four steps.
Step 1: First, we prove that, for each α ≥ 0, the equation (αI − A)u = f has a unique solution u ∈ D(A N ) for any f ∈ C(Ω).
By applying Theorem 5.1, we obtain that the oblique derivative problem
Hence we have
By formula (1.4), this proves that
Step 2: Secondly, we prove that, for each α ≥ 0, the Green operator
−1 is non-negative on the space C(Ω):
More precisely, we prove the following assertion:
Since we have
This contradiction proves that either u(x) is a positive constant function or
Step 3: Thirdly, we prove that, for each α > 0, the Green operator G 
If we let
By applying Theorem 5.3 to the function −v(x), we arrive at a contradiction that max
This proves that max 
Step 5: Finally, we prove that the domain D(A N ) is dense in C(Ω). More precisely, we prove that, for each u ∈ C(Ω), we have
(5.6)
Step 
Proof. First, it follows from an application of the Weierstrass approximation theorem that there exists a polynomial g(x) such that
Secondly, we can construct a function h(x) ∈ C 2 (Ω) such that
This implies that
Therefore, it is easy to verify that the function v(x) = g(x) − h(x) satisfies the desired conditions (5.7). The proof of Lemma 5.4 is complete.
Step 5-2:To prove assertion (5.
By Theorem 5.1, we find that the oblique derivative problem
then it is easy to verify that the operator G N α is an extension of G N α to L p (Ω). Moreover, just as in Steps 2 and 3 we can prove the following two assertions (A) and (B):
Thus, if we let
and so
By applying Theorem 5.1 to the function w(x) − v(x), we obtain that w − v = 0 in Ω. This implies that
Therefore, the desired assertion (5.6) for any v ∈ C 2 (Ω) such that L 0 v = 0 follows from an application of assertion (B), since we have, for all α > 0,
Now the proof of Theorem 1.2 is complete.
Proof of Remark 1.2
Finally, we prove that the domain
We let
In order to prove Remark 1.2, it suffices to show that
First, it follows that
Then, since we have v, Av ∈ C(Ω) ⊂ L p2 (Ω), it follows from an application of Theorem 5.1 with p := p 2 that there exists a unique function u ∈ W 2,p2 (Ω) such
Therefore, by applying again Theorem 5.1 with p := p 1 we obtain that u−v = 0, so that v = u ∈ W 2,p2 (Ω). This implies that v ∈ D p2 . The proof of Remark 1.2 is complete.
Feller Semigroups and Boundary Value Problems
The purpose of this section is to prove a general existence theorem for Feller semigroups in terms of boundary value problems (Theorem 6.9), following the main idea of Taira [13, Section 9.6] (see Bony-Courrège-Priouret [24] and SatoUeno [32] ). Intuitively, Theorem 6.9 asserts that we can "piece together" a Markov process on the boundary ∂Ω with A-diffusion in the interior Ω to construct a Markov process on the closure Ω = Ω ∪ ∂Ω.
Green Operators and Harmonic Operators
Let N < p < ∞ and α > 0. Since we have
by applying Theorem 4.1 to the operator A−α we obtain that, for any f ∈ C(Ω) and any ϕ ∈ C 2 (∂Ω) the Dirichlet problem
. Therefore, we can introduce two linear operators
and
as follows.
3)
Here it should be noticed that we have, by Sobolev's imbedding theorem (see [26, Theorem 4.12 
and, by an imbedding theorem for Besov spaces (see [26, Theorem 7 .34]), (c) For all α, β > 0, the resolvent equation holds:
In other words, we have the assertion
(
ii) (e) The harmonic operators H α , α > 0, can be uniquely extended to non-negative, bounded linear operators on C(∂Ω) into C(Ω), denoted again by
f ) For any ϕ ∈ C(∂Ω), we have the assertion
(g) For all α, β > 0, we have the equation
Proof. (i) Assertion (a):
First, we show that the operators G 0 α are non-negative for all α > 0: 
Assertion (c):
This is an immediate consequence of the uniqueness theorem for problem (6.1) (Theorem 4.1). Indeed, it follows that the function
satisfies the equation
and the boundary condition u = 0 on ∂Ω.
By applying Theorem 4.1 to the operator A − α, we obtain that u = 0 in Ω.
This proves the resolvent equation (6.5) for f ∈ C(Ω).
Assertion (d): First, let f (x) be an arbitrary function in C(Ω) satisfying f = 0 on ∂Ω. Then it follows from the uniqueness theorem for problem (6.1) that we have, for all α, β,
Thus we have, by estimate (6.4),
To prove assertion (6.6), let f (x) be an arbitrary function in C(Ω) and x 0 an arbitrary point of Ω. Take a function ψ(
near the boundary ∂Ω.
Then it follows from the non-negativity of G 0 α and estimate (6.4) that
However, by applying assertion (6.7) to the function 1 − ψ(x) we obtain that
In view of inequalities (6.9), this implies that
Thus, since we have
Therefore, by applying assertion (6.7) to the function (1 − ψ(x))f (x) we obtain that
(ii) Assertion (e): First, let ϕ(x ) be an arbitrary function in C 2 (∂Ω) such that ϕ ≥ 0 on ∂Ω. Then we have
Therefore, byapplying Theorem 4.4 (the weak maximum principle) with A := A − α to the function u := −H α ϕ we obtain that
This proves the non-negativity of H α . In order to prove the boundedness of H α
since H α is non-negative.
To do this, we remark that the function H α 1 − 1 satisfies the conditions
Therefore, by applying Theorem 4.4 with A := A − α and u := H α 1 − 1 we obtain that
Since the space C 2 (∂Ω) is dense in C(∂Ω), it follows that the operator H α : C 2 (∂Ω) → C(Ω) can be uniquely extended to a non-negative, bounded linear operator, denoted again by
Assertion (f ): This follows from formula (6.3), since the space C 2 (∂Ω) is dense in C(∂Ω) and since the operator
Assertion (g): We find from the uniqueness theorem for problem (6.3) (Theorem 4.1) that formula (6.8) holds for all ϕ ∈ C 2 (∂Ω). Hence it holds true for all ϕ ∈ C(∂Ω), since the space C 2 (∂Ω) is dense in C(∂Ω) and since the operators G 0 α and H α are bounded.
The proof of Theorem 6.1 is now complete.
Summing up, we have the following diagrams for the operators G
General Boundary Value Problems
Let L be a first-order, Ventcel' boundary condition of the form (1.2)
In this subsection we consider the following general boundary value problem in the framework of the spaces of continuous functions:
To do this, we introduce three linear operators associated with problem (6.10).
(I) First, we introduce a linear operator
(a) The domain D(A) of A is the space
Then we have the following:
Lemma 6.2. The operator A is a densely defined, closed linear operator in the space C(Ω).
Proof. First, by the definition of A and A N it follows that
This proves the density of the domain D(A) in C(Ω), since the domain D(A N )
is dense in C(Ω) (see assertion (5.6)).
D(A)
Now, let (u, v) be an arbitrary element of the product space C(Ω) ⊕ C(Ω) such that there exists a sequence {u n } ⊂ A which satisfies the conditions
Then we have, by the boundedness of
and also
This proves that u = αG
Thus, by applying the operator α − A to the both hand sides of formula (6.11) we obtain that
Summing up, we have proved that
This proves the closedness of A.
The proof of Lemma 6.2 is complete. 
(ii) For any ϕ ∈ C(∂Ω), we have the assertion
This implies assertion (6.12).
Assertion (ii):
If ϕ ∈ C(∂Ω), we can find a sequence {ϕ j } in the space
Hence, we have, by the boundedness of H α ,
However, it follows that
Therefore, we have proved that
This proves assertion (6.13), since the operator A is closed. The proof of Lemma 6.3 is complete.
Corollary 6.4. Every function u in D(A) can be written in the form
Proof. We let Therefore, we can apply Theorem 4.1 to the operator A − α to obtain that
This proves formula (6.14).
The proof of Corollary 6.4 is complete.
(II) Secondly, we introduce a linear operator
The operator LG 0 α : C(Ω) → C(∂Ω) can be visualized as follows:
Here it should be emphasized that we have, by Sobolev's imbedding theorem (see [26, Theorem 4.12 
Proof. Let f be an arbitrary function in D(LG
on ∂Ω, and so
This proves that the operator LG 0 α is non-negative. By the non-negativity of LG 0 α , we have, for all f ∈ D(LG 0 α ),
This implies the boundedness of LG 0 α with norm
The proof of Lemma 6.5 is complete.
Remark 6.2. Similarly, we can prove that the operators
are non-negative and bounded for all α > 0, with norm
This can be visualized as follows:
The next lemma states a fundamental relationship between the operators LG 0 α and LG 0 β for α, β > 0: Lemma 6.6. For any α, β > 0, we have the equation
Proof. We have, by the resolvent equation (6.5),
Therefore, formula (6.15) follows by applying the operator L to the both hand sides of equation (6.5).
The proof of Lemma 6.6 is complete.
LG
Indeed, it suffices to note that the function
is a unique solution of the Dirichlet problem (α − A)u = 0 almost everywhere in Ω, u = 0 on ∂Ω.
(III) Finally, we introduce a linear operator
The operator LH α : C(∂Ω) → C(∂Ω) can be visualized as follows:
Then we have the following: 
by applying the weak maximum principle (Theorem 4.4) with A := A − α to the function H α ψ, we find that the function H α ϕ takes its positive maximum at a boundary point x 0 ∈ ∂Ω. Thus we can apply the Hopf boundary point lemma (Lemma A.2) to obtain that
However, it should be noticed that the coefficients of the boundary condition L satisfy the conditions
This verifies condition (β ) of Theorem 3.2. Therefore, Lemma 6.7 follows from an application of Theorem 3.2.
Remark 6.4. The operator LH α enjoys the following property:
If a function ϕ in the domain D LH α takes its positive maximum at some point x 0 of ∂Ω, then we have the inequality
The next lemma states a fundamental relationship between the operators LH α and LH β for α, β > 0: 
Proof. Let ϕ be an arbitrary function in D(LH β ), and choose a sequence
Then it follows from the boundedness of H β and LG 0 α that
Therefore, by using formula (6.8) with ϕ := ϕ j we obtain that
Since the operator LH α is closed, it follows that
General Existence Theorem for Feller Semigroups
Now we can give a general existence theorem for Feller semigroups on ∂Ω in terms of boundary value problem (6.10). 
19). This proves assertion (i).
Assertion (ii): We apply part (ii) of Theorem 3.2 with K := ∂Ω to the operator LH α . To do this, it suffices to show that the operator LH α satisfies condition (γ) of the same theorem, since it satisfies condition (β ), as is shown in the proof of Lemma 6.7.
By the uniqueness theorem for problem (6.1) (Theorem 4.1), it follows that every function u ∈ W 2,p (Ω) which satisfies the equation
Thus we find that if there exists a solution u ∈ W 2,p (Ω) of problem (6.19) for a function ϕ ∈ C(∂Ω), then we have
Therefore, if there exists a constant λ ≥ 0 such that problem (6.19) has a solution u in W 2,p (Ω) for any ϕ in some dense subset of C(∂Ω), then the range R (λI − LH α ) is dense in C(∂Ω). This verifies condition (γ) (with α 0 := λ) of Theorem 3.2. Hence assertion (ii) follows from an application of the same theorem.
The proof of Theorem 6.9 is complete.
We conclude this subsection by giving a precise meaning to the boundary conditions Lu for functions u in the domain D(A).
where D is the common domain of the operators LH α , α > 0 (see Lemma 6.8) . 
Then we define the boundary condition Lu by the formula Proof. Assume that
where α > 0, β > 0. Then it follows from formula (6.15) with f := (αI − A)u and formula (6.18) with ψ := u| ∂Ω that
However, the last term of formula (6.21) vanishes. Indeed, it follows from formula (6.15) with f := u that
Therefore, we obtain from formula (6.21) that
This proves Lemma 6.10.
Proof of Remark 6.1
is independent of N < p < ∞. We let
In order to prove Remark 6.1, it suffices to show that
, it follows from an application of Theorem 4.1 with p := p 2 that
Moreover, we can find a sequence {ϕ j } in C 2 (∂Ω) such that
Then we have
However, since A :
Therefore, by applying Corollary 6.4 we obtain that
This implies that v ∈ D p2 . The proof of Remark 6.1 is complete.
Proof of Theorem 1.1
This section 7 is devoted to the proof of Theorem 1.1. The crucial point in the proof is that we consider the term δ(x )(Au| ∂Ω ) of sticking phenomenon in the Ventcel' boundary condition (1.2)
as a term of perturbation of the oblique derivative boundary condition (5.1)
More precisely, we make use of a generation theorem for Feller semigroups with oblique derivative boundary condition L 0 to verify all the conditions of a version of the Hille-Yosida theorem adapted to the present context (Theorem 3.2) for the operator A defined by formula (1.3). We apply part (ii) of Theorem 3.2 to the operator A. The proof is divided into eight steps.
Step 1: First, we prove that
The operator L 0 H α is the generator of some Feller semigroup on ∂Ω, for any sufficiently large α > 0.
To do this, we apply Theorem 6.9 with L := L 0 . By applying Theorem 5.1, we obtain that the oblique derivative problem
Here it should be noticed that we have, by an imbedding theorem for Besov spaces (see [26, Theorem 7 .34]),
Therefore, it follows that, for any function ϕ ∈ B 1−1/p,p (∂Ω) there exists a unique function ψ ∈ B 2−1/p,p (∂Ω) such that L 0 (H α ϕ) = ψ. This implies that the range R(L 0 H α ) is a dense subset of C(∂Ω). Hence, by applying part (ii) of Theorem 6.9 with λ := 0 we obtain that the operator L 0 H α generates a Feller semigroup on ∂Ω, for any α > 0.
Step 2: Next we prove that
The operator LH α generates a Feller semigroup on ∂Ω, for any α > 0.
To do this, we apply Corollary 3.3 with K := ∂Ω to the operator LH α , α > 0. By formula (6.13), it follows that the operator LH α can be written in the form
is a bounded linear operator on C(∂Ω) into itself. However, we find that the operator M satisfies condition (β ) of Theorem 3.2:
Therefore, it follows from an application of Corollary 3.3 with A := L 0 H α M := −αδ(x ) that the operator LH α also generates a Feller semigroup on ∂Ω.
Step 3: Now we prove that
The equation
has a unique solution ψ in D(LH α ) for any ϕ ∈ C(∂Ω); hence the inverse LH α −1 of LH α can be defined on the whole space C(∂Ω).
Furthermore, the operator −LH α −1 is non-negative and bounded on C(∂Ω).
Since the function H α 1 takes its positive maximum 1 only on the boundary ∂Ω, we can apply the Hopf boundary point lemma (Lemma A.2) to obtain that
Hence it follows from inequality (7.2) that
Furthermore, by using Corollary 3.3 with
we obtain that the operator LH α + α I is the infinitesimal generator of some Feller semigroup on ∂Ω. Therefore, since α > 0, it follows from an application of part (i) of Theorem 3.1 with A := LH α + α I that the equation
has a unique solution ψ ∈ D(LH α ) for any ϕ ∈ C(∂Ω), and further that the operator −LH α −1 = α I − (LH α + α I) −1 is non-negative and bounded on the space C(∂Ω) with norm
Step 5: The non-negativity of G α (α > 0) follows immediately from formula (6.21), since the operators G 0 α , H α , −LH α −1 and LG 0 α are all non-negative.
Step 6: We prove that the operator G α is bounded on the space C(Ω) with norm
To do this, it suffices to show that
since G α is non-negative on C(Ω). First, it follows from the uniqueness property of solutions of problem (6.1) (Theorem 4.1) that
Indeed, it suffices to note that the both hand sides of formula (7.8) have the same boundary value 1 and satisfy the same equation
Applying the operator L to the both hand sides of formula (7.8), we obtain that 
Using formula (7.3) with f := 1, inequality (7.9) and formula (7.8), we obtain that
since the operators H α and G 0 α are non-negative.
Step 7: Finally, we prove that The domain D(A) is dense in the space C(Ω).
(7.10)
Step 7-1: Before the proof, we need some lemmas on the behavior of G 
Moreover, we obtain that
In view of inequality (6.16) with ϕ := 1, this implies that the function u = (H 1 1) m satisfies condition (7.13b) for m sufficiently large.
Finally, it is easy to verify that
Indeed, since (A − 1)H 1 1 = 0 in Ω and H 1 1 ∈ C 1 (Ω), it suffices to note that
Take a function u in W 2,p (Ω) satisfying conditions (7.13a), (7.13b) and (7.13c), and choose a neighborhood U of ∂Ω, relative to Ω, with smooth boundary ∂U such that u ≥ 1 2 on U. (7.14) Recall that the function H α 1 converges to zero in Ω monotonically as α → +∞.
Since we have u| ∂Ω = H α 1| ∂Ω = 1, by using Dini's theorem we can find a constant α > 1 (depending on u and hence on K) such that
It follows from inequalities (7.14) and (7.15b) that
Thus, by applying the weak maximum principle (Theorem 4.4) with A := A − α to the function H α 1−u we obtain that the function H α 1−u may take its positive maximum only on the boundary ∂U . However, conditions (7.13a) and (7.15a) imply that
Therefore, we have
The proof of Lemma 7.2 is complete.
Proof. Since μ(x ) > 0 on ∂Ω, by Lemma 7.2 it follows that the function
diverges to −∞ monotonically as α → +∞. By Dini's theorem, this convergence is uniform in x ∈ ∂Ω. Hence we obtain that the function
converges to zero uniformly in x ∈ ∂Ω as α → +∞. This implies that
−→ 0 as α → +∞, since we have
The proof of Corollary 7.3 is complete.
Step 7-2: Proof of Assertion (7.10) In view of formula (7.4) and inequality (7.6), it suffices to prove that lim α→+∞ αG α f − f C(Ω) = 0, f ∈ C 2 (Ω), (7.16) since the space C 2 (Ω) is dense in C(Ω). First, we remark that
Thus, in view of assertion (7.11) it suffices to show that Take a constant β such that 0 < β < α, and write
where (cf. formula (6.14)):
Then we have LG Moreover, by using the resolvent equation (6.5) with f := g ∈ L ∞ (Ω) and the equation (6.8) , we obtain that
Therefore, it follows that
LG Hence the second term on the last inequality (7.18) also converges to zero as α → +∞. It is clear that the third term on the last inequality (7.18) converges to zero as α → +∞. This completes the proof of assertion (7.17) and hence of assertion (7.16).
Step 8: Summing up, we have proved that the operator A, defined by formula (7.5), satisfies conditions (a) through (d) in Theorem 3.2. Hence it follows from an application of the same theorem that the operator A is the infinitesimal generator of some Feller semigroup on Ω.
The proof of Theorem 1.1 is now complete. Here the boundary condition L 1 of Robin type is given by the formula
Concluding Remarks
where the coefficients μ(x ) and γ(x ) satisfy the following three conditions (i), (ii) and (iii):
(i) μ(x ) is a smooth function on ∂Ω and μ(x ) ≥ 0 on ∂Ω.
(ii) γ(x ) is a smooth function on ∂Ω and γ(x ) ≤ 0 on ∂Ω.
(iii) μ(x ) + |γ(x )| > 0 on ∂Ω.
It should be emphasized that L 1 becomes a degenerate boundary condition from an analytical point of view. This is due to the fact that the so-called ShapiroLopatinskii complementary condition is violated at the points x ∈ ∂Ω where μ(x ) = 0.
A The Maximum Principle
In this appendix we formulate various maximum principles for second-order elliptic differential operators with discontinuous coefficients such as the weak and strong maximum principles (Theorems A.1 and A.3) and the Hopf boundary point lemma (Lemma A.2) in the framework of Sobolev spaces of L p . The results here are adapted from Bony [16] and also Taira [13] .
Let Ω be a bounded domain in Euclidean space R N , N ≥ 2, with boundary ∂Ω of class C 1,1 . We consider a second-order elliptic differential operator A with real discontinuous coefficients of the form
More precisely, we assume that the coefficients a ij (x), b i (x) and c(x) of the differential operator A satisfy the following three conditions (1), (2) and (3):
, a ij (x) = a ji (x) for almost all x ∈ Ω and there exist a constant λ > 0 such that
for almost all x ∈ Ω and all ξ ∈ R N . If u(x) attains a non-negative maximum at an interior point x 0 of Ω, then it is a (non-negative) constant function.
