We used a mouse model of the schizophrenia-predisposing 22q11.2 microdeletion to evaluate how this genetic lesion affects cortical neural circuits at the synaptic, cellular, and molecular levels. Guided by cognitive deficits, we demonstrated that mutant mice display robust deficits in high-frequency synaptic transmission and short-term plasticity (synaptic depression and potentiation), as well as alterations in long-term plasticity and dendritic spine stability. Apart from previously reported reduction in dendritic complexity of layer 5 pyramidal neurons, altered synaptic plasticity occurs in the context of relatively circumscribed and often subtle cytoarchitectural changes in neuronal density and inhibitory neuron numbers. We confirmed the pronounced DiGeorge critical region 8 (Dgcr8)-dependent deficits in primary micro-RNA processing and identified additional changes in gene expression and RNA splicing that may underlie the effects of this mutation. Reduction in Dgcr8 levels appears to be a major driver of altered short-term synaptic plasticity in prefrontal cortex and working memory but not of long-term plasticity and cytoarchitecture. Our findings inform the cortical synaptic and neuronal mechanisms of working memory impairment in the context of psychiatric disorders. They also provide insight into the link between micro-RNA dysregulation and genetic liability to schizophrenia and cognitive dysfunction.
Introduction
Carriers of deletions in chromosome 22q11.2, which predominantly occur de novo, exhibit a spectrum of cognitive deficits in children (Kates et al., 2007) and develop into schizophrenia (SCZ) in adulthood at a rate of 25-30% . Recurrent 22q11.2 deletions account for as many as 1-2% of cases of sporadic SCZ Xu et al., 2008) and exemplify the important contribution of rare mutations to disease susceptibility (Xu et al., , 2012a Rodriguez-Murillo et al., 2012) . Importantly, there are no major clinical differences in the core SCZ phenotype between individuals with SCZ who are 22q11.2 microdeletion carriers and those who are not (Bassett et al., 1998 (Bassett et al., , 2003 .
Individuals with SCZ show deficits in specific cognitive domains, and severity of cognitive dysfunction is the most critical determinant of functional outcome in SCZ, even more so than the severity of psychotic symptoms (Barch and Ceaser, 2012) . One common denominator to such deficits may be impaired function and connectivity of the prefrontal cortex (PFC), a brain area that affects multiple cognitive functions Barch and Ceaser, 2012) . Diminished PFC function may also increase susceptibility to psychopathology by failing to buffer disease effects on perception and affect. Our previous behavioral analysis implicated PFC dysfunction and disconnectivity in a mouse model of the 22q11.2 deletion [Df(16) A ϩ/ Ϫ mice; Sigurdsson et al., 2010] , and analysis of the PFC of mice deficient for the DiGeorge critical region 8 (Dgcr8) gene, a micro-RNA (miRNA) processor gene located within the 22q11.2 locus, revealed robust deficits in high-frequency short-term synaptic plasticity . However, a comprehensive analysis of the effect of the 22q11.2 deletion or any other genuine SCZ-predisposing mutation on the structure and function of PFC circuitry remains forthcoming .
Here we show that layer 5 (L5) pyramidal neurons from mutant mice display robust alterations in short-term synaptic depression (STD) and potentiation (STP) after physiologically preceded by and followed by a 180 s interval. Twenty-four hours later, the contextual test took place. Mice were returned to the same chambers, and, in the absence of any discrete stimulus, they were observed for 480 s. The test of conditioned response to the CS was conducted after another 24 h. Mice then had a 180 s acclimation period, followed by 480 s of the CS tone. The tone test was conducted in a different context. White and pink plastic inserts were used to cover the walls and the floors, and a different scent than the one used previously (orange) was placed beneath the floors. Freezing was measured on all days of the experiment. Digital cameras mounted directly above the chambers were used to capture images of the animals. Successive frames were compared to evaluate the freezing behavior. The percentage of time spent freezing was then compared between genotypes.
Immunohistochemical analysis of laminar organization. We used brains from 8-week-old males, perfused with PBS and 4% paraformaldehyde (PFA) , that were postfixed in PFA overnight. Vibratome sections (60 m thickness) were washed three times in PBS and blocked in PBS with 0.4% Triton X-100 and goat serum at room temperature for 3 h. Primary antibodies were incubated overnight at 4°C. After washing, samples were incubated with appropriate secondary antibodies for 3 h at room temperature. Primary antibodies used included the following: NeuN (mouse, 1:200; BD Bioscience), parvalbumin (PV) (rabbit, 1:500; Swant), and calbindin (CB) (rabbit, 1:300; Swant). All secondary antibodies (goat; Invitrogen) were used at a concentration of 1:500. Confocal images were obtained blind to genotype with the LSM 510 using a Carl Zeiss 20ϫ objective lens.
Images acquired for the NeuN puncta analysis were taken with sequential acquisition setting at 2048 ϫ 2048 pixel resolution as single image from the prelimbic area of medial PFC (mPFC). A total of 16 images from six male mice were analyzed for each genotype. The cortical layers were identified by NeuN immunostaining and Nissl staining (Invitrogen) , and the cortical thickness was divided into seven bins (bin 1, marginal zone and L1; bin 2, L2; bin 3, L3; bins 4 and 5, L5; bins 6 and 7, L6). Some bins in same layer were evenly divided. The region of interest was defined by a 500 m line parallel to the cortical layer. The particle measurement feature was then used, with a same setting of minimal puncta size and threshold, to count the number of discrete puncta in the image.
Images acquired for the PV and CB puncta analysis were taken with a z-series projection of 13 images, with 3.0 m depth intervals, using the same settings for pinhole size, brightness, and contrast. Data were analyzed by counting the number of puncta in a z-series projection images. A total of 16 images from six male mice were analyzed for each genotype. The cortical layers were identified by NeuN immunostaining and Nissl staining (Invitrogen), and the cortical thickness was divided into seven bins (bin 1, marginal zone and L1; bin 2, L2; bin 3, L3; bins 4 and 5, L5; bins 6 and 7, L6). Some bins in same layer were evenly divided. The region of interest was defined by a 500 m line parallel to the cortical layer. The particle measurement feature was then used, with a same setting of minimal puncta size and threshold, to count the number of discrete puncta in the image.
Analysis of dendritic architecture and spine morphology of pyramidal cells in the mPFC. Df(16)A
ϩ/Ϫ mice were crossed to the Thy1-GFP/M mouse line. Adult male littermates, Df(16)A ϩ/Ϫ ;Thy1-GFP/M and WT; Thy1-GFP/M, at 2-3 months of age, were anesthetized and transcardially perfused with 1ϫ PBS, followed by 4% PFA in PBS. Brains were postfixed in 4% PFA and then sectioned coronally at 100 m on a vibratome (Leica). Sections were mounted and images were obtained on a Carl Zeiss LSM 510 laser-scanning confocal microscope. L5 pyramidal neurons were almost exclusively labeled in the mPFC of the mice, throughout the cell body and the dendritic tree. Ten times, 20ϫ, 40ϫ, and 63ϫ oilimmersion objectives were used, and stack images of GFP-labeled neurons were obtained. GFP-labeled neurons were measured for a number of morphological variables as described previously (Lai et al., 2006) . Traced dendritic images were imported into NIH ImageJ (http://rsb.info. nih.gov/ij/). Quantification of spine density, length, and width was performed first with auto tracing, followed by manual correction using Neuron Studio Software (Wearne et al., 2005) . The length of the entire spine (including head and neck) was measured as the distance of a straight line with the shortest distance from the farthest tip of the spine head to the dendritic shaft. Spine width was measured as the distance of a straight line drawn across the widest part of the spine head. Total spine density was assessed by Student's t test. Distributions of the length and width of mushroom spines were compared using the KolmogorovSmirnov test.
Electrophysiology in mPFC slice preparations. Experiments were performed on 4-to 6-week-old mice. Isoflurane was used to anesthetize mice that were then decapitated. After a skull incision, the brain was removed and placed in ice-cold dissecting solution (in mM): 195 sucrose, 10 NaCl, 2.5 KCl, 1 NaH 2 PO 4 , 25 NaHCO 3 , 10 glucose, 4 MgSO 4 , and 0.5 CaCl 2 . The cerebellum and part of the hippocampus (HPC) were removed, and coronal brain sections were cut on a vibratome (Leica VT1200S). The freshly cut mPFC slices were immediately transferred to an interface chamber and allowed to recover for at least 2 h at 34-36°C. During all recordings, the slices were continuously perfused with artificial CSF (aCSF) (bubbled with 5% CO 2 /95% O 2 ) that had the following composition (in mM): 124 NaCl, 2.5 KCl, 1 NaH 2 PO 4 , 25 NaHCO 3 , 10 glucose, 1 MgSO 4 , and 2 CaCl 2 . The aCSF was maintained at 34 -36°C and fed by gravity at a rate of 2-3 ml/min. Field EPSPs (fEPSPs) were recorded via a glass microelectrode (3-5 M⍀) filled with aCSF and placed in L5 of the mPFC (600 -700 m from midline).The stimulation site was always aligned ϳ200 m away from the recording site along the axis perpendicular to the pial surface. Basic synaptic transmission was characterized at 0.033 Hz, with stimulation intensities of 3-24 V (pulse duration, 0.1 ms). The subsequent experiments were performed at the stimulus intensity that generated a fEPSP one-third of the maximum fEPSP obtained at 24 V. Short-term synaptic facilitation was induced using a paired-pulse protocol with ISIs of 50, 100, 200, 400, and 800 ms. To assess STD, fEPSPs were evoked by using a 40-pulse train at 5, 10, 20, 40, and 50 Hz (pulse duration, 0.1 ms). LTP was induced by one 800-ms (40 pulses), 50-Hz train after a stable 10 min baseline and monitored during 15 min. Then, 15 min after the first tetanus, four additional 50 Hz trains (separated by 10 s) were applied. The fEPSPs were then monitored for 40 min. Signals were acquired using the pClamp10 software (Molecular Devices), the Digidata 1440A (Molecular Devices), and an extracellular amplifier (Cygnus Technologies). Fiber volley was quantified by measuring the amplitude of the first peak negativity of the field responses, and the fEPSPs were quantified by measuring the initial slope of the second peak negativity of the responses. Statistical analyses were done using the SigmaPlot and Statview software. A t test or a two-way repeated-measures ANOVA followed by post hoc testing was used to compare differences between genotypes. Data are presented as means Ϯ SEM. N indicates number of animals, and n indicates number of slices. All recordings and the majority of data analyses were done blind to the genotype.
Two-photon microscopy. One-month-old (P30 Ϯ 1) male mice were used in the experiments. Spine formation and elimination were examined by imaging the mouse cortex through a thinned-skull window as described previously . Briefly, 1-month-old male mice expressing YFP were anesthetized with ketamine and xylazine (20 and 3 mg/ml, respectively, i.p., in saline; 6 l/g body weight). Thinned-skull windows were made in head-fixed mice with high-speed microdrills. Skull thickness was reduced to ϳ20 m. A two-photon microscope tuned to 920 nm (60ϫ water-immersion lens; numerical aperture, 1.1) was used to acquire images. For reimaging of the same region, thinned regions were identified on the basis of the maps of the brain vasculature. Microsurgical blades were used to re-thin the region of interest until a clear image could be obtained. The area of the imaging region was 200 ϫ 200 m in the frontal association cortex. The centers of the imaging regions were as follows: ϩ2.8 mm bregma, ϩ1.0 mm midline.
RNA isolation and expression profiling. We dissected a total of 20 frontal cortices from 10 WT mice and 10 Df16 (A) ϩ/Ϫ mice, all 8-week-old male littermates. Total RNA was isolated from the brain tissues using miRNeasy kit (Qiagen) according to the instructions of the manufacturer. RNA was suspended in RNase-free water. The concentration and purity of each sample was determined by spectrophotometer (ND1000; Nanodrop) and confirmed by Microchip Gel Electrophoresis (Agilent), using Agilent 2100 Bioanalyzer Chip according to the instructions of the manufactures. RNA integrity numbers of all samples were more than seven. Transcriptional profiling was performed using Affymetrix Gene expression microarrays using the Gene 1.1 ST Array plates processed on the GeneTitan instrument at Hudson Alpha Institute.
Microarray data analyses. We analyzed initial microarray images obtained by our GeneChip (Affymetrix) analysis by using Microarray Suite version 5 (Affymetrix) to extract intensity values for each probe set. We then imported the .CEL files into R software. The raw data were first normalized by the robust multichip average (RMA) method implemented in Bioconductor R package. Normalized data were then log transformed before any analysis was conducted using Limma package to identify genes that showed genotype-dependent differential expression. Benjamini and Hochberg false discovery rate (FDR) was used to control false positives attributable to multiple testing.
Atp2a2 (also called Serca2) mRNA and protein levels analyses. Total RNA was isolated from brain or culture cells using the miRNeasy mini kit (Qiagen) according to instructions of the manufacturers. qRT-PCR was performed as described in detail previously . Atp2a2 TaqMan expression assay (Mm_01201431_m1; catalog #4331182; Applied Biosystems) was used. GAPDH (catalog #4352339E; Applied Biosystems) was used as internal control. Synaptosomal extracts were prepared as described previously (Kvajo et al., 2011) by homogenizing dissected tissue in 100 l of 5 mM HEPES/10% sucrose, pH 7.5. Homogenates were spun down at 1000 ϫ g, and the supernatant was further centrifuged at 12,000 ϫ g. The pellet was resuspended in 50 l (PFC) or 100 l (HPC) of the same buffer, and 20 g of protein was analyzed by Western blotting. After the transfer, nitrocellulose membranes were probed with 1:200 anti-SERCA2 antibody (sc-8095; Santa Cruz Biotechnology) and then with 1:1000 peroxidase-conjugated secondary antibody (PI-9500; Vector Laboratories). As loading control, the membranes were probed with 1:1000 anti-GAPDH antibody (ab9484; Abcam) and then with 1:1000 peroxidase-conjugated secondary antibody (A9044; Sigma). The washed membrane was incubated with HRP substrate, and chemiluminescence images were obtained using an Alpha imaging system.
Analysis of gene coexpression networks using weighted-gene coexpression network analysis. Data analysis was performed using APT software (Affymetrix), R software, and Bioconductor packages. Raw expression data were normalized by RMA and log 2 transformed using APT software. Each probe set was processed at the exon level and gene level using the APT software. Robustness of each probe set was determined by detected above background (DABG) p value and a set of filters described by Lockstone (2011) . Only probes with DABG p value Ͻ0.05 in at least half of the samples in either genotype group were included. At the gene level, only genes with log 2 intensity values Ͼ6 in at least one sample were analyzed further (16,438 genes). Unsigned coexpression networks were built using the weighted-gene coexpression network analysis (WGCNA) package in R according to the tutorial (http://labs.genetics.ucla.edu/horvath/htdocs/ CoexpressionNetwork/Rpackages/WGCNA/#tutorials) based on the assumption that genes whose expression profiles are highly correlated are components of a functional module. For such modules, one can summarize the module expression profile by one representative gene, the module "eigengene." The module eigengene is defined as the first principal component of a given module and can be considered a representative of the gene expression profiles in a module. A more detailed definition can be found in the study by Langfelder and Horvath (2007) . Networks were constructed using "one-step, automatic network construction and module detection" procedure. The power of 6 was chosen using scale-free topology criterion for all samples. Minimum module size was set to 40 genes, and minimum height for merging modules was set at 0.1.
Functional annotation analyses. The differentially expressed gene lists were imported into DAVID gene functional annotation database. For individual differentially expressed coding genes, 97% (31 of 32) of upregulated genes and all 14 downregulated genes were mapped in the DAVID database. For the genes in each WGCNA module and genes predicted to contain alternative splicing usage, each gene list was imported into the DAVID database and analyzed separately using the functional annotation analysis of the program with default settings.
Analysis of alternative exon usage. We used AltAnalyze software to identify expressed genes that exhibit differential exon usage between Df(16)A ϩ/Ϫ and WT mice (Emig et al., 2010) . The AltAnalyze software implements the splicing index (SI) and Microarray Detection of Alternative Splicing (MiDAS) methods and calculates the likelihood and extent of alternative splicing for all Ensembl genes with one or more constitutive probe sets. Two probability estimates for alternative exon regulation are calculated with a one-way ANOVA model. AltAnalyze also produced a MiDAS (Gardina et al., 2006) p value, by interfacing with APT (version 1.6.0) and SI and performing a t test of the normalized exon expression values (exon probe set expression divided by constitutive expression) for the control and experimental sample groups. The primary filters for identifying alternative exons were a conservative absolute log 2 SI fold change Ͼ1 (equivalent to a twofold difference in expression relative to constitutive expression levels), an SI t test p value Ͻ0.05, or a MiDAS p value Ͻ0.05.
Results

Cognitive profile of Df(16)A
ϩ/Ϫ mice The profile of deficits in mechanistically well understood cognitive tasks that isolate specific cognitive processes can inform disease-related neurobiological mechanisms . Our previous work on the Df(16)A ϩ/Ϫ mice has highlighted specific cognitive alterations, which collectively indicate a dissociation between primarily PFC-dependent tasks requiring intact working memory (WM) and HPCdependent tasks requiring integral long-term reference memory as well as a robust impairment in associative fear memory . We confirmed the highly specific pattern by which the modeled disease risk allele affects cognition using two additional tests: the NOR task and the LI assay. The NOR task (Kvajo et al., 2008 ) is a non-PFC-dependent, nonspatial and nonassociative form of learning that requires intact HPC. In this task, mutant mice did not show deficits in long-term recognition memory as indicated by their similarity to their WT littermates in the time spent exploring novel objects relative to familiar objects to which they had been exposed to 1 or 24 h before testing (Fig. 1A) . LI is a non-PFC-dependent attention phenomenon (Joel et al., 1997) reflecting the proactive interference of repeated but non-reinforced preexposure to a stimulus with subsequent performance on a learning task involving that stimulus. LI assays confirmed the robust deficits in associative fear learning in mutant mice but failed to reveal any genotype effect of non-reinforced preexposure to the CS (Fig. 1B) . During the preexposure phase on day 1 [Fig. 1B , the time period before the tone/shock pairings were administered (ϳ48 min)], mice in the NPE group tended to move less (freeze more) over time than those in the PE group ( Fig. 1C , left; repeated-measures ANOVA, main effect of condition, p ϭ 0.05210). There was no main effect of genotype on freezing ( p ϭ 0.2266) nor any significant interaction of genotype ϫ condition (NPE or PE) ( p ϭ 0.2112) during this phase of the assay (Fig. 1C, left) . During the conditioning phase (pairing of sound and shocks) on day 1, there was a significant effect of preexposure on freezing. Mice in the NPE group froze significantly more ( p Ͻ 0.0001) than mice that had been exposed previously to the sound (PE mice), demonstrating an LI effect. LI was demonstrated by the fact that the PE group exhibited less learning (reduced freezing) compared with the NPE group. There was no main effect of genotype ( p ϭ 0.1684) nor interaction of genotype ϫ condition ( p ϭ 0.7931) during this conditioning phase (Fig. 1C, left) . However, there was a significant interaction of genotype ϫ conditioning over time ( p ϭ 0.0459). This suggests that the genotypes were adapting to the tone/shock pairings differently. Therefore, we examined the genotypes separately. LI was seen across the three trials of CS-US pairing for both genotypes [repeated-measures ANOVA, p ϭ 0.0150 for Df(16)A ϩ/Ϫ mice, p ϭ 0.0006 for WT mice]. However, when examined on a point-by-point basis (Fig. 1C , middle and right), we found that Df(16)A ϩ/Ϫ mice were slower to learn the association across the three trials ( p ϭ 0.1835, 0.0503, and 0.0089, respectively) than were the WT mice ( p ϭ 0.0246, 0.0026, and 0.0359 respectively). On day 2, when mice were reexposed to the same chamber for 8 min (contextual test), there was a significant main effect of genotype ( p ϭ 0.0344) in which Df(16)A ϩ/Ϫ froze less than WT mice (Fig. 1D, left) . There was no effect of the previous experience (PE vs NPE) on freezing ( p ϭ 0.9976) nor was there a significant interaction of genotype ϫ previous experience ( p ϭ 0.6812). On the final day of the test (day 3), there were no significant effects of genotype, previous exposure, or exposure ϫ genotype interaction during the 3 min pre-CS period when mice were placed in the chamber (all p Ͼ 0.05) (Fig. 1D , middle). However, during the 8 min CS test, there was a very significant effect of condition ( p Ͻ 0.0001) and a significant effect of genotype ( p ϭ 0.0295), with Df (16) and WT mice displayed equal levels of LI. Notably, we observed a delay in learning in the Df(16)A ϩ/Ϫ mice during the pairing of CS and US at day 1, as well as a deficit in contextual conditioning at day 2. Because the LI testing paradigm includes both contextual (Fig.  1D , left) and cued (Fig. 1D , middle and right) fear conditioning tests, these observations replicate previous findings that Df(16)A ϩ/Ϫ mice have deficits in both the contextual and cued fear conditioning . Overall, normal performance in the new behavioral tests corroborates previous findings and suggests that the profile of learning deficits observed in Df(16)A ϩ/Ϫ mice is highly specific and is driven in part by a prominent effect of the mutation on PFC function and connectivity.
We showed previously that animals lacking a single-copy Dgcr8 display similar WM deficits as the Df (16)A ϩ/Ϫ mice without, however, affecting associative fear memory , suggesting that the WM deficits observed in Df(16)A ϩ/Ϫ mice arise, at least in part, as a result of deficiency of Dcgr8 and miRNA biogenesis. Notably, morphological and electrophysiological analysis of PFC pyramidal neurons from Dgcr8 ϩ/Ϫ mutant mice showed modest cytoarchitectural changes and identified changes in high-frequency STD and STP at the synapses between the superficial afferents and L5 pyramidal neurons as two major consequences of Dgcr8 haploinsufficiency. Therefore, we examined local cytoarchitecture and synaptic dynamics in the PFC of Df(16)A ϩ/Ϫ mice and compared these observations with the pattern of cortical dysfunction observed in Dgcr8 ϩ/Ϫ mice to identify the neural substrates of cognitive phenotypes.
Laminar organization and cytoarchitecture in the cortex of Df(16)A ϩ/Ϫ mice We looked for changes in the positional arrangement and neuronal density of the cortical layers in the prelimbic area of mPFC of 8-week-old Df(16)A ϩ/Ϫ mice using the pan-neuronal marker NeuN. Although there were no overt alterations in laminar organization ( Fig. 2A, left) , we observed a modestly diminished NeuN cell density in L2 ( Fig. 2A, right) [bin 2 (L2): 10.3% reduction, p Ͻ 0.01; n ϭ 16 per genotype] as well as in L5 [bin 5 (deeper L5): 10.6% reduction, p Ͻ 0.05; n ϭ 16 per genotype]. To determine whether the observed alterations in neuronal density can be accounted for by Dgcr8 deficiency, we looked for changes in the positional arrangement and neuronal density of cortical layers in the same area of 8-week-old Dgcr8 ϩ/Ϫ mice. Using the panneuronal marker NeuN, we did not observe any overt alterations in laminar organization (Fig. 2B, left) . However, we detected a modest reduction in NeuN cell frequency only in L2 (Fig. 2B , we showed previously normal soma size but an overall decrease of both the total number and total length of basal dendritic branches of L5 neurons in the Df(16)A ϩ/Ϫ mice, which could be accounted for primarily by a significant reduction in the number and length of primary basal dendrites (Xu et al., 2013) . Similar analysis of the apical dendritic tree did not reveal significant differences in the total number of apical dendrites [WT, 13.20 . Notably, the alterations in dendritic complexity contrast results from a similar analysis of the Dgcr8 ϩ/Ϫ mice, which did not reveal any changes in the basal or apical dendritic complexity in the mPFC .
We also evaluated inhibitory neuronal density in the prelimbic area of mPFC using the inhibitory neuronal markers PV (Fig.  3 A, C) and CB (Fig. 3 B, D (Fig. 3A) . The density of CB ϩ neurons was also modestly reduced in L5 [bin 5 (deeper L5): CB, 12.1% reduction, p Ͻ 0.05; n ϭ 16 per genotype] (Fig. 3B) . Evaluation of the inhibitory neuronal density in the same area of 8-week-old Dgcr8 ϩ/Ϫ mice did not reveal significant changes in the frequency of PV ϩ (Fig. 3C ) and CB ϩ (Fig.  3D ) cells (n ϭ 16 per genotype). Thus, Dgcr8 deficiency contributes only partly in a layer-and cell-type-specific manner to the observed neuronal density alterations in the PFC of Df (16)
Basic synaptic transmission in the mPFC is normal in Df(16)A ϩ/Ϫ mice In both WT and Df(16) A ϩ/Ϫ mice, field recordings were used to characterize the basic synaptic properties of cortical neurons in L5 while stimulating L2. Neurons and input fibers coming from L2 represent an important source of monosynaptic and glutamatergic inputs to the mPFC (Fig. 4A) , and they form synapses with the apical and basal dendrites of pyramidal neurons in L5, the major output layer of the mPFC network (Szentágothai, 1978; Bannister, 2005) . These synapses play a key role in WM and goaldirected behaviors (Fuster, 1991; Goldman-Rakic, 1995) .
Stimulation of the superficial cortical layers of the mPFC elicited a small initial nonsynaptic fiber volley, which had an onset latency typically of Ͻ2 ms from the stimulation artifact and was followed by a synaptic fEPSP (Fig. 4A) . A stable baseline was obtained when the fEPSPs, evoked at low-stimulation frequency (0.033 Hz), were reproducible with a high signal-to-noise ratio. Basal synaptic transmission was then assessed by gradually increasing the stimulation intensity (Fig. 4A) . At the stimulation intensities tested, the nonsynaptic fiber volley was not different between genotypes (Fig. 4B) . The fEPSPs were quantified by measuring the initial slope of the linear rising phase (Fig. 4A, blue  line) . Overall, no genotypic differences were observed (Fig. 4C) [WT, N ϭ 17, n ϭ 40; Df(16)A ϩ/Ϫ , N ϭ 16; n ϭ 38; two-way repeated-measures ANOVA, p Ͼ 0.05], indicating that basal synaptic transmission is not affected in a wholesale manner by Df(16)A when the same number of afferent fibers is activated.
High-frequency STD is altered in the mPFC of Df(16)A ϩ/Ϫ mice We next determined whether short-term synaptic plasticity was impaired in the mPFC of the Df(16)A ϩ/Ϫ mice. To assess the fractional neurotransmitter release, we used a paired-pulse facilitation (PPF) protocol at various ISIs ( Fig. 4D ; WT: N ϭ 7; n ϭ 16; Df(16)A ϩ/Ϫ : N ϭ 7; n ϭ 16). At ISIs shorter than 200 ms, a significant facilitation of the fEPSPs was observed in both genotypes as described previously , suggesting that, in both mutant and WT mice, the synapses between the superficial L2 afferents and the L5 mPFC neurons have low initial probability of neurotransmitter release. However, when compared at all tested ISIs (50 -800 ms), PPF was unchanged in the 
PFC of Df(16)A
ϩ/Ϫ mice (two-way repeated-measures ANOVA, p Ͼ 0.05), indicating that Df(16)A did not affect the initial probability of neurotransmitter release.
During PFC-dependent WM tasks, PFC neurons can receive trains of inputs from neighboring cells in the 20 -60 Hz frequency range (Miller et al., 1996) . We determined whether Df(16)A affects synaptic transmission within this physiological range using trains of 40 pulses applied at 5, 10, 20, and 40 Hz (Fig.  4E ) and 50 Hz (Fig. 4F ) . As can be seen in Figure 4E , in both genotypes, the 5 Hz stimulation train produced an ϳ10% STD of the fEPSPs [last 10 pulses: WT, 0.89 Ϯ 0.04 and Df (16) 
Synaptic potentiation is decreased in the cortex of Df(16)A
؉/؊ mice Both brief and sustained forms of synaptic potentiation can be induced in PFC networks in acute slices (Hirsch and Crepel, 1990; Hempel et al., 2000; Gemperle et al., 2003) . Although the mechanistic and temporal relationships between STP and LTP are still under debate (Gustafsson and Wigström, 1990; Hanse and Gustafsson, 1994; Schulz and Fitzgibbons, 1997; Volianskis and Jensen, 2003) , STP has been defined as a decremental potentiation lasting 10 -30 min (Schulz and Fitzgibbons, 1997; Volianskis and Jensen, 2003) . When STP is pharmacologically occluded, LTP can still be elicited without any decremental component (Schulz and Fitzgibbons, 1997) . Thus, here STP refers to the early decremental potentiation and LTP refers to the non-decremental potentiation. We used a 50 Hz stimulation train to induce potentiation and compare its level in L5 of the mPFC of WT (N ϭ 7, n ϭ 12) and Df(16)A ϩ/Ϫ (N ϭ 7, n ϭ 16) mice. After a stable 10 -15 min baseline was obtained, a single 50 Hz stimulation was applied to L2, which induced STP (Fig. 4G, single asterisk . At the end of the 15 min, four trains of 50 Hz separated by 10 s were applied (Fig. 4G, four asterisks) to induce LTP, and the fEPSP slopes were monitored for 40 min after the tetani. Potentiation induced by this second round of stimulation was modestly but significantly different between genotypes, starting at 16.5 min [WT, 1.95 Ϯ 0.20; Df(16) A ϩ/Ϫ , 1.58 Ϯ 0.06; t test, p ϭ 0.05] and remained different for the entire testing period (two-way repeated-measures ANOVA, p ϭ 0.0215 for genotype and p Ͻ 0.0001 for time ϫ genotype interaction).
In conclusion, our analysis of PFC pyramidal neurons from Df(16)A ϩ/Ϫ mice and their WT littermates found that, similarly to the Dgcr8 ϩ/Ϫ mice, L5 pyramidal neurons from mutant mice showed normal basal synaptic transmission during activation of superficial layer afferents but displayed a greater level of STD (at frequencies Ͼ20 Hz) and less STP after physiologically relevant high-frequency stimulation. Unlike Dgcr8 ϩ/Ϫ mice, L5 pyramidal neurons from mutant mice showed modest but significant impairment in LTP.
Cortical spine stability in Df(16)A
؉/؊ mice A very tight structure-function relationship exists between dendritic spines and synaptic forms of plasticity over long timescales (such as LTP). A shorter than normal spine lifespan at any age might affect the proper functioning of synapses during learning and memory formation (De Roo et al., 2008; Kasai et al., 2010) . Indeed, it is well established that spine remodeling in recruited frontal cortical regions plays an important role in associative fear memory , a process that is affected in Df (16) ϩ/Ϫ mice (n ϭ 5) compared with 9.0 Ϯ 0.6 and 9.9 Ϯ 0.6% in WT littermates (n ϭ 4; p Ͻ 0.02; Fig. 5A ). Together, these results demonstrate that the Df(16)A leads to heightened dendritic spine turnover.
To test whether increase spine turnover is associated with alterations in spine density, we used high-magnification representative images of apical dendritic spines of EGFP ϩ cortical pyramidal neurons in the Df(16)A ϩ/Ϫ ;Thy1-GFP/M ϩ/Ϫ and WT; Thy1-GFP/M ϩ/Ϫ mice (Fig. 5C , left) to examine mushroom spines in the L5 apical dendrites. We found no differences in the total number of protrusions or in the density of the different spine types (Fig. 5B) . However, we found a significant decrease in the width (4.9%; Kolmogorov-Smirnov test, p ϭ 0.009; Fig. 5C , middle) but not the length (Kolmogorov-Smirnov test, p ϭ 0.131; Fig. 5C , right) in Df(16)A ϩ/Ϫ ;Thy1-GFP/M ϩ/Ϫ mice. Interestingly, previous analysis of spines in basal dendrites of PFC pyramidal neurons of Df (16)A ϩ/Ϫ ;Thy1-GFP/M ϩ/Ϫ mice revealed a significant decrease in mushroom spine density (Xu et al., 2013) . These findings may reflect differences in the relative rates of spine formation and elimination at the apical or basal dendritic fields, possibly related to local differences in the excitatory inputs because numerous excitatory cell types target the basal dendritic arborization almost exclusively (Bannister, 2005) .
Molecular pathology in the frontal cortex of Df(16)A
؉/؊ mice Characterizing the transcriptional networks and signaling cascades that mediate the effects of copy number variants (CNVs) on neuronal structure and function is an important step toward elu-cidating the affected biological processes (Kvajo et al., 2010; . We showed previously that 22q11.2 deletions lead to miRNA dysregulation, which is shaped by the combined effect of two disrupted genes: Dgcr8, whose hemizygosity leads to modest dysregulation in the production of up to 20% of miRNAs in the brain of mutant mice , and miR-185, whose mature form is reduced to levels Ͻ50% attributable to a combined effect of hemizygosity and impaired maturation of the pri-miR-185 transcript as a result of the reduction in Dgcr8 levels (Xu et al., 2013) . Reduction in miR-185 levels results in de-repression of a novel neuronal regulatory gene, 2310044H10Rik/Mirta22, that represents the most robust change in gene expression during postnatal development in both PFC and HPC of Df (16)A ϩ/Ϫ mice. We showed that the 2310044H10Rik/ Mirta22 gene encodes a protein that is located in the Golgi apparatus and in vesicles and tubular-like extensions in dendrites and mediates, at least in part, the effects of the 22q11.2 deletions on dendrite and spine formation (Rosso et al., 2005; Evans et al., 2011) .
To examine the effect of Df (16)A on transcriptional networks in more detail, we used high-resolution expression profiling arrays (Affymetrix Gene 1.1 ST Genechips), which offer a wide representation of pri-miRNA transcripts and also afford a detailed analysis of mRNA splicing alterations (data has been deposited at Gene Expression Omnibus Repository, http://www. ncbi.nlm.nih.gov/geo/query/acc.cgi?tokenϭ vbsfhuiisowigjs&accϭGSE45935). We confirmed the impaired miRNA processing in the PFC of Df (16)A ϩ/Ϫ mice (Stark et al., 2008) and provided a more accurate picture of its relative impact on the PFC transcriptional profile of mutant mice. As shown in Figure 6A together with the expected downregulation of the hemizygously-deleted 22q11.2 genes (blue dots), upregulation of unprocessed primiRNAtranscripts(reddots)representsamajor component of the altered PFC transcriptional profile (FDR, p Ͻ 0.05). There are 318 expressed miRNA genes annotated in Gene 1.1 ST microarray data. Among these miRNAs, 51 are significantly altered using strict statistical criteria (FDR, p Ͻ 0.05), and all of them are upregulated. There is very good correlation with previously reported data: elevated pri-miRNA forms are observed for 23 of the 25 mature miRNAs reported as significantly reduced in the PFC of . Significantly upregulated (yellow dots) and downregulated (cyan dots) coding genes comprise the remaining two components. Upregulated genes are enriched in genes related to neuronal function (Fig. 6B ) and likely include miRNA targets. Consistent with this expectation, at the top of this list is 2310044H10Rik/Mirta22. In contrast, we failed to observe any upregulation in the levels of Atp2a2, another recently proposed target of 22q11.2-associated miRNA dysregulation (Earls et al., 2012) . Atp2a2 is not included in the list of top upregulated genes, and we could not detect elevation of either the transcript levels or protein levels in synaptosomal extracts ( Fig.  6C-F ; see Materials and Methods).
Other notable known upregulated genes that may modulate the observed alterations in structural and synaptic plasticity include Fbxw8 (F-box and WD-40 domain protein 8, a E3 ubiquitin ligase that, like Mirta22, localizes to the Golgi complex in mammalian brain neurons and modulates Golgi morphology and dendritic patterning; Litterman et al., 2011), Ttyh1 (tweety homolog 1, a chloride channel that is localized in the presynaptic active zone and maybe involved in the short-and long-term modulation of presynaptic plasticity; Morciano et al., 2009) directly targeting and destabilizing some of these transcripts (Knuckles et al., 2012) . In addition to Mirta22, at least three other top upregulated genes (Vat1l, Ttyh1, and Rimkla) contain experimentally validated miRNA binding sites according to the CLIP-seq database . Downregulated genes are enriched in genes involved in chromosome organization and remodeling, including Actl6a, Hist1h4m, Hist1h4b, Hist2h4, and Hist3h2a (Fig. 6B) . Their contribution remains to be determined, but it is noteworthy that we have recently described an overrepresentation of developmentally regulated genes involved in chromatin remodeling among targets of de novo mutations in SCZ (Gilman et al., 2012; Xu et al., 2012a) .
To integrate individual expression differences and investigate potentially disrupted biological processes as a whole instead of individual genes, we applied WGCNA (Zhang and Horvath, 2005) on the entire gene expression dataset. We constructed coexpression networks, identified discrete groups of coexpressed genes (modules), and asked whether there are modules related to specific biological functions that show transcriptional differences between the PFC of Df16 (A) ϩ/Ϫ and WT mice. Among a total of 54 modules identified, we detected 13 modules whose eigengenes were highly correlated with genotypes ( p Ͻ 0.05; Table 1 ). The top module ("pink module") consists of 468 known genes and shows a highly significant enrichment for the genes residing within the deleted region as well as miRNA genes (Fig. 7A) . The high eigengene value of this module reflects highly correlated changes in gene expression attributable to downregulation of 22q11.2 orthologs and upregulation of pri-miRNA transcripts (Fig. 7A ) and serves as a positive control validating our analytical procedure. A subset of downregulated histone-related genes are also part of this module (Fig. 7A) . Interestingly, Gene Ontology (GO) enrichment analysis identified one more module ("darkmagenta") enriched for functions related to protein-DNA interactions, nucleosome and chromatin assembly ( p Ͻ 2.45E-09) (Fig. 7B) . Genes with the highest degree of connectivity within this module include Hist1h2af, Hist1h2ag, and Hist2h3c1, all downregulated in mutant brains (Fig. 7B, darkmagenta module) . Additional GO enrichment analysis identified five additional modules that contain genes enriched in specific GO categories, such as "ribonucleoprotein complex," "RNA/ncRNA processing," "nucleotide binding," "establishment of protein localization," and "glycosylation/Golgi apparatus part" (Table 1 ). This latter observation (Fig. 7C ) extends our finding that Golgirelated genes are causally linked to the 22q11.2-related pathophysiology and many of them represent miR-185 targets (Xu et al., 2013) .
Finally, to identify additional molecular targets that may underlie the observed cellular and synaptic phenotypes, we used individual exon expression data, as provided by the Gene 1.1 ST Genechip, to search for disturbed alternative exon usage in Df16 (A) ϩ/Ϫ mice using the AltAnalyze software. One hundred seventy-eight unique genes were predicted to show differential exon usage between genotypes (SI t test, p Ͻ 0.05 or MiDAS, p Ͻ 0.05 and absolute log 2 SI Ͼ1; http://www.ncbi.nlm.nih.gov/geo/ query/acc.cgi?tokenϭvbsfhuiisowigjs&accϭGSE45935). Top GO categories included "ATP binding," "motor activity," "extracellular matrix part," "ionic channel," and "GTPase regulator activity" ( Table 2 ). The observed enrichment for altered splicing events among genes involved in cytoskeletal organization, extracellular matrix, as well as genes encoding ionic channels (including voltage-gated calcium, potassium and chloride channels) may be related to abnormal cortical functional and structural plasticity in Df16(A) ϩ/Ϫ mice.
Discussion
This study was designed to evaluate how the 22q11.2 microdeletion, a bona fide pathogenic mutation that predisposes to SCZ, affects the structure and function of cortical neural circuits at the synaptic, cellular, and molecular levels. We elucidated the effect of the mutation by applying an array of behavioral, morphological, neurophysiological, and gene expression assays to an etiologically valid mouse model of this mutation.
Behavioral assays
Using new behavioral tests, we corroborated and expanded on previous findings Drew et al., 2011) that Df(16) A ϩ/Ϫ mice show normal performance in learning tasks that do not require intact PFC. Df(16)A also results in robust deficits in fear learning that are not, however, differentially sensitive to the non-reinforced preexposure to the CS.
Assays of synaptic plasticity
Guided by the overall cognitive profile, we demonstrated that mutant mice display robust changes in synaptic plasticity that could affect PFC function. Comparison with the results from a similar analysis on the PFC of Dgcr8 ϩ/Ϫ mice, which model one aspect of miRNA dysregulation attributable to 22q11.2 deletions, suggests that overall the effects of Df (16)A on synaptic plasticity are more widespread but inclusive of the effects observed in Dgcr8 ϩ/Ϫ mice, consistent with a contribution of several deleted genes to the overall phenotype . In that context, and given the only partial overlap in the cognitive profile between the Df(16)A ϩ/Ϫ mouse strain and heterozygous Dgcr8-deficient mice, it is instructive to point out that both the Dgcr8 and the Df(16)A mutations robustly affect the expression of short-term forms of synaptic plasticity in response to highfrequency stimulation, including large deficits in STD and STP. Computational models and in vivo recordings of PFC neural activity during a WM task have highlighted the importance of synaptic facilitation and depression in determining temporally precise functional connectivity between cell ensembles (Fujisawa et al., 2008) . Based on our finding that both Dgcr8 ϩ/Ϫ and Df(16)A ϩ/Ϫ mouse mutants, which share WM deficits, also share altered STD and STP during sustained activation of afferent fibers in the PFC, we propose that such changes contribute to altered circuit dynamics in vivo during WM performance (Sigurdsson et al., 2010; Kvajo et al., 2011; Arguello and Gogos, 2012) . The observed alteration in short-term dynamics is likely to be presynaptic , possibly because of altered synaptic vesicle cycling and neurotransmitter release.
Assays of spine stability
Examination of formation and elimination of dendritic spines, the postsynaptic sites of the majority of excitatory synapses, of L5 pyramidal neurons in the frontal cortex of adult Df(16)A ϩ/Ϫ mice (Pan and Gan, 2008; Bhatt et al., 2009 ) revealed increased spine turnover (i.e., both increased formation and elimination of dendritic spines) and highlighted spine instability as a major abnormality of dendritic spine development and plasticity in the cortex of Df(16)A ϩ/Ϫ mice. In turn, altered spine dynamics, density, and volume may be related to the long-term changes in synaptic plasticity observed in the cortex of Df(16)A ϩ/Ϫ mice (De Roo et al., 2008; Yang et al., 2009; Kasai et al., 2010) . Although it is possible that such changes may contribute to some extent to the WM deficits observed in the Df(16)A ϩ/Ϫ mice, it is worth noting that Dgcr8 ϩ/Ϫ mice, which also show WM deficits, consistently (Xu et al., 2013) . B, C, Indicated are gene expression heat maps of the top 50 genes included in two modules that are highly correlated with genotype and show statistically significant GO term enrichment (top) and the module eigengene values ( y-axis) for each sample (x-axis).
time that dendritic spine turnover has been evaluated in a genetic mouse model of SCZ.
Assays of cytoarchitecture
Changes in structural and functional synaptic plasticity occur in the context of relatively circumscribed and often modest cytoarchitectural changes in laminar organization, neuronal density, and dendritic architecture in the PFC. Most notable among them is the robust reduction of dendritic complexity in the basal dendritic tree of L5 pyramidal neurons (Xu et al., 2013) . Evaluation of inhibitory neuronal density revealed small changes in PV ϩ and CB ϩ cell frequency in L5. Only changes in neuronal density in L2 but not changes in either dendritic complexity or inhibitory neuron density can be attributed to Dgcr8 deficiency. Alterations in pyramidal neuron density and dendritic complexity almost certainly contribute to cortical thinning reported in 22q11.2 deletion carriers, and cumulative disruptions in cortical circuitry may account to some extent for the reported correlations between regional gray matter volumes and cognitive functions (Bearden et al., 2009) . Similarly the effect, if any, of the subtle decrease in inhibitory neuron density and whether it is accompanied by alterations in the functional properties of inhibitory neurons remains to be determined.
Assays of gene expression and splicing
Using higher-resolution expression profiling, we corroborated previous findings and provided a more accurate quantification of the pervasive role that impaired processing of pri-miRNA attributable to the 22q11.2 deletion has on the PFC transcriptional profile of mutant mice . In addition, our transcriptional profiling revealed for the first time potential alterations in chromosome remodeling and differential splicing emerging as a result of 22q11.2 deletions. Overall, our analysis highlighted a number of individual genes and convergent pathways that may underlie the observed cortical alterations. In particular, our network analysis identified a number of convergent molecular abnormalities in the form of distinct modules of coexpressed genes enriched in specific biological functions. Perturbations in at least some of these modules ("ribonucleoprotein complex," "RNA/ncRNA processing") can be partly accounted for by both canonical and noncanonical functions of Dgcr8 (Chong et al., 2010; Knuckles et al., 2012) , whereas convergent alterations in Golgi-related genes have been attributed previously to depletion of miR-185. Thus, miRNA dysregulation appears to be a major driver of the observed molecular perturbations.
We provide evidence for a previously unknown effect of 22q11.2 deletion on differential splicing. The mechanistic basis of this effect remains unknown and requires additional analysis.
Altered exon usage could be the direct effect on splicing of haploinsuffiency of one or more genes within the deleted genomic region, such as Dgcr8 or Dgcr14 (Jurica et al., 2002; Macias et al., 2012) . Alternatively, altered splicing may be attributable to indirect effects of perturbation of chromatin structure (Schor et al., 2012) or to indirect effects of impaired processing of primary miRNA transcripts on the splicing of host genes (Janas et al., 2011) . Independent of the mechanism, we show that many of the affected exons belong to genes involved in cytoskeleton and extracellular matrix-related functions as well as to genes encoding an array of ion channels.
Our results strongly suggest that robust alterations in synaptic properties within the PFC, which to a large extent but not entirely can be accounted for by Dgcr8 deficiency, is a primary contributor to the cognitive impairments observed in mouse models and possibly in patients with the 22q11.2 deletion. In particular, our results provide evidence for a novel mechanism of 22q11.2-associated WM dysfunction in which an inability of synapses to rapidly and efficiently adapt to high-frequency stimulation leads to disruptions of synaptic and network activities in PFC that are necessary to support WM and possibly other cognitive operations. We hypothesize that such an alteration in rapid synaptic dynamics is one common substrate that can be disrupted by various genetic or environmental insults contributing to impaired cognitive function in SCZ. Cognitive endpoints may shed light on other disease symptoms (such as delusions and hallucinations or negative symptoms), with less direct correlates in animal models Lerner et al., 2012) . Therefore, our results may offer more general insights into the nature of the neural substrates underlying 22q11.2-associated psychiatric phenotypes.
Finally, our findings are in line with accumulating evidence that miRNAs play an important role in the pathogenesis and pathophysiology of psychiatric disorders and cognitive dysfunction Miller et al., 2012; Xu et al., , 2012b Xu et al., , 2013 , as well as with additional supporting evidence accumulating from parallel expression profiling studies in brains and peripheral blood of patients (Perkins et al., 2007; Beveridge et al., 2008; Moreau et al., 2011; Miller et al., 2012) . Importantly, we recently provided evidence that rare de novo deleterious mutations in genes showing a prenatal expression bias and miRNA regulation are enriched in individuals with SCZ, especially those with prominent early prepsychotic, deviant behaviors (Gilman et al., 2012; Xu et al., 2012a) . In that respect, the miRNA dysregulation observed in the Df(16)A ϩ/Ϫ mice models a key molecular pathway underlying genetic liability of SCZ and is likely to provide more general insights into how mutations on a highly diverse set of miRNA regulated genes predispose to SCZ.
