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Abstract
Weyl semimetals are 3D condensed matter systems characterized by a degenerate Fermi
surface, consisting of a pair of ‘Weyl nodes’. Correspondingly, in the infrared limit, these
systems behave effectively as Weyl fermions in 3 ` 1 dimensions. We consider a class of
interacting 3D lattice models for Weyl semimetals and prove that the quadratic response
of the quasi-particle flow between the Weyl nodes is universal, that is, independent of the
interaction strength and form. Universality is the counterpart of the Adler-Bardeen non-
renormalization property of the chiral anomaly for the infrared emergent description, which
is proved here in the presence of a lattice and at a non-perturbative level. Our proof relies
on constructive bounds for the Euclidean ground state correlations combined with lattice
Ward Identities, and it is valid arbitrarily close to the critical point where the Weyl points
merge and the relativistic description breaks down.
1 Introduction
The behaviour of relativistic fermionic particles is described by the Dirac equation and by its
interacting extensions, such as Quantum ElectroDynamics (QED) or other standard Quantum
Field Theory (QFT) models, whose spectacular and often counter-intuitive predictions have
been tested for decades in high energy experiments. On the other hand, the electrons present
in ordinary matter, like the conduction electrons in metals, which live at much lower energy
scales, are described by the many-body Schro¨dinger equation, which breaks Lorentz invariance
explicitly.
By scale separation, the Dirac high energy physics is not expected to play directly any role
in the behaviour of conduction electrons. Nevertheless, there are cases in which the interaction
of the conduction electrons with the underlying lattice can produce an effective description in
terms of Dirac particles, with a velocity of propagation much smaller than the speed of light.
Such emergent QFT description is valid in great generality for one dimensional metals, see
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[46, 56, 65] (see also [53] for a recent review), but is also possible in higher dimensional systems:
notable examples were proposed in [35, 66] and in [61]. The discovery of graphene [42, 62]
and of topological insulators [36] provides a condensed matter realization of systems of 2D
Dirac fermions. In connection with their emergent QFT description, the transport coefficients
of these systems are characterized by remarkable universality properties: examples include the
optical conductivity of graphene [58] and the Hall conductance [11, 64]. A mathematical proof of
universality in the presence of interactions has been established in [6, 12, 13, 24, 26, 27, 28, 29, 37,
55]. More recently, 3D Dirac systems have been experimentally realized [14, 44, 45, 60], following
the theoretical predictions of [61] and [22, 57, 63], see [9, 36] for reviews; these semimetals are
dubbed ‘Dirac’ or ‘Weyl’ semimetals, depending on whether the Fermi points coincide or are
at distinct locations in the Brillouin zone. Such experimental discoveries open the way to the
observation of the counterpart of one of the most interesting phenomena characterizing 3D
massless Dirac fermions: the Adler-Bell-Jackiw (ABJ) axial anomaly [2, 5], which corresponds
to the breaking of the classical chiral symmetry by quantum mechanical radiative corrections
and results in the non-conservation of the axial current. Nielsen and Ninomiya [61] predicted
that this quantum anomaly should have a realization, or ‘simulation’, in the quadratic response
of the quasi-particle flow between the Weyl nodes to an external electromagnetic field, see also
[16, 67]; in particular, this quasi-particle flow is expected to be proportional to E ¨ B, with
coefficient given by the value of the axial anomaly in QED4. Other applications of the chiral
anomaly in condensed matter physics have been discussed in [21], in the context of a gauge
theory of phases of matter, see also [20] for new proposed applications and [19] for a recent
review. The experimental observation of the ‘chiral anomaly’ in Weyl semimetals has been
reported in [39, 41, 43, 69, 70].
The theoretical analysis in [61] neglects the effects of many-body interaction. What happens
to the quadratic response of the quasi-particle flow in the presence of electron interactions, which
are unavoidable in real systems? One of the distinctive features of the axial anomaly in QFT
is the Adler-Bardeen (AB) non-renormalization property [3], which says that all the radiative
corrections cancel out at all orders in the fine structure constant, so that the axial anomaly equals
the value of the chiral triangle graph. However, the AB argument cannot be applied to Weyl
semimetals: the analysis in [3] requires cancellations between classes of Feynman graphs based
on Lorentz and chiral symmetries, which are broken explicitly in any lattice model of interacting
electrons. Strangely enough, the issue of universality has not been addressed theoretically until
now, despite the huge literature on the effects of interactions1 [10, 18, 33, 34, 47, 49, 68]. In
this paper, we consider a paradigmatic class of lattice models for 3D Weyl semimetals with
short-range interactions, generalizing a widely used ‘standard’ model for these materials, see [9].
For this class of models,
we prove that the quadratic response of the quasi-particle flow between the Weyl points,
which is the counterpart of the chiral anomaly in the emergent QFT description of the system,
is universal, that is, independent of the interaction strength and form.
Therefore, this quantity can be added to the limited list of universal transport coefficients in
condensed matter, like the Hall conductivity and graphene’s optical conductivity, and is the only
1An even more extensive and rapidly growing literature is available on the effects of disorder, which we
cannot fully account for here, see [4, 59] for a couple of representative results, see also [7, 52] for recent rigorous
results. Even in that context, the issue of universality of the ‘chiral anomaly’ for Weyl semi-metals has not been
satisfactorily discussed yet.
2
known example of universal quantum transport coefficient in three dimensions. This quadratic
response has been measured [39, 41, 43, 69, 70] in different Weyl semimetal, such as Na3Bi, TaAs,
GdPtBi, ZrTe5, and the proportionality between the quasi-particle flow between the Weyl points
and E ¨ B has been experimentally verified. The interaction does not appear to qualitatively
modify such a response, in agreement with our result, even though a precise measurement of the
proportionality coefficient remains to be performed. Remarkably, our result is valid arbitrarily
close to the critical point where the Weyl nodes merge and the natural parameter measuring the
strength of the interaction, that is, the coupling strength divided by the quasi-particle velocity,
diverges: this is important for applications to real 3D Weyl semimetals, where typically the
distance between the Weyl nodes is very small, as compared to the size of the Brillouin zone;
see Section 2 for further discussion of this point.
In this paper, we focus our attention on the quadratic response coefficient of the ‘chiral
current’ to an external electromagnetic field directly, without discussing the linear response
coefficient, which is not expected to have any remarkable universality feature. We stress that
in the experiments the ‘chiral anomaly’ is detected by measuring the peak of quasi-particle flow
between the Weyl nodes as the angle between the external electric and magnetic fields E and B
is varied, see e.g. [69]: such a procedure has the effect of automatically subtracting the linear
response, which is uninteresting for the effect under investigation.
The paper is organized as follows: in Section 2, we introduce a class of lattice Weyl semimet-
als, we define the notions of lattice current and lattice ‘chiral current’, and state our main
results, summarized in Theorem 2.1. In Section 3 we present the proof: first we describe the
general strategy and the core argument (Section 3.1); next we discuss the technical details: the
Grassmann representation of the generating function of correlations and its multiscale Renor-
malization Group (RG) computation are presented in Sections 3.2 and 3.3; the RG flow of the
effective couplings is studied in Section 3.4; the regularity properties of the Euclidean correla-
tions is discussed in Section 3.5, and the relativistic contribution to the quadratic response of the
chiral current to the electromagnetic field is computed in Section 3.6. A few additional technical
aspects of the proof are deferred to the appendices: in Appendix A we prove a number of key
symmetry properties of the kernels of the effective potentials produced by the RG iterations; in
Appendix B we discuss a few technical aspects of the tree expansion for the effective potentials;
in Appendix C we compute the quadratic response coefficient via time-dependent perturbation
theory and prove a Wick rotation theorem that allows us to express it in terms of Euclidean
correlations.
2 Weyl semimetals and response functions
2.1 A basic non-interacting model for Weyl semimetals
We start by describing a paradigmatic non-interacting lattice model for Weyl semimetal, see
[9, Section II.B.1], with broken time-reversal symmetry, for which inversion symmetry is pre-
served. This example motivates the class of models which our analysis applies to. It describes
an electron system on a simple cubic lattice subject to an external magnetic field and with the
following features: the system is magnetically ordered, so that the bands have no spin degener-
acy; moreover, every lattice site comes with two internal degrees of freedom, r “ 1, 2, playing
the role of pseudo-spin labels, corresponding to, e.g., orbital degrees of freedom; finally, these
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orbitals (say, s, p orbitals) have opposite parity. i.e., they behave differently under inversion.
The model is defined in terms of the following Bloch Hamiltonian (see next section for details):
Hˆ0pkq “
ˆ
αpkq βpkq
β˚pkq ´αpkq
˙
, (2.1)
where
αpkq “ 2` ζ ´ cos k1 ´ cos k2 ´ cos k3 , βpkq “ t1 sin k1 ´ it2 sin k2 (2.2)
and ζ, t1, t2 are three real parameters. We assume that t1, t2 ą 0 and ´1 ă ζ ă 1, so that Hˆ0pkq
is singular only at two Weyl nodes, or Fermi points, k “ p˘F , with p˘F “ p0, 0,˘ arccos ζq. We
shall think of t1, t2 as being fixed once and for all, while ζ is tunable: it controls the distance
among the Weyl nodes, which tend to merge in the limit as |ζ| Ñ 1´. Note that the relative
distance between the two nodes vanishes like
a
1´ |ζ| as |ζ| Ñ 1´.
Remark. Having a parameter tuning the distance between Weyl nodes is extremely natu-
ral: in real systems, magnetic fields in orthogonal directions are used to induce and control a
‘topological’ transitions from, e.g., a Dirac semimetal to a magnetic semiconductor, or to a Weyl
semimetal; once a Weyl semimetal phase is entered, the intensity of the magnetic fields is used
to tune the location of the Weyl nodes. See [9, Fig.2] and the corresponding discussion; see also
[18]. In the limit as the Weyl nodes tend to merge, the valence and conduction bands generically
tend to touch quadratically at the doubly-degenerate node. Experimentally, the Weyl nodes may
be quite close to each other, compared to the size of the Brillouin zone. The fact that the Weyl
points can be arbitrarily close is a peculiarity of Weyl semimetals, which distinguish them from
other Dirac materials, like graphene.
In the vicinity of the Weyl nodes, k » pωF , the Bloch Hamiltonian can be linearized as:
Hˆ0pkq “ t1σ1k1 ` t2σ2k2 ` ω
a
1´ ζ2σ3pk3 ´ pωF,3q `Op|k ´ pωF |2q , (2.3)
with σi the Pauli matrices:
σ1 “
ˆ
0 1
1 0
˙
, σ2 “
ˆ
0 ´i
i 0
˙
, σ3 “
ˆ
1 0
0 ´1
˙
. (2.4)
The parameters t1, t2, ω
a
1´ ζ2 in front of the three terms in the right side of (2.3) play the role
of ‘Fermi velocities’ in the three coordinate directions. Note that, as |ζ| Ñ 1, the third component
of the Fermi velocity (the one along which the Weyl nodes are located), v03,ω :“ ω
a
1´ ζ2, tends
to zero at the same speed as p`F ´ p´F . This is no accident, it is a generic feature in the limit as
two Weyl nodes merge.
In order to provide an asymptotic description of the system that holds unifromly in the limit
as the Weyl nodes merge, it is convenient to explicitly extract the quadratic part of the Bloch
Hamiltonian in the third coordinate direction. In our case:
Hˆ0pkq “ t1σ1k1 ` t2σ2k2 ` σ3
“
v03,ωpk3 ´ pωF,3q ` ζ2pk3 ´ pωF,3q2
‰`Opk21, k22, |k3 ´ pωF,3|3q . (2.5)
Note that the prefactor of the quadratic term that we extracted, equal to ζ{2, tends to a non-
zero constant in the limit as the Weyl nodes tend to merge, |ζ| Ñ 1´. This is again no accident,
it is another generic feature in the limit as two Weyl nodes merge.
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2.2 A class of non-interacting models for Weyl semimetals
Motivated by the model introduced in the previous section, we now consider a class of non-
interacting lattice models, including (2.1) as a special case. We will use adapted coordinates,
such that, as in the model above, the Weyl nodes are located along the third coordinate direction.
Let ΛL be a cubic lattice of side L, with periodic boundary conditions; that is ΛL “ Z3L, with
ZL “ Z{LZ the integers modulo L. The coordinates of the particle on the lattice are specified
by px, rq, with x P ΛL the position and r “ 1, 2 the internal degree of freedom, called ‘color’,
or ‘orbital’. Thus, the single-particle Hilbert space is hL “ CL3 b C2. We denote by H0 the
single-particle Hamiltonian on hL, which we assume to be Hermitian. We consider finite-ranged,
translation invariant systems, such that H0px, yq ” H0py ´ xq. We always assume that L is
larger than the range of H0. We also assume that, after identifying y ´ x with its image in Z3,
H0py ´ xq is independent of L (i.e., the kernel of H0 is independent of L, up to the periodicity
condition). Due to periodicity and translation invariance, we can represent the single-particle
Hamiltonian as:
H0px, yq “ 1
L3
ÿ
kPBL
e´ik¨px´yqHˆ0pkq , (2.6)
where BL is the finite-volume Brillouin zone, defined as:
BL “ 2pi
L
Z3L, (2.7)
and Hˆ0pkq is the Bloch Hamiltonian, a two-by-two matrix parametrized by k P BL. Under
the above assumptions, the Bloch Hamiltonian is an L-independent function, Hermitian and
analytic in k P B8 ” T3. We also allow for Hˆ0 to depend smoothly on an additional paremeter
ζ P rζ0, ζ1q ” I, which can be used to tune the location of the Weyl points, see below.
We assume the following symmetry properties, valid for all ζ P I, which are all satisfied
by the model in Eq.(2.1). The first two symmetries are the most physically significant: they
characterize the class of Weyl semimetals under consideration. The other two are not crucial,
but simplify the structure of the linearized Hamiltonian around the Fermi points.
i) Broken time-reversal symmetry. Hˆ0pkq ‰ “Hˆ0p´kqs˚, where ˚ indicates complex conjuga-
tion2.
ii) Inversion symmetry3. Hˆ0pkq “ σ3Hˆ0p´kqσ3.
iii) Reflection about a horizontal plane. Hˆ0pkq “ Hˆ0`pk1, k2,´k3q˘
iv) Reflection about a vertical plane and color exchange. Hˆ0pkq “ ´σ1Hˆ0
`p´k1, k2, k3q˘σ1.
In addition to these symmetries, we assume the following properties on the energy bands of the
Bloch Hamiltonian.
2We denote by z˚, rather than by z¯, the complex conjugate of z P C. Given a matrix A P Cnˆn, we denote
by A: its Hermitian conjugate, and by A˚ its complex conjugate, that is, the matrix whose elements satisfy
pA˚qij “ pAijq˚.
3As mentioned in the previous section, we are assuming that the two orbitals r “ 1 and r “ 2 transform
differently under inversion, that is, one is even and one is odd under xÑ ´x, which explains the presence of the
third Pauli matrix σ3.
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Weyl points. We write the Bloch Hamiltonian in the form
Hˆ0pkq “ σ1apkq ` σ2bpkq ` σ3cpkq ` dpkq. (2.8)
Using the symmetries (ii), (iii), (iv), we see that: a is odd in k1, even in k2 and in k3; b is odd
in k2, even in k1 and in k3; c is even in k1, in k2 and in k3; d is odd in k1 and in k2, even in
k3. We let ε˘pkq be the k-dependent eigenvalues of the Bloch Hamiltonian, also known as the
‘energy bands’:
ε˘pkq “ dpkq ˘
a
a2pkq ` b2pkq ` c2pkq. (2.9)
For any ζ P I, we assume that ε`pkq ě 0 ě ε´pkq, with equalities only at two points, called
the Weyl nodes, denoted by p˘F , at which we assume ε˘pkq to vanish linearly. Thanks to the
symmetries (ii), (iii), (iv), the pair of Weyl nodes is invariant under reflections about any of
the coordinate axes. Therefore, in order for the nodes to be exactly two, they need to be
located along one of the three axes. Moreover, the requirement that ε˘pkq vanish linearly at p˘F ,
combined with the fact that a, b, c, d are all even functions of k3, implies that the Weyl nodes
are located along the third axis:
pωF “ p0, 0, pωF,3q, (2.10)
where p`F,3 “ ´p´F,3 ‰ 0. Of course, p˘F depend smoothly on ζ. We allow for the possibility that
the Weyl nodes merge in the limit ζ Ñ ζ´1 . For definiteness, we assume once and for all that
lim
ζÑζ´1
pp`F ´ p´F q “ 0. (2.11)
If the limit were different from zero, the model could be treated in the same way as if ζ P
rζ0, ζ 11s Ă rζ0, ζ1q, which is a sub-case of the problem studied in this paper4.
Let us now discuss the structure of the Bloch Hamiltonian in the vicinity of the Weyl nodes.
We have app˘F q “ bpp˘F q “ cpp˘F q “ dpp˘F q “ 0. If we Taylor expand the Bloch Hamiltonian
around pωF , with ω P t˘u, at first order in k1, k2 and at second order in k3 ´ pωF,3, recalling the
parity properties of a, b, c, d, we obtain the analogue of (2.5), namely
Hˆ0pkq “ σ1pv01k1`aRpkqq`σ2pv02k2`bRpkqq`σ3
“
ωv03pk3´pωF,3q` b02 pk3´pωF,3q2`cR,ωpkq
‰`dRpkq,
(2.12)
where v01, v
0
2, v
0
3, b
0 are real variables, smoothly depending on ζ, and aR, bR, cR,ω, dR are the
remainders of the Taylor expansion (note that dR “ d). We assume that there exists a constant
c0 ě 1 such that
mint|v01|, |v02|, |b0|u ě c´10 , c´10 |v03| ď |p`F ´ p´F | ď c0|v03| , (2.13)
uniformly in ζ, for ζ P I. Thanks to their parity properties of a, b, c, d, the remainder terms
satisfy the following bounds in the vicinity of pωF :
|aRpkq| ď C|k1|pk21 ` k22 ` |k3 ´ pωF,3|q, |bRpkq| ď C|k2|pk21 ` k22 ` |k3 ´ pωF,3|q,
|cR,ωpkq| ď Cpk21 ` k22 ` |k3 ´ pωF,3|3q, |dRpkq| ď C|k1| |k2|, (2.14)
4In the ‘non-singular’ case, that is, in the case that the two Weyl points are well separated uniformly in ζ, the
infrared Renormalization Group analysis of the interacting model simplifies, as we shall see below. In particular,
the regime h ą h˚, discussed in Section 3.3.1, disappears, see also the remark after (3.41).
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for a constant C that we assume to be independent of ζ. By the ‘vicinity of pωF ’, we mean
|k ´ pωF | ď 2|p`F |. In the complementary region, minω |k ´ pωF | ą 2|p`F |, we have:
|aRpkq| ď C|k1| |k|2, |bRpkq| ď C|k2| |k|2, (2.15)
|cpkq ´ cp0q ´ b02 k23| ď Cpk21 ` k22 ` k43q, |dRpkq| ď C|k1| |k2|,
for a constant C that, without loss of generality, can be taken to be the same as in (2.14). Note
that, in view of the bounds (2.13), (2.14), (2.15), it is possible to find c1 ą 0 such that
min
ω
|k ´ pωF | ď c1 ñ |dpkq| ď 12
a
a2pkq ` b2pkq ` c2pkq, (2.16)
uniformly in ζ P I. Moreover, by the smoothness of Hˆ0pkq and the fact that det Hˆ0pkq vanishes
only at pi˘F , there exists c2 ą 0 such that
min
ω
|k ´ pωF | ě c1 ñ ´det Hˆ0pkq ě c2, (2.17)
uniformly in ζ P I. Under these assumptions, we will be able to construct and analyze the
ground state of a many-body interacting version of H0, uniformly in ζ, for ζ P I. In particular,
our analysis will be valid in the limit ζ Ñ ζ´1 as the Weyl nodes merge.
For other examples of models in this class, in addition to the one discussed in the previous
section, see [17, 40].
2.3 The interacting model
Let us now include the many-body interaction. We describe the system in the grand-canonical
setting, in second quantization. The fermionic Fock space is defined as FL “ÀNě0 h ^NL , with
^ the antisymmetric tensor product. For all px, rq P ΛL ˆ t1, 2u, we consider fermionic creation
operators ax`,r : h
^N
L Ñ h^N`1L and annihilation operators ax´,r : h^NL Ñ h^N´1L verifying the
canonical anticommutation relations: tax`,r , a´y,r1u “ δx,yδr,r1 , tax`,r , a`y,r1u “ tax´,r , a´y,r1u “ 0.
The fermionic operators are compatible with the periodic boundary conditions of the model.
Their Fourier transforms are defined, for k P BL, as:
aˆ˘k,r “
ÿ
xPΛL
e¯ik¨xax˘,r ðñ ax˘,r “ 1L3
ÿ
kPBL
e˘ik¨xaˆ˘k,r . (2.18)
The many-body Hamiltonian is:
HL “
ÿ
x,yPΛL
ÿ
r,r1Pt1,2u
ax`,rH
0
r,r1px, yqa´y,r1 ` λ
ÿ
x,yPΛL
ÿ
r,r1Pt1,2u
pρx,r ´ 12qwr,r1px, yqpρy,r1 ´ 12q ´ νNL
(2.19)
where ρx,r “ ax`,rax´,r is the density operator and NL “
ř
xPΛLpρx,1 ´ ρx,2q is the staggered
number operator. The first term in the right side of (2.19) is the hopping term, defined in terms
of an H0 satisfying the properties listed in the previous section. The second term is the many-
body interaction, defined in terms of a wr,r1px, yq, which we assume to be even, short-ranged,
translational invariant, wr,r1px, yq “ wr,r1py ´ xq, and periodic over ΛL. As for H0px, yq, we
assume that wpx, yq is L-independent, up to the periodicity condition. Also, we suppose that
the interaction is invariant under the reflections (iv) and (v) above: that is, we require that
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wr,r1pxq is invariant under x Ñ px1, x2,´x3q and under5 x Ñ p´x1, x2, x3q. The interaction
strength λ will be assumed to be small, compared with the bandwidth maxk }H0pkq}, uniformly
in the system size and in the choice of the parameter ζ. The ´1{2 appearing in the factors
pρx,r ´ 12q and pρy,r1 ´ 12q correspond to a specific, convenient, choice of the chemical potential.
Finally, the third term in the right side of (2.19) is a staggered chemical potential, with ν ” νpλq
being a free parameter, such that νp0q “ 0, to be chosen in such a way that the Fermi points
of the interacting theory do not move as the interaction varies: they will coincide with those of
the noninteracting theory, p˘F , in a sense to be made precise later.
The Gibbs state of the model is:
x¨yβ,L “ TrFL ¨ ρβ,L , ρβ,L “
e´βHL
Zβ,L , Zβ,L “ TrFLe
´βHL . (2.20)
Given a local observable Ox, even in the fermionic fields, we denote by Ox :“ ex0HLOxe´x0HL
its imaginary-time evolution, for x “ px0, xq and x0 P r0, βq. We denote by Oˆp its space-time
Fourier transform,
Oˆp “
ż β
0
dx0
ÿ
xPΛL
e´ik¨xOx , (2.21)
with p “ pp0, pq PMbβ ˆ BL and where Mbβ “ 2piβ Z is the set of bosonic Matsubara frequencies.
If, instead, Ox is an operator which is odd in the fermionic fields, such as ax´ , similar definitions
and formulas hold; however, in the definition of Fourier transform, the set of bosonic Matsubara
frequencies is replaced by the set of fermionic Matsubara frequencies, Mfβ “ 2piβ pZ` 12q. Given
k PMfβ ˆ BL, we denote the space-time Fourier transforms of the fermionic operators as:
aˆ˘k,r “
ż β
0
dx0
ÿ
xPΛL
e¯ik¨xaˆx˘,r . (2.22)
Later, we shall be interested in the Schwinger correlation functions of the model, defined, for
x0,i P r0, βq, as:
xTaε1x1,r1 ¨ ¨ ¨ aεnxn,rnyβ,L , (2.23)
with T the fermionic time-ordering, ordering the operators in decreasing imaginary-time order,
see, e.g., [28, Eq.(3.3)]. We extend (2.23) anti-periodically to all imaginary times, x0,i P R. Of
particular interest is the two-point Schwinger function,
Sβ,L2;r1,r2px,yq “ xTax´,r1ay`,r2yβ,L,
together with its thermodynamic and zero temperature limit6
S2;r1,r2px,yq “ lim
β,LÑ8xTax´,r1ay`,r2yβ,L, (2.24)
which is translationally invariant, whenever it exists. We also denote by Sˆ2;r1,r2ppq its Fourier
transform.
5Since we assumed that wrr1 is even, these two reflection symmetries also imply the invariance of wr,r1 under
xÑ px1,´x2, x3q
6Whenever we write or refer to the limit β, LÑ8, we mean LÑ8 first, then β Ñ8.
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In the absence of interaction, λ “ ν “ 0, the two-point function (thought of as a 2ˆ2 matrix
of elements S2;r1,r2) can be written, for x0 ´ y0 R βZ, as:
Sβ,L2 px; yq|λ“0 “
1
βL3
ÿ
k0PMfβ
ÿ
kPBL
eik¨px´yq
´ik0 ` Hˆ0pkq
” gβ,Lpx,yq . (2.25)
We refer to gβ,L as the free propagator of the model, we set gp¨q “ limβ,LÑ8 gβ,Lp¨q, and we
denote by gˆ its Fourier transform. Let pωF :“ p0, pωF q. In the absence of interactions, as β, LÑ8,
the Fourier transform of the free propagator reads, for k “ k1 ` pωF and k1 small,
gˆpk1 ` pωF q “
ˆ´ik0 ` ωv03k13 v01k11 ´ iv02k12
v01k
1
1 ` iv02k12 ´ik0 ´ ωv03k13
˙´1
p1`R0ωpk1qq , (2.26)
with }R0ωpk1q} ď C|k1|. We see that gωpk1q :“ gpk1 ` pωF q agrees at leading order with the
propagator of chiral relativistic fermions, with chirality ω “ ˘, and anisotropic velocities. We
will prove that, for λ small, by fixing ν “ νpλq appropriately, the Fourier transform of the
interacting propagator has a simple pole at the same location as the non-interacting one, and
an analogous pole structure:
Sˆ2pk1 ` pωF q “ 1Z
ˆ´ik0 ` ωv3k13 v1k11 ´ iv2k12
v1k
1
1 ` iv2k12 ´ik0 ´ ωv3k13
˙´1
p1`Rωpk1qq , (2.27)
with vj “ v0j p1 ` Opλqq, j “ 1, 2, 3, the interacting Fermi velocities, Z “ 1 ` Opλq the wave
function renormalization and, for any θ P p0, 1q, the remainder satisfies }Rωpk1q} “ Op|k1|θq,
non-uniformly in θ as θ Ñ 1´ (and, possibly, non-uniformly in the distance between the Weyl
nodes).
2.4 Coupling to an external gauge field
Our analysis will focus on the transport properties of the model, after introducing an external
electromagnetic field. The coupling of the model with an external vector potential is defined
via the Peierls substitution. This means that, both in the Hamiltonian and in the physical
observables, any product of fermionic operators ax`,ra
´
y,r1 is replaced by:
ax`,ra
´
y,r1 ÝÑ ax`,ra´y,r1ei
ş
xÑy A¨d` , (2.28)
where Ax P R3, with x P QL :“ pR{LZq3, and
ş
xÑy A ¨ d` denotes the line integral:ż 1
0
Ax`spy´xq ¨ py ´ xq ds . (2.29)
We use the following convention for the Fourier transform of A: if p P 2piL Z3,
Aˆp “
ż
QL
Axe
ip¨xdx ðñ Ax “ 1
L3
ÿ
pP 2pi
L
Z3
Aˆpe
´ip¨x.
Notice that the many-body interaction is not affected by the presence of the gauge field, due to
the fact that the density operator is gauge invariant.
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Let us denote by H0LpAq the free Hamiltonian (λ “ ν “ 0) in the presence of the gauge field.
The charge current operator is defined as:
Jˆj,ppAq :“ ´L3 BH
0
LpAq
BAˆj,p
. (2.30)
We also set Jˆj,p ” Jˆj,pp0q. A straightforward computation gives, letting ηppδq :“ 1´e´ip¨δip¨δ “ş1
0 ds e
´isp¨δ,
Jˆj,p “ 1
L3
ÿ
kPBL
aˆ`k`p
”
´ i
ÿ
δPΛL
e´ik¨δδjH0pδqηppδq
ı
aˆ´k ”
1
L3
ÿ
kPBL
aˆ`k`pJˆjpk, pqaˆ´k , (2.31)
where Jˆjpk, pq should be understood as a 2ˆ2 matrix, and a`k (resp. a´k ) as a row (resp. column)
vector of components a`k,1, a
`
k,2 (resp. a
´
k,1, a
´
k,2). Note that, in the thermodynamic limit, the
kernel Jˆjpk, pq can be written more explicitly as
Jˆjpk, pq “
ż 1
0
ds BkjHˆ0pk ` spq. (2.32)
In particular, recalling (2.12), the kernel of the current at k “ pωF and p “ 0 reads:
JˆjppωF , 0q “
#
v0jσj if j “ 1, 2,
ωv03σ3 if j “ 3.
(2.33)
Equivalently, in real-space,
Jj,z “ 1
L3
ÿ
pP 2pi
L
Z3
eip¨zJˆj,p “
ÿ
x,yPΛL
ax` Jjpy ´ x, z ´ xqay´ , (2.34)
where Jjpy, zq “ L´6 řkPBL řpP 2piL Z3 Jˆjpk, pqeik¨yeip¨z. In the thermodynamic limit,
Jjpy, zq “ ´iyjH0pyq
ż 1
0
ds δpz ´ syq, (2.35)
where δpz´ syq is a Dirac delta. Note that the current satisfies a lattice continuity equation. In
fact:
p ¨ Jˆp “ 1
L3
ÿ
kPBL
aˆ`k`p
ÿ
δPΛL
e´ik¨δH0pδqpe´ip¨δ ´ 1qaˆ´k “
1
L3
ÿ
kPBL
aˆ`k`ppHˆ0pk ` pq ´ Hˆ0pkqqaˆ´k ,
(2.36)
which can be rewritten as
Bx0 ρˆpx0,pq “ p ¨ Jˆpx0,pq . (2.37)
Here ρˆpx0,pq “ ex0HL ρˆpe´x0HL , with ρˆp “ L´3
ř
kPBL aˆ
`
k`paˆ
´
k . Similarly, Jˆpx0,pq “ ex0HL Jˆpe´x0HL .
We collect the density and the components of the lattice current to form a Euclidean 4-current
p´iρˆp, Jˆpq, whose components are denoted by Jˆµ,p, µ P t0, 1, 2, 3u:
Jˆµ,p “ 1
L3
ÿ
kPBL
aˆ`k`pJˆµpk, pqaˆ´k , (2.38)
where Jˆ0 “ ´i12 and Jˆj , j “ 1, 2, 3, are given by (2.31).
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2.5 The lattice chiral current
We now introduce a lattice current for the quasi-particle flow between the Weyl nodes, playing
the role of the ‘chiral current’ for our lattice model:
Jˆ5µ,p “
Z5µ,bare
L3
ÿ
kPBL
aˆ`k`pJˆ
5
µpk, pqaˆ´k , (2.39)
where p P BL and, letting σ0 :“ ´i12,
Jˆ5µpk, pq “
$&%
sin k3`sinpk3`p3q
2 sinpp`F,3q
σµ if µ “ 0, 1, 2,
σ3 if µ “ 3.
(2.40)
Note that the kernel Z5µ,bareJˆ
5
µpk, pq of the chiral current at k “ pωF and p “ 0 reads:
Z5µ,bareJˆ
5
µppωF , 0q “
#
ωZ5µ,bareσµ if µ “ 0, 1, 2,
Z53,bareσ3 if µ “ 3.
(2.41)
Comparing with (2.33), we see that at the Weyl nodes the different components of the chiral
current behave like those of the total current, up to an additional ‘chirality sign’ ω “ ˘ and
different multiplicative factors. This implies that, in the ‘infrared regime’ of p small and k
close to the Weyl nodes, the ‘chiral density’ Jˆ50,p defined by (2.39) with µ “ 0 reduces to the
difference between the quasi-particle densities around the Weyl nodes, up to a multiplicative pre-
factor; similarly, the spatial components of the chiral current reduce to the difference between
the quasi-particle currents around the Weyl nodes. Making a parallel with QED4, this infrared
chiral current coincides with the standard QED4 axial current with different velocities. The
multiplicative normalizations Z5µ,bare have to be fixed so that the electric charge carried by this
current is the same as the charge carried by the electromagnetic current. Note that the charge
associated with the current is renormalized by the interaction and it must be defined in terms
of correlations.
Let us define the vertex functions
Γˆµpk,pq “ lim
β,LÑ8
1
βL3
xTJˆµ,p ; aˆ´k`paˆ`k yβ,L , (2.42)
Γˆ5µpk,pq “ lim
β,LÑ8
1
βL3
xTJˆ5µ,p ; aˆ´k`paˆ`k yβ,L, (2.43)
which are 2 ˆ 2 matrices in the color indices of the fermionic operators, for each choice of
µ P t0, 1, 2, 3u. Let us also introduce their ‘amputated’ versions,
γˆµpk,pq “
“
Sˆ2pk` pq
‰´1
Γˆµpk,pq
“
Sˆ2pkq
‰´1
, (2.44)
γˆ5µpk,pq “
“
Sˆ2pk` pq
‰´1
Γˆ5µpk,pq
“
Sˆ2pkq
‰´1
, (2.45)
where we recall that Sˆ2pkq is the interacting propagator, see (2.24) and (2.27). Existence of the
limits in (2.42)-(2.43), in the sense of footnote 6 above, is part of the main results of this paper,
stated in the following section. We will impose that the amputated vertex functions agree in
the infrared limit, up to a sign: that is, if pωF is the 4-vector p
ω
F “ p0, pωF q,
lim
kÑpωF
pÑ0
γˆ5µpk,pq
“
γˆµpk,pq
‰´1 “ ω12, (2.46)
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where, for technical convenience, we take the limit in such a way that k´pωF ,p,k`p´pωF are
all of the same order as they tend to zero.
Finally, we denote by J5µpAq the chiral current coupled to the external gauge field, defined
again via the Peierls substitution (2.28). We have:
J5µ,zpAq “ Z5µ,bare
ÿ
x,yPΛL
ax` J
5
µpy ´ x, z ´ xqei
ş
xÑy A¨d`ay´ , (2.47)
where J5µpy ´ x, z ´ xq is the inverse Fourier transform of Jˆ5µpk, pq.
Remarks.
1) The limiting values of γˆµpk,pq and of γˆ5µpk,pq as k Ñ pωF and p Ñ 0 divided by Zvµ, with
Z the wave function renormalization and vµ the dressed velocity
7, see (2.27), have the physical
meaning of (dressed) electric charges. Gauge invariance ensures that the bare electric charge
associated with the electromagnetic current is not renormalized by the interaction, that is, it
is equal to the dressed one, see (3.4) below. In contrast, the charge associated with the chiral
current is renormalized non-trivially and the choice of Z5µ,bare is used to impose, through (2.46),
the physically necessary requirement that the electric charges transported by the electromagnetic
and chiral currents are the same.
2) The definition of the components of the chiral current is largely arbitrary, as long as their
kernels have the right asymptotic form at the Weyl nodes, see (2.41), and the right discrete
symmetries, discussed in Appendix A.1. Changing the specific definition of the chiral current
would only affect the specific value of the parameters Z5µ,bare. In view of the universality result
we prove, this arbitrariness does not affect the quadratic response at dominant order.
3) The introduction of a lattice current for Weyl semimetals, generalizing the proposal of [61]
(see also [38]) to lattice interacting models, is an original contribution of this paper. Despite the
formal similarity between the electromagnetic and the chiral lattice current, it is important to
highlight some basic differences. In the infrared limit (p small and k close to the Weyl nodes),
they reduce to the electromagnetic and axial currents of QED4, respectively. In QED4, both
these currents are conserved, and their conservation is associated with basic gauge symmetries
of the model (total and chiral, respectively). On the contrary, in our lattice realization, only the
electromagnetic current is associated with a gauge symmetry, from which exact Ward Identities
between correlations follow: these imply, in particular, that the dressed charge is not renormal-
ized, see (3.4) below, and that the 4-divergence of the current vanishes even in the presence of
an external electromagnetic field, see, e.g., (3.11) below. Neither of these properties holds for
the lattice chiral current.
2.6 Main result: condensed matter simulation of the chiral anomaly
We are interested in the response of the expectation of the chiral 4-current Jˆ5µ,p to an adiabatic
external gauge field of the form Axptq “ eηtAx, where η ą 0 plays the role of adiabatic parameter.
We denote byHLpAptqq the Hamiltonian of the interacting system, coupled to the external gauge
field via the Peierls substitution (2.28). We will consider the time-evolution of the many-body
system from t “ ´8 to t “ 0.
7We use the convention that v0 “ 1.
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Let x¨yβ,L;t ” Tr ¨ρptq be the time-dependent state of the system, where ρptq is the solution of
the von Neumann equation iBtρptq “ rHLpAptqq, ρptqs, with boundary condition ρp´8q “ ρβ,L.
Let xJˆ5µ,ppAptqqyβ,L;t be the time-dependent average of the chiral lattice current. As discussed in
the introduction, we focus our attention on the quadratic variation of this quantity with respect
to the external field, denoted by xJˆ5µ,ppAptqqyp2qβ,L;t:
xJˆ5µ,ppAptqqyp2qβ,L;t “
1
2
3ÿ
i,j“1
ÿ
p1,p2PBL
Aˆi,p1ptqAˆj,p2ptqδp1`p2`p,0Πˆ5;β,Lµ,i,j pp1,p2q , (2.48)
with pi “ pη, piq. The quadratic response Πˆ5;β,Lµ,i,j pp1,p2q is the analogue, in our condensed matter
context, of the chiral anomaly in QED4, see (2.51) and following discussion for more details. It
can be expressed in terms of equilibrium correlation functions, via second-order time-dependent
perturbation theory; see Appendix C, Eq.(C.12). A rigorous application of the Wick rotation,
proven in Appendix C, allows us to express the β, L Ñ 8 limit of this quantity in terms of
Euclidean correlation functions. Let Πˆ5µ,i,jpp1,p2q “ limβ,LÑ8 Πˆ5;β,Lµ,i,j pp1,p2q. For p1 “ pη, p1q,
p2 “ pη, p2q, p “ ´p1 ´ p2, we have, see Eq.(C.15):
Πˆ5µ,i,jpp1,p2q “ xT Jˆ5µ,p ; Jˆi,p1 ; Jˆj,p2y8 ` Schwinger terms, (2.49)
where x ¨ y8 “ limβ,LÑ8pβL3q´1x¨yβ,L. We refer the reader to Eq.(C.15) for the precise form
of the Schwinger terms. More generally, we denote by Πˆ5µ,ν,σpp1,p2q the extension of (2.49)
to space-time current insertions, the labels ν, σ “ 0 corresponding to insertions of a density
operator Jˆ0,pi .
The next theorem gives the explicit expression of the interacting quadratic response of the
chiral current, Πˆ5µ,ν,σpp1,p2q, in the limit of low momenta.
Theorem 2.1. Suppose that the non interacting part of the Hamiltonian satisfies the hypotheses
of Section 2.2, namely: symmetries (i) to (iv) and Eqs.(2.11) to (2.13). There exists λ0 ą 0,
independent of the choice of ζ in I, such that, for all ζ P I, there exist functions ν, Z5µ,bare, vj , Z,
analytic in |λ| ď λ0, for which (2.27) and (2.46) hold. Moreover, for η ą 0, four-vectors
p1 “ pη, p1q, p2 “ pη, p2q such that P :“ maxt|p1|, |p2|u ď |p`F |, and p “ ´p1 ´ p2:
3ÿ
µ“0
pµΠˆ
5
µ,ν,σpp1,p2q “ ´ 12pi2 p1,αp2,βεαβνσ `R
5
ν,σpp1,p2q , (2.50)
where εαβνσ is the four dimensional Levi-Civita symbol
8 and |R5ν,σpp1,p2q| ď Cθ,ζP 2`θ, for any
θ P p0, 1q, ζ P I and a suitable Cθ,ζ ą 0.
The proof of this theorem, presented in the rest of this paper, provides a constructive al-
gorithm for computing the functions ν, Z5µ, vj , as well as the β, L Ñ 8 limit of the Euclidean
correlation functions of the system. The construction and proof of analyticity of the staggered
chemical potential ν and of the Fermi velocities vj , j “ 1, 2, 3, uniformly in ζ, is not new, see
[49, 50]. An explicit computation at the level of first order perturbation theory shows that the
8We use the convention that ε0123 “ 1, and εpi0,pi1,pi2,pi3 “ p´1qpi for pi “ ppi0, pi1, pi2, pi2q a permutation of
p0, 1, 2, 3q, with p´1qpi the sign of the permutation. As usual, εαβνσ “ 0 whenever the sequence pα, β, ν, σq has at
least a repetition.
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interacting Fermi velocities vj , j “ 1, 2, 3, are non-trivial functions of λ and of all the other
parameters entering the definition of the Hamiltonian, generically in the choice of H0 and w. In
this sense, the Fermi velocities are non-universal quantities: their value depends on the details
of the microscopic Hamiltonian. The same is true for the longitudinal Kubo conductivity, see
[49], and for several other physical observables.
The important new piece of information contained in Theorem 2.1 is Eq.(2.50), which shows
that the quadratic response of the chiral current is universal in the low momentum limit. It
plays the same role as the quantized transverse conductivity in quantum Hall fluids. Remarkably,
(2.50) is valid for all the choices of the parameter ζ controlling the distance among the Weyl
points; it is valid, in particular, arbitrarily close to the critical point ζ “ ζ1 where the Weyl
points merge and the valence and conduction bands touch quadratically, rather than linearly.
The situation where the Weyl nodes are very close and the quasi-particle velocities are very
small is very common in the actual experimental realization of Weyl semimetals, see e.g. [9,
Fig.2 and 3] and [18, Fig.1]. In such a situation, the natural parameter measuring the strength
of the interaction is the coupling strength divided by the quasi-particle velocity; surprisingly,
even if this parameter becomes huge, the interaction still appears not to affect the anomaly
coefficient.
Note that the universality of the ‘chiral anomaly’ in (2.50) holds, provided that the lattice
chiral current is normalized correctly. It is, of course, a non trivial fact that the normalization
condition (2.46), ensuring the identity of the charges transported by the electromagnetic and
chiral currents, guarantees also the universality of the chiral anomaly. The fact that the quadratic
response of the axial current to the electromagnetic field divided by the axial renormalization
is universal (and not that the quadratic response itself, as often stated incorrectly) is the very
content of the Adler-Bardeen theorem, see the discussion in [1] after Eqs.(6) and (7). Note
also that, of course, the quadratic response of the electromagnetic, rather than axial, current
vanishes, by current conservation.
In order to make the connection between the quadratic response Πˆ5µ,ν,σpp1,p2q and the
transport experiments in Weyl semimetals, we choose the vector potential to be of compact
support in space, and set N5t “ i limβ,LÑ8xJˆ50,0pAptqqyp2qβ,L;t. We now want to compute BtN5t ,
which represents the quasi-particle flow from the first Weyl node to the second, at quadratic
order in A. From the construction of the interacting Gibbs state of the system in the β, LÑ8
limit, which Theorem 2.1 is based on, one finds that the time derivative commutes with the
β, L Ñ 8 limit. Moreover, note that, by differentiating (2.48) with respect to time, the right
side simply gets multiplied by 2η, because its time dependence is all in Aˆi,p1ptq “ eηtAˆi,p1p0q
and Aˆj,p2ptq “ eηtAˆj,p2p0q. Note also that 2η is minus the zero-th component of p “ ´p2η, 0q
(recall that in our case p “ ´p1´ p2 “ 0). Therefore, by using (2.50) in the expression obtained
from (2.48) by differentiating with respect to time and by taking β, LÑ8, we find:
BtN5t “ 14pi2
ż
dx BαAi,xptqBβAj,xptqεαβij ` eAptq (2.51)
“ 1
2pi2
ż
dxExptq ¨Bxptq ` eAptq
where, in the first line, summation over repeated indices is understood (α, β run from 0 to
3, while i, j from 1 to 3), and B0 denotes the time derivative. The error term eAptq, due to
the error term R5ν,σ in (2.50), collects contributions involving a higher number of derivatives
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on the vector potential. It is subdominant for a vector potential slowly varying in space. For
the second identity, we used the definitions of electric and magnetic fields: Ei,x “ ´BtAi,x and
Bi,x “ ř3j,l“1 εijl BjAl,x. Recent experiments [39, 41, 43, 69, 70] in different Weyl semimetals
reported evidence for an anomalous flow of quasi-particles between the Weyl nodes, which causes
a negative, highly anisotropic, magnetoresistance. For instance, in [69], the resistivity tensor
was measured for different values of the angle between E and B, and the response proved
to be strongest for E and B parallel, see e.g. [69, Fig. 6A and 6B], in agreement with the
E ¨B dependence in (2.51). Comparing measures at different angles is a way to access directly
the quadratic response, which is the one related to the anomaly. We stress that the E ¨ B
dependence found in real (interacting) Weyl semimetals is the same predicted originally for non-
interacting systems [61]. This is a first important instance of universality, even though a precise,
quantitative, experimental verification of the interaction-independence of the chiral anomaly
coefficient has still to come.
The dominant term in the right side of (2.51) is the usual chiral anomaly of QED4, with
the same universal prefactor, irrespective of the presence of the interaction. The interaction
independence of the coefficient is the analogue, in our context, of the Adler-Bardeen anomaly
non-renormalization theorem [3], which our result is a rigorous version of. In our context, the
lattice plays the role of a fixed ultraviolet regularization of an effective QFT model: chiral and
Lorentz symmetry are emerging and approximate but nevertheless the chiral anomaly satisfies
the AB non-renormalization property. We expect that our methods can be used to prove a
generalization of the Adler-Bardeen’s theorem for interacting lattice gauge theories at finite
cutoff, such as infrared lattice QED4, see [48, 51].
3 Proof of Theorem 2.1
3.1 General strategy and core argument of the proof
The proof of Theorem 2.1 is based on the following strategy:
1 We first compute the generating function of correlations via RG methods; the output of
the RG construction is that the correlation functions are expressed in terms of a series
expansion in λ and in a sequence of effective parameters, which is convergent, provided
that |λ| is sufficiently small and the effective parameters are uniformly bounded under the
iterations of the RG map.
2 Next, we show that these effective parameters are uniformly bounded, as desired, provided
that the staggered chemical potential ν is chosen appropriately. We also show how to fix
the bare parameters Z5µ,bare in such a way that (2.46) is verified.
3 The RG expansion also allow us to identify an explicit dominant contribution to the
correlations (for momenta close to the Weyl nodes), which can be written explicitly in
terms of the ‘dressed parameters’ of the model. The subdominant contributions to the
correlations admit improved dimensional bounds, which imply better regularity properties
in momentum space, as compared to their dominant counterparts.
4 Once that the correlations have been written as a dominant contribution, plus a better-
behaved remainder, we are in business for proving (2.50): in fact, the left side of (2.50) can
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be written as the contribution from the dominant part, which can be computed explicitly,
plus a remainder, whose value at small momenta is fixed by Ward Identities.
Let us now describe more technically the outcome of items 1 to 3 for the quadratic response
Πˆ5µ,ν,σ. Next, we will give more details on item 4, which is the core argument of our proof: in
particular, we will prove our main result, Eq.(2.50), starting from a key representation formula
for Πˆ5µ,ν,σ, see (3.1) below, to be proved in the rest of the paper.
3.1.1 The splitting of Πˆ5µ,ν,σ into dominant plus subdominant contributions
As an outcome of the RG analysis mentioned in item 1, of the choice of ν mentioned in item
2 and of the splitting of the correlation functions into dominant plus subdominant parts men-
tioned in item 3, we will prove that the quadratic response of the chiral current to the external
electromagnetic field can be written as
Πˆ5µ,ν,σpp1,p2q “
Z5µZνZσ
Z3v1v2v3
Iµ,ν,σpp1,p2q ` rH5µ,ν,σpp1,p2q, (3.1)
where: the first term in the right side is the dominant contribution, defined in terms of the
effective parameters Z5µ, Zµ (the chiral/non-chiral vertex renormalizations), of Z (the wave
function renormalization), of vl (the dressed velocities), and of the explicit function Iµ,ν,σ
(the ‘chiral triangle graph’ of QED4 with momentum cutoff, see (3.141) below), computed at
p1 “ pp1,0, v1p1,1, v2p1,2, v3p1,3q, p2 “ pp2,0, v1p2,1, v2p2,2, v3p2,3q; the second term in the right
side is the subdominant contribution, which is differentiable in the external momenta in a suf-
ficiently small neighbourhood around the origin, with derivatives that are Ho¨lder continuous of
order θ, for all θ P p0, 1q.
3.1.2 Ward Identities and the chiral triangle graph
Before we proceed further, let us specify a few additional properties of the quadratic response
Πˆ5µ,ν,σ and of its dominant contribution, the first term in the right side of (3.1).
The first key property we wish to emphasize is a remarkable consequence of the conservation
(2.37), namely the Ward Identityÿ
ν
p1,νΠˆ
5
µ,ν,σpp1,p2q “
ÿ
σ
p2,σΠˆ
5
µ,ν,σpp1,p2q “ 0 . (3.2)
We stress that there is no similar identity for the contraction of the µ index with the external
momenta, due to the lack of lattice chiral gauge invariance: while the formal infrared limit of
both the electromagnetic and chiral currents are conserved, only the first one is associated with
a lattice gauge invariance principle.
Of course, gauge invariance implies the validity of Ward Identities for (infinitely many) other
correlations. A crucial one is the ‘vertex Ward Identity’ relating the vertex function Γˆµpk,pq in
(2.42) with the 2-point function Sˆ2pkq in (2.27):ÿ
µ“0,1,2,3
pµΓˆµpk,pq “ Sˆ2pkq ´ Sˆ2pk` pq , (3.3)
which implies the following relation between the renormalized parameters:
Zµ “ vµZ , (3.4)
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with v0 :“ 1. The condition (3.4) can be interpreted by saying that the electric charge trans-
ported by the electromagnetic current is not renormalized, thanks to lattice Ward Identities.
The analogous identity does not hold for the lattice chiral current, because there is no lattice
chiral symmetry protecting the ‘chiral charge’ from renormalizing. This is the reason why we
need to impose the identity of the charges transported by the electromagnetic and chiral currents
via the constants Z5µ,bare, as discussed in Section 2.5; in fact, by imposing (2.46), we obtain that,
for µ “ 0, 1, 2, 3,
Z5µ “ Zµ. (3.5)
Finally, an explicit computation of the chiral triangle graph Iµ,ν,σpp1,p2q shows that
3ÿ
µ“0
pp1,µ ` p2,µqIµ,ν,σpp1,p2q “ 1
6pi2
3ÿ
α,β“0
p1,αp2,βεαβνσ `Rν,σpp1,p2q (3.6)
3ÿ
ν“0
p1,νIµ,ν,σpp1,p2q “ 1
6pi2
3ÿ
α,β“0
p1,αp2,βεαβµσ ` rRµ,σpp1,p2q , (3.7)
where εαβνσ is the Levi-Civita symbol, see footnote 8, and where both R and rR are smaller than
CP 3{|p`F | for P “ maxt|p1|, |p2|u sufficiently small, as compared with |p`F |. Note that the fact
that the 4-divergences in the left side of (3.7) is non-zero, contrary to (3.2), is ultimately due
to the fact that the triangle graph Iµ,ν,σpp1,p2q is computed in the presence of an ultraviolet
momentum cutoff, see (3.141) below, which breaks global and chiral gauge symmetries explicitly.
3.1.3 The core argument: proof of (2.50)
In view of (3.1), the left side of (2.50) can be rewritten as
´
ÿ
µ
pp1,µ ` p2,µqΠˆ5µ,ν,σpp1,p2q “ ´
ÿ
µ
pp1,µ ` p2,µq Z
5
µZνZσ
Z3v1v2v3
Iµ,ν,σpp1,p2q (3.8)
´
ÿ
µ
pp1,µ ` p2,µq rH5µ,ν,σpp1,p2q.
Let us focus on the first term in the right side of (3.8). Thanks to (3.5), (3.4) and (3.6), recalling
that for a “ 1, 2 and µ “ 0, 1, 2, 3 we defined pa,µ “ vµpa,µ, we can rewrite it as
´ 1
6pi2
ÿ
α,β
vνvσ
v1v2v3
p1,αp2,βεαβνσ “ ´
ÿ
α,β
vνvσvαvβ
v1v2v3
p1,αp2,βεαβνσ “ ´
ÿ
α,β
p1,αp2,βεαβνσ , (3.9)
where, in the last step, we used the fact that εαβνσ ‰ 0 if and only if pα, β, ν, σq is a permutation
of p0, 1, 2, 3q (recall that v0 “ 1). Plugging this back into (3.8), we find
´
ÿ
µ
pp1,µ`p2,µqΠˆ5µ,ν,σpp1,p2q “ ´ 16pi2
ÿ
α,β
p1,αp2,βεα,β,ν,σ´
ÿ
µ
pp1,µ`p2,µq rH5µ,ν,σpp1,p2q . (3.10)
Similarly, using (3.7), we find:ÿ
ν
p1,νΠˆ
5
µ,ν,σpp1,p2q “ 16pi2
ÿ
α,β
p1,αp2,βεαβµσ `
ÿ
ν
p1,ν rH5µ,ν,σpp1,p2q . (3.11)
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We now use (3.2) and the continuous differentiability of rH5µ,ν,σ to obtain, after having ex-
panded rH5µ,ν,σ at first order in Taylor series around the origin,
0 “ 1
6pi2
ÿ
α,β
p1,αp2,βεαβµσ `
ÿ
ν
p1,ν
´ rH5µ,ν,σp0,0q ` ÿ
a“1,2
ÿ
ρ
pa,ρ
B rH5µ,ν,σ
Bpa,ρ p0,0q
¯
. (3.12)
Eq.(3.12) implies that:
rH5µ,ν,σp0,0q “ 0 , B rH5µ,ν,σBp2,β p0,0q “ ´ 16pi2 ενβµσ . (3.13)
Similarly, using that rH5µ,ν,σpp1,p2q “ rH5µ,σ,νpp2,p1q,
B rH5µ,ν,σ
Bp1,β p0,0q “ ´
1
6pi2
εσβµν . (3.14)
We now go back to (3.11), expand rH5µ,ν,σ in Taylor series around the origin up to first order
included, and use the identities (3.13)-(3.14), thus finding
´
ÿ
µ
pp1,µ ` p2,µqΠˆ5µ,ν,σpp1,p2q “ ´ 16pi2
ÿ
α,β
p1,αp2,βεαβνσ (3.15)
` 1
6pi2
ÿ
µ
pp1,µ ` p2,µq
ÿ
a“1,2
p´1qa
ÿ
β
pa,βενβµσ `
ÿ
µ
pp1,µ ` p2,µq rR5µ,ν,σpp1,p2q ,
where the last term comes from the Taylor remainder of rH5µ,ν,σ. Thanks to the fact that
the derivatives of rH5µ,ν,σ are Ho¨lder continuous of order θ, for any 0 ă θ ă 1, the remain-
der rR5µ,ν,σpp1,p2q is of the order P 1`θ (possibly non-uniformly in θ and in |p`F |), for P “
maxt|p1|, |p2|u sufficiently small. After combining the first two terms in the right side of (3.15),
we get (2.50), with R5ν,σpp1,p2q “
ř
µpp1,µ ` p2,µq rR5µ,ν,σpp1,p2q “ OpP 2`θq, possibly non-
uniformly in θ and in |p`F |. Note the crucial role played in this argument by the decomposition
of the response function into differentiable plus (explicitly computable) non-differentiable con-
tributions.
3.1.4 Roadmap
In view of the previous subsection, in order to complete the proof of (2.50), we ‘just’ need to
prove the validity of (3.1), with Zµ, Z
5
µ, Z, vl satisfying (3.5)-(3.4), and with Iµ,ν,σ satisfying
(3.6)-(3.7); we also need to establish (3.2). The proof of all these claims will be given below,
together with the proof of the other claims in Theorem 2.1. We will follow the strategy outlined
in items 1 to 3 at the beginning of this section. More in detail, the proof in the next sections is
organized as follows:
• In Section 3.2, we represent the generating function of Euclidean correlations in terms
of a Grassmann functional integral. In particular, in Section 3.2.1 we state the gauge-
invariance property of the Grassmann generating function, which implies a hierarchy of
Ward Identities for the correlation functions, including (3.2).
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• In Section 3.3 we describe the iterative RG computation of the Grassmann generating
function, whose output is a convergent expansion for the generating function, in terms of
a sequence of effective coupling constants Zµ,h, Z
5
µ,h, Zh, vl,h, labelled by the step h of the
RG iteration (these are nothing but the finite-h analogues of the parameters Zµ, Z
5
µ, Z, vl
in (3.1)). If these parameters are suitably bounded, uniformly in h, and if they admit a
limit as the number of RG iterations tends to infinity, the expansion for the correlation
functions is convergent uniformly in the β, LÑ8 limit, for |λ| small enough, and the limit
of the correlations as β, LÑ8 exists. In order for the bounds on the radius of convergence
to be uniform in ζ P I, the RG iteration must be defined differently, depending on whether
the momentum scale under consideration in the RG step is larger or smaller than the
separation between the Weyl nodes; the two regimes are described in Sections 3.3.1 and
3.3.2, respectively.
• In Section 3.4 we explain how to fix the bare staggered chemical potential ν in such a way
that the sequence of effective coupling constants Zµ,h, Z
5
µ,h, Zh, vl,h satisfies the desired
bounds. We also show how to fix the bare parameters Z5µ,bare in such a way that (3.5)
holds.
• In Section 3.5 we explain how to use the convergent expansion provided by the iterative
RG computation of the generating function, in order to define a splitting of the main
correlation functions of interest into an explicit dominant part plus a remainder, whose
Fourier transforms admit improved dimensional bounds at low external momenta. In
particular, we prove (3.1) and (2.27), we show that (3.5) implies (2.46) and, by using the
vertex Ward Identity, we prove (3.4).
• In Section 3.6 we prove (3.6) and (3.7).
Further technical details are deferred to the appendices: in Appendix A we discuss the symme-
tries of the Grassmann action and their consequences for the effective action obtained at the
h-th step of the RG iteration; in Appendix B we provide further technical details on the ‘tree
expansion’ for the kernels of the effective action and their dimensional bounds; in Appendix C
we prove that the quadratic response coefficients we are interested in can be expressed in terms
of Euclidean correlation functions.
3.2 Grassmann representation
In this section we introduce a Grassmann integral formulation of the model, which will be the
starting point for our RG analysis. In the following, C,C 1, . . ., denote universal constants (in
particular, independent of the distance between the Weyl nodes), whose specific values may
change from line to line.
Let γ be any constant larger than 1, α0 a positive constant, to be fixed later on, and χpsq
a smooth, even, compactly supported function, such that χpsq “ 0 for |s| ą α0γ and χpsq “ 1
for |s| ă α0. For technical convenience, we choose χ to belong to the Gevrey class Gs with
s “ 2, see, e.g., [31, Appendix C]. Recall thatMfβ “ 2piβ pZ` 12q is the set of fermionic Matsubara
frequencies. Given N P N, we introduce the UV -regularized version of Mfβ as:
Mfβ,N :“
!
k0 PMfβ
ˇˇˇ
χp2´N |k0|q ą 0
)
. (3.16)
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Let BL be the finite-volume Brillouin zone, Eq.(2.7), and let Dβ,L,N :“Mfβ,N ˆBL. We consider
the finite Grassmann algebra generated by the Grassmann variables tψˆ˘k,ru with k “ pk0, kq P
Dβ,L,N and r “ 1, 2.
The Grassmann Gaussian integration
ş
PN pdψqp¨q is a linear functional acting on the Grass-
mann algebra as follows. Its action on a given Grassmann monomial
śn
j“1 ψˆ
εj
kj ,qj
is zero unless
|tj : εj “ `u| “ |tj : εj “ ´u|, in which case:ż
PN pdψqψˆ´k,r1ψˆ`k11,r11 ¨ ¨ ¨ ψˆ
´
kn,rn
ψˆ`k1n,r1n “ detrCrj ,r1kpkj ,k1kqsj,k“1,...,n, (3.17)
where Cr,r1pk,k1q “ βL3δk,k1
“
gˆβ,L,N pkq
‰
r,r1 and
gˆβ,L,N pkq :“ χN pk0q´ik0 ` Hˆ0pkq
, χN pk0q :“ χp2´Nk0q . (3.18)
We represent the free propagator as:
gˆβ,L,N pkq “ χN pk0q
ˆ´ik0 ` cpkq ` dpkq apkq ´ ibpkq
apkq ` ibpkq ´ik0 ´ cpkq ` dpkq
˙´1
, (3.19)
see (2.8). Recall that appωF q “ bppωF q “ cppωF q “ dppωF q “ 0 and that a, b, c, d satisfy the parity
properties spelled out after (2.8). Moreover, letting aRpkq “ apkq ´ v01k1, bRpkq “ bpkq ´ v02k2,
cR,ωpkq “ cpkq ´ ωv03pk3 ´ pωF,3q ´ b
0
2 pk3 ´ pωF,3q2 and dRpkq “ dpkq, these functions satisfy the
bounds in (2.14) and (2.15).
The Grassmann Gaussian integration might also be rewritten as:ż
PN pdψqp¨q “ 1Nβ,L,N
ż
dψ exp
!
´ 1
βL3
ÿ
kPDβ,L,N
ÿ
r,r1“1,2
ψˆ`k,rrgˆβ,L,N pkq´1sr,r1ψˆ´k,r1
)
p¨q (3.20)
with
ş
dψp¨q is the usual Berezin integration over the Grassmann algebra and Nβ,L,N a normal-
ization factor:
Nβ,L,N “
ź
kPDβ,L,N
pβL3q det gˆβ,L,N pkq . (3.21)
Let us introduce the configuration space Grassmann field as follows, for x P r0, βq ˆ ΛL:
ψx˘,r :“ 1βL3
ÿ
kPDβ,L,N
e˘ik¨xψˆ˘k,r ; (3.22)
we then have: ż
PN pdψqψx´,rψ`y,r1 “
“
gβ,L,N px´ yq
‰
r,r1 ,
gβ,L,N px´ yq :“ 1
βL3
ÿ
kPDβ,L,N
e´ik¨px´yqgˆβ,L,N pkq . (3.23)
Denoting by gβ,Lpxq the two-point function of the Fock-space model, it is well-known (and easy
to check) that limNÑ8 gβ,L,N pxq “ gβ,Lpxq for x R βNˆ LN2, while for x P βNˆ LN2:
lim
NÑ8 gβ,L,N pxq “
gβ,Lpx`0 , ~xq ` gβ,Lpx´0 , ~xq
2
. (3.24)
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Next, we introduce the interaction of the Grassmann field theory as:
Vpψq :“ ´λ
ż
dxdy
ÿ
r,r1
nx,rwr,r1px,yqny,r1 ´ ν
ż
dx
ÿ
r
p´1qrnx,r (3.25)
with the notations: wr,r1px,yq :“ δpx0 ´ y0qwr,r1px, yq;
ş
dxp¨q :“ şβ0 dx0 řxPΛLp¨q; and nx,r “
ψx`,rψx´,r. From now on, we assume that ν is real-analytic in λ, for λ small, and |ν| ď C|λ|.
A posteriori, we will see that this assumption is compatible with the other requirements on ν
we will need. More generally, the interaction of the Grassmann field theory in the presence
of complex external fields Aµ,x, A
5
ν,x (depending now on coordinates x “ px0, xq, with x0 an
imaginary time in r0, βq) and of a Grassmann external field φx˘,r is:
VpA,A5, φ, ψq “ Vpψq `BpA,ψq `B5pA5, A, ψq ` pψ`, φ´q ` pφ`, ψ´q , (3.26)
where pψ`, φ´q :“ ř2r“1 ş dxψx`,rψx´,r and
BpA,ψq :“ pA0, j0q ` pψ`, pH0 ´H0pAqqψ´q
B5pA5, A, ψq :“
3ÿ
µ“0
pA5µ, j5µq , (3.27)
with the understanding that pA0, j0q “
ş
dxA0,xj0,x, with j0,x “ ´iř2r“1 ψx`,rψx´,r, and similarly
for pA5µ, j5µq; here j5µ denotes the Grassmann counterpart of the chiral lattice current, recall
Eq.(2.47):
j5µ,zpAq “ Z5µ,bare
ÿ
x,yPΛL
2ÿ
r,r1“1
ψ`pz0,xq,rJ
5
µ;r,r1py ´ x, z ´ xqei
ş
xÑy Az0 ¨d`ψ´pz0,yq,r1 ,
where
ş
xÑy Az0 ¨ d` denotes the line integral
ş1
0 Apz0,x`spy´xqq ¨ py ´ xq ds. Finally, we introduce
the generating functional of the correlations as:
Wβ,LpA,A5, φq :“ lim
NÑ8 log
ż
PN pdψqeVpA,A5,φ,ψq . (3.28)
The existence of the ultraviolet limit N Ñ8 is essentially model independent, and has already
been proven in a number of places, see e.g. [25, 27] for the Hubbard model on the honeycomb
lattice. It is well-known, see e.g. Section 5.1 of [28], that the Fock-space Euclidean correlation
functions can be expressed in terms of the derivatives of the generating functional with respect
to the external fields. At non-coinciding points:
Sβ,L2;r,r1px,yq “
B2Wβ,LpA,A5, φq
Bφ´y,r1Bφx`,r
ˇˇˇ
A“A5“φ“0
,
Γβ,Lµ;r,r1pz,x,yq “
B3Wβ,LpA,A5, φq
BAµ,zBφ´y,r1Bφx`,r
ˇˇˇ
A“A5“φ“0
, (3.29)
Γ5;β,Lµ;r,r1pz,x,yq “
B3Wβ,LpA,A5, φq
BA5µ,zBφ´y,r1Bφx`,r
ˇˇˇ
A“A5“φ“0
,
Π5;β,Lµ,ν,σ pz,x,yq “
B3Wβ,LpA,A5, φq
BA5µ,zBAν,xBAσ,y
ˇˇˇ
A“A5“φ“0
.
21
By translation invariance, all the correlation functions in (3.29) only depend on the relative
differences of the configuration-space arguments.
Remark. The statement of Theorem 2.1 involves the Fourier transforms of the correlation
functions in (3.29),
Sˆβ,L2;r,r1pkq “
ż
dye´ikySβ,L2;r,r1p0,yq, (3.30)
Γˆβ,Lµ;r,r1pk,pq “
ż
dy dz e´ipz´iky Γβ,Lµ;r,r1pz,0,yq, (3.31)
Γˆ5;β,Lµ;r,r1pk,pq “
ż
dy dz e´ipz´iky Γ5;β,Lµ;r,r1pz,0,yq, (3.32)
Πˆ5;β,Lµ,ν,σ pp1,p2q “
ż
dx dye´ip1x´ip2y Π5;β,Lµ,ν,σ p0,x,yq, (3.33)
and their β, L Ñ 8 limits, denoted by Sˆ2;r,r1pkq, Γˆµ;r,r1pk,pq, Γˆ5µ;r,r1pk,pq, Πˆ5µ,ν,σpp1,p2q, re-
spectively. For the purpose of proving Theorem 2.1, we can limit ourselves to computing these
functions at sufficiently low momenta (more precisely, at k sufficiently close to the Weyl nodes
and p,p1,p2 sufficiently close to 0). In particular, in the proof below, we can freely assume that
Aˆµ,p and Aˆ
5
µ.p are supported in a sufficiently small neighbourhood of the origin, and we shall
do so in the following.
3.2.1 Ward Identities
Ward identities are nontrivial relations between correlation functions, implied by the conser-
vation of the lattice current (2.37). The Grassmann integral formulation of the model offers a
particularly compact way of representing them. The invariance under Up1q-local gauge trans-
formation reads:
Wβ,LpA` Bα,A5, φeiαq “Wβ,LpA,A5, φq , (3.34)
for any smooth function αx on R3, periodic in x0 of period β and in x of period L (here φeiα
is a shorthand for te`iαxφx`,r, e´iαxφx´,ruxPr0,βqˆΛL). Differentiating Eq.(3.34) with respect to α
and with respect to the external fields, we obtain a hierarchy of Ward identities. As already
emphasized in Section 3.1.2, two Ward Identities that are of particular importance for us are
(3.2) and (3.3): the first is obtained by deriving once with respect to α, once with respect to
A, once with respect to A5, then setting the external fields A,A5, φ to zero, and taking the
β, L Ñ 8 limit; the second is obtained by deriving once with respect to α, twice with respect
to φ, then setting the external fields A,A5, φ to zero, and taking the β, LÑ8 limit.
3.3 Renormalization Group analysis
In this section we sketch the RG analysis of the model in the presence of external fields A
and A5. Our analysis follows and extends the one in [49, 50], where RG methods have been
used to prove the analyticity of the free energy of a specific lattice model of Weyl semimetals
within the class of models considered in this paper, and to compute the corresponding two-point
function Sˆβ,L2 . In the discussion below, we limit ourselves to describe the general scheme and to
highlight the main differences compared to [49, 50], referring to those papers, and in particular
to [50, Sections 2 and 3], for additional technical details. Moreover, for simplicity, we focus on
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generating functionalWβ,LpA,A5, 0q. The generalization to the presence of an external fermionic
field φ is straightforward and will not be explicitly worked out, see, e.g., [23, Section 12] or [27,
Section 2.2] for a discussion of the necessary modifications.
The starting point is a scale decomposition of the free propagator, which separates ultraviolet
and infrared degrees of freedom:
gˆβ,Lpkq “ gˆpď0qpkq ` gˆpą0qpkq
gˆpď0qpkq “ χ0pkqgˆβ,L,N pkq , gpą0qpkq “ gβ,L,N pkq ´ gˆpď0qpkq , (3.35)
where χ0pkq :“ χ
´b
k20 ´ det Hˆ0pkq
¯
. We assume that α0 is smaller than γ
´1?c2, with c2 the
constant in (2.17), so that on the support of χ0 (where, in particular, 0 ď ´ det Hˆ0pkq ď α20γ2)
the momentum k is closer to the Weyl nodes than c1 and |dpkq| ď 12
a
a2pkq ` b2pkq ` c2pkq, see
(2.16). We denote by gpď0qpxq and gpą0qpxq the inverse Fourier transforms of the momentum-
space propagators gˆpď0qpkq, gˆpą0qpkq. Correspondingly, we use the addition principle of Grass-
mann variables to rewrite the Grassmann Gaussian field ψˆ˘ as:
ψx˘,r “ ψpď0q˘x,r ` ψpą0q˘x,r , (3.36)
where ψpď0q˘, ψpą0q˘ are independent Grassmann Gaussian fields, with covariances given by
gpď0q, gpą0q respectively. Due to the fact that the propagator gˆpą0qpkq is supported away from
the Weyl nodes pωF “ p0, pωF q, the configuration-space covariance gpą0qpxq decays faster than any
power in x; more precisely, using the assumption that χ is in the Gevrey class of order s “ 2,
}gpą0qpxq} ď C0e´κ0
?|x|, (3.37)
for some κ0 ą 0. This allows to integrate out the ultraviolet degrees of freedom via a simple
fermionic cluster expansion, which is largely model independent; see e.g. [25, 27]. After the
integration of gpą0q we get:
eWβ,LpA,A5,0q “ eWp0qpA,A5q
ż
Pď0pdψpď0qqeVp0qpA,A5,ψpď0qq , (3.38)
where the various objects appearing in Eq. (3.38) have the following meaning. The fermionic
Gaussian integration Pď0pdψpď0qq has covariance given by gpď0qpx´yq; the effective interaction
on scale zero Vp0qpA,A5, ψpď0qq has the form:
Vp0qpA,A5, ψq “
ÿ
n,m1,m2ě0
ną0
ÿ
r,µ,ν
ż
dXdYdZ
” 2nź
i“1
ψx`2i´1,r2i´1ψx´2i,r2i
ı
¨ (3.39)
¨
” m1ź
j“1
Aµj ,yj
ı” m2ź
`“1
A5ν`,z`
ı
W p0qn,m1,m2;r,µ,νpX,Y,Zq ,
with X “ txiu2ni“1, Y “ tyjum1j“1, Z “ tz`um2`“1; the kernels W p0q are analytic in λ for |λ| small
enough, and satisfy the following weighted L1 bound (recall that in our assumptions ν “ Opλq):
1
βL3
ż
dQ e
κ0
2
?
δpQq|W p0qn,m1,m2;r,µ,νpQq| ď Cn`m1`m2
´ 3ź
ν“0
|Z5ν,bare|
|p`F,3|1´δν,3
¯
|λ|maxtδm1`m2,0, n´1u,
(3.40)
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where Q “ pX,Y,Zq, δpQq is the ‘Steiner diameter’ of Q, i.e., the length of the shortest tree
connecting all the points in Q, and κ0 is the same as in (3.37) (the reason for the choice of the
strecthed exponential weight e
κ0
2
?
δpQq is the comparable stretched exponential decay of gpą0q).
The generating functional on scale zero Wp0qpA,A5q has a similar representation, except that
only kernels with n “ 0 (no fermionic external lines) contribute.
Next, we perform the integration of the infrared degrees of freedom, associated to the massless
field ψpď0q. To this end, we decompose the field ψpď0q in terms of single-scale fields ψphq, h ď 0,
that we integrate iteratively. For v03 small, i.e., ζ close to ζ1, the value at which the Weyl
nodes merge, we distinguish two scale regimes, depending on whether cpk1 ` pωF q » ωv03k13 or
cpk1 ` pωF q » b
0
2 k
1
3
2, recall (2.8), (2.12), (2.14) and (2.15). We define h˚ ď 0 as the crossover
scale between the two regimes, at which k13
2 „ γh˚ „ v03γh˚{2; more precisely, we let
h˚ :“ mint0, t2 logγ |v03|uu. (3.41)
Let ε :“ |p`F ´ p´F |. Recall that, by assumption, c´10 |v03| ď ε ď c0|v03|, see (2.13). Thus, γh˚ „ ε2
for ε small. In the following, we discuss separately the scales h ą h˚ and the scales h ď h˚.
Remark. If h˚ “ 0, then the infrared analysis simplifies, in that the first regime, discussed
in the next subsection, disappears. This is the case when ζ is far from the value ζ1 at which the
Weyl points merge (or, similarly, the case, mentioned after (2.11), in which the Weyl nodes are
well separated uniformly in ζ).
3.3.1 Regime h ą h˚
Assume h˚ ă 0 (otherwise the reader can pass directly to next subsection). We inductively
assume that, for all h˚ ď h ď 0, the generating function of correlations can be written as:
eWβ,LpA,A5,0q “ eWphqpA,A5q
ż
PďhpdψpďhqqeVphqpA,A5,ψpďhqq . (3.42)
The Gaussian Grassmann field ψpďhq has Fourier-space covariance gˆpďhqpkq given by:
gˆpďhqpkq “ χhpkq
Zh
Ahpkq´1 (3.43)
where:
Ahpkq “
ˆ´ik0 ` chpkq ` dhpkq ahpkq ´ ibhpkq
ahpkq ` ibhpkq ´ik0 ´ chpkq ` dhpkq
˙
, (3.44)
χhpkq “ χ
´
γ´h
b
k20 ´ det Hˆ0pkq
¯
, Zh is real-analytic in λ, such that |Zh ´ 1| ď C|λ|, and,
recalling that pF,3 ” p`F,3,
ahpkq “ v1,hk1 ` aRpkq{Zh, bhpkq “ v2,hk2 ` bRpkq{Zh, (3.45)
chpkq “
`
cpkq ` 12ζhpk23 ´ p2F,3q
˘{Zh, dhpkq “ dpkq{Zh, (3.46)
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with vl,h real-analytic in λ, such that |vl,h ´ v0l | ď C|λ|, for l “ 1, 2, and |ζh| ď C|λ|. The
effective potential Vphq has the form:
VphqpA,A5, ψq “
ÿ
n,m1,m2ě0
ną0
ÿ
q,r,µ,ν
ż
dXdYdZ
” 2nź
i“1
Bˆq2i´1ψx`2i´1,r2i´1 Bˆq2iψx´2i,r2i
ı
¨ (3.47)
¨
” m1ź
j“1
Aµj ,yj
ı” m2ź
`“1
A5ν`,z`
ı
W phqn,m1,m2,q;r,µ,νpX,Y,Zq ,
which is similar to (3.39), with the difference that now there are the operators Bˆqi , with i “
1, . . . , 2n, acting on the Grassmann variables; here the labels qi are multi-indices of the form
qi “ pq0i , q1i , q2i , q3i q with qµi P t0, 1, 2, 3, 4u, and Bˆqi is a pseudo-differential operator, equal to the
identity if qi “ p0, 0, 0, 0q, and dimensionally equivalent to the composition of a derivative of
order q0i in direction 0, of a derivative of order q
1
i in direction 1, etc, otherwise
9 (if h “ 0, the
only non-vanishing contribution to the right side of (3.47) is the one with qi “ p0, 0, 0, 0q, for
all i “ 1, . . . , 2n, and (3.47) reduces to (3.39)). The kernels W phqn,m1,m2,q;r,µ,ν belong to a suitable
weighted L1 space, see (3.74) below, and are analytic in λ for |λ| small enough, uniformly in
h (recall that ν is assumed to be analytic in λ, as well, and of order λ). We stress that the
representation in (3.47) is not unique: the claim is that there exists such a representation, with
the kernels satisfying natural dimensional estimates, see (3.74) below. The generating functional
of correlations on scale h, Wphq, admits a similar representation, except that only kernels with
n “ 0 contribute. These assumptions are true at scale zero, with vl,0 “ v0l , ζ0 “ 0 and Z0 “ 1.
The inductive assumption (3.42) is verified at scale h “ 0, as an outcome of the integration
of the ultraviolet degrees of freedom. We now assume that (3.42) is valid at scale h˚ ă h ď 0
and prove it for h ´ 1. For this purpose, we intend to integrate out the degrees of freedom on
scale h, after having properly rewritten the effective potential in the right side of (3.42). As a
first step, we split Vphq as Vphq “ LVphq `RVphq, where L is the localization operator, acting on
Vphq as follows10:
LVphqpA,A5, ψq :“
ż
dk
p2piq4 ψˆ
`
k
`LWˆ phq1,0,0pkq˘ψˆ´k (3.48)
`
ż
dk
p2piq4
ż
dp
p2piq4
”
Aˆµ,pψˆ
`
k`p
`LWˆ phq1,1,0;µpk,pq˘ψˆ´k ` Aˆ5µ,pψˆ`k`p`LWˆ phq1,0,1;µpk,pq˘ψˆ´k ı,
where
ş
dk
p2piq4 and
ş dp
p2piq4 are shorthands for pβL3q´1
ř
kPDβ,L,N and pβL3q´1
ř
pPDbβ,L , respectively
9In Fourier space, the Fourier symbol of Bˆq is a function of k behaving like kq00 kq
1
1 k
q2
2 k
q3
3 for k small. When
writing the analogue of (3.47) in Fourier space, we can re-absorb the Fourier symbols of the operators Bˆqi , with
i “ 1, . . . , 2n, into the Fourier symbol of the kernel W phqn,m1,m2,q;r,µ,ν , and we shall do so; after summation over q,
we will denote the resulting modified Fourier symbol of the kernels by Wˆ
phq
n,m1,m2;r,µ,ν .
10Whenever it will be convenient, from now on, the dependence upon the indices r1, r2, . . . , will be left implicit.
ψˆ`k (resp. ψˆ
´
k ) will be thought of as a row (resp. columnn) vector with components ψˆ
`
k,1, ψˆ
`
k,2 (resp. ψˆ
´
k,1, ψˆ
´
k,2).
When writing ψˆ`kMpkqψˆ´k with Mpkq a 2ˆ 2 matrix, we will mean
ř2
r,r1“1 ψˆ
`
k,rMr,r1pkqψˆ´k,r1 .
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(here Dbβ,L “ 2piβ Zˆ 2piL Z3), and
LWˆ phq1,0,0pkq :“ Wˆ phq,81,0,0 p0q `
ÿ
µ“0,1,2
kµBµWˆ phq,81,0,0 p0q `
1
2
k23B23Wˆ phq,81,0,0 p0q ,
LWˆ phq1,1,0;µpk,pq :“ Wˆ phq,81,1,0;µp0,0q ` pk3Bk3 ` p3Bp3qWˆ phq1,1,0;µp0,0q , (3.49)
LWˆ phq1,0,1;µpk,pq :“ Wˆ phq,81,0,1;µp0,0q ` pk3Bk3 ` p3Bp3qWˆ phq,81,0,1;µp0,0q ,
where Wˆ
phq,8
1,0,0 pkq indicates the β, LÑ 8 limit of Wˆ phq1,0,0pkq, and similarly for Wˆ phq,81,1,0;µpk,pq and
Wˆ
phq
1,0,1;µpk,pq, whose existence follows from the inductive construction of the kernels and from
the corresponding bounds, uniform in β, L described below. The renormalization operator is
defined as R :“ 1´ L. Notice that RL “ LR “ 0.
Remarks.
1) There are potentially other terms in the Taylor expansion of Wˆ
phq,8
1,0,0 pkq that we could include
‘for free’ in the definition in the first line, namely k3B3Wˆ phq,81,0,0 p0q,
ř
µ“0,1,2 kµk3 BµB3Wˆ phq,81,0,0 p0q
and 16k
3
3B33Wˆ phq,81,0,0 p0q: in fact, as stated in the following lemma, these are all zero, by the parity
properties of Wˆ
phq,8
1,0,0 pkq. Therefore, the reader can think of the right side of the first line in
(3.49) as being the Taylor expansion of Wˆ
phq,8
1,0,0 pkq around k “ 0, including all terms propor-
tional to 1, tkµuµ“0,1,2,3, tkµk3uµ“0,1,2,3, and k33, where some of the terms have not been written
explicitly, simply because they are zero. Consequently, RWˆ phq1,0,0pkq is equal to the corresponding
Taylor remainder of Wˆ
phq,8
1,0,0 pkq, which is quadratic in tkµuµ“0,1,2 and, at k0 “ k1 “ k2 “ 0,
is quartic in k3; plus a finite size correction, proportional to Wˆ
phq
1,0,0pkq ´ Wˆ phq,81,0,0 pkq, which is
exponentially small in β, L as β, LÑ8, and can be bounded as discussed in [32, Appendix B].
We anticipate the fact that the scaling dimension of Wˆ
phq,8
n,m1,m2;µ,ν is
7
2 ´ 52n´m1´m2, see (3.74)
(the convention here is that kernels with positive/zero/negative scaling dimensions correspond
to relevant/marginal/irrelevant operators in the RG sense); any additional derivative with re-
spect to kµ decreases the scaling dimension by 1, if µ “ 0, 1, 2, and by 1{2, if µ “ 3. Therefore,
from the comments above, it follows that RWˆ phq1,0,0pkq is irrelevant, with scaling dimension ´1.
2) Similarly, from the definitions in (3.49), it follows that RWˆ phq1,1,0;µpk,pq and RWˆ phq1,0,1;µpk,pq are
equal to Taylor remainders that are linear in kµ, pµ with µ “ 0, 1, 2, and quadratic in k3, p3, up
to a (subdominant) finite size correction. From the formula of the scaling dimension anticipated
in the previous item, it follows that they are irrelevant with scaling dimension ´1. Note that the
linear terms pk3Bk3`p3Bp3qWˆ phq1,1,0;µp0,0q and pk3Bk3`p3Bp3qWˆ phq,81,0,1;µp0,0q in the second and third
lines of (3.49) are irrelevant with dimension ´1{2; the reason why we prefer to include them
into the local part is to guarantee that the irrelevant part has largest scaling dimension equal
to ´1. This guarantees that the improved dimensional bound discussed in the paragraph after
(3.74) has an additional factor γθh, with θ any positive constant smaller than 1 (rather than
1{2), see also Appendix B; this fact is useful in the study of the flow of the effective couplings
discussed in Section 3.4, see in particular case µ “ 3 in (3.107) and case µ “ 0, 1, 2 in (3.114),
where having θ ą 1{2 has important consequences for the resulting flow of Zµ,h and Z5µ,h.
The next lemma shows that the lattice symmetries of the model impose non-trivial con-
straints on the kernels of LVphq.
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Lemma 3.1. The following identities hold:
Wˆ
phq,8
1,0,0 p0q “ nhσ3 , BµWˆ phq,81,0,0 p0q “
#
zµ,hσµ if µ “ 0, 1, 2,
0 if µ “ 3 , B
2
3Wˆ
phq,8
1,0,0 p0q “ z3,hσ3
B0B3Wˆ phq,81,0,0 p0q “ B1B3Wˆ phq,81,0,0 p0q “ B2B3Wˆ phq,81,0,0 p0q “ B33Wˆ phq,81,0,0 p0q “ 0 , (3.50)
where nh, zi,h, z˜3,h P R and we denoted σ0 :“ ´i12. Moreover, letting pF,3 :“ p`F,3:
Wˆ
phq,8
1,1,0;µp0,0q “
#
Zµ,hσµ if µ “ 0, 1, 2,
0 if µ “ 3, , Wˆ
phq,8
1,0,1;µp0,0q “
#
0 if µ “ 0, 1, 2,
Z53,hσ3 if µ “ 3,
Bk3Wˆ phq,81,1,0;µp0,0q “ 2<
´
Bp3Wˆ phq,81,1,0;µp0,0q
¯
“
#
0 if µ “ 0, 1, 2,
Z3,h
pF,3
σ3 if µ “ 3, (3.51)
Bk3Wˆ phq,81,0,1;µp0,0q “ 2<
´
Bp3Wˆ phq,81,0,1;µp0,0q
¯
“
$&%
Z5µ,h
pF,3
σµ if µ “ 0, 1, 2,
0 if µ “ 3,
where Zµ,h, Z
5
µ,h P R, for µ “ 0, 1, 2, 3, and we denoted <pMq “ pM `M :q{2 the Hermitian part
of a complex matrix M . Moreover, letting =pMq “ ´ipM ´M :q{2 for M a complex matrix,
=
´
Bp3Wˆ phq,81,1,0;µp0,0q
¯
“
#
0 if µ “ 0, 1, 2,rZ3,h
pF,3
σ3 if µ “ 3,
(3.52)
=
´
Bp3Wˆ phq,81,0,1;µp0,0q
¯
“
$&%
rZ5µ,h
pF,3
σµ if µ “ 0, 1, 2,
0 if µ “ 3,
(3.53)
with rZ3,h, rZ5µ,h P R, for µ “ 0, 1, 2.
We refer to Appendix A.2 for the proof of this lemma. Given the definitions of LVphq
and RVphq, and the properties of the kernels of LVphq spelled out in Lemma 3.1, as well as the
definitions of nh, zµ,h, Zµ,h, Z
5
µ,h, we now manipulate the right side of (3.42) as follows: we rewrite
Vphq “ LVphq`RVphq, and re-absorb part of LVphq in the Grassmann Gaussian integration, thus
obtaining:
eWβ,LpA,A5,0q “ eWphqpA,A5q
ż rPďhpdψpďhqqe2hνhN3pψpďhqq`BphqpA,A5,ψpďhqq`RVphqpA,A5,ψpďhqq ,
(3.54)
where, recalling that pF,3 ” p`F,3, we defined: 2hνh :“ nh ` 12p2F,3zh,3, N3pψq :“
ş
dk
p2piq4 ψˆ
`
k σ3ψˆ
´
k ,
BphqpA,A5,aZhψq :“ ż dkp2piq4
ż
dp
p2piq4 ˆ (3.55)
ˆ
” 2ÿ
µ“0
Zµ,hAˆµ,pψˆ
`
k`pσµψˆ
´
k ` pZ3,h
k3 ` p3{2
pF,3
` i rZ3,h p3
pF,3
qAˆ3,pψˆ`k`pσ3ψˆ´k
`
2ÿ
µ“0
pZ5µ,hk3 ` p3{2pF,3 ` i
rZ5µ,h p3pF,3 qAˆ5µ,pψˆ`k`pσµψˆ´k ` Z53,hAˆ53,pψˆ`k`pσ3ψˆ´k
ı
,
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and the new Grassmann Gaussian integration rPhpdψpďhqq has covariance given by:
g˜pďhqpkq “ χhpkq
Zh´1pkqA˜h´1pkq
´1 , (3.56)
where: Zh´1pkq :“ Zh ´ χhpkqz0,h,
A˜h´1pkq “
ˆ´ik0 ` c˜h´1pkq ` d˜h´1pkq a˜h´1pkq ´ ib˜h´1pkq
a˜h´1pkq ` ib˜h´1pkq ´ik0 ´ c˜h´1pkq ` d˜h´1pkq
˙
, (3.57)
and
a˜h´1pkq “ v1,h´1pkqk1 ` aRpkq{Zh´1pkq, b˜h´1pkq “ v2,h´1pkqk2 ` bRpkq{Zh´1pkq, (3.58)
c˜h´1pkq “
`
cpkq ` 12ζh´1pkqpk23 ´ p2F,3q
˘{Zh´1pkq, d˜h´1pkq “ dpkq{Zh´1pkq, (3.59)
with
vl,h´1pkq “ pZhvl,h ´ χhpkqzl,hq{Zh´1pkq, l “ 1, 2, (3.60)
ζh´1pkq “ ζh ´ χhpkqz3,h. (3.61)
Fix θ P p0, 1q; from now on, we denote by Cθ, C 1θ, etc., positive, θ-dependent, constants, possibly
divergent as θ Ñ 1´. We inductively assume that, for all scales k ě h, µ “ 0, 1, 2, 3, and a
positive constant Cθ,
|zµ,k| ď Cθ|λ|γθk. (3.62)
We will check the validity of these bounds on scale k “ h ´ 1. We also assume that, for all
k ě h,
|νk| ď Cθ|λ|γθk. (3.63)
Eqs.(3.62) imply that
|Zh´1pkq ´ 1| ď C|λ| , |ζh´1pkq| ď C|λ|, |vl,h´1pkq ´ v0l | ď C|λ|, l “ 1, 2. (3.64)
We also let
Zh´1 :“ Zh´1p0q, ζh´1 :“ ζh´1p0q, and vl,h´1 :“ vl,h´1p0q for l “ 1, 2, 3. (3.65)
Obviously, Zh´1, ζh´1, vl,h´1 satisfy the same bounds as in (3.64). In order to prove the inductive
assumption, we decompose the Grassmann field as:
ψpďhq “ ψpďh´1q ` ψphq , (3.66)
where the Grassmann field ψˆpďh´1q has covariance given by gˆpďh´1qpkq, defined as in (3.43),
(3.44), with h replaced by h´ 1, while ψphq has covariance given by:
gˆphqpkq :“ fhpkq
Zh´1pkqA˜h´1pkq
´1, (3.67)
where fhpkq “ χhpkq ´ χh´1pkq and we used the fact that, on the support of χh´1, Zh´1pkq “
Zh´1 and A˜h´1pkq “ Ah´1pkq. On the support of fh, C´1γ2h ď ´ det A˜h´1pkq ď Cγ2h, |kµ| ď
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Cγh for µ “ 0, 1, 2, and |k3| ď Cγ h2 . Therefore, for these values of k, using also the definition
of h˚ and the bounds (2.13), (2.14), (2.15),
a˜h´1pkq “ v1,h´1pkqk1 `Opγ2hq, b˜h´1pkq “ v2,h´1pkqk2 `Opγ2hq, (3.68)
c˜h´1pkq “ 12pb0 ` ζh´1pkqqk23 `Opγh˚ ` γ2hq, d˜h´1pkq “ Opγ2hq, (3.69)
which implies }gˆphqpkq}8 ď Cγ´h and }gˆpkq}1 ď Cγ 52h. By a similar discussion, we can also
dimensionally bound the derivatives of a˜h´1, b˜h´1, c˜h´1, d˜h´1, thus getting
}Bαk gˆphqpkq}8 ď C|α|γ´hp1`α0`α1`α2`
1
2
α3q and }Bαk gˆpkq}1 ď C|α|γhp
5
2
´α0´α1´α2´ 12α3q,
which, in turn, imply the following bound on gphq, the inverse Fourier transform of gˆphq:
}gphqpxq} ď C0γ 52he´κ0
?}x}h , (3.70)
where
}x}h :“ γhp|x0| ` |x1| ` |x2|q ` γ h2 |x3|. (3.71)
The constants C0, κ0 can be chosen to be the same as in (3.37).
Let us now go back to (3.54). By using the addition principle for Gaussian Grassmann
variables, we can rewrite it as:
eWβ,LpA,A5,0q “ eWphqpA,A5q
ż
Pďh´1pdψpďh´1qq ¨ (3.72)
¨
ż
PhpdψphqqeRVphqpA,A5,ψpďhqq`2hνhN3pψpďhqq`BphqpA,A5,ψpďhqq ,
where Phpdψphqq has covariance given by gphq, Pďh´1pdψpďh´1qq has covariance given by gpďh´1q,
and, in the exponent in the second line, ψpďhq “ ψpďh´1q`ψphq. We now integrate the field ψphq
and denote the logarithm of the result of the integration in the second line by ĂWphqpA,A5q `
Vph´1qpA,A5, ψpďh´1qq, so that, letting Wph´1qpA,A5q :“WphqpA,A5q ` ĂWphqpA,A5q,
eWβ,LpA,A5,0q “ eWph´1qpA,A5q
ż
Pďh´1pdψpďh´1qqeVph´1qpA,A5,ψpďh´1qq , (3.73)
which reproduces the inductive assumption (3.42) at scale h ´ 1. This iterative integration
procedure goes on until we reach scale h˚, at which point the procedure is changed, as described
in the next subsection. As discussed, e.g., in [23, 25, 27, 50], the effective potential and generating
function at scale h, obtained via such an iterative procedure, can be represented as convergent
series over Gallavotti-Nicolo` (GN) trees, see in particular [50, Section 2], where the tree expansion
for a model of Weyl semimetal in the same regime as the one considered here is discussed in
detail. The kernels of Vphq and Wphq are analytic in λ, for |λ| small enough, and satisfy suitable
weighted L1 bounds that, in view of the estimate (3.70) for the single scale propagator, read as
follows: for all h˚ ď h ă 0, n ě 1, and |λ| small enough, if (3.62) and (3.63) are valid for all
k ą h, then, see [50, Lemma 1, Eq.(60)]
1
βL3
ż
dQ e
κ0
2
?
δhpQq ˇˇW phqn,m1,m2,q;r,µ,νpQqˇˇ ď (3.74)
ď Cn`m1`m2pmax
kąh Zkq
m1pmax
kąh Z
5
kqm2 |λ|maxtδm1`m2,0, n´1uγhp
7
2
´ 5
2
n´m1´m2´dpqqq ,
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where: Zk “ maxt max
µ“0,1,2 |Zµ,k|,
|Z3,k|
|pF,3| ,
| rZ3,k|
|pF,3| u, Z5k “ maxt|Z53,k|, maxµ“0,1,2
 |Z5µ,k|
|pF,3| ,
| rZ5µ,k|
|pF,3|
(u, δhpQq is the
Steiner diameter measured by using the norm }x}h in (3.71), and dpqq “ ř2ni“1pq0i `q1i `q2i ` 12q3i ).
The kernels of the single-scale contribution to the generating function, ĂWphqpA,A5q satisfy an
estimate analogous to (3.74) with n “ 0. The combination 72´ 52n´m1´m2´dpqq is the scaling
dimension of the kernels with 2n Grassmann fields, derivatives of order q acting on them, and
m1 `m2 external fields of type A or A5 in the first regime h ě h˚. Note, in particular, that
the effective quartic interaction, i.e., the kernel with n “ 2, no derivatives, and m1 “ m2 “ 0,
is irrelevant, with scaling dimension ´3{2. The irrelevance of the quartic interaction allows us
to derived improved bounds on all the contributions to the kernels associated with GN trees
containing at least one interaction endpoint: this is the same as in models of graphene with
short range interactions, see [25] and, in particular, [25, Theorem 2]. More precisely, we can
split W
phq
n,m1,m2,q “W phq;dn,m1,m2,q`W phq;rn,m1,m2,q, where ‘d’ stands for dominant and ‘r’ for remainder,
and where the second term collects the contribution of all GN trees with at least one endpoint
of type νk or on scale 1 (in particular, it includes all the contributions from GN trees with at
least one endpoint associated with a quartic interaction, which is necessarily on scale 1); the
term W
phq;r
n,m1,m2,q admits an improved dimensional bound, analogous to (3.74), but with an extra
factor γθh in the right side, for any fixed θ smaller than 1 (and the constant C replaced by a
θ-dependent constant Cθ). The proof of (3.74) and of its improved analogue for W
phq;r
n,m1,m2,q are
completely analogous to those of Eqs.(60) and (61) in Lemma 1 of [50], respectively, modulo a
few minor differences discussed in Appendix B.
By using these bounds, we can also prove the inductive assumptions (3.62). In fact, assume
that (3.62) and (3.63) are valid for k ě h. Then the bound (3.74) is valid at scale h ´ 1,
and similarly for its improved analogue for W
ph´1q;r
n,m1,m2,q. By using the definitions of zµ,h´1 with
µ “ 0, 1, 2, 3, and the bound on W ph´1q;r1,0,0,q , we find that (3.62) is valid with k “ h´ 1, as well.
Concerning the proof of (3.63), let βνh :“ νh´1 ´ 2νh be the beta function for νh. From the
bound on W
ph´1q;int
1,0,0 , we find that
|βνh| ď Cθ|λ|γθh, (3.75)
for any θ P p0, 1q. This does not imply that any solution of the beta function equation
νh´1 “ 2νh ` βνh (3.76)
with ν0 “ Opλq satisfies (3.63). However, it is enough that we find one special choice of ν0 (or,
equivalently, of the staggered chemical potential ν in (2.19)) for which the solution satisfies such
a bound. We temporarily proceeding by assuming the existence of such a good initial datum,
and we will prove this assumption in Section 3.4. In that section, we will also derive bounds on
the effective couplings Zµ,h, Z
5
µ,h.
3.3.2 Regime h ď h˚
In order to integrate the remaining scales, we proceed as follows. We choose α0 in the definition
of χ (see beginning of Section 3.2) small enough that the support of χh˚pkq consists of two
‘well-separated’ sets11, centered at p`F and p
´
F , respectively. We decompose the fermionic field
11By ‘well-separated’ we mean that the corridor between these two sets centered at p˘F has diameter comparable
with the diameter of the sets themselves.
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in terms of two independent quasi-particle fields, associated with the two Weyl nodes (as in
the previous section, we will often leave the r indices implicit, and think ψx`,ω resp. ψx´,ω as
two-component row resp. column vectors):
ψ
pďh˚q˘
x :“
ÿ
ω“˘
e˘ipωFxψpďh˚q˘x,ω ,
ψ
pďh˚q˘
x,ω :“ 1
βL3
ÿ
k1
e˘ik1xψˆpďh˚q˘k1,ω , ψˆ
pďh˚q˘
k1,ω :“ ψˆpďh˚q˘pωF`k1 . (3.77)
where in the second line the sum over k1 runs over the four-dimensional vectors such that
k1 ` pωF is in Dβ,L,N X supppχh˚q and |k13| ă |pωF |. The quasi-particle fields ψˆpďh˚q˘k1,ω have
covariance gˆ
pďh˚q
ω pk1q “ χh˚,ωpk1qZ´1h˚Ah˚,ωpk1q´1, with χh˚,ωpk1q :“ χh˚pk1`pωF q1p|k13| ă |pωF |q,
and Ah˚,ωpk1q “ Ah˚pk1 ` pωF q.
As in the previous regime, we integrate the scales h ď h˚ in a multiscale fashion: at each step,
we decompose the quasi-particle Grassmann field ψ
pďhq
ω as the sum of two independent fields, one
describing the fluctuations at scale h, and the other at smaller scales: ψ
pďhq
ω “ ψpďh´1qω `ψphqω ; we
decompose the effective potential as the sum of a localized part plus an ‘irrelevant’ remainder;
we combine part of the localized part of the effective potential with the Grassmann measure;
we integrate out the field at scale h; we iterate. More precisely, we inductively assume that, for
any hβ ď h ď h˚, with hβ “ tlogγppi{βqu, the generating functional of the correlations can be
written as:
eWβ,LpA,A5,0q “ eWphqpA,A5q
ż
PďhpdψpďhqqeVphqpA,A5,ψpďhqq . (3.78)
Let us explain the meaning of the various objects involved: Pďhpdψpďhqq denotes a Gaussian
Grassmannn integration with covarianceż
Pďhpdψpďhqqψˆ´pďhqω1,k11,r1ψˆ
`pďhq
ω2,k12,r2
“ βL3δω1,ω2δk11,k12
“
gˆpďhqω1 pk11q
‰
r1,r2
, (3.79)
where
gˆpďhqω pk1q :“
χh,ωpk1q
Zh
Ah,ωpk1q´1 (3.80)
and: χh,ωpk1q :“ χhpk1`pωF q1p|k13| ă |pωF |q, Zh is a real-analytic function of λ, to be inductively
defined below,
Ah,ωpk1q “
ˆ´ik10 ` ch,ωpk1q ` dh,ωpk1q ah,ωpk1q ´ ibh,ωpk1q
ah,ωpk1q ` ibh,ωpk1q ´ik10 ´ ch,ωpk1q ` dh,ωpk1q
˙
, (3.81)
with
ah,ωpk1q “ v1,hk11 ` aRpk1 ` pωF q{Zh, bh,ωpk1q “ v2,hk12 ` bRpk1 ` pωF q{Zh, (3.82)
ch,ωpk1q “ ωv3,hk13 ` c˜R,ωpk1q{Zh dh,ωpk1q “ dpk1 ` pωF q{Zh, (3.83)
and, recalling that cR,ω was defined by (2.12), we let c˜R,ωpk1q :“ b
0`ζh˚
2 pk13q2 ` cR,ωpk1 ` pωF q.
Moreover, the function Vphq in the right side of (3.78) is the effective potential, which can be
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represented in a way analogous to (3.47), namely
VphqpA,A5, ψq “
ÿ
n,m1,m2ě0
ną0
ÿ
q,r,ω,
µ,ν
ż
dXdYdZ
” 2nź
i“1
Bˆq2i´1ψx`2i´1,ω2i´1,r2i´1 Bˆq2iψx´2i,ω2i,r2i
ı
¨
¨
” m1ź
j“1
Aµj ,yj
ı” m2ź
`“1
A5ν`,z`
ı
W phqn,m1,m2,q;ω,r,µ,νpX,Y,Zq , (3.84)
and WphqpA,A5q is the finite-scale contribution to the generating function, which admits a
representation analogous to (3.84), with the difference that only terms with n “ 0 contribute to
the sums.
The inductive assumption (3.78) and following equations is verified at scale h “ h˚, as an
outcome of the integration of the first regime, provided we let
v3,h˚ “ v03 ` ζh˚pF,3 (3.85)
(note that the representation (3.84) at scale h˚ follows from (3.47) at the same scale, in com-
bination with the definition of quasi-particle fields (3.77)). We now assume that (3.78) is valid
at scale h and prove it for h´ 1. We decompose Vphq “ LVphq `RVphq, with L the localization
operator, defined as follows:
LVphqpA,A5, ψq :“
ÿ
ω“˘
ż
dk1
p2piq4 ψˆ
`
k1,ω
`LWˆ phq1,0,0;pω,ωqpk1q˘ψˆ´k1,ω (3.86)
`
ÿ
ω“˘
ż
dk1
p2piq4
ż
dp
p2piq4
”
Aˆµ,pψˆ
`
k1`p,ω
`LWˆ phq1,1,0;pω,ωq,µpk1,pq˘ψˆ´k1,ω
` Aˆ5µ,pψˆ`k1`p,ω
`LWˆ phq1,0,1;pω,ωq,µpk1,pq˘ψˆ´k1,ωı,
where
ş
dk
p2piq4 and
ş dp
p2piq4 are shorthands for pβL3q´1
ř
k1 and pβL3q´1
ř
p, and
LWˆ phq1,0,0;pω,ωqpk1q :“ Wˆ phq,81,0,0;pω,ωqp0q `
3ÿ
µ“0
k1µBµWˆ phq,81,0,0;pω,ωqp0q , (3.87)
LWˆ phq1,1,0;pω,ωq,µpk1,pq :“ Wˆ phq,81,1,0;pω,ωq,µp0,0q , LWˆ phq1,0,1;pω,ωq,µpk1,pq :“ Wˆ phq,81,0,1;pω,ωq,µp0,0q ,
where Wˆ
phq,8
1,0,0;pω,ωqpk1q indicates the β, LÑ8 limit of Wˆ phq1,0,0;pω,ωqpk1q, and similarly for
Wˆ
phq
1,1,0;pω,ωq,µ pk1,pq and Wˆ phq1,0,1;pω,ωq,µpk1,pq.
Remark. We anticipate the fact that the scaling dimension of Wˆ
phq,8
n,m1,m2;ω,µ,ν in this sec-
ond regime is 4 ´ 32n ´ m1 ´ m2, see (3.102); any additional derivative with respect to kµ
decreases the scaling dimension by 1, so that, from the definitions, it follows that RWˆ phq1,0,0pk1q,
RWˆ phq1,1,0;pω,ωq,µpk1,pq and RWˆ phq1,0,1;pω,ωq,µpk1,pq are all irrelevant, with scaling dimension ´1. The
reader may recognize that the scaling dimensions are the same as those of QED4: our theory can
be seen as a lattice realization of lattice infrared QED4, with the important difference that the
speed of light is replaced by the anisotropic running velocities vµ,h. Since v3,h (or, equivalently,
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v03) vanishes in the limit as the Weyl nodes merge, the dimensional bounds on the effective
potentials, see (3.102) below, are potentially affected by dangerous 1{v3,h factor, which may a
priori have an impact on the convergence properties of the infrared expansion of the observ-
ables of interest. However, by carefully tracking the loss and gain of factors v3,h, due to the
non-uniform dependence of the propagator upon v3,h and to the difference of scaling dimensions
between the first and second regimes, one finds that the bad and good dependences upon these
factors compensates, and lead to the overall factor |v03|n´1`}q3}1 in (3.102) below; see [50, Section
3] and Appendix B.
As in the regime h ą h˚, we shall use the localized term LVphq to redefine the Grassmann
integration and the coupling of the fermions with the external fields. The next lemma establishes
important symmetry properties of the kernels of LVphq (see Appendix A.2 for the proof).
Lemma 3.2. The following identities hold:
Wˆ
phq,8
1,0,0;pω,ωqp0q “ nhσ3 , BµWˆ phq,81,0,0;pω,ωqp0q “ zµ,hσµ,ω, (3.88)
with nh, zµ,h P R, and
σµ,ω :“
#
σµ if µ “ 0, 1, 2,
ωσ3 if µ “ 3.
(3.89)
Moreover,
Wˆ
phq,8
1,1,0;pω,ωq,µp0,0q “ Zµ,hσµ,ω, Wˆ phq,81,0,1;pω,ωq,µp0,0q “ ωZ5µ,hσµ,ω, (3.90)
with Zµ,h, Z
5
µ,h P R.
We now: rewrite Vphq “ LVphq `RVphq in the right side of (3.78); then write LVphq explic-
itly, in view of Lemma 3.2, in terms of nh, zµ,h, Zµ,h and Z
5
µ,h; then re-absorb the quadratic
part of LVphq associated with řµ k1µBµWˆ phq,81,0,0;ωp0q ” řµ k1µσµ,ωzµ,h in the Gaussian Grassmann
integration, thus getting
eWβ,LpA,A5,0q “ eWphqpA,A5q
ż rPďhpdψpďhqqe2hνhN3pψpďhqq`BphqpA,A5,ψpďhqq`RVphqpA,A5,ψpďhqq ,
(3.91)
where: 2hνh ” nh, N3pψq “ řω ş dk1p2piq4 ψˆ`k1,ωσ3ψˆ´k1,ω,
BphqpA,A5, ψq “
ÿ
ω,µ
ż
dk1
p2piq4
dp
p2piq4
`
Zµ,hAˆµ,p ` ωZ5µ,hAˆ5µ,p
˘
ψˆ`k1`p,ωσµ,ωψˆ
´
k1,ω , (3.92)
and the new Grassmann Gaussian integration rPďhpdψpďhqq has covariance given by:
g˜pďhqω pk1q “
χh,ωpk1q
Zh´1,ωpk1qA˜h´1,ωpk
1q´1 , (3.93)
where: Zh´1,ωpk1q “ Zh ´ χh,ωpk1q z0,h,
A˜h´1,ωpk1q “
ˆ´ik10 ` c˜h´1,ωpk1q ` d˜h,ωpk1q a˜h´1,ωpk1q ´ ib˜h´1,ωpk1q
a˜h´1,ωpk1q ` ib˜h´1,ωpk1q ´ik10 ´ c˜h´1,ωpk1q ` d˜h´1,ωpk1q
˙
, (3.94)
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and
a˜h´1,ωpk1q “ v1,h´1,ωpk1qk11 ` aRpk
1 ` pωF q
Zh´1,ωpk1q , b˜h´1,ωpk
1q “ v2,h´1,ωpk1qk12 ` bRpk
1 ` pωF q
Zh´1,ωpk1q ,
c˜h´1,ωpk1q “ ω v3,h´1,ωpk1qk13 ` c˜R,ωpk
1q
Zh´1,ωpk1q , d˜h´1,ωpk
1q “ dpk
1 ` pωF q
Zh´1,ωpk1q ,
with
vl,h´1,ωpk1q “ Zhvl,h ´ χh,ωpk
1qzl,h
Zh´1,ωpk1q , l “ 1, 2, 3. (3.95)
Similarly to the previous regime, we inductively assume that, for all scales h ď k ď h˚ and any
θ P p0, 1q:
|zµ,k| ď Cθ|λ| |v0µ|γθk, (3.96)
where v00 :“ 1. We will check the validity of these bounds on scale k “ h ´ 1. We also assume
that νk satisfies (3.63), for all h ď k ď h˚. Notice that (3.96), in combination with the bounds
on Zh, vl,h derived in Section 3.3.1, implies:
|Zh´1,ωpk1q ´ 1| ď C|λ|, |vl,h´1,ωpk1q ´ v0l | ď C|λ| |v0l |. (3.97)
We also let
Zh´1 :“ Zh´1,ωp0q and vl,h´1 :“ vl,h´1,ωp0q,
and, of course, these effective parameters satisfy the same bounds as (3.97). To check the
inductive assumption, we decompose the Grassmann field as:
ψpďhqω “ ψpďh´1qω ` ψphqω , (3.98)
where ψˆ
pďh´1q
ω has covariance given by gˆ
pďh´1q
ω pkq, defined as in (3.80), (3.81), with h replaced
by h´ 1, while ψphqω has covariance:
gˆphqω pk1q “
fh,ωpk1q
Zh´1,ωpk1qA˜h´1,ωpk
1q´1 , (3.99)
with fh,ωpk1q “ χh,ωpk1q ´ χh´1,ωpk1q and we used the fact that, on the support of χh´1,ω,
Zh´1,ωpk1q “ Zh´1 and A˜h´1pk1q “ Ah´1pk1q. On the support of fh,ω,
C´1γ2h ď ´det A˜h´1,ωpk1q ď Cγ2h,
|k1µ| ď Cγh for µ “ 0, 1, 2, and |k13| ď Cγh{|v03|. Therefore, for these values of k1, recalling the
definition of h˚,
a˜h´1pkq “ v1,h´1,ωpk1qk11 `Opγ2hq, b˜h´1pkq “ v2,h´1,ωpk1qk12 `Opγ2hq,
c˜h´1pkq “ ωv3,h´1,ωpk1qk13 `Opγ2h´h˚q, d˜h´1pkq “ Opγ2hq,
which implies }gˆphqpkq}8 ď Cγ´h and }gˆpkq}1 ď Cγ3h{|v03|. By a similar discussion, we can also
dimensionally bound the derivatives of a˜h´1, b˜h´1, c˜h´1, d˜h´1, thus getting
}Bαk1 gˆphqω pk1q}8 ď C|α||v03||α3|γ´hp1`|α|q , }Bαk1 gˆωpk1q}1 ď C|α|γhp3´|α|q{|v03| , (3.100)
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where α “ pα0, α1, α2, α3q and |α| “ řµ |αµ|. These in turn imply the following bound in
configuration space:
}gphqω pxq} ď pC0{|v03|qγ3he´κ0
?
γhdpxq (3.101)
for suitable C0, κ0 ą 0, where dpxq :“ |x0| ` |x1| ` |x2| ` |x3|{|v03|.
At this point, we integrate the field ψphq out, as done in Eqs.(3.72) and (3.73), thus obtaining
the analogue of (3.73), where the effective action Vph´1q can be represented as in (3.84), with h
replaced by h´ 1. Also in this case, the kernels of the effective potential can be represented in
terms of a convergent GN tree expansion, and are analytic in λ, for |λ| small, uniformly in ζ,
i.e., in the distance between the Weyl nodes. They satisfy the following weighted L1 estimates:
for all hβ ď h ă h˚, n ě 1, and |λ| small enough, uniformly in ζ, if (3.96) and (3.63) are valid
for h ă k ď h˚, then, see [50, Lemma 2, Eq.(93)],
1
βL3
ż
dQ e
κ0
2
?
γhδ˚pQq ˇˇW phqn,m1,m2,q;ω,r,µ,νpQqˇˇ ď (3.102)
ď Cn`m1`m2 |v03|n´1`}q3}1pmax
kąh Zkq
m1pmax
kąh Z
5
kqm2 |λ|maxtδm1`m2,0, n´1uγhp4´3n´m1´m2´}q}1q ,
where δ˚pQq is the Steiner diameter measured by using the norm dpxq defined after (3.101),
}q3}1 “ ř2ni“1 |q3i |, }q}1 “ ř2ni“1 ř3µ“0 |qµi |, and, if k ď h˚, Zk “ maxµ |Zµ,k| and Z5k “ maxµ |Z5µ,k|
(while, if k ą h˚, Zk and Z5k were defined after (3.74)). The kernels of the single-scale contribution
to the generating function, ĂWphqpA,A5q satisfy an estimate analogous to (3.102) with n “ 0. The
combination 4´ 3n´m1´m2´}q}1 is the scaling dimension of the kernels with 2n Grassmann
fields, derivatives of order q acting on them, and m1 `m2 external fields of type A or A5 in the
second regime h ă h˚. Also in this case, the quartic interaction (n “ 2,m1 “ m2 “ 0, }q}1 “ 0)
is irrelevant, and its scaling dimension is ´2. Also in the second regime, we can obtain improved
bounds on all the contributions to the kernels associated with GN trees containing at least one
interaction endpoint: more precisely, if we split W
phq
n,m1,m2,q “ W phq;dn,m1,m2,q `W phq;rn,m1,m2,q, where
the second term collects the contribution of all GN trees with at least one endpoint of type νk
or one endpoint on scale h˚ ` 1 (including, in particular, all the contributions from GN trees
with endpoints associated with quartic interactions), the term W
phq;r
n,m1,m2,q admits an improved
dimensional bound, analogous to (3.74), but with an extra factor in the right side equal to: γθh,
if m1 “ m2 “ 0 or n ě 2; γθph´h˚q, if m1 `m2 ě 1 and n “ 1 (again, θ can be chosen to be
any positive exponent smaller than 1, at the cost of replacing the constant C in the right side of
(3.102) by Cθ, which possibly diverges as θ Ñ 1´). The proof is completely analogous to that
of Eq.(94) of Lemma 2 in [50], modulo a few minor differences discussed in Appendix B.
The definition of zµ,h´1 and the bound on W ph´1q;rn,m1,m2,q;ω,r,µ,ν , readily imply the validity of
(3.96) at scale k “ h´ 1, as desired. Concerning (3.63), also in this second regime we find that
νh satisfies the beta function equation (3.76), with β
ν
h satisfying (3.75) even for h ă h˚. The
choice of the initial datum ν0 (or, equivalently, of the staggered chemical potential ν) for which
νk satisfies (3.63) for all h ď 0 will be discussed in the next section, where we will also derive
bounds on the flow of the effective couplings Zµ,h, Z
5
µ,h.
The iterative RG integration of the second regime goes on until we reach scale hβ. At that
point, we integrate ‘in one shot’ all the remaining Grassmann degrees of freedom, thus obtaining
the desired generating function of correlations, in the form of a sum of single-scale contributions
from h “ hβ to h “ 0 (the covariance of ψpďhβqω admits the same dimensional bounds as the one
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of ψ
phβ`1q
ω ; therefore, the result of the integration of ψ
pďhβq
ω admits the same qualitative bounds
as the one at scale hβ ` 1, so that the last iteration step does not give any additional difficulty).
The uniformity in β, L and ζ of the convergence of the GN tree expansion for the single-scale
contributions to the generating function, as well as the dimensional bounds (3.74) and (3.102),
imply that the correlation functions at fixed space-time positions are analytic functions of λ and
tνhuhď0, in a sufficiently small neighbourhood of the origin, uniformly in β, L and ζ. Elaborating
on this and on the fact that all the Taylor coefficients of such convergent expansions admit a
limit as β, LÑ 8 implies the existence of the β, LÑ 8 limit of the Euclidean correlations, as
well as the analyticity of the limits, stated in Theorem 2.1, provided that the sequence tνhuhď0
satisfies the promised bounds, see (3.63), and is itself analytic in λ. This will be proved in the
next section, together with the bounds on the flow of the effective vertex functions Zh, Z
5
h.
3.4 The flow of effective couplings
In this section we discuss the RG flow of the effective parameters νh, Zµ,h, Z
5
µ,h (as well as the
one of Z˜3,h and Z˜
5
µ,h with µ “ 0, 1, 2, which appear in the first regime). In particular, we explain
how to fix the bare staggered chemical potential ν in (2.19) in such a way that the running
staggered chemical potential νh satisfies (3.63) at all scales h ď 0. We also explain how to fix
Z5µ,bare, see (2.39), in such a way that their dressed counterpart, Z
5
µ,h, flow to any prescribed
4-tuple of values as h Ñ ´8. The bounds discussed in the following use a few properties of
the GN trees contributing to the effective potential, discussed in [50, Sections 2 and 3], see also
Appendix B.
3.4.1 Flow of ν.
Starting from the beta function equation for νh, (3.76), we find
ν0 “ 2kνk ´
ÿ
kăhď0
2h´1βνh, (3.103)
for any k ă 0. Here ν0 is an analytic function of λ and ν that, assuming ν to be of order λ, is
of the form ν0 “ ν `Opλ2q. If we now require that νk tends to zero as k Ñ ´8, we get
ν0 “ ´
ÿ
hď0
2h´1βνh, (3.104)
and, more in general,
νk “ ´
ÿ
hďk
2h´k´1βνh. (3.105)
Recall that βνh is a function of λ and of the effective parameters νh1 on scales h
1 ě h. Therefore,
we can regard the right side of (3.105) as a function of the whole sequence ν :“ tνkukď0, which
we denote by Tkpν, λq, so that (3.105) can be read as a fixed point equation νk “ Tkpν, λq for the
sequence ν. By proceeding as done in many other papers before, see e.g. [32, Section 6.4.2], we
look for a fixed point in the Banach space of sequences ν such that }ν}θ :“ suphď0 |νh|γ´θh ď
K|λ|, for θ “ 3{4 (say) and K a suitable (sufficiently large) constant. Following the same
strategy as [32, Section 6.4.2] (in a much simpler setting), the reader can check that the map
T : ν Ñ tTkpν, λqukď0 is a contraction on such a Banach space, which implies the existence of
a unique fixed point in that space. The value of ν0 of such a fixed point sequence corresponds
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to the ‘right’ initial datum to assign in order for (3.63) to be satisfied at all scales. Finally,
note that fixing ν0 is equivalent to fixing ν (recall that ν0 “ ν0pν, λq is analytic in ν, λ and that
ν0pν, λq “ ν0 `Opλ2q; appealing to the implicit function theorem, we can analytically invert ν0
with respect to ν). The value of the bare staggered chemical potential ν fixed via this strategy
is the one stated in Theorem 2.1.
3.4.2 Flow of Zµ,h.
In the first regime, recalling that Zµ,h is defined via (3.51), we write
Zµ,h´1 “ Zµ,h ` βµ,h, (3.106)
where βµ,h includes the contributions from GN trees that have at least one endpoint of type νh
or one endpoint on scale 1 of order λ. Therefore, βµ,h is bounded in the same way as W
phq;r
1,1,0,q,
with }q}1 “ }q3}1 equal to 0 or 1, depending on whether µ “ 0, 1, 2 or µ “ 3, respectively; see
the paragraph after (3.74). We thus get, for any 0 ă θ ă 1,
|βµ,h| ď Cθ|λ|γθh
#
suphďkď0 |Zµ,k| if µ “ 0, 1, 2
γ´h{2 suphďkď0p|Z3,k| ` |Z˜3,k|q if µ “ 3
(3.107)
where Zµ,0 for µ “ 0, 1, 2, 3 and Z˜3,0 are analytic functions of λ, bounded as |Zµ,0´v0µ| ď C|λ| |v0µ|
and |Z˜3,0| ď C|λ| |v03|.
Remark. The importance of having a gain factor γθh with θ any positive constant smaller
than 1 (rather than 1{2, as other simpler choices of the localization operator would have implied),
is apparent from (3.107). In fact, choosing θ larger than 1{2 makes all the components of the
beta function summable in h, uniformly in v03. A posteriori, this motivates the definitions (3.49),
see also the remarks following it. Similar considerations are valid for the beta function for Z5µ,h,
see in particular (3.114) below.
Similarly, the flow equation for Z˜3,h is
Z˜3,h´1 “ Z˜3,h ` β˜3,h, (3.108)
with
|β˜3,h| ď Cθ|λ|γθhγ´h{2 sup
hďkď0
p|Z3,k| ` |Z˜3,k|q. (3.109)
From these bounds on the beta function, we readily find
|Zµ,h ´ Zµ,0| ď C|λ| |Zµ,0|, |Z˜3,h| ď C|λ| |Z3,0|, (3.110)
for any h ě h˚, uniformly in h.
In the second regime, the flow of Zµ,h is controlled by a flow equation of the same form as
(3.106), where βµ,h is bounded in the same way as W
phq;r
1,1,0,0, see the paragraph after (3.102):
|βµ,h| ď C|λ|γθph´h˚q sup
hďkďh˚
|Zµ,k|. (3.111)
Using this bound on the beta function and (3.110), we readily find that
|Zµ,h ´ Zµ,0| ď C|λ| |Zµ,0|, (3.112)
for any h ď 0, that Zµ :“ limhÑ´8 Zµ,h exists and is analytically close to Zµ,0, and that the
limit is reached at an exponential rate: |Zµ,h ´ Zµ| ď C|λ| |Zµ|γθph´h˚q.
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3.4.3 Flow of Z5µ,h.
The discussion is very similar to that of the flow of Zµ,h. In the first regime, recalling that Z
5
µ,h
is defined via (3.51), we write
Z5µ,h´1 “ Z5µ,h ` β5µ,h, (3.113)
where β5µ,h includes the contributions from GN trees that have at least one endpoint of type νh
or one endpoint on scale 1 of order λ. Therefore, β5µ,h is bounded in the same way as W
phq;r
1,0,1,q,
with }q}1 “ }q3}1 equal to 0 or 1, depending on whether µ “ 3, or µ “ 0, 1, 2, respectively; see
the paragraph after (3.74). We thus get, for any 0 ă θ ă 1,
|β5µ,h| ď C|λ|γθh
#
γ´h{2 suphďkď0p|Z5µ,k| ` |Z˜5µ,k|q if µ “ 0, 1, 2
suphďkď0 |Z53,k| if µ “ 3
(3.114)
where Z5µ,0 for µ “ 0, 1, 2, 3 and Z˜5µ,0 for µ “ 0, 1, 2 are analytic functions of λ, bounded as
|Z5µ,0 ´ Z5µ,bare| ď C|λ| |Z5µ,bare| and |Z˜5µ,0| ď C|λ| |Z5µ,bare|. Similarly, the flow equation for Z˜5µ,h
for µ “ 0, 1, 2 is
Z˜5µ,h´1 “ Z˜5µ,h ` β˜5µ,h, (3.115)
with
|β˜5µ,h| ď C|λ|γθhγ´h{2 sup
hďkď0
p|Z5µ,k| ` |Z˜5µ,k|q. (3.116)
From these bounds on the beta function, we readily find
|Z5µ,h ´ Z5µ,bare| ď C|λ| |Z5µ,bare|, |Z˜5µ,h| ď C|λ| |Z5µ,bare|, (3.117)
for any h ě h˚, uniformly in h.
In the second regime, the flow of Z5µ,h is controlled by a flow equation of the same form as
(3.113), where β5µ,h is bounded in the same way as W
phq;r
1,0,1,0, see the paragraph after (3.102):
|β5µ,h| ď C|λ|γθph´h˚q sup
hďkďh˚
|Z5µ,k|. (3.118)
Using this bound on the beta function and (3.117), we readily find that
|Z5µ,h ´ Z5µ,bare| ď C|λ| |Zµ,bare|, (3.119)
for any h ď 0, that Z5µ :“ limhÑ´8 Z5µ,h exists and is analytically close to Z5µ,bare, and that the
limit is reached at an exponential rate: |Z5µ,h ´ Z5µ| ď C|λ| |Z5µ|γθph´h˚q. Note that these facts
imply that the relation between Z5µ and Z
5
µ,bare can be inverted into Z
5
µ,bare “ p1`OpλqqZ5µ, thus
allowing us to fix the dressed chiral renormalizations as desired. In particular, in the following
we will need Z5µ ” Zµ; therefore, we will fix the bare chiral parameters in such a way that this
condition is satisfied.
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3.5 Asymptotic infrared behaviour of the correlation functions
In this section we use the RG construction described in the previous sections to study the
β, LÑ 8 limit of the correlation functions in Equations (3.30) to (3.33). Our goal is to isolate
the dominant part, at large distances and/or momenta close to the Weyl nodes, which has an
explicit structure in terms of the dressed parameters
Z :“ lim
hÑ´8Zh, vl :“ limhÑ´8 vl,h, Zµ :“ limhÑ´8Zµ,h, Z
5
µ :“ lim
hÑ´8Z
5
µ,h, (3.120)
plus a subdominant part, which has better regularity properties in momentum space.
The quadratic response coefficient to the chiral current. We start by analyzing Πˆ5µ,ν,σpp1,p2q,
which we rewrite as
Πˆ5µ,ν,σpp1,p2q “ Πˆ5;dµ,ν,σpp1,p2q ` Πˆ5;rµ,ν,σpp1,p2q, (3.121)
where the first term in the right side is, by definition, the sum of the dominant parts of the
single-scale contributions to the generating function ĂWphqpA,A5q of order m1 “ 2 in A and
m2 “ 1 in A5, with h ă h˚, in the β, L Ñ 8 limit. More precisely, using the same convention
of Fourier transform as in (3.33),
Πˆ5;dµ,ν,σpp1,p2q :“
ÿ
hăh˚
Wˆ
phq,8;d
0,2,1;µ,ν,σpp1,p2q , (3.122)
where Wˆ
phq,8;d
0,2,1;µ,ν,σpp1,p2q “ limβ,LÑ8 Wˆ phq;d0,2,1;µ,ν,σpp1,p2q, and Wˆ phq,8;d0,2,1;µ,ν,σpp1,p2q collects the con-
tributions from GN trees with one endpoint of type A5ψ`ψ´ and two endpoints of type Aψ`ψ´,
all on scales smaller than h˚. In terms of the decomposition (2.49), the Schwinger terms are all
included in the remainder term Πˆ5;rµ,ν,σpp1,p2q, while Πˆ5;dµ,ν,σpp1,p2q corresponds to the ‘infrared
contribution’ (i.e., the dominant one from the scales smaller than h˚) to xT Jˆ5µ,p ; Jˆν,p1 ; Jˆσ,p2y8.
Thanks to the bound (3.102) (or, better to its analogue with n “ 0) and to the boundedness
of Z :“ supkď0 Zk and of Z5 :“ supkď0 Z5k, proved in the previous section, we see that the h-th
term in the sum in the right side of (3.122) is bounded by CZ5pZq2γh{|v03|. Therefore, the sum in
the right side of (3.122) is absolutely convergent. Moreover, each term in the sum is continuous
with respect to p1, p2, uniformly in h. Hence, (3.122) is continuous as a function of the external
momenta.
Note, however, that the bound (3.102) does not imply differentiability of (3.122) in the
external momenta. In fact, it implies that the derivatives in p1 or p2 of Wˆ
phq,8;d
0,2,1;µ,ν,σpp1,p2q are
bounded by CZ5pZq2|v03|´1, which is clearly non summable over h.
Let us now consider the remainder term,
Πˆ5;rµ,ν,σpp1,p2q :“
ÿ
hăh˚
Wˆ
phq,8;r
0,2,1;µ,ν,σpp1,p2q `
ÿ
hěh˚
Wˆ
phq,8
0,2,1;µ,ν,σpp1,p2q . (3.123)
The summands and their derivatives are bounded via (3.74), (3.102), and its improved version
for the remainder term, discussed after (3.102). These bounds imply that (3.123) is not only
continuous in the external momenta, but also differentiable: in fact, they imply that the deriva-
tives in p1 or p2 of Wˆ
phq,8;r
0,2,1;µ,ν,σpp1,p2q with h ă h˚ are bounded by CθZ5pZq2|v03|´1γθph´h˚q,
and that those of Wˆ
phq,8
0,2,1;µ,ν,σpp1,p2q with h ě h˚ are bounded by CZ5pZq2γ´h{2. Therefore, the
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derivatives in p1 or p2 of (3.123) are finite, and bounded by CZ
5pZq2|v03|´1. Moreover, they
are continuous in a sufficiently small neighbourhood of the origin; more precisely, the bound
proportional to γθph´h˚q on the derivatives of Wˆ phq,8;r0,2,1;µ,ν,σpp1,p2q with h ă h˚ implies that the
derivatives in p1,p2 of (3.123) are Ho¨lder continuous of exponent θ ą 0, for any θ ă 1.
Let us now go back to Πˆ5;dµ,ν,σpp1,p2q, which we want to further decompose into an explicitly
computable contribution plus an additional differentiable remainder. We write:
Πˆ5;dµ,ν,σpp1,p2q “ Πˆ5;relµ,ν,σpp1,p2q ` Πˆ5;nrµ,ν,σpp1,p2q, (3.124)
where the label ‘rel’ stands for relativistic and ‘nr’ for non-relativistic. The first term in the right
side is defined via the same GN tree expansion as the one for Πˆ5;dµ,ν,σpp1,p2q, with the difference
that the values of the GN trees are computed by replacing:
i) the single scale propagators gˆ
phq
ω pk1q in (3.99) by its asymptotic, relativistic, counterpart,
namely by
gˆphq;relω pk1q “
fh,ωpk1q
Z
ˆ´ik10 ` v3ωk13 v1k11 ´ iv2k12
v1k
1
1 ` iv2k12 ´ik10 ´ v3ωk13
˙´1
, (3.125)
with Z, vl as in (3.120);
ii) the parameters Zµ,h and Z
5
µ,h associated with the endpoints of type Aµψ
`ψ´ and A5µψ`ψ´,
respectively, by their hÑ ´8 limits Zµ and Z5µ, respectively, see (3.120).
From the bounds on Zh, vl,h, Zµ,h, Z
5
µ,h derived in Sections 3.3.2 and 3.4, we know that
|Zh ´ Z| ď C|λ|γθh , |vl,h ´ vl| ď C|λ||vl|γθh , (3.126)
|Zµ,h ´ Zµ| ď C|λ| |Zµ|γθph´h˚q, |Z5µ,h ´ Z5µ| ď C|λ| |Z5µ|γθph´h˚q, (3.127)
from which it follows that the difference between gˆ
phq
ω pk1q and gˆphq;relω pk1q admits an improved
dimensional bound with an extra factor γθh, as compared with the bounds (3.100). This,
combined with the bounds in (3.127), implies that the non-relativistic term Πˆ5;nrµ,ν,σpp1,p2q in
the right side of (3.124) is a sum of single-scale contributions, each of which is bounded by
CθZ
5pZq2|v03|´1γhγθph´h˚q, and whose derivatives with respect to p1 or p2 are bounded by
CθZ
5pZq2|v03|´1γθph´h˚q. Hence, by summing over h ă h˚, we find that the non-relativistic
term in the right side of (3.124) is differentiable in p1,p2, with θ-Ho¨lder continuous derivatives,
in a sufficiently small neighbourhood of p1 “ p2 “ 0.
In conclusion, we can rewrite the response function Πˆ5µ,ν,σpp1,p2q as:
Πˆ5µ,ν,σpp1,p2q “ Πˆ5;relµ,ν,σpp1,p2q ` Hˆ5µ,ν,σpp1,p2q , (3.128)
where Hˆ5µ,ν,σpp1,p2q “ Πˆ5;rµ,ν,σpp1,p2q` Πˆ5;nrµ,ν,σpp1,p2q, which is differentiable with respect to the
external momenta, with derivatives that are Ho¨lder continuous of exponent θ, for any 0 ă θ ă 1,
in a sufficiently small neighbourhood of the origin. Instead, the first term coincides with the
contribution due to a non-interacting relativistic model, with dressed parameters (equal to the
limiting parameters Zµ, vl, Zµ, Z
5
µ) and an ultraviolet cutoff on scale h˚. Eq.(3.128) is almost
the desired representation for the quadratic response, see (3.1). However, in order to prove (3.1)
starting from (3.128) we need to compute the relativistic term Πˆ5;relµ,ν,σpp1,p2q more explicitly,
which will be done in the next section.
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The dressed propagator and the vertex functions. We now consider the dressed propagator
Sˆ2pkq and the vertex functions Γˆµpk,pq and Γˆ5µpk,pq, which are obtained by an RG construction
analogous to the one described in Section 3.3, in the presence of the Grassmann source field φ,
see (3.26) and (3.28). We decompose Sˆ2pkq (resp. Γˆµpk,pq, resp. Γˆ5µpk,pq) in a way analogous
to (3.121): that is, we distinguish a dominant part, analogous to (3.122), which consists of the
sum of the single-scale contributions from the GN trees with one endpoint of type φ`ψ´ and
one of type ψ`φ´ (resp. one endpoint of type Aψ`ψ´, one of type φ`ψ´, one of type ψ`φ´,
resp. one endpoint of type A5ψ`ψ´, one of type φ`ψ´, one of type ψ`φ´), all on scales smaller
than h˚, from a remainder term, analogous to (3.123), which includes all the other contributions
(those from GN trees with root on scale smaller than h˚ and at least one endpoint on scale h˚`1,
and those from GN with root on scale h˚ or larger). The dominant term is further decomposed
in analogy with (3.124) into a ‘relativistic’ contribution, obtained via the substitutions spelled
in items (i) and (ii) after (3.124), plus an additional remainder. The relativistic contribution is
explicit: for the dressed propagator with k close to pωF , letting k
1 “ k´ pωF , it is equal to
Sˆrel2 pkq “
ÿ
hăh˚
gˆphq;relω pk1q ” χh˚´1,ωpk1qgˆrelω pk1q, (3.129)
where χh,ω “ řkďh fh,ω, and gˆrelω pkq is defined in the same way as (3.125), with fh,ωpkq replaced
by 1, that is,
gˆrelω pk1q “ 1Z
´ 3ÿ
µ“0
vµk
1
µσµ,ω
¯´1
, (3.130)
where v0 “ 1 and σµ,ω was defined in (3.89) (note, a posteriori, that the cutoff function χh˚´1,ω
can be dropped from the right side of (3.129) for k1 small enough, because χh˚´1,ω ” 1 in a
sufficiently small neighbourhood of the origin). Similarly, for the vertex functions with k close
to pωF , letting again k
1 “ k´ pF , the relativistic contribution reads
Γˆrelµ pk` pq “ gˆrelω pk1 ` pqZµσµ,ω gˆrelω pk1q, (3.131)
Γˆ5;relµ pk` pq “ gˆrelω pk1 ` pqZ5µωσµ,ω gˆrelω pk1q. (3.132)
On the other hand, the remainder terms (the analogue of (3.123) and the analogue of the non-
relativistic term in (3.124)) admit an improved dimensional bound: if k´pωF ,p and k`p´pωF
are all small and of the order γh, the remainder terms have an additional factor γθh, as compared
to the corresponding dominant, relativistic, term.
Summarizing, letting k1 “ k´pωF and assuming that |k1|, |k1`p|, |p| are all in rcγh, Cγhs, for
some h ă h˚ and c, C ą 0, we find that Sˆ2pk1 ` pωF q satisfies (2.27), with }Rωpk1q} ď Cθ,h˚γθh,
while
Γˆµpk,pq “ ZµSˆ2pk` pqσµ,ωSˆ2pkqp1` Rˆµpk,pqq , (3.133)
Γˆ5µpk,pq “ Z5µSˆ2pk` pqωσµ,ωSˆ2pkqp1` Rˆ5µpk,pqq , (3.134)
with }Rˆµpk,pq}, }R5µpk,pq} ď Cθ,h˚γθh.
By plugging (3.133) and (2.27) into the vertex Ward Identity (3.3), we obtain Eq.(3.4),
that is, Zµ “ vµZ. As already mentioned, this identity says that the charge carried by the
electromagnetic current is not renormalized by the interaction.
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There is no analogue of the vertex Ward Identity for the chiral vertex Γˆ5µpk,pq. Therefore,
the condition (2.46) must be enforced by properly fixing Z5µ,bare. By using (3.133) and (3.134),
we find that the left side of (2.46) equals pZ5µ{Zµqω12, so that (2.46) reduces to (3.5), Z5µ “ Zµ.
This condition is enforced by fixing the bare parameters Z5µ,bare in the way discussed at the end
of Section 3.4.3.
3.6 The relativistic contribution to the quadratic response Πˆ5µ,ν,σ
In this section we first prove (3.1), starting from (3.128). Next, we prove (3.6)-(3.7). For this
purpose, we need to compute the relativistic contribution to the quadratic response Πˆ5µ,ν,σ more
explicitly. The definitions imply that, for p1,p2 sufficiently close to 0, recalling (3.129) and
(3.130),
Πˆ5;relµ,ν,σpp1,p2q “ ´Z5µZνZσ
ÿ
ω“˘
ż
dk
p2piq4 χh˚´1,ωpkqχh˚´1,ωpk` p1qχh˚´1,ωpk` p1 ` p2q ¨
¨Trtgˆrelω pkqωσµ,ω gˆrelω pk` p1 ` p2qσσ,ω gˆrelω pk` p1qσν,ωu `
”
pp1, νq Ø pp2, σq
ı
. (3.135)
For the purpose of computing the dominant contribution to Πˆ5;relµ,ν,σpp1,p2q, we can freely replace
χh˚´1,ωpkq by χpγ´h˚}k}vq, where }k}2v “
ř
µ v
2
µk
2
µ. In fact, if we denote by Πˆ
5;˚
µ,ν,σpp1,p2q the
analogue of the right side of (3.135) with χh˚´1,ωpkq replaced by χpγ´h˚}k}vq, it is easy to check
that the difference Πˆ5;relµ,ν,σpp1,p2q´Πˆ5;˚µ,ν,σpp1,p2q is continuously differentiable in p1,p2 in a small
neighbourhood of the origin. After rescaling kµ Ñ kµ{vµ, we find, letting χ˚pkq :“ χpγ´h˚ |k|q,
p1 “ pp1,0, v1p1,1, v2p1,2, v3p1,3q, and similarly for p2,
Πˆ5;˚µ,ν,σpp1,p2q “ ´
Z5µZνZσ
Z3v1v2v3
ż
dk
p2piq4
χ˚pkqχ˚pk` p1qχ˚pk` p1 ` p2q
|k|2 |k` p1|2 |k` p1 ` p2|2 ¨ (3.136)
¨
3ÿ
µ1,µ2,µ3“0
kµ1pkµ2 ` p1,µ2 ` p2,µ2qpkµ3 ` p1,µ3q
ÿ
ω“˘
Trtσ:µ1,ωpωσµ,ωqσ:µ2,ωσσ,ωσ:µ3,ωσν,ωu
`
”
pp1, νq Ø pp2, σq
ı
,
The sum over ω of the trace of tσ:µ1,ωpωσµ,ωqσ:µ2,ωσσ,ωσ:µ3,ωσν,ωu can be conveniently written
in terms of four-dimensional Euclidean gamma matrices. In fact, after performing the trace-
preserving transformations
σµ,` Ñ iσµ,` “
#
12 if µ “ 0
iσµ if µ ą 0
and σµ,´ Ñ iσ3σµ,´σ3 “
#
12 if µ “ 0
´iσµ if µ ą 0
,
we recognize thatÿ
ω“˘
Trtσ:µ1,ωpωσµ,ωqσ:µ2,ωσσ,ωσ:µ3,ωσν,ωu “ ´Trtγµ1γµγ5γµ2γσγµ3γνu, (3.137)
where
γ0 “
ˆ
0 1
1 0
˙
, γj “
ˆ
0 iσj
´iσj 0
˙
for j “ 1, 2, 3, (3.138)
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and
γ5 “ γ0γ1γ2γ3 “
ˆ
1 0
0 ´1
˙
. (3.139)
Note that the gamma matrices are Hermitian and satisfy the anticommutation rules tγµ, γνu “
2δµ,ν , for all µ, ν P t0, 1, 2, 3, 5u. In conclusion,
Πˆ5;relµ,ν,σpp1,p2q “
Z5µZνZσ
Z3v1v2v3
Iµ,ν,σpp1,p2q `R5µ,ν,σpp1,p2q, (3.140)
where R5µ,ν,σpp1,p2q is smooth in p1,p2 in a sufficiently small neighbourhood of the origin, and,
letting {k :“ ř3µ“0 γµkµ,
Iµ,ν,σpp1,p2q “
ż
dk
p2piq4 Tr
!χ˚pkq
{k γµγ5
χ˚pk` p1 ` p2q
{k` {p1 ` {p2
γσ
χ˚pk` p1q
{k` {p1
γν
)
`
”
pp1, νq Ø pp2, σq
ı
,
(3.141)
which is nothing but the chiral triangle graph of QED4 in the presence of an ultraviolet cutoff
χ˚. By plugging (3.140) into (3.128), we get (3.1), with rH5µ,ν,σ “ Hˆ5µ,ν,σ `R5µ,ν,σ.
3.6.1 The chiral triangle graph with momentum cutoff
Let us now prove (3.6)-(3.7). For ease of notation, in the present subsection we drop the label
˚ from χ˚, and denote it simply by χ. We start from (3.6), whose left side equals, letting
q :“ p1 ` p2,
3ÿ
µ“0
qµIµ,ν,σpp1,p2q “
ż
dk
p2piq4 Tr
!χpkq
{k {qγ5
χpk` qq
{k` {q γν
χpk` p2q
{k` {p2
γσ
)
` rpν,p1qÐÑpσ,p2qs
” Tνσpp1,p2q ` Tσνpp2,p1q . (3.142)
Using the anti-commutativity of the fifth gamma matrix,
Tνσpp1,p2q “
ż
dk
p2piq4 Tr
!χpkq
{k {q
χpk` qq
{k` {q γνγ5
χpk` p2q
{k` {p2
γσ
)
. (3.143)
Now we use the following rewriting:
χpkq
{k {q
χpk` qq
{k` {q “
”χpkq
{k ´
χpk` qq
{k` {q
ı
` χpkq{k Cpk,qq
χpk` qq
{k` {q , (3.144)
where, for k and k` q in the support of χpkqχpk` qq:
Cpk,qq “ {kpχ´1pkq ´ 1q ´ p{k` {qqpχ´1pk` qq ´ 1q . (3.145)
The contribution to Tµνpp1,p2q due to the difference in square brackets in (3.144) is:ż
dk
p2piq4 Tr
!χpkq
{k γνγ5
χpk` p2q
{k` {p2
γσ
)
´
ż
dk
p2piq4 Tr
!χpk` qq
{k` {q γνγ5
χpk` p2q
{k` {p2
γσ
)
. (3.146)
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Changing integration variable k Ñ k´ p2 in the second integral, and using the cyclicity of the
trace we get:
(3.146) “
ż
dk
p2piq4 Tr
!χpkq
{k γνγ5
χpk` p2q
{k` {p2
γσ
)
´
ż
dk
p2piq4 Tr
!χpkq
{k γσ
χpk` p1q
{k` {p1
γνγ5
)
, (3.147)
which gives zero contribution to (3.142). Therefore,
3ÿ
µ“0
qµIµ,ν,σpp1,p2q “ TCνσpp1,p2q ` TCσνpp2,p1q , (3.148)
with
TCνσpp1,p2q :“
ż
dk
p2piq4 Tr
!χpkq
{k Cpk,qq
χpk` qq
{k` {q γνγ5
χpk` p2q
{k` {p2
γσ
)
.
Using (3.145) we find
TCνσpp1,p2q “
ż
dk
p2piq4
”
p1´ χpkqqχpk` qqχpk` p2qTr
! 1
{k` {qγνγ5
1
{k` {p2
γσ
)
´ p1´ χpk` qqqχpkqχpk` p2qTr
! 1
{kγνγ5
1
{k` {p2
γσ
)ı
.
We now shift the integration variable k Ñ k´p2 in the term in the first line and use the cyclicity
of the trace, thus finding
TCνσpp1,p2q “
ż
dk
p2piq4
”
p1´ χpk´ p2qqχpk` p1qχpkqTr
! 1
{kγσγ5
1
{k` {p1
γν
)
´ p1´ χpk` qqqχpkqχpk` p2qTr
! 1
{kγνγ5
1
{k` {p2
γσ
)ı
, (3.149)
so that, after plugging back this expression into (3.148) and exchanging names pp1, νqÐÑpp2, σq
in one of the terms contributing to TCνσpp1,p2q, we get
3ÿ
µ“0
qµIµ,ν,σpp1,p2q “ T˜Cνσpp1,p2q ` T˜Cσνpp2,p1q , (3.150)
with
T˜Cνσpp1,p2q :“
ż
dk
p2piq4χpkqχpk` p2qpχpk` qq ´ χpk´ p1qqTr
! 1
{kγνγ5
1
{k` {p2
γσ
)
. (3.151)
Note that T˜Cνσp0,0q “ 0. Let us now expand T˜Cνσpp1,p2q in Taylor series around pp1,p2q “ p0,0q
and let us focus on the terms of order 1 and 2 in the momenta, to be denoted by rT˜Cνσpp1,p2qsp1q
and rT˜Cνσpp1,p2qsp2q, respectively. It is easy to check that, for P “ maxt|p1|, |p2|u sufficiently
small, as compared to γh˚ , the Taylor remainder of order 3 is bounded by12 Cγ´h˚P 3. More-
over, it is straightforward to check that rT˜Cνσpp1,p2qsp1q “ 0, by parity. Let us now consider
12In order to prove this, we bound the Taylor remainder of order 3 by P 3D3, with D3 an upper bound on the
third derivative with respect to p1,p2 of the right side of (3.160). Next, we note that, due to the structure of the
right side of (3.151), at least one of such derivatives acts on one of the cutoff functions χ; therefore, for |p1|, |p2|
small enough (as compared with the support of χ), D3 can be dimensionally bounded by (const.)
ş
S˚ dk |k|´5,
where S˚ “ tk : cγh˚ ď |k| ď Cγ´h˚u.
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rT˜Cνσpp1,p2qsp2q, which consists of several terms:
rT˜Cνσpp1,p2qsp2q “ Aνσpp1,p2q `Bνσpp1,p2q ` Cνσpp1,p2q `Dνσpp1,p2q , (3.152)
where, using the convention that repeated indices are summed from 0 to 3,
Aνσpp1,p2q “ 1
2
pqµqλ ´ p1,µp1,λq
ż
dk
p2piq4χ
2pkqBµBλχpkqTr
! 1
{kγνγ5
1
{kγσ
)
Bνσpp1,p2q “ p2,µpqλ ` p1,λq
ż
dk
p2piq4χpkqBµχpkqBλχpkqTr
! 1
{kγνγ5
1
{kγσ
)
Cνσpp1,p2q “ pqµ ` p1,µq
ż
dk
p2piq4
χ2pkqBµχpkq
|k|2 Tr
! 1
{kγνγ5 {p2γσ
)
Dνσpp1,p2q “ ´2pqµ ` p1,µqp2,λ
ż
dk
p2piq4
χ2pkqBµχpkqkλ
|k|2 Tr
! 1
{kγνγ5
1
{kγσ
)
.
Now, Aνσpp1,p2q “ Bνσpp1,p2q “ Dνσpp1,p2q “ 0 by simple parity reasons: in fact, after the
computation of the trace, letting χ1 be the derivative of χ with respect to |k|, kˆµ “ kµ{|k|, and
ανβσ the Levi-Civita symbol (see footnote 8),
Aνσpp1,p2q “ 2pqµqλ ´ p1,µp1,λqεανβσ
ż
dk
p2piq4χ
2pkq“χ2pkqkˆµkˆλ ` χ1pkq|k| pδµλ ´ kˆµkˆλq‰kαkβ|k|4 ,
Bνσpp1,p2q “ 4p2,µpqλ ` p1,λqεανβσ
ż
dk
p2piq4χpkqpχ
1pkqq2kˆµkˆλkαkβ|k|4 ,
Dνσpp1,p2q “ ´8pqµ ` p1,µqp2,λεανβσ
ż
dk
p2piq4χ
2pkqχ1pkq kˆµkλkαkβ|k|6 ,
which are all zero by the anti-symmetry in αÐÑβ. The only non-trivial term we are left with is
Cνσpp1,p2q “ 4pqµ ` p1,µqp2,βεανβσ
ż
dk
p2piq4
χ2pkqχ1pkqkˆµkα
|k|4 , (3.153)
where, using that the angular integration in the 4D integral over k gives 2pi2, we can rewriteż
dk
p2piq4
χ2pkqχ1pkqkˆµkα
|k|4 “
δµα
4
ż
dk
p2piq4
χ2pkqχ1pkq
|k|3 “
δµα
4
1
p2piq4 2pi
2
´
´ 1
3
¯
“ ´ δµα
96pi2
where in the second equality we used that
ş8
0 χ
2pρqχ1pρqdρ “ ´1{3, where, with some abuse
of notation, we denoted χp|k|q ” χpkq. Plugging this back into (3.153) and using again the
anti-symmetry in αÐÑβ, we find (recalling that q “ p1 ` p2)
Cνσpp1,p2q “ ´ 1
12pi2
p1,αp2,βεανβσ , (3.154)
so that, putting things together,
qµIµ,ν,σpp1,p2q “ ´ 1
6pi2
p1,αp2,βεανβσ `Opγ´h˚P 3q , (3.155)
which proves (3.6) (note that the order of the indices in εαβνσ in the right side of (3.6) is different
from the one in the right side of (3.155), which explains the different sign).
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Let us now prove (3.7). We compute:
p1,νIµ,ν,σpp1,p2q “
ż
dk
p2piq4 Tr
!χpkq
{k γµγ5
χpk` qq
{k` {q {p1
χpk` p2q
{k` {p2
γσ
)
`
ż
dk
p2piq4 Tr
!χpkq
{k γµγ5
χpk` qq
{k` {q γσ
χpk` p1q
{k` {p1
{p1
)
. (3.156)
In the first term we rename k Ñ ´k ´ q and use the cyclicity of the trace; in the second we
rename k Ñ ´k´ p1, use the cyclicity of the trace and the anti-commutation properties of γ5;
we get:
´p1,νIµ,ν,σpp1,p2q “
ż
dk
p2piq4 Tr
!χpk` qq
{k` {q γµγ5
χpkq
{k {p1
χpk` p1q
{k` {p1
γσ
)
`
ż
dk
p2piq4 Tr
!χpk´ p2q
{k´ {p2
γσγ5
χpkq
{k {p1
χpk` p1q
{k` {p1
γµ
)
. (3.157)
Now, in both integrals we rewrite χpkq{k {p1 χpk`p1q{k`{p1 by using (3.144):
χpkq
{k {p1
χpk` p1q
{k` {p1
“
”χpkq
{k ´
χpk` p1q
{k` {p1
ı
` χpkq{k Cpk,p1q
χpk` p1q
{k` {p1
. (3.158)
It is easy to see that the contribution to p1,νIµ,ν,σpp1,p2q coming from the term in square
brackets in (3.158) vanishes. Therefore, we are left with
´p1,νIµ,ν,σpp1,p2q “
ż
dk
p2piq4 Tr
!χpk` qq
{k` {q γµγ5
χpkq
{k Cpk,p1q
χpk` p1q
{k` {p1
γσ
)
`
ż
dk
p2piq4 Tr
!χpk´ p2q
{k´ {p2
γσγ5
χpkq
{k Cpk,p1q
χpk` p1q
{k` {p1
γµ
)
(3.159)
that, using the explicit form of Cpk,p1q becomes:
´p1,νIµ,ν,σpp1,p2q “
ż
dk
p2piq4χpk` qqp1´ χpkqqχpk` p1qTr
! 1
{k` {qγµγ5
1
{k` {p1
γσ
)
´
ż
dk
p2piq4χpk` qqχpkqp1´ χpk` p1qqTr
! 1
{k` {qγµγ5
1
{kγσ
)
`
ż
dk
p2piq4χpk´ p2qp1´ χpkqqχpk` p1qTr
! 1
{k´ {p2
γσγ5
1
{k` {p1
γµ
)
´
ż
dk
p2piq4χpk´ p2qχpkqp1´ χpk` p1qqTr
! 1
{k´ {p2
γσγ5
1
{kγµ
)
.
If we now rename k Ñ k´p1 in the first line, and k Ñ k`p2 in the third and fourth lines, we
can rewrite this as
´p1,νIµ,ν,σpp1,p2q “
ż
dk
p2piq4χpkqχpk` p2qpχpk` qq ´ χpk´ p1qqTr
! 1
{kγσγ5
1
{k` {p2
γµ
)
`
ż
dk
p2piq4χpkqχpk` qqpχpk` p1q ´ χpk` p2qqTr
! 1
{kγσγ5
1
{k` {qγµ
)
. (3.160)
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The expression in the right side vanishes at pp1,p2q “ p0,0q. Also in this case, we expand it
in Taylor series around the origin and focus on the terms of order 1 and 2 in the momenta,
the Taylor remainder of order 3 being smaller than Cγ´h˚P 3, for P “ maxt|p1|, |p2|u small
enough, see footnote 12. Also in this case, it is straightforward to check that the term of order
1 vanishes, by parity. After having computed the trace, we find that the term of order 2 can be
rewritten as
p1,νrIµ,ν,σpp1,p2qsp2q “ ´4
“pqν ` p1,νqp2,β ` pp1,ν ´ p2,νqqβ‰εαβµσ ż dkp2piq4χ2pkqχ1pkq kˆνkα|k|4 .
(3.161)
Recalling that q “ p1 ` p2 and computing the integral over k we finally get:
p1,νIµ,ν,σpp1,p2q “ 1
6pi2
p1,αp2,βεαβµσ `Opγ´h˚P 3q, (3.162)
which proves (3.7). As anticipated in (3.1.4), this concludes the proof of Theorem 2.1.
A Symmetries
In this appendix we first reformulate the symmetries (ii) to (iv) of Section 2.2, as well as
the Hermitian conjugation symmetry, in terms of the Grassmann variables used in the RG
construction of the generating functional of correlations. Next, we discuss the implications of
the symmetries, including the proof of Lemmas 3.1 and 3.2.
A.1 Symmetries of the Grassmann action
Consider the Grassmann action S0pψ,Aq`Vpψq`řµpA5µ, j5µq, where Vpψq was defined in (3.25),
pA5µ, j5µq in (3.27), and, letting
ş
dk
p2piq4 is a shorthand for
1
βL3
ř
kPDβ,L,N ,
S0pψ,Aq :“ ´
ż
dk
p2piq4 ψˆ
`
k rgˆβ,L,N pkqs´1ψˆ´k ` pA0, j0q ` pψ`, pH0 ´H0pAqqψ´q, (A.1)
with gˆβ,L,N pkq as in (3.20), and pA0, j0q ` pψ`, H0 ´ H0pAqψ´q as in (3.27). The reader can
easily check that all the terms in Grassmann action are separately invariant under the following
symmetries.
i) Hermitian conjugation.
ψx˘ Ñ ˘ψ¯,Tp´x0,xq, Aµpxq Ñ p´1qδµ,0Aµp´x0, xq, A5µpxq Ñ p´1qδµ,0A5µp´x0, xq,
and c Ñ c˚, where c is a generic numerical constant appearing in the action. In Fourier
space, these transformations read: ψˆ˘k Ñ ˘ψˆ¯,Tp´k0,kq (or, in the quasi-particle represen-
tation, ψˆ˘ω,k Ñ ˘ψˆ¯,Tω,p´k0,kq), Aˆµ,p Ñ p´1qδµ,0Aˆµ,pp0,´pq, Aˆ5µ,p Ñ p´1qδµ,0Aˆ5µ,pp0,´pq, and
cÑ c˚.
ii) Inversion symmetry.
ψx´ Ñ σ3ψ´px0,´xq, ψx` Ñ ψ`px0,´xqσ3,
Aµpxq Ñ p´1q1´δµ,0Aµpx0,´xq, A5µpxq Ñ p´1qδµ,0A5µpx0,´xq.
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In Fourier space, these transformations read: ψˆ´k Ñ σ3ψˆ´pk0,´kq, ψˆ`k Ñ ψˆ`pk0,´kqσ3 (or, in
the quasi-particle representation, ψˆ´ω,k Ñ σ3ψˆ´´ω,pk0,´kq, ψˆ`ω,k Ñ ψˆ`´ω,pk0,´kqσ3), Aˆµ,p Ñ
p´1q1´δµ,0Aˆµ,pp0,´pq, and Aˆ5µ,p Ñ p´1qδµ,0Aˆ5µ,pp0,´pq
iii) Reflection about a horizontal plane.
ψx˘ Ñ ψ˘px0,x1,x2,´x3q, Aµpxq Ñ p´1qδµ,3Aµpx0, x1, x2,´x3q,
A5µpxq Ñ p´1q1´δµ,3A5µpx0, x1, x2,´x3q.
In Fourier space, these transformations read: ψˆ˘k Ñ ψˆ˘pk0,k1,k2,´k3q (or, in the quasi-particle
representation, ψˆ˘ω,k Ñ ψˆ˘´ω,pk0,k1,k2,´k3q), Aˆµ,p Ñ p´1qδµ,3Aˆµ,pp0,p1,p2,´p3q, and Aˆ5µ,p Ñ
p´1q1´δµ,3Aˆ5µ,pp0,p1,p2,´p3q.
iv) Reflection about a vertical plane + color exchange.
ψx´ Ñ ´σ1ψ´¯x , ψx` Ñ ψ`¯x σ1,
Aµpxq Ñ p´1qδµ,0`δµ,1Aµpx¯q, A5µpxq Ñ p´1qδµ,0`δµ,1A5µpx¯q,
where x¯ “ p´x0,´x1, x2, x3q. In Fourier space, these transformations read: ψˆ´k Ñ ´σ1ψˆ´¯k ,
ψˆ`k Ñ ψˆ`¯k σ1 (or, in the quasi-particle representation, ψˆ´ω,k Ñ ´σ1ψˆ´ω,k¯, ψˆ`ω,k Ñ ψˆ`ω,k¯σ1),
Aˆµ,p Ñ p´1qδµ,0`δµ,1Aˆµ,p¯, and Aˆ5µ,p Ñ p´1qδµ,0`δµ,1Aˆ5µ,p¯.
A.2 Consequences of the symmetries
The symmetries listed above are preserved by the multiscale RG construction described in
Section 3.3. This implies, in particular, that the kernels of the effective potential on scale h are
invariant under the symmetries, and their local parts as well. Let us then discuss the implications
of the symmetries on the structure of the local parts of the effective action, separately for the
two scale regimes h ď h˚ and h ą h˚. We will thus prove the symmetry properties listed in
Lemmas 3.1 and 3.2.
A.2.1 The local ψ`ψ´ term.
Regime h ě h˚. Let us consider a quadratic term, symmetric under the symmetries (i), (ii),
(iii), (iv) of Section A.1, of the form ż
dk
p2piq4 ψˆ
`
kMψˆ
´
k , (A.2)
where M is a complex 2ˆ 2 matrix. The symmetries (i), (ii), (iii), (iv) imply that:
M “M : “ σ3Mσ3 “ ´σ1Mσ1 . (A.3)
If we now expand M in the ‘Pauli basis’, M “ a01 ` a1σ1 ` a2σ2 ` a3σ3, we see that (A.3)
implies that M “ a3σ3, with a3 P R. This proves the first identity in the first line of (3.50).
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Regime h ă h˚. Next, let us consider a quadratic term, symmetric under the symmetries (i),
(ii), (iii), (iv) of Section A.1, of the formÿ
ω“˘
ż
dk
p2piq4 ψˆ
`
ω,kMωψˆ
´
ω,k , (A.4)
with Mω a complex 2ˆ 2 matrix. Imposing symmetry (iii) we find that Mω “M´ω ”M . The
symmetries (i), (ii), (iii), (iv) imply that:
M “M : “ σ3Mσ3 “ ´σ1Mσ1. (A.5)
Writing M “ a01` a1σ1 ` a2σ2 ` a3σ3, we see that (A.5) implies that M “ a3σ3, with a3 P R.
This proves the first identity in (3.88).
A.2.2 The local ψ`Bµψ´ terms.
Regime h ě h˚. Consider a quadratic term, invariant under the symmetries (i), (ii), (iii), (iv)
of Section A.1, of the form ż
dk
p2piq4 ψˆ
`
k kµMµψˆ
´
k , (A.6)
where Mµ are complex 2 ˆ 2 matrices, with µ “ 0, 1, 2, 3. Symmetry (iii) implies that M3 “
´M3 “ 0, while it does not have any implications for Mµ with µ “ 0, 1, 2. Imposing the validity
of symmetries (i), (ii), (iv), we find:
M0 “ ´M :0 “ σ3M0σ3 “ σ1M0σ1, (A.7)
M1 “M :1 “ ´σ3M1σ3 “ σ1M1σ1, (A.8)
M2 “M :2 “ ´σ3M2σ3 “ ´σ1M2σ1, (A.9)
If we now expand Mµ with µ “ 0, 1, 2 in the ‘Pauli basis’, Mµ “ aµ01` aµ1σ1 ` aµ2σ2 ` aµ3σ3, we
see that (A.7)–(A.9) imply that M0 “ a001, M1 “ a11σ1, M2 “ a22σ2, with a00 P iR and a11, a22 P R.
This proves the second identity in the first line of (3.50).
Regime h ă h˚ Let us consider a quadratic term, symmetric under the symmetries (i), (ii), (iii),
(iv) of Section A.1, of the form ÿ
ω“˘
ż
dk
p2piq4 ψˆ
`
ω,kkµMµ,ωψˆ
´
ω,k , (A.10)
where Mµ,ω are complex 2 ˆ 2 matrices, with µ “ 0, 1, 2, 3. Imposing symmetry (iii) we find
that Mµ,ω “ p´1qδµ,3Mµ,´ω, so we let Mµ,ω ” Mµ, for µ “ 0, 1, 2, and M3,ω ” ωM3. Imposing
the validity of symmetries (i), (ii), (iv), we find:
M0 “ ´M :0 “ σ3M0σ3 “ σ1M0σ1, (A.11)
M1 “M :1 “ ´σ3M1σ3 “ σ1M1σ1, (A.12)
M2 “M :2 “ ´σ3M2σ3 “ ´σ1M2σ1, (A.13)
M3 “M :3 “ σ3M3σ3 “ ´σ1M3σ1. (A.14)
If we now expand Mµ in the ‘Pauli basis’, Mµ “ aµ01 ` aµ1σ1 ` aµ2σ2 ` aµ3σ3, we see that
(A.11)–(A.14) imply that M0 “ a001, M1 “ a11σ1, M2 “ a22σ2, M3 “ a33σ3, with a00 P iR and
a11, a
2
2, a
3
3 P R. This proves the second identity in (3.88).
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A.2.3 The local ψ`BµB3ψ´ and ψ`B33ψ´ terms.
Regime h ě h˚. Let us consider the following quadratic terms, symmetric under the symmetries
(i), (ii), (iii), (iv) of Section A.1:ż
dk
p2piq4 ψˆ
`
k kµk3Qµψ
´
k and
ż
dk
p2piq4 ψˆ
`
k k
3
3
rQ3ψ´k , (A.15)
where Qµ with µ “ 0, 1, 2, 3 and rQ3 are complex 2 ˆ 2 matrices. Symmetry (iii) implies that
Q0 “ Q1 “ Q2 “ rQ3 “ 0, which proves the second line of (3.50). On the other hand, symmetries
(i), (ii), (iv) imply that
Q3 “ Q:3 “ σ3Q3σ3 “ ´σ1Q3σ1 , (A.16)
from which we find Q3 “ bσ3 with b P R. This proves the third identity in the first line of (3.50).
A.2.4 The local Aψ`ψ´ and Aψ`B3ψ´ terms.
Regime h ě h˚. Let us consider the following terms, quadratic in ψ and linear in A, symmetric
under the symmetries (i), (ii), (iii), (iv) of Section A.1:ż
dp
p2piq4
ż
dk
p2piq4 Aˆµ,pψˆ
`
k`pΓµψˆ
´
k and
ż
dp
p2piq4
ż
dk
p2piq4 Aˆµ,pψˆ
`
k`ppk3Γ3µ ` p3rΓ3µqψˆ´k ,
where Γµ,Γ
3
µ,
rΓ3µ are complex 2ˆ2 matrices. Symmetry (iii) implies that Γ3 “ 0 and Γ3µ “ rΓ3µ “ 0
for µ “ 0, 1, 2. Symmetries (i), (ii), (iv) imply that Γµ satisfy the same as (A.7)–(A.9), with
Mµ replaced by Γµ. Therefore, Γ0 “ ic01, Γ1 “ c1σ1, Γ2 “ c2σ2, with c1, c1, c2 P R, which
proves the first identity in the first line of (3.51). Symmetry (i) implies that Γ33 “ pΓ33q:, whilerΓ33 ` prΓ33q: “ Γ33. Moreover, symmetries (ii) and (iv) imply that Γ33 “ σ3Γ33σ3 “ ´σ1Γ33σ1 andrΓ33 “ σ3rΓ33σ3 “ ´σ1rΓ33σ1. In conclusion, Γ33 “ aσ3 and rΓ33 “ bσ3, with a P R, b P C and
<pbq “ a{2. This proves the second line of (3.51) and (3.52).
Regime h ă h˚. Let us now consider a term quadratic in ψ and linear in A, symmetric under
the symmetries (i), (ii), (iii), (iv) of Section A.1, of the formÿ
ω“˘
ż
dp
p2piq4
ż
dk
p2piq4 Aˆµ,pψˆ
`
ω,k`pΓµ,ωψˆ
´
ω,k,
where Γµ,ω are complex 2ˆ2 matrices. Imposing symmetry (iii) we find that Γµ,ω “ p´1qδµ,3Γµ,´ω,
so we let Γµ,ω ” Γµ, for µ “ 0, 1, 2, and Γ3,ω ” ωΓ3. Imposing the validity of symmetries (i),
(ii), (iv), we find the same as (A.11)–(A.14), with Mµ replaced by Γµ. Therefore, Γ0 “ ic01,
Γ1 “ c1σ1, Γ2 “ c2σ2, Γ3 “ c3σ3, with c1, c1, c2, c3 P R. This proves the first identity in (3.90).
A.2.5 The local A5ψ
`ψ´ and A5ψ`B3ψ´ terms.
Regime h ě h˚. Let us consider the following terms, quadratic in ψ and linear in A5, symmetric
under the symmetries (i), (ii), (iii), (iv) of Section A.1:ż
dp
p2piq4
ż
dk
p2piq4 Aˆ
5
µ,pψˆ
`
k`pΓ
5
µψˆ
´
k and
ż
dp
p2piq4
ż
dk
p2piq4 Aˆµ,pψˆ
`
k`ppk3Γ5;3µ ` p3rΓ5;3µ qψˆ´k ,
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Γ5µ,Γ
5;3
µ , rΓ5;3µ are complex 2ˆ 2 matrices. Imposing the symmetry (iii), we get Γ5µ “ 0 for µ ‰ 3,
and Γ5;33 “ rΓ5;33 “ 0. Symmetries (i), (ii), (iv) imply that Γ53 “ pΓ53q: “ σ3Γ53σ3 “ ´σ1Γ53σ1, which
gives Γ53 “ aσ3, with a P R. This proves the second identity in the first line of (3.51). Symmetry
(i) implies that Γ5;30 “ ´pΓ5;30 q: and rΓ5;30 ´prΓ5;30 q: “ Γ5;30 , while Γ5;3µ “ pΓ5;3µ q: and rΓ5;3µ `prΓ5;3µ q: “
Γ5;3µ for µ “ 1, 2. Moreover, symmetries (ii) and (iv) imply that: Γ5;30 “ σ3Γ5;30 σ3 “ σ1Γ5;30 σ1 and
the same rΓ5;30 ; Γ5;31 “ ´σ3Γ5;31 σ3 “ σ1Γ5;31 σ1 and the same rΓ5;31 ; Γ5;32 “ ´σ3Γ5;32 σ3 “ ´σ1Γ5;32 σ1
and the same rΓ5;32 . In conclusion: Γ5;30 “ ia012 and rΓ5;30 “ ib012; Γ5;31 “ a1σ1 and rΓ5;31 “ b1σ1;
Γ5;32 “ a2σ2 and rΓ5;32 “ b2σ2; where aµ P R, bµ P C, and <pbµq “ aµ{2, for all µ “ 0, 1, 2. This
proves the third line of (3.51) and (3.53).
Regime h ă h˚. Let us consider a term quadratic in ψ and linear in A5, symmetric under the
symmetries (i), (ii), (iii), (iv) of Section A.1, of the formż
dp
p2piq4
ż
dk
p2piq4 Aˆ
5
µ,pψˆ
`
ω,k`pΓ
5
µ,ωψˆ
´
ω,k,
where Γ5µ,ω are complex 2ˆ 2 matrices. Imposing symmetry (iii) we find that Γ5µ,ω “ p´1q1´δµ,3
Γ5µ,´ω, so we let Γ5µ,ω ” ωΓ5µ, for µ “ 0, 1, 2, and Γ53,ω ” Γ53. Imposing the validity of symmetries
(i), (ii), (iv), we find the same as (A.11)–(A.14), with Mµ replaced by Γ
5
µ. Therefore, Γ
5
0 “ ic01,
Γ51 “ c1σ1, Γ52 “ c2σ2, Γ53 “ c3σ3, with c1, c1, c2, c3 P R. This proves the second identity in
(3.90).
B Dimensional bounds on the kernels of the effective potential
In this appendix we provide some additional details on the proofs of (3.74), (3.102) and of their
improved analogues, discussed after (3.74) and (3.102), respectively. As anticipated above, the
proofs of these bounds are completely analogous to those of Lemma 1 and Lemma 2 in [50],
where a specific model of Weyl semimetal within the class of models considered in this paper
was analyzed. Since there a few minor differences in the bounds (3.74), (3.102) and in their
improved analogues, as compared to those stated in [50, Lemma 1 and 2], here we highlight
where these differences rely and explain their origin.
A first macroscopic difference is that [50] explicitly treats only the free energy (i.e., A “
A5 “ 0), which obviously has an impact on the definition of the iterative step. In addition to
this, there are other more technical differences, which we discuss separately for the first and
second regimes.
First regime. The RG construction in the first regime is virtually the same as the one
described in [50, Section 2], modulo a slightly different definition of localization (compare [50,
Eq.(43)] with the definition in (3.48)-(3.49)) that, in particular, takes into account the presence
of the external fields A and A5. At each scale h˚ ď h ď 0, the effective potential can be expressed
in terms of a GN tree expansion virtually equivalent to the one described in [50, Section 2.1]. As
already mentioned, the proof of (3.74) and of its improved analogue (see discussion after (3.74))
goes along the same lines as the proof of Eqs.(60) and (61) of [50], respectively. However, there
are a few technical differences that deserve comments:
• The L1 norm in the left side of (3.74) has a stretched exponential weight, contrary to
the one used in [50, Eq.(60)]. However, the inclusion of the stretched exponential weight
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involving the tree distance can be accomodate without extra difficulties, thanks to the
stretched exponential decay of the propagator (3.101). See [8, 30] for two recent works
on fermionic RG where similar exponentially weighted L1 norms are studied via the same
kind of methods of this paper.
• Eq.(3.74) takes into account the possibile presence of the derivative labels q, which was
neglected for simplicity in [50, Eq.(60)] (the proof of the bound in the presence of such
indices remains unaltered).
• Most importantly, the improved dimensional bound on W phq;rn,m1,m2,q has an additional factor
γθh, as compared with (3.74), where θ is any positive constant smaller than 1; see discussion
in the paragraph after (3.74). This should be compared with the dimensional gain γh{8
stated in [50, Eq.(61)]. Actually, in [50, Eq.(61)], the factor γh{8 can be replaced ‘for free’
by γθh with θ a positive constant strictly smaller than 1{2, simply because in that case the
largest scaling dimension of an irrelevant operator is ´1{2 (see the comment “Note that, if
v is not an endpoint, 5 |Pv |4 ´ 72 ` zpPvq ě 12 by the definition of R” after [50, Eq.(70)], and
note that, thanks to this fact, the factors γ´phv´hv1 q{4 in [50, Eqs.(71), (73), (74)] can be
replaced by γ´θphv´hv1 q with 0 ă θ ă 1{2, thus leading to the claimed improvement). In
our case, thanks to the definition of L, see (3.48)-(3.49), and to the cancellation properties
stated in the Remark after (3.49) and in Lemma 3.1, the largest scaling dimension of an
irrelevant operator is ´1, rather than ´1{2; therefore, by the same line of reasoning, the
GN trees with at least one endpoint on scale 1 admit a bound with an additional ‘short
memory factor’ γθh with θ a positive constant strictly smaller than 1 (rather than ‘just’
1{2).
Second regime. The RG construction in the first regime is virtually the same as the one
described in [50, Section 3], modulo a slightly different definition of localization (compare [50,
Eq.(88)] with the definition in (3.86)-(3.87)) that, in particular, takes into account the presence
of the external fields A and A5. At each scale h ă h˚, the effective potential can be expressed
in terms of a GN tree expansion virtually equivalent to the one described in [50, Section 3.1].
As already mentioned, the proof of (3.102) and of its improved analogue (see discussion in the
paragraph after (3.102)) goes along the same lines as the proof of Eqs.(93) and (94) of [50],
respectively. Also in this case, there are a few technical differences that deserve comments:
• As in the first regime, in (3.102) we use a weighted L1 norm, rather than the standard one,
and we take into account the possibile presence of the derivative labels q; as commented
above, the proof of the bound remains essentially unaltered by these two modifications.
• Concerning (3.102) and its improved version, an important difference with respect to [50,
Eqs.(93)-(94)] is the presence of the pre-factor |v03|n´1`}q3}1 . Even though such factor
does not appear in [50, Eqs.(93)-(94)], its presence is actually proved in [50] (in the case
}q3}1 “ 0, but the proof in the general case is essentially unchanged), see l.1 after [50,
Eq.(107)].
• Concerning the improved dimensional bound on W phq;rn,m1,m2,q, in the paragraph after (3.102)
we claim that it has an additional factor γθh if m1 “ m2 “ 0 or n ě 2, or γθph´h˚q if
m1`m2 ě 1 and n “ 1, with θ any positive constant strictly smaller than 1; this has to be
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compared with the factor γ
1
8
ph´h˚q stated in [50, Eq.(94)]. First of all, for the same reasons
explained above for the first regime (see in particular the third item of the dotted list),
the factor γ
1
8
ph´h˚q stated in [50, Eq.(94)] can be straightforwardly improved to γθph´h˚q,
for any 0 ă θ ă 1, because the largest scaling dimension of an irrelevant operator is ´1.
We still need to discuss the origin of an additional gain factor γθh˚ for the terms with
m1 “ m2 “ 0 or n ě 2. The point is that these terms are defined in terms of GN trees
with at least one endpoint on scale h˚ ` 1 with m1 “ m2 “ 0 or n ě 2; in turn, each such
endpoint has a kernel generated by the tree expansion of the first regime, and comes from
GN trees with at least one endpoint on scale 1: therefore, it is bounded via the improved
dimensional bound discussed in the paragraph after (3.74), which is characterized by an
additional factor γθh˚ as compared to the ‘basic’ bound (3.74), as desired.
C The quadratic response
In this appendix we compute the quadratic response coefficient in the right side of (2.48) and
prove that its β, LÑ8 limit can be expressed in terms of Euclidean correlation functions.
C.1 Second-order time-dependent perturbation theory
Consider a time-dependent vector potential Axptq “ eηtAx with η ą 0. The evolution of the
state for t ď 0 is determined by the von Neumann equation,
iBtρptq “ rHLpAptqq, ρptqs , ρp´8q “ ρβ,L, (C.1)
with ρβ,L as in (2.20). Given an observable O, we denote by OpAptqq its coupling to the external
gauge field, via the Peierls substitution. We are interested in computing TrOpAptqqρptq ”
xOpAptqqyβ,L;t at second order in the external field, in the case that O “ Jˆ5µ,p. We set:
xOpAptqqyβ,L;t ´ xOyβ,L “ pxOpAptqqyβ,L;t ´ xOpAptqqyβ,Lq ` pxOpAptqqyβ,L ´ xOyβ,Lq
” I` II . (C.2)
We compute I and II separately, at second order in the external field. To this end, it is convenient
to study the evolution of the state in the interaction picture. Let ρintptq :“ eiHLtρptqe´iHLt.
Then:
iBtρintt “ rHL,tpAptqq ´HL, ρintptqs . (C.3)
whereHL,tpAptqq “ eiHLtHLpAptqqe´iHLt. In general, in this appendix, the subscript t stands for
the evolution at time t in the interaction picture: for any observable O, we let Ot “ eiHLtOe´iHLt
(we also let OtpAptqq ” rOpAptqqst “ eiHLtOpAptqqe´iHLt, etc.)
Term I. A simple computation gives:
I “ xOpAptqqyβ,L;t ´ xOpAptqqyβ,L “ ´i
ż t
´8
dsTrOtpAptqqrPspApsqq, ρintpsqs (C.4)
“ ´i
ż t
´8
dsTrrOtpAptqq,PspApsqqsρintpsq,
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where PpAptqq :“ HLpAptqq ´HL. and in the second identity we used the cyclicity of the trace.
A one-step iteration of this formula gives:
I “ ´i
ż t
´8
ds xOtpAptqq,PspApsqqsyβ,L (C.5)
´
ż t
´8
ds
ż s
´8
ds1TrrrOtpAptqq,PspApsqqs,Ps1pAps1qqsρintps1q .
We denote by Ip2q the second order contribution in A. If we write Opkqt pAq for the k-th order of
OtpAq in A, and similarly for Ppkqt pAq, we get:
Ip2q “ ´i
ż t
´8
ds xrOt,Pp2qs pApsqqsyβ,L ´ i
ż t
´8
ds xrOp1qt pAptqq,Pp1qs pApsqqsyβ,L (C.6)
´
ż t
´8
ds
ż s
´8
ds1xrrOt,Pp1qs pApsqqs,Pp1qs1 pAps1qqsyβ,L ” Ip2q1 ` Ip2q2 ` Ip2q3 .
Letting
ş dp
p2piq3 be a shorthand for L
´3 ř
pP 2pi
L
Z3 , we have
Pp1qpAq “ ´
ÿ
k“1,2,3
ż
dp
p2piq3 Aˆk,pJˆk,p,
Pp2qpAq “ ´1
2
ÿ
k,k1“1,2,3
ż
dp1
p2piq3
ż
dp2
p2piq3 Aˆk,p1Aˆk1,p2∆ˆk,k1pp1, p2q .
where Jˆk,p is defined as in (2.31) and the second line should be understood as the definition of
∆ˆk,k1pp1, p2q. Let us now set O “ Jˆ5µ,p, in which case we write:
Op1qpAq “
ÿ
k“1,2,3
ż
dp1
p2piq3 Aˆk,p1∆ˆ
5
µ,kpp, p1q, (C.7)
which should be understood as the definition of ∆ˆ5µ,kpp, qq. With these definitions, the three
terms in the right side of (C.6) take the following explicit form:
I
p2q
1 “
i
2
ÿ
k,k1“1,2,3
ż
dp1
p2piq3
ż
dp2
p2piq3 Aˆk,p1Aˆk1,p2
ż t
´8
ds e2ηsxrJˆ5µ,p,t, ∆ˆk,k1,spp1, p2qsyβ,L
” i
2
ÿ
k,k1
ż
dp1
p2piq3 e
2ηtAˆk,p1Aˆk1,´p´p1
ż 0
´8
ds e2ηsxrJˆ5µ,p, ∆ˆk,k1,spp1,´p´ p1qsyβ,L , (C.8)
where in the last step we used space and time translation invariance of the Gibbs state,
I
p2q
2 “ i
ÿ
k,k1
ż
dp1
p2piq3 e
2ηtAˆk,p1Aˆk1,´p´p1
ż 0
´8
ds eηsxr∆ˆ5µ,kpp, p1q, Jˆk1,´p´p1,ssyβ,L, (C.9)
and
I
p2q
3 “ ´
ÿ
k,k1
ż
dp1
p2piq3 e
2ηtAˆk,p1Aˆk1,´p´p1
ż 0
´8
ds
ż s
´8
ds1 e
ηs`ηs1xrrJˆ5µ,p, Jˆk,p1,ss, Jˆk1,´p´p1,s1syβ,L .
(C.10)
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Term II. For O “ Jˆ5µ,p we write:
Op2qpAq “ 1
2
ÿ
k,k1“1,2,3
ż
dp1
p2piq3
ż
dp2
p2piq3 Aˆk,p1Aˆk1,p2∆ˆ
5
µ,k,k1pp, p1, p2q,
which should be understood as the definition of ∆ˆ5µ,k,k1pp, p1, p2q, from which we get:
IIp2q “ 1
2
ÿ
k,k1
ż
dp1
p2piq3 e
2ηtAˆk,p1Aˆk1,´p´p1x∆ˆ5µ,k,k1pp, p1,´p´ p1qyβ,L . (C.11)
In conclusion, xOpAptqqyp2qβ,L;t “ (C.8) ` (C.9) ` (C.10) ` (C.11), from which we find that the
quadratic response coefficient in the right side of (2.48), recalling that p1 “ pη, p1q and p2 “
pη, p2q, is given explicitly by
Πˆ5;β,Lµ,k,k1pp1,p2q “ (C.12)
“ ´ 1
L3
ż 0
´8
ds1
ż s1
´8
ds2 e
ηs1`ηs2
!
xrrJˆ5µ,p, Jˆk,p1,s1s, Jˆk1,p2,s2syβ,L `
“pk, p1qÐÑpk1, p2q‰)
` i
L3
ż 0
´8
ds
!
e2ηsxrJˆ5µ,p, ∆ˆk,k1,spp1, p2qsyβ,L ` eηs
“xr∆ˆ5µ,kpp, p1q, Jˆk1,p2,ssyβ,L
` xr∆ˆ5µ,k1pp, p2q, Jˆk,p1,ssyβ,L
‰)` 1
L3
x∆ˆ5µ,k,k1pp, p1, p2qyβ,L.
The next task is to Wick-rotate to imaginary times the various terms. The Wick rotation of the
second term in the right side (the one expressed in terms of an integral over s) can be performed
as discussed in [6, 28, 54], see in particular [6, Appendix B] and [54, Appendix B], and gives
lim
β,LÑ8
i
L3
ż 0
´8
ds
!
e2ηsxrJˆ5µ,p, ∆ˆk,k1,spp1, p2qsyβ,L ` eηs
“xr∆ˆ5µ,kpp, p1q, Jˆk1,p2,ssyβ,L `
` xr∆ˆ5µ,k1pp, p2q, Jˆk,p1,ssyβ,L
‰) “ (C.13)
“ xT Jˆ5µ,p ; ∆ˆk,k1pp1,p2qy8 `xT ∆ˆ5µ,kpp,p1q ; Jˆk1,p2y8 `xT ∆ˆ5µ,k1pp,p2q ; Jˆk,p1y8,
where: pi “ pη, piq ” ppi,0, piq, p “ p´2η,´p1 ´ p2q ” pp0, pq,
Jˆ5µ,p “
ż β
0
dx0e
´ip0x0 Jˆ5µ,px0,pq and ∆ˆk,k1pp1,p2q “
ż β
0
dx0e
´ipp1,0`p2,0qx0r∆ˆk,k1pp1, p2qsx0 ,
with Jˆ5µ,px0,pq “ ex0HL Jˆ5µ,pe´x0HL and r∆ˆk,k1pp1, p2qsx0 “ ex0HL∆ˆk,k1pp1, p2qe´x0HL (Jˆk,p1 and
∆ˆ5µ,k1pp,p2q are defined analogously). Moreover, T is the imaginary-time-ordering operator,
ordering the operators in decreasing imaginary-time order, and x ¨ y8 “ limβ,LÑ8pβL3q´1x¨yβ,L.
The semicolon symbol in the right-hand side of (C.13) denotes truncation in the correlation
functions. To introduce it, we used that in the left side we can freely subtract to every observable
in the commutators the corresponding statistical average (of course, the subtraction leaves the
commutator invariant).
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We are left with discussing the Wick rotation of the first term in the right side of (C.12).
This will be done in the next subsection, where we prove that
´ lim
β,LÑ8
1
L3
ż 0
´8
ds1
ż s1
´8
ds2 e
ηs1`ηs2
!
xrrJˆ5µ,p, Jˆk,p1,s1s, Jˆk1,p2,s2syβ,L `
“pk, p1qÐÑpk1, p2q‰) “
“ xT Jˆ5µ,p ; Jˆk,p1 ; Jˆk1,p2y8, (C.14)
with the same notations as in (C.13). All in all, we get:
Πˆ5µ,k,k1pp1,p2q “ xT Jˆ5µ,p ; Jˆk,p1 ; Jˆk1,p2y8 `xT Jˆ5µ,p ; ∆ˆk,k1pp1,p2qy8 (C.15)
`xT ∆ˆ5µ,kpp,p1q ; Jˆk1,p2y8 `xT ∆ˆ5µ,k1pp,p2q ; Jˆk,p1y8 ` lim
β,LÑ8x∆ˆ
5
µ,k,k1pp, p1, p2qyβ,L.
C.2 Wick rotation for correlations of three observables
In this section we prove (C.14). Let
Tβ,Lpηq “ ´ 1
L3
ż 0
´8
ds1
ż s1
´8
ds2 e
ηs1`ηs2
!
xrrJˆ5µ,p, Jˆk,p1,s1s, Jˆk1,p2,s2syβ,L `
“pk, p1qÐÑpk1, p2q‰)
be the function of interest, thought of as a function of η. We add and subtract Tβ,Lpηβq, where
ηβ “ 2piβ rβη2pi s P 2piβ N. We will prove below that Tβ,Lpηq ´ Tβ,Lpηβq is bounded by (const.)β´1,
uniformly in L. As for Tβ,Lpηβq, it is equal to a double integral over imaginary times of the
appropriate Euclidean correlation function, as implied by the following proposition.
Proposition C.1. Let A,B,C be bounded fermionic operators, of the form:
O “
ÿ
XĂΛL
OX , (C.16)
with OX even in the fermionic operators, commuting with the total number operator. We assume
that the sum in (C.16) runs over subsets X such that |X| is bounded uniformly in L. Let
Apzq “ eiHLzAe´iHLz, for z P C. Let ηi P p2pi{βqN (with the convention that N is the set of
positive integers) and consider:
Iβ,LABC :“´
ż 0
´8
ds1
ż s1
´8
ds2
´
eη1s1`η2s2xrrC,Aps1qs, Bps2qsyβ,L`eη1s2`η2s1xrrC,Bps1qs, Aps2qsyβ,L
¯
.
(C.17)
One has Iβ,LABC “ J β,LABC , where
J β,LABC :“
ż β
0
ds1
ż β
0
ds2 e
´is1η1´is2η2xTAp´is1qBp´is2qCyβ,L , (C.18)
with T the time-ordering operator, which orders the operator in the decreasing imaginary-time
order.
Before giving the proof of Proposition C.1, let us explain how to adapt it to the case at hand.
We let: C “ Jˆ5µ,p ´ xJˆ5µ,pyβ,L, Aps1q “ Jˆk,p1,s1 ´ xJˆk,p1yβ,L, and Bps2q “ Jˆk1,p2,s2 ´ xJˆk,p2yβ,L, so
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Ims2
Re s2
−is1
Ims2 = 0
Ims2 = −s1
Figure 1: The integral over the complex contour is zero.
that, for η1 “ η2 “ ηβ, Tβ,Lpηβq “ Iβ,LABC . Using the proposition, we get
Tβ,Lpηβq “ 1
L3
ż β
0
dx1,0
ż β
0
dx2,0 e
´iηβpx1,0`x2,0qxT Jˆk,px1,0,p1q; Jˆk1,px2,0,p2q; Jˆ5µ,pyβ,L
” 1
βL3
xT Jˆk,p˜1 ; Jˆk1,p˜2 ; Jˆ5µ,p˜yβ,L, (C.19)
with p˜i “ pηβ, piq and p “ p´2ηβ,´p1 ´ p2q. If we now take β, L Ñ 8 with ηβ Ñ η, this
expression tends to xT Jˆk,p1 ; Jˆk1,p2 ; Jˆ5µ,py8 “ xT Jˆ5µ,p ; Jˆk,p1 ; Jˆk1,p2y8, as desired (existence of
the limit follows from the construction of the Euclidean correlation functions of Section 3.3).
Proof. By using the definition of T, we rewrite (C.18) as:
J β,LABC “
ż β
0
ds1
ż s1
0
ds2 e
´is1η1´is2η2xAp´is1qBp´is2qCyβ,L
`
ż β
0
ds1
ż β
s1
ds2 e
´is1η1´is2η2xBp´is2qAp´is1qCyβ,L ” I` II . (C.20)
For notational convenience, we denote:
Aη1pzq :“ ezη1Apzq , Bη2pzq :“ ezη2Bpzq , z P C . (C.21)
Consider I. We apply Cauchy theorem to rewrite the integral over s2 as follows:ż s1
0
ds2 xAη1p´is1qBη2p´is2qCyβ,L “ ´i
ż 0
´8
dt2 xAη1p´is1qBη2pt2qCyβ,L (C.22)
` i
ż 0
´8
dt2 xAη1p´is1qBη2pt2 ´ is1qCyβ,L ,
where we used the fact that Bη2pzq Ñ 0 as Rez Ñ ´8, thanks to the factor eη2Rez and the fact
that η2 ą 0; see Fig. 1.
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We now rewrite the integral over s1 in a similar way, thus getting
I “ ´
ż 0
´8
dt1
ż 0
´8
dt2
´
xAη1pt1qBη2pt2qCyβ,L ´ xAη1pt1 ´ iβqBη2pt2qCyβ,L (C.23)
´xAη1pt1qBη2pt1 ` t2qCyβ,L ` xAη1pt1 ´ iβqBη2pt1 ` t2 ´ iβqCyβ,L
¯
.
Recalling that eiη1β “ 1, we have xAη1pt1´ iβqByβ,L “ xBAη1pt1qyβ,L, and similarly for Bη2pt1`
t2 ´ iβq, so that (C.23) can be rewritten as:
I “ ´
ż 0
´8
dt1
ż 0
´8
dt2
´
xrAη1pt1q, Bη2pt2qCsyβ,L ` xrC,Aη1pt1qBη2pt1 ` t2qsyβ,L
¯
. (C.24)
By proceeding in the same way, we can rewrite II analogously:
II “ ´
ż 0
´8
dt1
ż 0
´8
dt2
´
xrCBη2pt2q, Aη1pt1qsyβ,L ` xrBη2pt1 ` t2qAη1pt1q, Csyβ,L
¯
. (C.25)
If we now take the sum of I and II, use the fact that rA,BCs “ BrA,Cs ` rA,BsC and recall
the Jacobi identity rrA,Bs, Css ` rrC,As, Bs ` rrB,Cs, As “ 0, we find:
J β,LABC “
ż 0
´8
dt1
ż 0
´8
dt2
´
xrrBη2pt2q, Cs, Aη1pt1qs, yβ,L ` xrrAη1pt1q, Bη2pt1 ` t2qs, Csyβ,L
¯
“
ż 0
´8
dt1
ż 0
´8
dt2 xrrBη2pt2q, Cs, Aη1pt1qs, yβ,L `
ż 0
´8
dt1
ż t1
´8
dt2 xrrAη1pt1q, Bη2pt2qs, Csyβ,L.
In the first term in the second line we split the integral over t2 as
ş0
´8 dt2 “
şt1
´8 dt2 `
ş0
t1
dt2.
If we now combine together the two terms with the integral over t2 from ´8 to t1 and use the
Jacobi identity again, we get:
J β,LABC “
ż 0
´8
dt1
ż 0
t1
dt2 xrrBη2pt2q, Cs, Aη1pt1qs, yβ,L´
ż 0
´8
dt1
ż t1
´8
dt2 xrrC,Aη1pt1qs, Bη2pt2qsyβ,L,
which is the same as the right side of (C.17).
In view of the discussion at the beginning of this subsection, as well as of (C.19) and following
lines, in order to conclude the proof of (C.14) we are left with proving that Tβ,Lpηq´Tβ,Lpηβq is
bounded from above by (const.)β´1, uniformly in L. Using the fact that 0 ď ηβ ´ η ď p2piq{β,
we find thatˇˇ
Tβ,Lpηq ´ Tβ,Lpηβq
ˇˇ ď (C.26)
ď 2pi
β
1
L3
ż 0
´8
ds1
ż s1
´8
ds2 p|s1| ` |s2|qeηps1`s2q
!››“rC,Aps1qs, Bps2q‰››` pAÐÑBq),
with A,B,C as defined before (C.19). By the Lieb-Robinson bounds for multi-commutators [15],
see in particular [15, item (ii) of Corollary 4.12], one finds that there exist CABC ą 0 independent
of L such that the norm
››“rC,Aps1qs, Bps2q‰›› is bounded from above by CABCL3p1`|s1|`|s2|q6,
where 6 should be understood as twice the spatial dimension. Therefore,ˇˇ
Tβ,Lpηq ´ Tβ,Lpηβq
ˇˇ ď 4piCABC
β
ż 0
´8
ds1
ż s1
´8
ds2 p1` |s1| ` |s2|q7eηps1`s2q, (C.27)
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which vanishes in the limit as β Ñ 8, uniformly in L, for any η ą 0. This concludes the proof
of (C.14).
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