A newly developed image enhancement algorithm is described in this contribution. The proposed algorithm makes use of the signal subspace method to enhance images corrupted by uncorrelated additive noise. This enhancement is performed by eliminating the noise subspace and estimating clean image from the remaining signal subspace. We propose the blockadaptive Wiener Filtering which engages properties of the human visual system to estimate clean image. This criterion enables one to not only preserve the detailed structure of the given image, but to reduce the level of backgroud noise as well. Subjective evaluation tests show the superiority of the method proposed here. In particular, edge blurring effects are noticebly reduced compared to the conventional methods.
INTRODUCTION
The principle objective of image enhancement is to process a given image to obtain an image that is more suitable than the original one for a specific application [5]. One important application of the image enhancement encountered in practice is to enhance images degraded by additive white gaussian noise due to a noisy channel or faulty image acquisition system. Some of the classical approaches to solve this problem include such widely used algorithms as spatial low pass filtering [5] [6], neighborhood averaging [6] and median filtering 171. However, these methods exhibit blurring effect as a drawback. This is mainly because the smoothing operation adopted in these methods yields the loss of high frequency components that contain most of the edge information.
To overcome this drawback, we propose a new image enhancement algorithm that reduces acceptable degrees of noise level, while the detailed characteristics of given images are maintained. This is achieved by the signal. subspace approach The separation of the vector space is possible whenever the signal is more statistically structured (has less degree of freedom) than the noise process. The signal subspace would 0-7803-3258-X/96/$5.00 0 1996 IEEE contain vectors of the clean signal as well as of the noise process, while the noise subspace contains vectors of the noise process only. Hence the enhancement algorithm is formulated as estimating a clean signal from the signal subspace. The decomposition of the vector space of the noisy signal is performed using eigendecomposition of the covariance matrix of the noisy signal in each vector. This is accomplished by applying the blockwise Karhunen-LoBve transformation (KLT) to the noisy signal
The clean signal estim,ation was implemented based on the perceptually meaningful criterion. It is generally known that human eyes are less sensitive to the noise in high contrast textured regions than in low variance flat regions. Using this property of the human visual system, a degree of suppression for each KLT coefficient corresponding to the signal subspace is adatively determined from the characteristics of a given block. This is achieved by a block-adaptive Wiener Filtering. This method yields reduction of the perceptual degree of noise level, while the details of given image are sufficiently preserved.
The rest of this paper is organized as follows. In Section 2, we review signal subspa,ce principles. Section 3 presents the proposed image enhancement method. In section 4, performance evaluation is carried out, and concluding remarks appear in the final section.
SIGNAL SUBISPACE PRINCIPLES

signal and noise models
In this section, the signal and noise process are defined based on the signal subspace approach. We first subdivide a given image into a number of N by N rectangular subblocks. Each subblock is arranged in the form of a N 2 dimensional vector X, and the linear model of X is given by where v l , ..., v~ are N 2 dimensional signal component vectors which are assumed linearly independent. For image signal, it is reasonable to assume M ( < N 2 ) . This is implicitly verified by the adaptive transform coder. In transform coding, many tranformation coefficients are assigned to zero, i.e. k , = 0, and the encoded image is reconstructed using the M component. Nevertheless, high quality encoded images are obtained.
When the noise signal is assumed additive and uncorrelated with clean signal, the N2-dimensional vector of the noisy signal is given by m= J where n represents N 2 dimensional vector of the noise pro-
Since the columns of V are assumed linearly independent, the rank of matrix V equals M. This implies that the signal vector X occupies the vector space R M . This subspace is referred to as the "signal subspace". The noise is assumed to be a zero mean white random process, its covariance matrix is given by R, = E{nn#} = , :I (4) where (.)# denotes conjugate transpose, and mi is the variance of noise. The rank of the covariance matrix of the noise vectors equals the dimension of the vector space N 2 . Thus, the noise vector occupies the entire Euclidean space R N 2 . Further, the noise exists in the signal subspace RM as well as in the compliment of that space. The latter is referred to as the orthogonal "noise subspace".
Signal Subspace Estimation
Since the noise and signal are uncorrelated, the covariance matrix of noisy signal vector Y is given by
where R, denotes the covariance matrix of X. Assuming that matrix R, is positive definite, its eigendecomposition is given bY R, = UA,U# ( 6 ) where, U = [UJ, ..., U @ ] denotes an orthogonal matrix of eigenvectors of R,, and Ay = diug[X,(I), ..., X,(N2)] denotes a diagonal matrix of eigenvalues of R,. Since the noise is assumed white, the eigenvectors of R, are also the eigenvectors of both R, and R,. In the previous section, we noted that the vector space of X spans the space R M , so that its covariance matrix R, has M positive eigenvalues, and N 2 -M zero eigenvalues. On the other hand, the rank of matrix R, equals N 2 , hence the matrix R, has N 2 eigenvalues, and all eigenvalues equal F:. Now, diagonal matrix Ay in ( 6 ) can be written as (7) where
The above equation (7) means that the eigenvalues of the signal subspace are given by the sum of the signal and noise powers, respectively. Hence, it follows that signal subspace is composed of eigenvectors whose eigenvalues are greater than noise variance 0 : . From this, matrix U is partitioned into submatrices U, and U,, corresdonding to signal and noise subspaces, respectively. and noise subspace, respectively. Therefore, the decomposition of the vector space of noisy signal into the signal subspace and noise subspace is actually performed by applying the KLT to the noisy signal.
PROPOSED IMAGE ENHANCEMENT ALGORITHM
Block size and noise variance estimation
Several problems should be addressed in order to apply the signal subspace method to 2-D image signal. One of these consists in determining the size of the subblock. In the method developed here, the blockwise processing is employed to reduce the computational loads in calculating eigenvalues and eigenvectors and to implement the image enhancement algorithm based on the local characteristics of given images. Considering these two aspects, it is desirable to use a small size of subblock. However, if an extremely small subblock is used, explicit separation of vector space can not be guaranteed. This is because the degree of structural freedom of a small block becomes too large, even when the subblock consists of a clean signal only. We performed several experiments to determine suitable block size. From the experimental results, we discovered that an 8 x 8 subblock is an optimal choice for the size of subblock. Another problem is to estimate noise variance g:. The separation of vector space into signal and noise subspaces is actually accomplished by comparing of each eigenvalue with the estimated noise variance. Thus the noise variance estimation is crucial in the process of vector space decomposition.
In images with moderate SNR, the low variance blocks often correspond to constant image value where fluctuations are due to additive noise rather than dominant edge activity. Hence, the noise variance can be estimated from the blocks whose variances fall below a given threshold [8] .
be small. These properties of the human visual system have already been used in the applications of bitrate reduction [9] .
We may also adopt these properties to determine the degree of noise suppression. If a block is judged as a nearconstant intensity block, all the a(m)s' are set to near one. In this case, that all the gain fuctions have small values, so that the degree of noise sulppression becomes large. Opposite operation is applied to the blocks judged as high activity texture blocks. It delivers a high quality image by avoiding a reduction of sharpness of high frequency picture details and by reducing background noise level in low activity regions of the given image.
In this process, block classification is required to judge the characteristics of a given block. This is implemented with pattern classification of eigenvector and inspecting each KLT component. We apply the method proposed by Gersho [lo] to determine the types of patterns of eigenvectors constituting the signal subspace. As a result, all signal subspace eigenvectors are classified into edge, texture, and static patterns, respectively.
The characteristics of a given block are then determined by inspecting the KLT coefficients of that block. For example, if a specific block has smaller KLT coefficients corresponding to the edge and texture eigenvectors, this block can be judged as a "low activity" block. This process has the advantage of a robustness against noise, due to the fact that the classification is performed using the components of signal subspace only. Note that the variance of any block in set W, is less than a threshold T .
Block adaptive Wiener Filtering
The KLT coefficients corresponding to the signal subspace consist of noise process as well as signal component. In this section, we propose a procedure for estimating the signal component from the KLT coefficients corresponding to signal subspace. The blockdiagram of this process is illustrated in Figure 1 .
In the case that the criterion is to minimize MSE between clean signal and noisy signal, the Wiener Filter is known as the optimum estimator [l] . In proposed method, the Wiener Filtering approach is implemented as a gain function which modifies all the KLT coefficients corresponding to the signal subspace. The estimated signal component are represented in a vector form as When the images contain moderate noise level, the performance of the Wiener Filter is acceptable. But some drawbacks are often exhibited. In the case that the estimated noise power is lower than actual noise power, residual noises are often found in the enhanced images. Conversely, artifacts in the enhanced images are noticeable, if an overestimation of noise power is used in gain function. Typically, these kinds of artifacts result in an edge blurring effect which causes the loss of detailed structure of given images.
We propose a block-adaptive Wiener Filter to overcome these drawbacks. This is implemented by some modification of gain factor g(m) by considering visual peception. The modified gain function is given by where a(m) is the control parameter in the range of [1:0] . The a(m) of each block is adjusted to get the different gain function in accordance with the characteristics of a given block.
Because human eyes are less sensitive to the noise in high contrast textured regions, relatively large amounts of backgroud noise are allowed in these regions. Conversely, background noise is more noticeable in the low variance flat region, thus the permitted noise level in these regions should 
EXPERIMENTAL RESULTS
Some experiments were performed to evaluate the effectiveness of the proposed method. Figure 2 However, some block artifacts were appeared in the case of highly corrupted image (SNR is below OdB). This is due to the blockwise processing applied in this method. But, it is possible to reduce the block artifacts by employing smoothing operation between adjacent blocks.
As an objective measure of performance, the improvement in signal-tenoise ratio (ISNR) was used in this paper. It is defined by ISNR = 20 log IIX -Y1I2 IIX -Xll2 a vector in N 2 dimensional vector space. This vector space is separated into two orthogonal subspaces; the signal and noise subspaces. This separation is performed using eigendecomposition of the covariance matrix of subblock. The signal subspace contains vectors of signal and noise components, and noise subspace contains the noise perocess only. The enhancement algorithm is then formulated as estimating the clean signal from the signal subspace. A block-adaptive Wiener Filtering was employed to estimate clean signal from (17) where X, Y , and X are the clean, noisy, and estimated signal respectively. ISNR was calculated over several previously developed methods [5] [6]. The results are summarized in Table  1 . The proposed method exhibited 3.7 to 0.4dB of improvement over the conventional methods.
Consequently, the results clearly confirm the effectiveness of the signal subspace approach and block adaptive Wiener Filtering proposed in this paper. the signal subspace. The estimation criterion developed here engages properties of the human visual system. It was shown that the proposed image enhancement method can provide superior results to the conventional methods in both SNR improvement and visual perception. We are currently working on developing the image restoration method based on signal subspace approach.
