An effective anisotropic diffusion (AD) mean filter variant is proposed for filtering of salt-and-pepper impulse noise. The implemented filter is robust to impulse noise ranging from low to high density levels. The algorithm involves a switching scheme in addition to utilizing the unsymmetric trimmed mean/median deviation to filter image noise while greatly preserving image edges, regardless of impulse noise density (ND). It operates with threshold parameters selected manually or adaptively estimated from the image statistics. It is further combined with the partial differential equations (PDE)-based AD for edge preservation at high NDs to enhance the properties of the trimmed mean filter. Based on experimental results, the proposed filter easily and consistently outperforms the median filter and its other variants ranging from simple to complex filter structures, especially the known PDE-based variants. In addition, the switching scheme and threshold calculation enables the filter to avoid smoothing an uncorrupted image, and filtering is activated only when impulse noise is present. Ultimately, the particular properties of the filter make its combination with the AD algorithm a unique and powerful edge-preservation smoothing filter at high-impulse NDs.
Introduction
Noise filtering is an essential part of image processing, especially in digital electronic systems. As a result, numerous algorithms have been developed to remove noise from image data with varying results. These solutions range from linear to nonlinear, simple to intermediate, complex to highly complex structures and usually work best for low-noise density (ND) applications. Additionally, high-ND filtering has become an increasing and active area of research [1] [2] [3] [4] [5] due to certain conditions that require extremely robust filters for recovering essential data from highly corrupted image signals. Such worst-case scenario situations could involve degraded digital images being transmitted from unmanned probes or autonomous vehicles sent into inhospitable or dangerous environments. Thus, it is safer, possible, feasible, and cost-efficient to implement an effective high noise-tolerant filter to retrieve most of the recoverable signal than to send a human into such an environment to fix or replace the faulty or damaged sensor that may be causing the data corruption. Due to a myriad of filters, each with varying strength and limitations, it becomes difficult to select a filter thatsatisfies all relevant criteria such as applicability and robustness to noise type in addition to understanding the limitations of the filter with regard to ND variation and estimation. However, the general but essential features of an optimal linear or nonlinear, simple or complex filter is that it should be robust to a reasonable degree of ND and should remove this noise without removing vital signal data. 6 In the domain of images, the image noise must be removed without blurring image edges. This requirement is somewhat contradictory in nature, since most noise is characterized by unusually large variation in signal regions, i.e., areas of high frequency, which exhibit abrupt changes and thus include edge information. Thus, for impulse noise, this task is an extremely problematic one since the regular linear finite impulse response filters for noise filtering have low-pass characteristics, 6 which effectively attenuate high-frequency content (image edges in this case); thus, results are unsatisfactory since impulse noise leads to large variations in a corrupted image and the linear low-pass filter cannot discern signal from noise in this case.
As a result, nonlinear filters based on order statistics were developed, 6 the most popular being the median filter (MF), 6, 7 along with its numerous variants and iterations, 8 which have their strengths and weaknesses. The simple variants may filter noise but will also smear edges at increasing noise levels. Some of the adaptive variants perform noise detection and utilize varying sample window sizes for filtering while others use dynamic weighting schemes to emphasize the center pixel to be filtered. The complex variants in the fuzzy domain also work extremely well at low NDs but break down at higher noise levels. 8 Thus, for high-density noise filtering, algorithms such as the modified decision-based unsymmetric trimmed MF (MDBUTMF) 2 utilize a trimmed median, excluding pixels at 0 and 255. Methods such as Ref. 9 and the combined adaptive median filtering-regularization-based approach 10 are effective at relatively high NDs although they exhibit greater computational complexity than conventional filters. Other filters capable of high-density salt-and-pepper impulse noise filtering include the noise adaptive fuzzy switching MF (NAFSMF), 11 iterated truncated mean filters (ITMF), 12, 13 fuzzy cellular automata (FCA), 14 linear predictive coding-based switching MF (LPC-SMF), 1 edge-preserving algorithm (EPA), 15 directional differencebased switching adaptive weighted mean filter, 16 decisionbased average or MF (DAM), 17 cloud model, 18 fast and efficient MF, 3 and decision-based algorithm (DBA), 5 as well as other partial differential equations (PDE)-based approaches proposed by Refs. 4 and 19. These more advanced filters (especially those utilizing PDEs) represent some of the current state-of-the-art formulations for image restoration processing. Thus, it is pertinent to discuss the underlying origins of these recent algorithms.
PDE-based image processing schemes, in general, have overtaken conventional and ad-hoc algorithms previously considered as the mainstay in their respective areas of application. This is especially true in the field of image restoration, noise removal/image smoothing, and in-painting since conventional methods are not satisfactory, especially in preserving image details at relatively high NDs while removing or suppressing noise.
Anisotropic diffusion (AD) is a well-established PDEbased scale space method for image denoising involving images corrupted with additive White Gaussian noise (AWGN) developed by Perona and Malik. 20 There have been numerous improvements over the original proposed scheme in various forms (for more details, see Ref. 8 ). However, it should be noted that the original AD formulation and its numerous variations are primarily suited to AWGN. Notwithstanding, there are some works that have incorporated the AD approach for impulse and speckle noise. 21 The well-established works for impulse (salt-andpepper) noise are those proposed by Chan et al., 10 which uses a two-step method; one step for impulse noise detection and the other for removal. Although any reliable noise detector can be combined with their regularization method, the impulse noise detection in their work is performed with the adaptive MF (AMF). The AMF requires numerous iterations with increased filter window sizes as ND increases (the AMF maximum filter size is set to 39 × 39) in addition to the regularization process. Thus, computation time is unsurprisingly high, and the computational and structural complexity of the algorithm is clearly evident.
Additionally The complexity of these algorithms is not in doubt; however, the computational load can be minimized by utilizing a relatively simplified impulse noise detection method. As a result, the PDE-based approaches inheritly added or reduced complexity from the base impulse detection algorithms, which they incorporate.
In summary, the trend observed based on research into numerous works implies a tradeoff between robustness to ND, performance, and computational complexity. In other words, the more effective the filter in filtering noise at high densities is, the more complex the system is. However, the advantages of PDE-based approaches include flexibility, versatility, and control over incremental and simultaneous combination of multiple processes. Ultimately, PDE-based approaches can incorporate the best performing filters and apply the filter gradually, utilizing appropriate time scales, further enhancing or improving results of the base filters. This paper is organized as follows. A brief overview of switching MFs and the modification for the proposed filter are presented in Sec. 2. Section 3 redefines the switching using trimmed median and mean parameters. Section 4 combines the ideas discussed in Secs. 2 and 3 to realize the complete proposed algorithm. Section 5 deals with the experiments verifying the proposed filter structure and establishing its validity for impulse noise filtering based on analysis of the results, and conclusions are provided in Sec. 6.
Switching Median Deviation Filter
Based on the studies and experiments involving the various implementations, it was observed that using small increments and decrements (differentials) of the input signal in relation to the median may provide a better result than replacing the center pixel with the median value. This is valid based on a series of assumptions.
• The noisy pixel still contains some information about the original signal, and thus replacing the pixel with the median values will result in loss of information, 6 especially in areas where there is a high correlation, which occurs much more frequently at much higher NDs. • The median absolute deviation (MAD) parameter (though utilized effectively in several switching and fuzzy schemes) does not take into account the direction of the local variations, only the magnitude. 22, 23 • A great deal of information is still present in the MAD parameter and can be used as an indicator/estimate of noise-level density 23 and the effectiveness of a particular filter algorithm with respect to impulse noise.
Based on these assumptions, the algorithm in this paper does not directly use the median of the pixels in a given window neighborhood but uses the direction of the variation from the median to modify the center pixel. The center pixel is gradually modified based on the appropriate noise level using a fixed or adaptive threshold parameter for the switching. This parameter is initially fixed due to the initial assumption that since we do not utilize the median to replace the center pixels, the primary concern is to reduce or eliminate the misclassification of good pixels as noisy pixels and consequently filter them, losing the edges and degrading performance. In the manual version of the algorithm, the parameter was initially set to the default value of 40, which is needed to detect the lowest noise used in experiments (5% in this case) for which the filtered image converges to its root signals (i.e., signals which will never be modified by repeated passes of the filter). 6 This was compared with the automated version of the algorithm to confirm that the image statistical parameters are mostly consistent in obtaining a similar or better threshold value than the experimentally obtained one.
Furthermore, this incremental approach leads to high fidelity and peak signal-to-noise ratio (PSNR) values since the signal is still mostly present and less corrupted by increments or decrements. The idea is that given the noise spikes, as the median differential of the center pixel is less than the threshold, the pixel is most likely not noisy, but if above the median threshold, the pixel is modified by increments/ decrements to reduce its distortion in the image, tending closer to the original signal.
Consider a pixel window that contains some impulse noise with salt (white) and pepper (black) values.
Based on this information, these values are outliers and will skew the distribution. If we evaluate the median of the samples in the window and replace the pixel of interest with sample median from the window, we have an entirely new value with no exact relation to the original pixel value but more in line with the neighboring values. 6, 9 However, if we decremented/incremented the noisy pixel by a certain amount to move it closer to the median value without replacing the pixel, we still achieve the purpose of the MF without replacing the center pixel with the median by reducing the skewing of the distribution. The key is to determine the correct amount and when to add or subtract this amount. We will now subsequently develop this idea mathematically.
For a given sample window W of size ð2k þ 1Þ × ð2k þ 1Þ, with center pixel x c , and aperture size (radius) of the window k, which encapsulates a discrete time, continuous-valued input vector X ¼ fx 1 ; x 2 ; : : : ; x n g, for n ¼ 1; 2; : : : ; : : : ð2k þ 1Þ × ð2k þ 1Þ, the sample median is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 5 4 3 x m ¼ MEDfXg (1) whereas the sample median deviation vector is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 6 3 ; 5 0 1 δ SMD ¼ fx m − Xg:
The expression in Eq. (2) yields the set δ SMD ¼ fδ SMD 1 ; δ SMD 2 ; : : : ; δ SMD n g, where the values of δ SMD are either greater than, less than, or equal to 0. Additionally, the MAD 6 is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 4 3 1 MAD ¼ MEDðjx m − XjÞ:
The MAD estimator, though useful, does not indicate whether the pixel is greater or less than the median x m . Additionally, it had no observed effect in the proposed filter framework. Thus, to obtain more information about the estimate, we omit the absolute value operator since we are interested in not only the magnitude but also the direction of the variations within the region W and by defining another deviation parameter known as the centered median deviation (CMD), which we express as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 3 0
where x c is the center pixel. This value not only provides the direction in which the variation is occurring but also yields a suitable value to increment or decrement the noisy pixel to reduce the variation introduced by the outlier (usually noisy pixels). Mathematically, if δ CMD > 0, it means that the median value is greater than the center pixel (x m > x c ), and thus the center pixel is incremented by δ CMD . If δ CMD < 0, the median value is less than the center pixel (x m < x c ); thus, the center pixel is decremented by δ CMD . If δ CMD ¼ 0, it implies that the median value is equal to the center pixel (x m ¼ x c ); thus, there is no need to alter the center pixel and the pixel is unfiltered.
For the discrete image function, Iðm; nÞ of dimensions M × N, where m ¼ 1;2; : : : ; M and n ¼ 1; 2; : : : ; N, the global mean, μ g is calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 1 0 6 μ g ¼
Iðm; nÞ; (5) and the global standard deviation from the mean is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 7 4 1
Using the parameters, the threshold τ is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 6 7 9
In Eq. (7), σ min is the minimum standard deviation, which is obtained from images with no added salt-and-pepper impulse. This is discerned from experiments where the standard deviation increases with increasing ND. 8 Finally, with the threshold value, we arrive at the expression E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 5 7 9
This scheme works well for low to no noise in the image signal, and we will perform experiments using this scheme before we develop the case for the improved version.
With the appropriate formulations in place, the threshold determination is now adaptively calculated from the image global statistical parameters. Before proceeding, it is important to note that the threshold estimation method used in this case using the mean and standard deviation is borrowed from switching MF designs from the literature. 6 However, the way it will be used slightly differs in this case, as will be explained further. Initially, prior to the experiments that led to the formulation of Eq. (7) for an image with no noise present, the threshold was manually set to the mid-range value (L∕2) of the dynamic range (0 to L − 1) in use. For example, in an unsigned 8-bit grayscale image with L ¼ 256 levels of gray for values ranging from 0 to 255 intensity values, the threshold was initially set at 128.
Using the estimation of the threshold parameter derived from the global mean (clustering nature of samples) and standard deviation (dispersive nature of samples) from the image, we perform filtering using the switching-based scheme and compare with the regular MF. It is certain that the regular MF will perform filtering on the original image regardless of the noise presence, while the switching-based scheme will not due to the estimation of parameters for threshold calculation. This is depicted in the error surface plots of the processed image using both the MF and the switching MF in Fig. 1 . Both filters utilized sample window kernel minimum size of 3 × 3, and an unsigned 8-bit, grayscale Lena image of size 512 × 512 was utilized for this experiment.
Based on the Fig. 1 , the switching mechanism prevents filtering in the absence of impulse noise.
When the impulse ND is varied from 5% to 25%, the filter performs well and relatively stable. However, as we approach ND levels of 50% and above, the basic switching scheme fails, even for the case where the threshold is calculated in an adaptive fashion. Thus, we now use the definition and explanations proposed by adding the CMD back to the original signal to yield a similar expression as the one in Eq. (8) .
We repeat the experiments, and the results are the same for an uncorrupted image. We also perform the experiment using an impulse ND of 50% using the same two filters and same image but with sample window size of 5 × 5 for both filters. The results are shown in Fig. 2 .
The main measure used in quantitatively evaluating performance of the algorithms is the PSNR, 24 which is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 5 1 4 PSNR ¼ 10 log
whereas the mean absolute error (MAE) is E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 4
jYði; jÞ − Xði; jÞj:
Additionally, the mean square error (MSE) is E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 6 3 ; 4 0 2 MSE ¼
½Yði; jÞ − Xði; jÞ 2 (11) and the structural similarity index measure [mean structural similarity index between two images (MSSIM)] 24,25 is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 6 3 ; 3 2 5 MSSIM ¼
In Eq. (12), the structural similarity index measure (SSIM) is expressed in the form E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 5 5 8
In all the equations, Yði; jÞ is the filtered image while Xði; jÞ is the original image. In Eq. (13), the values μ x , σ x , μ y , σ y , and covðx; yÞ are the mean, standard deviation, and covariance of the original and filtered images, respectively, while C 1 and C 2 are parameters with default values of 0.01 and 0.03, respectively. The summary of results for this section is outlined in Table 1 . For the original uncorrupted Lena image, the mean μ g ¼ 122.4696 and standard deviation σ g ¼ 47.8886, which is equal to σ min , and thus the threshold is τ ¼ μ g þ σ g . Conversely, for the same image corrupted with 50% salt-andpepper impulse noise has the mean μ g ¼ 125.0795 and standard deviation σ g ¼ 96.1091, which is much greater than σ min , and thus the threshold is
The results of the scheme show the efficacy of the approach and the filter easily outperforms the MF. The next step is to now test for higher levels of noise prior to comparing the filter against the high-performance existing MF algorithms.
Switching Trimmed Median Deviation and
Trimmed Mean Filter For higher NDs, the true median of the distribution becomes harder to estimate since there is a higher frequency of noise Journal of Electronic Imaging 043001-4 Jul∕Aug 2016 • Vol. 25 (4) per region than with lower NDs. 1,2 Thus, a faster and better estimate of the median is needed. Given the alphatrimmed mean filter for odd-ordered numbered samples, X ¼ fx 1 ; x 2 ; : : : ; x n g, is expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 5 4 0x m ¼
where n is even and solving for the special case where ∝¼ 1∕n, i.e., where we trim the samples at the extremes of the ordered set. In the case of salt-and-pepper impulse noise, the values are trimmed. This condition is similar to the trimmed median calculation from Ref.
2.
With all the formulations and definitions established by both theory and experimental results, we now redefine Eqs. (1) to (8) that govern the filtering function of the proposed filter.
Defining the trimmed median asx m , the sample trimmed median deviation vector is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 3 6 9 δ STMD ¼ fx m − x j g; (15) while the trimmed median absolute deviation (TMAD) yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 3 1 7 TMAD ¼ jx m − Xj; (16) and the centered trimmed median deviation (CTMD) yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 6 3 ; 2 8 0 δ CTMD ¼x m − x c :
Combining this with the switching scheme yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 6 3 ; 2 4 3 y c ¼
It is likely that we may also eliminate non-noisy pixels with a value of 0 or 255. However, if an entire window is composed of mostly extreme values, the trimmed median will not be valid and no filtering is performed. Alternatively, a larger sample set is used by increasing the window filter size, using an AMF scheme. However, this increases computational complexity and deviates from the original idea of keeping the filter structure relatively simple but effective at higher NDs. Furthermore, edges are much more likely to be smoothed with larger kernels. A range of values concerning the filter kernel size and thresholds was heuristically determined from experiments to understand their relationship to impulse ND for the initial manual version of the filter. 8 The spatial kernel size of the filters has been shown to be related to the estimated ND, and various authors have recommended selected window sizes for their algorithms. 9, 10 Based on numerous experiments, 8 the following parameters were determined for the developed filter algorithm in this paper. Table 2 summarizes the recommended parameters for particular estimated NDs.
Prior to concluding this section, we can surmise that as δ CTMD → 0,x m → x c , and no filtering occurs for the pixel in which this particular state is reached as determined from the switching state. However, based on experiments, the filter smears edges especially at very high NDs even after restoration of the image, due to larger spatial kernels, which do not take into account edges, and filtered regions, which are much more difficult to distinguish at very high NDs. The system is aggressive in noise removal due to the black spots where trimmed median does not exist or is not valid, leading to interpolation errors and ultimately leading to smeared edges where much edge information is lost. Obviously, this manual selection of window size is not practical in realworld situations, where the ND is unknown.
Furthermore, modifying the pixel values without utilizing information from the surrounding pixels also leads to undesirable results. Thus, a better solution would be to incorporate an adaptive region growing scheme, sealing the gaps with data from surrounding pixel regions and not modifying already restored regions. Consequently, we require some sort of edge-preserving diffusion operation that will minimize energy by avoiding modification of edge information while smoothing out regions of lost data with data from surrounding areas. Table 1 Quantitative comparison of MF with SMD filter in the absence and presence of impulse noise. 4 Entropy Guided Switching Trimmed Mean Deviation-Boosted Anisotropic Diffusion Filter The work described in this section incorporates the fundamental schemes of the switching median-based filters and the PDE-based image-filtering methods to realize a powerful but reasonably fast filter for high-density impulse noise.
In the proposed scheme, we combine the switching unsymmetric trimmed mean deviation boosted filter (STMDF) with AD. However, prior to the selection of the STMDF as the impulse noise detector, a number of MF variants from the literature were evaluated to determine the best option to combine with the AD filter (See Ref. 8 ). All tested filters performed poorly at high NDs when combined with the AD due to the fact that the algorithms replaced noise pixels after detection without regard to surrounding information within the region of interest.
The STMDF filter works first by performing filtering on corrupted pixels and leaves unresolved regions. When the limit of the standard STMDF is reached at very high ND, the AD utilizes the information from the surrounding unmodified pixels to interpolate the regions where information is insufficient for the STMDF to recover pixels.
However, prior to the formulation, some simulations were performed to better estimate noise levels for the basic STMDF filter; 8 consequently, two modifications were made. These include the usage of mean instead of median for the deviation computation and the incorporation of image entropy into the computation of the threshold parameter τ. This adoption was partly based on previous work done with ITMF (and weighted) by Xudong et al., 12, 13 although such filters attempted to estimate the median value and ultimately approximating median filtering, which degrades edges at very high-impulse NDs. The STMDF still outperforms them because it does much more than just replace noisy pixels with median or mean values.
Experiments were performed with images such as Lena, baboon, boat, bridge, and Barbara with dimensions ranging from 128 × 128 to 512 × 512, as shown in Fig. 3 . The attributes of the images with regards to ND are shown in Fig. 4 (see Ref. 8 for more details). Based on the plots in Fig. 4 , the most consistent trends indicate that the threshold τ and the standard deviation are inversely and directly proportional to the impulse ND, respectively. Also, the image entropy is directly proportional to the threshold and inversely proportional to the ND. Finally, the threshold is inversely proportional to the standard deviation. In other words, we expect that the threshold will be reduced when filtering regions of high ND, which are indicated by high levels of variance or standard deviation, further implying that entropy decreases with higher ND since more information is lost.
Conversely, based on the plots, the mean value is highly erratic and unreliable, as seen from the jitter observed in the plots; although for some images, the fluctuations are much less erratic. However, the mean increases or decreases, depending on the image under observation.
Based on the entropy values, the Barbara image has the most detail/information (entropy ¼ 7.6321) due to the patterns in most regions of the image, followed by the gold hill (entropy ¼ 7.4778), Lena (entropy ¼ 7.4455), baboon (entropy ¼ 7.3579), and boat image (entropy ¼ 7.1914).
For the STMDF, it was discovered that the unsymmetric trimmed mean preserved edges better than the unsymmetric trimmed median at high NDs based on PSNR and SSIM values. Using previous formulation of threshold from Eq. (7) and from experiments as a result of the plots in Figs. 4 and 5, the reformulation of Eq. (7) for noisy images yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 3 2 6 ; 7 0 8 τ ¼ ðμ g − σ g Þ × entropy: (19) In Eq. (19), entropy is expressed as P n i ½−p i × logðp i Þ, with p i as the normalized histogram of the image of bin element i and n as the total number of bins. This formulation ensures early convergence, resulting in a standard number of iterations for most images corrupted with a particular ND since the entropy guides the filtering. With the entropy-guided STMDF realized, the next step was to utilize the properties of the AD filter for salt-and-pepper impulse noise.
The basic formulation for the AD process is given as follows.
Given an image field, Uðx; y; tÞ with spatial coordinates x and y at time t, the diffusion across the image can be mathematically expressed in the form 20,21 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 3 2 6 ; 5 3 4
where Φ is the diffusion flux, D is the diffusion coefficient, and ∇U is the gradient of the image U. The implication is that the image gradient is proportional to the diffusion flux. This is mathematically shown in Eq. (21) implying that the flow is traversing from a region of high concentration to one of low concentration. This is analogous to the flow of electric/thermal energy/heat potential from high to low areas 
where κ is the diffusion threshold parameter, which determines if the diffusion is a forward process (smoothing) or a reverse process (edge enhancement/sharpening (4) Nnolim: Entropy-guided switching trimmed mean-boosted anisotropic diffusion filter E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 6 3 ; 2 3 2 ∂Uðx; y; tÞ ∂t ¼ ∇ · ðD∇UÞ þ αfðx; y; tÞ:
In Eq. (25), f ¼ medfiltðUðx; y; tÞÞ, where medfilt() is the MF operator and α is a parameter less than 1. Experiments with this method do not yield best results for salt-and-pepper as ND increases since MF smear edges, especially at higher NDs. The value of time slice dt and α affect the performance of the filter if we fix α and vary dt, increased dt leads to lower PSNR, but decreasing dt down to a lower limit leads to higher PSNR, after which PSNR decreases. Also, PSNR for the boosted AD actually drops further than when the MF is used as a standalone solution. Utilization of the best performing MF variants from the literature such as AMF and NAFSMF yielded subpar results when compared with the switching unsymmetric trimmed mean deviation boosted AD filter (STMDF-AD) combination. Thus with the combination of the developed STMDF and AD, the formulation was refined using Eq. (25) and simplifying for numerical computation leads to the discrete formulation E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 3 2 6 ; 1 7 7 U tþ1 ¼ U t þ ½∇ · ðDðsÞ∇UÞ þ αfðx; y; tÞΔt:
Multiplying throughout by Δt and setting Δt ¼ 1∕4 and β ¼ α∕4 as shown in Ref. 21 , we obtain the expression E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 7 ; 3 2 6 ; 1 2 4 U tþ1 ¼ ð1 − βÞU t þ ½∇ · ðDðsÞ∇UÞ∕4 þ βfðx; y; tÞ: (27) In Eqs. (26) and (27), the term f ¼ STMDF½Uðx; y; tÞ and setting the value of β ¼ 1 results in STMDF-diffusion, just Additionally, rather than utilizing the ad-hoc method of selecting the diffusion threshold parameter κ, the ratio of the mean to the standard deviation of the directional gradients is used to achieve automatic selection of κ, leading to the expression E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 8 ; 6 3 ; 3 1 1 κ ¼ μ σ :
The difference between this method and the one proposed in Ref. 21 is the incorporation of the STMDF, which is a trimmed mean filter with adaptive entropy-guided threshold. Additionally, the computation of the diffusion threshold parameter is different than the added entropy-guided filtering. All these help preserve edges even at extremely high NDs and aid faster convergence. Alternatively, to reduce computational complexity, we can choose to keep the diffusion threshold parameter constant and set β ¼ 1 as in Ref. 21 . The steps of the proposed algorithm are outlined as follows.
STMDF algorithm I
Step 1: Input image, set local window size to W ¼ 3
Step 2: Compute the global mean, μ g
Step 3: Compute the global standard deviation, σ g
Step 4: Compute entropy
Step 5: Compute global threshold, τ g
Step 6: Compute global maximum and global minimum Step 8: Compute diffusion-based gradient, C i
Step 9: Compute the continuous image, Uðx; y; t þ 1Þ for a number of iterations
The proposed STMDF-AD filter is realized in three variants. The second uses a global adaptive threshold and the third version utilizes a local adaptive threshold-based scheme, both with fixed window size W. The first version is nonadaptive, 8 while the second version using an adaptive global threshold parameter ensures a fixed window size of 3 × 3 to preserve details and edges. The third variant uses local statistical parameters as a measure of local noise intensity. The threshold was formulated using local standard deviation and entropy computations, and the best result was obtained with the entropy-based formulation. The flowchart for the proposed algorithm is shown in Fig. 5 .
Experiments and Results
For the experiments performed in this section, the images of choice include the Chip, Moon, truck, jet, boat, bridge, and peppers (in addition to previous images) 8-bit, grayscale images of size ranging from 128 × 128 to 512 × 512. The images were corrupted with salt-and-pepper impulse NDs ranging from 5% to 90%. The algorithms tested in addition to the proposed filter include the regular MF, the AMF, 26 progressive switching MF (PSMF), 27 and the NAFSMF, 11 among several others. The threshold parameter for the nonadaptive threshold-based STMDF-AD filter was initially set to a default value of 40 and subsequently implemented using adaptive means to determine the threshold for higher noise levels. The emphasis of the subsequent results is on the highdensity noise levels. All filters were kept at the minimum window size for NDs under 50% and increased for higher noise levels.
The results of the revised STMDF-AD formulation are shown in Table 4 for the various images corrupted by salt-and-pepper impulse noise from 5% to 90%. Based on the results, the filter is capable of restoring the corrupted image even at extremely high NDs. The proposed filter combination surpassed the PDE-based filters proposed by Ref. 10 with a relatively shorter simulation time and filter kernel size.
The reason for the excellent results for the STMDF at high ND is that the filter gradually increments based on the threshold rather than replacing the values entirely; thus, if misclassified, it will still be present in the next iteration of the STMDF. Also, using a global threshold parameter allows for uniform smoothing of the entire image but according to local region diffusion flow rates.
It was previously noted that the filters developed in Refs. 12 and 13 attempt to approximate the median while the proposed filter prevents this since median values become much more distorted at very high NDs, and thus, the performance limit (in terms of edge preservation) for the best standalone median-based filters is around 70% to 80%. For example, in experiments, the ITMF yields PSNR of about 25.4 dB for Lena image corrupted with 90% fixed value impulse noise, while the proposed filter gives over 27.49 dB for the same image at the same high ND. The STMDF-boosted AD filter produces images with smoother and softer effects than the ITMF filters. As the STMDF gradually replaces the noise pixel using an incremental process, it will converge at a point where the pixel is no longer classified as noise. When the limit of the STMDF is reached, the AD takes over and diffuses out the pixel information to fill the gaps in the image, at high NDs.
Computational Complexity Analysis of Proposed Algorithm
As mentioned, we also tested approaches using the local adaptive threshold parameter combining standard deviation and entropy measures to compare performance. Also a comparison of results from other well-known filters is presented. The current implementation requires about 30 seconds for 5 iterations for 512 × 512 grayscale images corrupted with 90% fixed value impulse (salt-and-pepper) ND using the entropy factored in (based on the current standard PC platform). This is still better than the method proposed by Chan et al., 10 which uses AMF at 39 × 39 spatial window sizes. Alternative formulations using the Total Variation with the STMDF did not yield as good results as with the AD filter (see Ref. 8) .
For the STMDF algorithm, computation of the mean, standard deviation entropy, and threshold is performed once for the global variant leading to OðN 2 Þ for an N × N grayscale image. However, for the local variant, the complexity is expected to be much higher. For the AD scheme, the main computational effort is in performing the convolutions to obtain the directional gradient images for four or eight neighbor configurations. Thus, using the baseline complexity for the two-dimensional (2-D) FFT as 2N 2 log N, the complexity of 2-D convolution using a 3 × 3 kernel is about 4N 2 log N. Thus, the complexity is about 16N 2 log N for four neighbors configuration within a single iteration of the AD algorithm for an N × N grayscale image using a fixed diffusion threshold parameter value. The complexity will increase (possibly in the order of OðN 2 Þ) based on the size of the image used in the adaptive computation of the diffusion threshold parameter and the increase in iterations based on the ND.
Comparison With Median-Filter Variants
Preliminary results are presented for the STMDF-AD with the median-based filters from the literature. The NAFSMF, AMF, and the PSMF are the most complex median-based filters in this case while the MF is the least complex relatively speaking. The proposed filter along with the MDBUTMF is of simple to intermediate complexity due to the switching schemes. A fully adaptive modification of the filter leads to the STMDF-AD surpassing the NAFSMF at both low and high noise levels but also increases its complexity. Preliminary experiments have been performed to verify this (see Ref. 8) , and sample results are provided in Tables 3 and 4 . This modification can be utilized when processing images with higher levels of noise. However, the STMDF-AD surpasses the NAFSMF at much higher NDs. Tables 3 and 4 Although the system was designed for faster convergence using the entropy term to provide a balance between speed and quality of results, it can also be designed for an increased number of iterations with a finer time scale incorporating fully locally adaptive operations. However, this increases structural and computational complexity.
At an ND of 80% ( Fig. 7) , most of the results show breakdown in image signal structure and (see nose and lips in Lena images) while only the STMDF-AD still shows the nose and lips clearly with smoothened structures. Similar but much more degraded visual results are observed for most of the filters at 90% ND. Thus, only the proposed STMDF-AD and the FCA approach are shown in Fig. 8 . The proposed method ensures that the image signal structure is essentially well-preserved compared to the FCA method, which yields images with more jagged edges as observed in the filtered peppers and gold hill images. These visual results corroborate the idea of gradual modification of image pixels rather than a complete image pixel replacement as is the case with most median-based filter variants and some PDE-based approaches utilizing median-based filtering.
Based on experiments and observations, the usage of the local threshold in the proposed algorithm yields better performance in terms of PSNR for processing images with regions characterized by a large amount of detail (such as the bridge, baboon, gold hill, and boat images). For images with relatively larger numbers of homogeneous (smooth) regions, such as the Lena, peppers, jet, truck, and moon images, the usage of global threshold leads to better results in terms of PSNR.
Other Abilities and Applications of the Switching Unsymmetric Trimmed Mean Deviation Boosted Anisotropic Diffusion Filter
The proposed filter was also tested with real images acquired under nonideal conditions. The image used in Figs. 9-12 is a Using this nonideal image, we test the efficacy of the proposed algorithm against other median-based filters. The results are shown in Fig. 9 , and visual inspection indicates that most of the filters do not have any positive effects on the image except the MF (though noticeable improvements are observed when the filter window sizes are increased to about 9 × 9 and above as seen in Fig. 10) , the STMDF and the STMDF-AD algorithm.
It was suspected that the AD or mean filter component was performing a considerable amount of the filtering obtained in the processed image for the STMDF-AD. However, processing the image with the standard AD using small values of the diffusion threshold parameter, and mean filter algorithms yielded no noticeable results, as seen in Fig. 11 . Additionally, increasing the diffusion threshold parameter for the standard AD algorithm yields a high-density impulse noise-like visual effect, further worsening the image quality drastically.
Additional impulse noise (50%) addition to the image did not prevent the STMDF-AD from filtering out the noise (Fig. 12 ) unlike the others, which are surpassed by the STMDF at higher NDs. Thus, the proposed filter yields the best visual results of all the MF variants. This implies that the proposed approach is more versatile in handling unknown types of noise compared with the MF variants in real-world conditions.
Conclusion
We have presented the noniterative (STMDF) and the entropy guided STMDF-AD, which combines the strengths of the switching filter schemes with the trimmed median and mean deviation parameters and PDE-based energy minimization to yield a powerful filtering system capable of filtering impulse noise at any ND and yielding comparatively good results, surpassing MF variants. The efficacy of the filter has been demonstrated in both theory and practical experiment and simulation.
The initial STMDF filter was not fully automated; thus, parameters needed to be tuned for a particular range of ND by the user. The adaptive, STMDF-AD version eliminates this issue and yields better results when compared with several of the highest performing filters. Furthermore, due to its level of complexity and adaptability, the proposed filter surpasses the NAFSMF and several much more complex algorithms from recent literature including the PDE-based filters, especially at higher NDs. Moreover, the filter exhibits mixed noise filtering abilities in addition to its high-ND suppression ability, making it a highly versatile filter for other noise filtering applications that are currently under study.
