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ABSTRACT
We present a model of the early chemical composition and elemental abundances of
planetary atmospheres based on the cumulative gaseous chemical species that are
accreted onto planets forming by core accretion from evolving protoplanetary disks.
The astrochemistry of the host disk is computed using an ionization driven, non-
equilibrium chemistry network within viscously evolving disk models. We accrete gas
giant planets whose orbital evolution is controlled by planet traps using the standard
core accretion model and track the chemical composition of the material that is ac-
creted onto the protoplanet. We choose a fiducial disk model and evolve planets in
3 traps - water ice line, dead zone and heat transition. For a disk with a lifetime of
4.1 Myr we produce two Hot Jupiters (M = 1.43, 2.67 MJupiter, r = 0.15, 0.11 AU) in
the heat transition and ice line trap and one failed core (M = 0.003 MJupiter, r = 3.7
AU) in the dead zone. These planets are found with mixing ratios for CO and H2O
of 1.99 × 10−4, 5.0 × 10−4 respectively for both Hot Jupiters. Additionally for these
planets we find CO2 and CH4, with mixing ratios of 1.8 × 10
−6 → 9.8 × 10−10 and
1.1× 10−8 → 2.3× 10−10 respectively. These ranges correspond well with the mixing
ratio ranges that have been inferred through the detection of emission spectra from
Hot Jupiters by multiple authors. We compute a carbon-to-oxygen ratio of 0.227 for
the ice line planet and 0.279 for the heat transition planet. These planets accreted
their gas inside the ice line, hence the sub-solar C/O.
Key words: planets and satellites: composition, planets and satellites: atmospheres,
planets and satellites: formation, protoplanetary discs
1 INTRODUCTION
Understanding the chemical composition and structure
of exoplanetary atmospheres is now feasible with the
advent of large surveys from the Hubble space telescope
and Lowell observatory (TrES - Transatlantic Exoplanet
Survey, Alonso et al. (2004)) along with planned missions
like the Transiting Exoplanetary Survey Satellite (TESS),
Extremely Large Telescope (ELT) follow up to PLATO,
and the James Webb Space Telescope (JWST). A number
of authors (Madhusudhan & Seager (2009, 2010), Lee et al.
(2011, 2013), Venot et al. (2014), Line et al. (2011,
2013), Stevenson et al. (2010), Miguel & Kaltenegger
⋆ E-mail: cridlaaj@mcmaster.ca
† E-mail: pudritz@mcmaster.ca
‡ E-mail: alessimj@mcmaster.ca
(2014), Van Grootel et al. (2014),Sing et al. (2014),
Kreidberg et al. (2014), Brogi et al. (2016),Kataria et al.
(2016),Oklopcˇic´ et al. (2016)) have begun retrieving chemi-
cal abundance data from the spectra of directly observed,
and transiting exoplanets. These efforts have detected the
chemical signatures of about a dozen chemical species
including H2O, CO, CO2, CH4, HCN, Na and Mg for about
a dozen planets.
By an early atmopshere we mean a young system
(tage . 10 Myr) that has not seen enough dynamical and
chemical evolution to alter the chemical composition of the
gas that it accretes from its natal protoplanetary disk. Com-
puting the early chemical composition of an exoplanetary at-
mosphere requires the combination of three areas of study:
accretion disk physics, astrochemistry, and planet formation
physics. The work presented here combines these studies in
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a series of steps. The local chemical composition of a disk at
any position or time is indicated by non-equilibrium chemi-
cal processes in the viscously evolving disk. Planetary cores
migrating through their host disk will accrete materials of
different chemical composition as they move. The final mix
of materials accreted onto the planet will therefore depend
on the astrochemistry of the evolving disk, and the details
of its accretion history during its formation.
In past works, the astrochemistry of accretion disks has
been studied by applying numerical, 1+1D photo-chemical
codes as seen in Bergin et al. (2003), Fogel et al. (2011)
and Cleeves et al. (2014) and 2D radiative thermo-chemical
codes (ie. ProDiMo, see Woitke et al. (2009)) in the context
of static, viscous and radiatively heated accretion disks (eg.
D’Alessio et al. (1998, 1999), Lynden-Bell & Pringle (1974)
and Chiang & Goldreich (1997)). For a comprehensive re-
view of this topic see Henning & Semenov (2013). Popu-
lation synthesis models as given in Ida & Lin (2004) and
Hasegawa & Pudritz (2013) have been used to study the
physics of planet formation. These population synthesis
models rely on the core accretion model (Kokubo & Ida
2002) which describes the rate of formation of a protoplanet
out of a sea of planetessimals ranging between 1-10 km in
size.
It is the goal of this paper to combine these streams
of research to compute the chemical composition of the gas
that is delivered to planets. This provides the initial condi-
tions for building models of planet and atmospheric struc-
ture that do not depend on the assumption of solar abun-
dances. Indeed we will show that there are significant devi-
ations from solar abundances depending on where and when
the planet forms in the disk.
For example the carbon and oxygen content of an exo-
planetary atmosphere has been compared to the composition
of gas at the location where the protoplanet accretes its gas
(see for example Madhusudhan et al. (2014)). To first order,
the chemical content of the atmosphere is set by the location
where the planet accretes its gas relative to the condensa-
tion fronts of H2O, CO2 and CO. At larger radii than the
condensation front a particular chemical species resides in
the solid (frozen) phase, while at smaller radii it is a gas.
As shown in Madhusudhan et al. (2014), tracking the mass
and orbital evolution of the accreting planet allows for the
determination of the chemical content of planets at different
final semi-major axes.
A more complete analysis of the connection between
disk astrochemistry and planetary atmospheres was done
by Helling et al. (2014). In this work the chemical struc-
ture of the material available for planet formation was
computed using the ProDiMo code (Woitke et al. 2009) in
a Lynden-Bell & Pringle (1974) disk model. Helling et al.
(2014) showed that after a short relaxation time (<< 103
yr) the gas chemistry reaches an equilibrium state at the
midplane of the disk, where the time evolution becomes
dominated by cosmic ray ionization driven reactions. This
time evolution is traced by the elemental ratio of carbon to
oxygen (C/O) in the gas, which increases with time in their
model. Their connection to planetary atmospheres was made
by studying the formation of clouds. Cloud formation is sen-
sitive to the presence of silicate grains in the atmosphere
that acts as a seed for clouds. Helling et al. (2014) demon-
strated that oxygen poor planets, with C/O ∼ 1, formed
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Figure 1. All available exoplanetary data accessed from
http://exoplanet.eu/catalog/ on November 23rd, 2015. The
colour of the scatter points show the detection method used to
determine the mass of the planet.
clouds less efficiently than oxygen rich planets because of
the lack of oxygen to form silicates.
Absent from previous works is the important fact that
material is accreted through the disks and onto the host
star due to torques caused by disk winds and viscosity, and
is later photoevaporated by FUV photons. This accretion
history changes the surface density and global temperature
structure of the disk as it ages, thereby changing the lo-
cation of the condensation fronts while the planets evolve.
This evolution of disk accretion is also a driver for the evolu-
tion of the chemistry within disk. Finally, photoevaporation
ultimately sets the lifetime of disks, which determines the
planet’s final mass and ends their orbital evolution by purely
disk-planet interactions. Our method of modeling these im-
portant physical processes will be discussed below.
The lifetime of a disk is set by the strength of photoe-
vaporation from the host star, and is between 3− 4 Myr on
average (eg. Hernandez et al. (2007), Haisch et al. (2001),
Strom et al. (1989) and Wilking et al. (1989)). The source
of the photoevaporating UV rays is the hot accretion shock
(∼ 9000 K) produced by material accreted onto the star
along magnetic field lines (Gorti et al. 2015). The accretion
shock also acts as a point source of X-rays which are par-
tially responsible for setting the ionization structure of the
disk. The ionization structure controls the coupling between
the magnetic field and the gas disk (an important feature of
MRI driven turbulence, see below) as well as the production
of ions. These ions are an important part of gas phase chem-
istry because of their low activation barrier during reactions
with neutral molecules.
Apart from these factors that impact isolated disks, sev-
eral external agents can change how the structure of the
disk evolves when the young system is in a cluster environ-
ment. These include dynamical interactions between stars
that could truncate disks, and the influence of the cluster
UV and X-ray background arising from O and B stars in the
cluster. However, observational studies have shown that the
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proximity to the most massive stars in a cluster does not
affect the survivability of disks (Richert et al. 2015). Fur-
thermore dynamical interactions with other cluster stars do
not scatter planets with orbital separations less than ∼ 200
AU from their host star (Zheng et al. 2015). Most observed
planets have orbital separations much less than ∼ 200 AU
(see Figure 1), so we choose to ignore the impact of these
external effects.
Gas chemistry in the disk is dominated by ion-molecule,
photodissociation and dissociative recombination reactions.
These reactions are supplemented by neutral-neutral molec-
ular reactions, however they are limited by an activation
barrier and generally have reaction rates that are two or-
ders of magnitude smaller than the above reactions (Tielens
2005). On the surface of dust grains, the reaction rates of
these neutral-neutral reactions are increased because the col-
lisional probability of two gas molecules is higher than in
free space. As a result, grain surface reactions are very im-
portant for the production of more complicated gas species
like formaldehyde (H2CO) which is formed through the pro-
ton capture of frozen carbon monoxide. As discussed above
there is a stellar source for the high energy photons respon-
sible for the photodissociation and ionizing reactions in the
gas phase, however these photons may not reach deep into
the interior of the disk. A second source of photodissociat-
ing photons can be produced from the radiative relaxation of
excited H2 molecules. The source of these excited molecules
is from primary electrons produced by cosmic rays (Tielens
2005).
Astrochemical models of static protoplanetary disks are
well developed (Woitke et al. 2009; Semenov & Wiebe 2011;
Fogel et al. 2011; Henning & Semenov 2013; Thi et al. 2013;
Walsh et al. 2013; Cleeves et al. 2014). These combine pas-
sive models (no time evolution) of 2D protoplanetary disks
with advanced methods of high energy radiative transfer (eg.
Bethell & Bergin (2011a)). These models are combined with
a large set of gas phase reactions that number over 6000 (eg.
the destruction of N2H+ by carbon monoxide gas: Equation
1) with grain surface reactions (eg. the formation of water by
proton capture of frozen oxygen: Equation 2) and photodis-
sociative reactions (eg. Equation 3) to produce a complete
snapshot of the chemical structure in the disk.
N2H
+ + CO→ HCO+ +N2 (1)
H + H +O(gr)→ H2O(gr) (net) (2)
HCO+ γ → H+ CO (3)
A significant range of molecules has been detected by
large sub-millimeter arrays such as ALMA, IRAM and SMA.
At the time of writing, emission lines from H2O, CO, HCN,
NH3, C2H2, CO2 and OH (Pontoppidan et al. 2014) have
been detected, including many that are important to the
origins of life (eg. Glycolaldehyde (Jorgensen et al. 2012)).
Even with this wealth of data the full content of carbon and
nitrogen based molecules in accretion disks has not been
fully determined (Pontoppidan et al. 2014).
We now turn to the second aspect of the prob-
lem: accretion and migration processes involved in planet
formation. We adopt the core accretion picture of
planet formation within the inner 100 AU of proto-
planetary disks, which has broad observational support
(Ida & Lin 2004; Mordasini et al. 2012; Andrews et al.
2013; Ida, Lin & Nagasawa 2013; Hasegawa & Pudritz
2013; Dittkrist et al. 2014). This model is appropriate for
the majority of gas giant planets which have been observed
within a few AU, and the new population of planets known
as Hot Jupiters that orbit at semi-major axes less than a
tenth of an AU (see Figure 1).
Successful methods of finding exoplanets include ra-
dial velocity, transit methods and direct imaging. The
majority of planets have been reported in the last five
years (Batalha et al. 2013; Rowe et al. 2014). Inferring the
chemical abundance of an exoplanetary atmosphere re-
quires the detection of the transmission or emission spec-
tra from transiting or nearly transiting exoplanets (eg
Lee et al. (2011, 2013); Snellen et al. (2015)) or direct mea-
surement of the emission spectra for a direct imaging planet
(Konopacky et al. 2014). The most abundant molecules
found so far are: H2O, CO, CO2 and CH4, along with some
trace detections of Na and K (Sing et al. 2014; Wilson et al.
2015; Wyttenback et al. 2015; Montalto et al. 2015). There
remains a wide range of uncertainty in these detections,
mostly caused by systematic errors in observational tech-
niques (Croll et al. 2015). Furthermore there are insensitiv-
ities in the resulting features of observed emission spectra
from chemical atmospheric models that vary chemical ele-
ment ratios (like C/O, see Moses et al. (2013)).
Moreover, chemistry impacts the physical system
through the dependence of the planetary atmosphere’s total
opacity at a given wavelength to the chemical abundance
of the gas (Seager & Deming 2010). The opacity of the gas
sets its temperature and temperature gradient, thereby af-
fecting the way that energy can be transported through the
atmosphere. When the opacity is very high, energy will be
transferred through convection because the radiative tem-
perature gradient in the planetary atmosphere becomes very
large. Having a good estimate of the gas opacity is dependent
on having an accurate account of present chemical species
in the gas.
Our astrochemistry model follows the same methods
used in Fogel et al. (2011) and Cleeves et al. (2014), how-
ever we follow the evolution of the chemical structure by
computing the physical and chemical state of the disk over
300 snapshots extending over 4 million years.
The paper is organized as follows: our disk model and
chemical model are outlined in §2 and §3 respectively. The
migration and accretion model is discussed in §4. We com-
pute and report initial chemical compositions of early at-
mospheres in §5. We compare our results to observations
and discuss their implications in §6. Concluding remarks are
found in §7.
2 DISK MODEL
Computing the astrochemistry in an accretion disk requires
the temperature and surface density structure, as well as
the local distribution of ionizing photons. Accretion disks
are heated by a combination of viscosity in the inner re-
gions (Lynden-Bell & Pringle 1974) and radiative heating
(Chiang & Goldreich 1997). Both of these heating sources
produce power laws that describe the temperature and sur-
face density profile, with exponents that depend on which
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heating source is dominating. It has been demonstrated
through numerical work that the true midplane tempera-
ture profile can be described by a double power law. The
inner region (within the heat transition point) mimics the
temperature profile caused by a viscously heated disk. The
outer region of the disk mimics the profile caused by direct
illumination (D’Alessio et al. 1998, 1999). From this numer-
ical picture it has become clear that a purely viscous disk
would be too cold in the outer regions, affecting the distribu-
tion of important ices like CO and NH3. A purely radiative
disk on the other hand would be too cool at smaller radii,
affecting the distribution of important gases like H2O and
CO2.
In our work, we wish to incorporate the double power
law form of the temperature and surface density profiles
observed in numerical simulations. However, a full numerical
treatment of the disk is too computationally expensive when
the disk properties must be traced over millions of years
of evolution. Fortunately, a model introduced by Chambers
(2009) reproduces the disk structure caused by two separate
heating sources while remaining fully analytic, allowing for
the density and temperature structure to be traced over the
whole life of the disk.
The temperature and surface density is described by a
power law,
T (r) ∝ r−β ; Σ (r) ∝ r−s, (4)
where the exponents β and s are given by the source of
heating in the disk. These exponents are determined by
solving the diffusion equation for a viscously evolving disk
(Lynden-Bell & Pringle 1974),
∂Σ
∂t
=
3
r
∂
∂t
[
r1/2
∂
∂t
(
r1/2νΣ
)]
, (5)
based on the previous work of Stepinski (1998) which in-
cluded heating from both viscous evolution and direct irra-
diation. The Chambers (2009) solution is self-similar, with
the variable r/s(t) where s(t) is the time-dependent size of
the disk. This approach computes the temporal evolution
of the temperature and surface density profiles simultane-
ously, and relies on how the viscosity of the disk varies, as a
power-law in radius (Lynden-Bell & Pringle 1974).
Angular momentum transport that enables disk ac-
cretion can be driven radially by turbulent stress, or ver-
tically due to the MHD torque exerted by a magne-
tized disk wind (eg. see Pudritz et al. (2007); Bai & Stone
(2013); Gressel et al. (2015a)). We assume that both the
effective viscosity due to either turbulent or wind stress
ν can be modeled following the standard α-disk model
(Shakura & Sunyaev 1973)
ν = αcsH, (6)
where cs is the sound speed of the gas and H is the pres-
sure scale height. In Equation 6, the α parameter for tur-
bulent transport is generally defined as the ratio between
the turbulent and thermal pressures (Shakura & Sunyaev
1973). While in the case of angular momentum loss to the
disk by disk winds, it is the ratio between the vertically
directed component of the Maxwell stress and the thermal
pressure. Generally speaking the disk’s effective α is due
to a combination of both of these transport mechanisms:
α ≡ αturb + αwind.
In this work we assume that the source of the turbulence
is caused by the operation of a magnetorotational instability
(MRI) (Balbus & Hawley 1991). The strength of the MRI
driven turbulence (magnitude of αturb) depends on the level
of ionization in the disk. It is characterized by the Ohmic El-
sasser number, which is the ratio of the dissipation timescale
to the growth timescale of the most unstable mode:
ΛO ≡ τdiss
τgrow
=
v2A,z
ηOΩ
. (7)
In this expression vA,z ≡ Bz/√4piρ is the Alfve´n speed
in the z-direction, Bz is the local magnetic field in the
z-direction, ρ is the gas density and Ω is the orbital
frequency (Bai & Stone 2013; Gressel et al. 2015a). When
Λ0 > Λ0,crit ≡ 1 (Simon et al. 2013) we assume that that
region of the disk is turbulently active, with αturb = 10
−3,
while in the opposite case we assume that the disk is turbu-
lently ‘dead’ with αturb = 10
−5. The Ohmic resistivity,
ηO =
234 T 1/2
xe
cm2s−1, (8)
depends on the electron fraction (xe) and temperature struc-
ture in the disk (Kunz & Balbus 2004).
The Ohmic resistivity will vary throughout the disk due
to the changing temperature and ionization structure of the
gas. This leads to changes in the activity of the MRI. Our
research differs from previous works (see Matsumura et al.
(2009) and Hasegawa & Pudritz (2013)), where a semi-
analytic approach was taken to compute the electron frac-
tion. Instead, we compute the electron fraction of the disk
directly with our photochemical code for a given temper-
ature and surface density profile to determine the Ohmic
Elsasser number. At the midplane of the disk, MRI-inactive
regions will be present where there is low ionization. This
has implications on the global angular momentum transport
and ultimately on the mass accretion through the disk.
It has been suggested that angular momentum trans-
port can be maintained through the dead zone by
other means such as magnetocentrifugally driven winds
(Pudritz & Norman 1983) or layered accretion through re-
gions higher in the disk’s atmosphere (Lesniak & Desch
2011). In both cases, the mass is accreted through higher
regions of the disk where densities are lower and more sus-
ceptible to angular momentum transport by MRI driven
turbulence or winds (Gressel et al. 2015a,b). Because the
mass accretion rate through dead zones can be maintained
by these mechanisms, we assume that the mass accretion
rate M˙ remains constant in radius through the disk. As a
mathematical constraint, we assume that the disk effective
viscosity parameter α ≡ αturb+αwind also remains constant
in both space and time.
In light of the idea of a turbulently dead zone, we will
treat the chemical structure of the disk as a passive feature
of our disk model. Any impact on the physical structure
from the chemical evolution (eg. opacity, α or density jumps
at condensation fronts) is thus ignored. The inclusion of the
effect of the chemistry can be achieved through an itera-
tive process as was done for brown dwarf and hot Jupiter
atmospheres (Marley et al. 1996; Fortney et al. 2005). How-
ever this iterative process is computationally expensive and
requires multiple calculations of the temperature and chem-
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ical structure in the disk, with no guarantee of a converging
solution.
As mass is accreted onto the host star due to angu-
lar momentum transport by viscous stress, the disk must
spread out, which forces a reduction in mass accretion rate.
In the Chambers (2009) model, the mass accretion rate
decreases as a power law in time (see Appendix A). It
has been shown in population synthesis models however
(Hasegawa & Pudritz 2013) that a dissipative model of the
mass accretion rate more accurately reproduces the popula-
tion of exoplanets that have been observed. The photoevap-
oration of disks results in an exponential decay of the mass
accretion rate, so that:
M˙ ≡ M˙vis(t)→ M˙ ≡ M˙vis(t)e−(t−tin)/tdep , (9)
where M˙vis is the equilibrium accretion rate determined by
the solution to the viscous Equation 5, tin is the starting
time of the simulation (0.1 Myr), and tdep is an estimate of
the depletion time of the dissipation. The standard source
of the dissipation is assumed to be the photoevaporation
(Hasegawa & Pudritz 2013) of the disk from the UV or X-
ray emission of the host star. The impact of photoevapora-
tion on disk structure has been studied in great detail, and
impacts both the overall surface density structure and life-
time of accretion disks around young stars (Alexander et al.
2014). It has been shown (Gorti et al. 2015) that disk dis-
persal due to photoevaporation happens very quickly, with
time scales on the order of 104 years. Because of this small
timescale we treat the disk lifetime as a free parameter, con-
strained by observations, and assume that at t = tlife the
disk is abruptly cleared. The full form of equation 9 is
M˙ ≡
{
M˙vis(t)e
−(t−tin)/tdep t < tlife
0 t > tlife.
(10)
Any planets that are forming in the disk at tlife are frozen
in orbital radius when the disk is cleared, and we assume
no further orbital or mass evolution takes place due to gas
dynamical processes. The values used for tin, tdep and tlife
are found in Table 1 below.
2.1 Heating Sources
The sources of heating determine the surface density and
temperature distributions, as well as how the distributions
depend on the evolution of the mass accretion rate with
time. Ultimately, the heating is also strongly connected to
the chemical makeup of the disk, through the temperature
dependence of most chemical reactions.
2.1.1 Viscous Heating
In the viscous regime, heating results from the viscous stress
on the disk. The resulting effective temperature, Teff , de-
scribes the flux of radiation emitted by a ring of radius R
caused by the viscous accretion of material through the ring,
assuming the material acts as a blackbody. The effective
temperature is given by (Chambers 2009),
2σT 4eff =
9νΣΩ2
4
. (11)
The temperature at the midplane is then:
T 4 =
3τ
4
T 4eff , (12)
where the optical depth is defined by:
τ =
κ0Σ
2
, (13)
where κ0 = 3 cm
2/g is an assumed constant opacity.
With that, we express the midplane temperature as(
T
Tvis
)4
=
(
ν
ν0
)(
Σ
Σ0
)2(
Ω
Ω0
)2
. (14)
All subscripts of 0 denote the value of all variables at the
outer edge of the disk at t = 0, denoted by s0 and
T 4vis =
(
27κ0
64σ
)
ν0Σ
2
0Ω
2
0. (15)
It has been shown that accreting disks enter into a
quasi-steady state (Paardekooper & Terquem 1999) with
a constant (in radius) mass accretion rate of M˙ =
3piνΣ (Alibert et al. 2005; Chambers 2009). In more
recent simulations (see Baillie & Charnoz (2014) and
Baillie, Charnoz & Pantin (2015)), this result has been con-
firmed at later disk lifetimes (t > 105 yr) for radii less than
a few tens of AU. Following these previous works we will
assume that the mass accretion rate is constant in radius
over the whole disk, with the value of the steady state so-
lution from above. Due to angular momentum conservation
one would require that
M˙vis = 3piνΣ r < rturn
M˙vis = −3piνΣ r > rturn, (16)
where M˙vis is the same mass accretion rate shown in Equa-
tion 9 and 10, and rturn is the hypothetical turning point of
the gas accretion direction. For visual simplicity we drop the
subscript from the mass accretion rate in Equation 16 and
assume in the final expressions that the mass accretion rate
is determined by both viscous (Eq. 16) and evaporative (Eq.
10) sources. Viscous heating only depends on the magnitude
of the accretion rate, not the direction of accretion. In what
follows, only the magnitude of M˙ will be important and not
its sign. Combining equation 14 with the mass accretion rate
results in the radial dependence of the surface density:
Σ = Σvis
(
M˙
M˙0
)3/5 (
r
s0
)−3/5
, (17)
this results in the temperature profile:
T = T0
(
M˙
M˙0
)2/5(
r
s0
)−9/10
, (18)
where the initial mass accretion rate M˙0 = 3piν0Σ0 is set by
the choice of initial surface density Σ0 at the edge of the disk,
which for a purely viscous disk is exactly Σ0 = Σvis. This
density can be constrained by computing the total mass,
M ≡ 2pi
∫ s
0
rΣdr, (19)
at the initial time. Substituting in Equation 17 we find
Σvis = 7M0/10pis
2
0, where M0 is the initial mass of the
disk. Using conservation of angular momentum one finds
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(see Chambers (2009)) that the size of the disk scales with
the total mass as: (
s
s0
)
=
(
M
M0
)−2
. (20)
The spread in the radial direction is primarily due to the vis-
cous evolution of the fluid rather than other angular momen-
tum transport mechanisms like winds, which direct angular
momentum vertically. So we assume that the spreading rate
will only depend on the mass accretion rate due to viscous
evolution. In combining eqs. 16, 17, 19 and 20 we find:
dM
dt
≡ −M˙vis = −M˙0
(
M
M0
)19/3
. (21)
2.1.2 Radiative Heating
When the optical depth in the disk has dropped sufficiently,
its heating becomes dominated by the direct irradiation of
the host star. Chiang & Goldreich (1997) first studied the
temperature structure of a passive disk in thermal equi-
librium with the irradiation of its host star. Their results
were then used by Chambers (2009) to compute the den-
sity structure of his disk in the radiatively heated regime.
The transition between these two regimes is referred to as
the heat transition and is defined as the point where the
temperatures derived by both heating sources is equal (see
Chambers (2009), Equation 38). This transition point slowly
moves inward as the disk ages and the accretion rate drops.
As the accretion rate drops, the viscous heating rate is re-
duced and so the viscously heated region of the disk cools
with time, until the disk is exclusively heated through direct
irradiation.
We have made a small modification to the formalism
of Chambers (2009) who assumed that the disk acted as
a perfect blackbody in thermal equilibrium with the host
star’s radiation. As is well known, the perfect blackbody
model does not accurately reproduce the SEDs of young
stars, whereas a superheated upper atmosphere that heats
the midplane (Chiang & Goldreich 1997) more accurately
reproduces SEDs. This more complicated model reduces the
temperature at the midplane by a factor of 21/4 when com-
pared to the full blackbody temperature structure.
From the superheated atmosphere model for radiatively
heated disks (Chiang & Goldreich 1997), the midplane tem-
perature is given by:
T =
(
θ
4
)1/4(
R∗
r
)1/2
T∗, (22)
where T∗ and R∗ are the stellar temperature and radius
respectively. The grazing angle θ of the light on the disk is
dominated by the flaring of the disk, which has the form
(Chambers 2009):
θ = r
d
dr
(
Hph
r
)
, (23)
where Hph is the height of the disk where the gas optical
depth from the host star reaches one. As in Chambers (2009)
and Chiang & Goldreich (1997) we assume that the disk is
roughly vertically isothermal which results in a disk height
of (Chiang & Goldreich 1997),
Hph
r
≃ 4
(
T∗
Tc
)4/7(
r
R∗
)2/7
, (24)
where Tc is a constant with units of Kelvins (see Chambers
(2009), his Equation 30). Combining eqs. 22, 23, 24 the re-
sulting temperature profile is:(
T
Trad
)
=
(
r
s0
)−3/7
, (25)
where
Trad =
(
2
7
)1/4 (
T∗
Tc
)1/7 (
R∗
s0
)3/7
T∗. (26)
An important distinction between the viscously heated
regime and the radiatively heated regime is the lack of M˙
dependence in the latter. In the viscous regime the tem-
perature of the disk cools as it ages (mass accretion rate
decreases), however the radiative regime is passive. and the
temperature does not change with time. As the mass accre-
tion rate drops and the viscous regime cools the heat transi-
tion point moves inwards as radiative heating becomes more
dominant. The density profile in the radiative regime has the
form:
Σ = Σrad
(
M˙
M˙0
)(
r
s0
)−15/14
, (27)
where Σrad is the surface density of the disk at the edge of
the radiative region. We assume that the host star does not
evolve in time as the disk accretes. This is a fair assumption
for G-type stars but would need to be taken into account for
M-type stars which spend up to an order of magnitude longer
in their pre-main sequence stage of evolution (Hayashi 1961).
The evolution of the disk mass due to viscous accretion is
modified when a radiative region is present. Combining eqs.
16, 27, 19 and 20 we find:
dM
dt
≡ −M˙ = −M˙1
(
M
M1
)20/7
, (28)
where M˙1 is the mass accretion rate when the radiative
regime appears and M1 is the disk mass at that time.
For the purpose of computing the temperature and den-
sity profiles at a given time we use the temperature profile
(Equation 18 or 25) that gives the higher temperature for a
given radius, and the corresponding density profile (Equa-
tion 17 or 27). The mass accretion rate in Equation 17 is
computed by substituting the mass accretion rate solution
of Equation 21 if no radiatively heated regime exists. Other-
wise 28 is substituted into Equation 10 and is used to evolve
the mass accretion rate. The disk model is initialized at a
time of 0.1 Myr with initial disk mass M0 and size s0. For
further details see Chambers (2009) or the Appendix section
A.
Table 1 shows the fiducial values for our disk model
parameters, including the luminosity normalization used in
the radiative transfer of X-rays.
3 DISK CHEMISTRY
The chemistry in the disk is computed with a non-
equilibrium, coupled, differential equation solver as seen in
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Table 1. Fiducial disk model parameters
Mdisk(t = 0) 0.1 M⊙
sdisk(t = 0) 66 AU
Mstar 1.0 M⊙
Rstar 3.0 R⊙
Tstar 4200 K
α 0.001
tin 0.1 Myr
tdep 1 Myr
tlife 4.10 Myr
Lxray 1030 erg
Note: tin, tdep and tlife are from Equation 10. Lxray is the
normalizing luminosity of the x-ray source in the system.
Bergin et al. (2003), Fogel et al. (2011) and Cleeves et al.
(2014) and is based on the gas-grain chemical code: AL-
CHEMIC (Semenov et al. 2010). Generally, the abundance
of a given chemical species n(i) will evolve as (Fogel et al.
2011):
dn(i)
dt
=
∑
j
∑
l
kjln(j)n(l) − n(i)
∑
j
kijn(j), (29)
which is to say that the abundance is determined by the
sum of all producing reactions (of reactants n(j) and n(l))
subtracted by the sum of all destructive reactions. The set
of reactions (and their associative reaction rates kij) are
taken from the Ohio State University Astrophysical Chem-
istry Group gas-phase model of 2008 (Smith et al. 2004) and
was expanded on by adding unshielded photodissociation
reactions from the UMIST 2006 database (Woodall et al.
2007) by Fogel et al. (2011) and has since been updated with
the photodissociation rates of the UMIST 2012 database
(McElroy et al. 2013). The chemical code and database have
been well tested by these previous authors, and we have
made no modifications to the core of the chemical code. The
complete chemical database includes reaction rates for gas
phase chemistry, grain surface reactions of hydrogen and wa-
ter, photo-dissociation, X-ray and cosmic ray ionization, and
grain absorption/desorption including thermal, cosmic ray
and photodesorption. The chemical network includes 5909
chemical reactions and 9 chemical elements: H, He, C, N, O,
S, Si, Mg, Fe (see Table 2).
The most prominent of the above reactions are driven
through interactions between the gas and the local radia-
tion field. Reactions like ion driven gas chemistry, photo-
dissociation and photodesorption are much faster than neu-
tral gas reaction because of a lack of an activation bar-
rier between reactants. To determine the UV and X-ray
radiation field, previous works have relied on an in-house
Monte Carlo radiative transfer code that included both
opacities due to dust and gas (Weingartner & Draine (2001)
and Bethell & Bergin (2011b) respectively) as well as line
transfer for Lyman-alpha photons (see Bergin et al. (2003)),
which can carry the majority of the UV flux through the
disk. We found that this algorithm was computationally ex-
pensive, as it requires an iterative calculation to determine
the number density of molecular hydrogen and the result-
ing radiation field (Bethell & Bergin 2011a). A much more
efficient radiative transfer code was needed to compute the
chemical profiles in many disk snapshots (∼ 300) in order to
achieve the necessary temporal resolution discussed below.
Towards this end, we employ RADMC3D (Dullemond
2012) to compute the radiation field, maintaining the same
opacities as in the above sources. However the tradeoff is
that we are neglecting the line transfer of Lyman-alpha pho-
tons, which means we are likely underestimating the total
UV flux through our disk and the final abundance of some
molecules that are dependent on UV photolysis to drive their
production. For example the production of CN from the pho-
tolysis of HCN will obviously be reduced. This limitation is
an issue when comparing computed disk astrochemistries
to observations, a field that has seen major developments
over the last decade. However, the molecules that have been
detected or inferred in exoplanetary atmospheres are not
as sensitive to the UV field. Since our focus is to compare
our work with observations of abundances in exoplanetary
atmospheres, neglecting Lyman-alpha photons will not sig-
nificantly affect our results. In future works, we will im-
prove both our disk model and radiative transfer schemes to
more accurately replicate the chemical structure in accretion
disks.
At every time step we initialize the chemical code with
the temperature, surface density, and radiation field pro-
files calling the combinations of these profiles a ‘snapshot’
of the disk. The chemical code uses a 1+1D method where
the chemistry is computed at each radii individually, up to
ten scale heights. In this method no chemical information
is exchanged between radii, so effects like radial mixing are
ignored. To minimize possible errors from radial mixing we
resolve the temporal evolution of the chemistry to timesteps
that are less than the viscous time in the disk at 1 AU. This
results in a timestep of approximately 13000 years. With
this choice of timestep, changes in the chemical structure
between temporal snapshots of the chemical disk are due to
changing disk properties like temperature and surface den-
sity rather than radial transport of material.
As an additional approximation, we assume that the ini-
tial chemical abundances are the same for all disk snapshots,
as shown in table 2. In doing this, the chemical structure of
any given snapshot does not depend on the chemical abun-
dances computed in the previous snapshot. This assumption
does have implications on the chemical structure that is com-
puted, however the majority of the effect is seen in regions
of the disk where photochemistry has the highest impact. At
the midplane, differences between a snapshot that is initial-
ized with the values of table 2 and the same snapshot that
is initialized with the abundance from the previous one are
less than ∼ 10% in the region of the disk where atmospheric
gas accretion takes place (at radii within 1 AU). This as-
sumption reduces our average computation time by a factor
of 20 because successive snapshots can be run in parallel on
a supercomputing cluster. This decrease in computing time
is necessary for the time resolution we required for this work
and will become increasingly important when a parameter
study of our model is done. The initial concentration of the
chemical species are shown in table 2 and was taken from
Fogel et al. (2011) and Aikawa & Herbst (1999).
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Figure 2. Number density at the midplane of the disk as a function of radius for a number of important gas molecules in our chemical
model.
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Figure 3. Same as in Figure 2 except for molecules frozen on grains. The only different chemical species is in the middle of the second
row, as no frozen component of N2H+ exist in the model. Instead, the frozen component of NH3 is shown.
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Table 2. Initial abundances relative to the number of H atoms.
Included is the initial ratio of carbon atoms to oxygen atoms
(C/O) and the initial ratio of carbon atmos to nitrogen (C/N).
Species Abundance Species Abundance
H2 0.5 H2O 2.5× 10−4
He 0.14 N 2.25 × 10−5
CN 6.0× 10−8 H+3 1.0× 10
−8
CS 4.0× 10−9 SO 5.0× 10−9
Si+ 1.0× 10−11 S+ 1.0× 10−11
Mg+ 1.0× 10−11 Fe+ 1.0× 10−11
C+ 1.0× 10−9 GRAIN 6.0× 10−12
CO 1.0× 10−4 N2 1.0× 10−6
C 7.0× 10−7 NH3 8.0× 10−8
HCN 2.0× 10−8 HCO+ 9.0× 10−9
C2H 8.0× 10−9 C/O 0.288
C/N 4.09
Figures 2 and 3 show the time evolution of the ra-
dial profiles of a set of gas and ice species in the chemical
code. Generally we see strong variations in the abundance of
most molecules over all radii as the disk ages. At low radii,
where the disk is viscously heated the decreasing tempera-
ture causes features in molecular abundances to shift inward
while maintaining most of its shape. Examples of this type of
evolution is in both the gas and ice species of H2O, CH3OH,
CO and CO2, as well as the gas species of HCO+ and N2H+.
On the other hand at larger radii the temperature structure
becomes passive in the radiatively heated regime of the disk
and the evolution of the surface density becomes the pri-
mary driver of evolution. In the radiative regime, surface
density reduction caused by the accretion of matter through
the disk results in a larger flux of high energy photons, lead-
ing to variations in molecular abundance due to radiation
driven chemistry. For example, the rate of reaction of pho-
todissociation reactions has the form (Fogel et al. 2011)
kphotodiss =
∫
4piλ
hc
σ(λ)Jλ(r, z)dλ s
−1. (30)
As the surface density decreases the flux of photodissociating
photons Jλ(r, z) increases, leading to stronger irradiation of
the midplane at all radii and a higher rate of gas species
destruction.
This higher irradiation is also tied to the overall de-
struction of some species like CH3OH at higher radii. While
hydrogen and water are allowed to react on grains, other
species are protected from further chemical evolution when
they freeze onto dust grains because there are no other
surface reactions included in the model (Fogel et al. 2011).
However at higher radii species become more susceptible to
desorption caused by high energy photons or cosmic rays.
Once in the gas phase, these species are destroyed through
reactions with ions or dissociation caused by cosmic rays.
The rate of photodesorption depends both on the local radi-
ation field as well as the properties of the dust species that
are present.
In particular, this process appears important for
methanol (CH3OH, row 5, column 2 in Figures 2 and 3).
From the Figures, we observe a freeze out at disk radii of ∼
5, 2.5 and 1 AU at 0.1, 1.3 and 3.7 Myr respectively, tracing
the cooling of the disk as observed in other plots of other
volatiles like water. At larger radii in each of the snapshots
of the disk, there is a strong depletion of the frozen compo-
nent of CH3OH without an increase in the gas abundance
at the same location. The survivability of methanol has in-
teresting impacts on observations and is important for the
formation of biologically relevant molecules like glycolalde-
hyde (Jorgensen et al. 2012).
Water undergoes a simpler time evolution and is in a
class of species that is less sensitive to the presence of high
energy radiation. Water vapour undergoes a strong reduc-
tion as seen in the ninth (row 3, column 3) panel of Figure
2 which is correlated with the strong increase of water ice
in the ninth panel of Figure 3. This process is dominated by
the equilibrium of freeze out and sublimation of water. The
half height of this strong reduction will be where we define
the location of the Ice line trap (see below).
4 PLANET FORMATION AND MIGRATION
When a sufficiently small planetary core (6 a few Earth
masses) is embedded in the disk, the disk structure is
not drastically changed. However, spirals waves are excited
through constructive interference of density waves at Lind-
blad resonances (Ward 1997). These density waves exert
torques on the planet which generally result in a loss of
angular momentum from the planet to the disk, forcing the
planet to migrate inwards (this is known as Type-I migra-
tion). The direction of the migration is set by both the sur-
face density and temperature profiles. For simple disk distri-
butions, only the two closest Lindblad resonance positions
contribute to the net torque on the planet. One resonant
location is at a larger disk radius than the planet, while
the other is at a smaller radius (outer and inner resonances
respectively). The outer resonance lies closer to the planet
than the inner resonance. It has a stronger effect transferring
angular momentum from the planet to the disk, causing net
inward migration. Early on in planet formation theory, it
was realized that the timescale for planet formation (∼ 106)
was much longer than the timescale for Type-I migration
(∼ 105, Ward (1997), Masset et al. (2006)). Current three
dimensional migration calculations reproduce these low mi-
gration timescales, and still need to be reduced by a factor
of between 10-100 (Masset et al. 2006) to account for the
survival of planets.
There is a second source of torque on the migrating
planet which contributes to Type-I migration: the corota-
tion torque. Also known as the horseshoe drag, corotation
torques are caused by gravitational interactions between
particles on horseshoe orbits around the planet (Ward 1991).
Horseshoe orbits occur for fluid packets that have orbital fre-
quencies similar to that of the planet. Since a fluid packet
is initially at a larger orbital radius than the planet, as the
planet catches up to the packet it is perturbed to a lower
orbit and loses angular momentum. The packet at the lower
orbit now moves faster around its orbit than the planet,
catching up to the planet within an orbital period. At this
point the planet perturbs the packet again up to a higher
orbital radius, regaining the lost angular momentum from
the first encounter of the horseshoe orbit.
Since a disk is generally cooler the further it is from
the star, a fluid packet that moves from the outer region of
the horseshoe orbit to the inner region will be cooler than
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the surrounding gas. If the fluid packet returns to the op-
posite side of the horseshoe orbit without changing (ie. no
turbulent mixing) there is no net angular momentum trans-
fer between the fluid packet and the planet over the full
horseshoe orbit described above. Under such a situation the
corotation torque is said to be ‘saturated’. This occurs if
the viscous diffusion timescale are longer than the libration
time of the horseshoe orbit. In the opposite case the torque
is called ‘unsaturated’. The corotation torque, when unsat-
urated, can overcome the Lindblad torques in most disk set-
ups, leading to slowed or outward migration. To determine
if the corotation torque is saturated, one must compare the
libration and the viscous timescales. The libration time and
viscous time has the form (Masset & Papaloizou 2003):
tLib =
4pirp
1.5Ωpxs
(31)
tvis =
x2s
3ν
, (32)
respectively. Here rp is the radial position of the planet and
Ωp is the Kepler frequency at rp. The viscosity ν is defined
in Equation 6. The distance traversed by the fluid packet
through the horseshoe orbit xs is defined by
xs = 0.96rp
√
Mprp
M∗hp
(33)
where the Mp is the mass of the planet and hp is the scale
height of the disk at the location of the planet.
In Figure 4 the ratio of these timescales are shown for
four different planet masses for our evolving fiducial disk.
The smallest bodies are trapped over a long time by an un-
saturated corotation torque for both turbulently dead and
turbulently active disk (denoted by an αturb of 10
−5 and
10−3 respectively). If the libration time is larger than the
viscous time the turbulence is sufficiently strong to mix the
packet of fluid with the surrounding fluid, keeping the coro-
tation torque unsaturated. In the turbulently active disk,
only the most massive planets (& 10 M⊕) will see a satu-
rated corotation torque at times & 1 Myr; however at this
higher mass Type-II migration will set in and this test does
not apply. In the turbulently dead zone a 1 M⊕ planet will
be trapped by the corotation torque for a few hundred thou-
sand years before the corotation torque saturates. In general
a protoplanet will begin its evolution on the trajectory of the
smallest planet in Figure 4. As a planet accretes matter it
will shift from one line to another, entering into a saturated
region earlier than a planet that is not undergoing mass ac-
cretion.
Strong density, temperature or vortensity gradients can
reverse the direction of Lindblad torques or can strengthen
the impact of corotation torques, halting Type-I migration
(Paardekooper et al. 2011). We call these inhomogeneities
‘planet traps’ and we select discrete disk properties to define
their position and evolution. A complete picture of the evo-
lution of our three planet traps of interest (see below) has
been computed by Hasegawa & Pudritz (2011). The three
planet traps of interest in our model are the water ice line,
heat transition, and dead zone. In what follows, we extend
the work of Hasegawa & Pudritz (2011) by including the
above mass dependent saturation test when the ice line and
heat transition traps are located within the dead zone of the
disk.
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Figure 4. Ratio of libration time to viscous time for an active
(αturb = 10
−3) and dead (αturb = 10
−5) disk. In both cases, the
location of the planet is determined by the location of the ice line
(solid line) and heat transition traps (dashed line) for a fiducial
disk model. The gray region denotes the parameter space where
the corotation torque is saturated.
4.1 Defining a Planet Trap
Our disk chemistry calculations allow us to improve on pre-
vious methods of defining the location of the above planet
traps, as two of the traps can be defined by the chemical
structure of our protoplanetary disk model.
4.1.1 Heat Transition Trap
The simplest trap to identify is the heat transition trap,
which is located at the transition radius between a re-
gion primarily heated through viscous heating and a region
heated through direct irradiation. This radius is defined in
Chambers (2009) and is identified for three computed tem-
perature profiles in Figure 5.
In Figure 5 we show the evolution of the midplane tem-
perature profile for our fiducial disk model at 0.1, 1.3 and
3.7 Myr. The times are selected to represent the disk at its
‘early’, ‘middle’ and ‘late’ ages for the fiducial model pre-
sented. The lowest temperatures are due to direct irradiation
12 A. J. Cridland, R. E. Pudritz and M. Alessi
-1 0 1 2 3
log10(R/AU)
1
2
3
4
lo
g
1
0
(T
/K
)
Heat Transition
170 K
Midplane Temperature Profile
t = 0.1 Myr
t = 1.3 Myr
t = 3.7 Myr
Figure 5. The temperature profile (Equations 18 and 25 along
with the modification from Equation 34 on Equation 18) for three
snapshots are shown for the fiducial disk (Table 1). The black
dot and arrows denote the defined location of the heat transi-
tion trap for three temperature profiles shown here. The intersec-
tion between the horizontal line and the temperature profile at
170K denotes an approximate location of the water ice line in this
model. In the radiative region, the temperature profile becomes
independent of time, and the profiles overlap in this region.
and is time independent, as we assume that the star is not
evolving during the full lifetime of the disk, and that the
disk is isothermal from the disk photosphere down to the
midplane. At the highest temperatures its functional form
is modified by what is known as the evaporative region in
Chambers (2009). In this region the opacity is allowed to
vary with temperature while the disk is heat through vis-
cous evolution. Aside from this innermost regime, both the
viscous and irradiated regimes are assumed to have the same
opacity. As in Chambers (2009) we note that a constant
opacity is not a realistic representation for an astrophysi-
cal accretion disk, and indeed a more complete representa-
tion of opacity has been carried out by Stepinski (1998),
Bell et al. (1997) & Bell & Lin (1994). However this picture
is further complicated by dust settling and growth and a
full description evades an analytical solution, as in the com-
bination of Equations 18, 25, 17 and 27. In other astro-
chemical works, dust settling has been completely ignored
(Walsh et al. 2014) or has been been computed as a conse-
quence of the equilibrium between gravitation and turbulent
mixing (Cleeves et al. 2014; Helling et al. 2014) in a passive
disk. A time dependent treatment of dust evolution, which
is susceptible to processes like radial drift (Birnstiel et al.
2012), has yet to be connected to chemical evolution. We
leave the analysis of the impact of evolving dust structure
to a future paper.
In the context of our analytic disk model, we choose
to keep the dust opacity constant at a temperature below
the evaporation temperature of dust (∼ 1380 K). The full
Table 3. Power law exponents and ratio of specific heats used in
the Chambers model. The last row denotes the sign of the total
torques on the planet locally around the heat transition.
Viscous Radiative
s 3
5
15
14
β 9
10
3
7
γ 1.4 1.4
ξ 33
50
0
sign(Γ) +1 −1
functional form of the opacity is (Chambers 2009),
κ = κ0 T < Te
κ = κ0
(
T
Te
)n
T > Te, (34)
where Te = 1380 K is the evaporation temperature and
n = −14 (Stepinski 1998). This equation is combined with
Equations 13 and 14 where it replaces the constant κ0. With
this modification, the temperature profile changes from the
standard profile in the viscously heated region of the disk at
small radii.
The location of the heat transition trap is highlighted
three times in Figure 5. As time goes on the position of the
heat transition moves inward as the viscous region cools and
more of the disk is heated by direct irradiation. The origin
of this trap is generally due to an entropy gradient across
the trap, on which the strength of the corotation torque
depends.
Paardekooper et al. (2011) showed that the total torque
from both the Lindblad resonances and unsaturated corota-
tion torques are,
γΓ
Γ0
= −2.5− 1.7β + 0.1s + 1.1
(
3
2
− s
)
+ 7.9
ξ
γ
, (35)
where s and β are the exponents in Equation 4, ξ ≡ β−(γ−
1)s is the power law exponent for the entropy and γ is the
ratio of specific heats. Γ0 = (q/h)
2Σpr
4
pΩ
2
p is the standard
normalization of torques on a planet at position rp of the
planet. In the Chambers (2009) model the relevant values in
both heating regimes are shown in Table 3.
Substituting power law indices in both the viscous and
irradiated regimes shows that the sign of the total torque
is positive in the viscous region, so that the planet will mi-
grate outwards. Meanwhile, in the radiative region the sign
of the total torque is negative and the planet will migrate
inward. The reversal of the total torques cause the planet to
be trapped at the transition point between the two heating
sources. As seen in Figure 5 the heat transition begins out
beyond 10 AU and moves inward of 1 AU by 2 − 3 Myr.
A trapped planet will travel over an order of magnitude in
radius through the disk, and should sample a wide range of
gas with varying chemical abundances.
4.1.2 Ice Line Trap
In the previous work of Hasegawa & Pudritz (2011) the ice
line trap was defined as the position in the disk that has a
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Figure 6. Number density of water vapour (solid line) and water
ice (dashed line) relative to hydrogen - offset to minimize overlap.
In reality each curve has the same maximal abundance. The ice
line refers to the transition point between the disk’s water content
being primarily in vapour form to primarily in ice. As the disk
ages and cools, the ice line moves inward on the viscous timescale,
eventually disappearing beyond our resolution range.
temperature equal to the sublimation temperature of water
vapour (directly from ice). This sublimation temperature is
approximately 170 K and is denoted by the horizontal line
in Figure 5. The traditional methods assumed that the only
limiting effect on the amount of water vapour was the local
temperature of gas, and the relative rates of thermal absorp-
tion and desorption. To improve on this previous method we
use the results of our astrochemical code to locate the radial
position of the ice line at the midplane.
In Figure 6 we show the abundance of water vapour
(solid line) and water ice (dotted line) relative to the abun-
dance of hydrogen at the same times shown in Figure 5 for
our fiducial disk. At the earliest times the abundance of wa-
ter vapour, relative to hydrogen, does not evolve other than
across the ice line. So in the figure, we have multiplied each
line by a factor of 10, 1, and 0.1 for the times 0.1, 1.3 and
3.7 Myr respectively to better display each curve. The wa-
ter ice line is defined by the position in the disk where the
abundance of water vapour and ice is equal. By using a full
chemical code, we gain an immediate insight into other ef-
fects that might play a role in determining the position of
the ice line outside of simply the gas temperature, such as
pressure and radiative effects.
At the ice line, the opacity κ is reduced as the dust
grains are coated with water ice, and the associated cooling
rate of the gas is increased (since D ∼ 1/κ, Bitsch et al.
(2013)). Coupled to the cooling rates, the local temperature
and thus the disk scale height, is reduced (H ∼ cs ∼ T 1/2).
In the standard α-disk model the mass accretion through
the disk (M˙ ∼ νΣ) is assumed to be constant. Because
the viscosity is dependent on the local gas temperature
(ν ∼ csH ∼ T ), a reduced temperature results in an en-
hancement in the local surface density at the ice line to
maintain a constant mass accretion. Both a modified tem-
perature structure and density enhancement impact the di-
0 1 2
log10(R/AU)
-6
-5
-4
-3
-2
-1
0
1
2
3
lo
g 1
0
(Λ
O
)
Active
Dead
Ohmic Elsasser Number
t = 0.1 Myr
t = 1.3 Myr
t = 3.7 Myr
Figure 7. Ohmic Elsasser number over three disk snapshots. The
line between the white and grey regions denote the critical Ohmic
Elsasser number ΛO,crit ≡ 1 above which the disk would be tur-
bulently active due to the MRI. The dead zone trap is denoted
by the location where the Ohmic Elsasser number first (from the
right) crosses into the dead region.
rection of the net torques by locally increasing the scale
height of the disk at radii just larger than the trap loca-
tion. This increased scale height results in a large negative
temperature gradient (β > 0) and a large positive surface
density gradient (s < 0) across the ice line trap, and a strong
negative torque outside of the trap (see Equation 35).
Figure 5 also shows that two traps might cross in space
at some point in the disk history, which appears to occur
at about 3.7 Myr in the fiducial model. Two interesting dy-
namic questions can be asked: what happens to two planets
that are forming simultaneously in the two traps when they
cross? If only one planet is forming in one of the traps, does
the planet ‘jump’ to the other trap when they cross? Both of
these questions are beyond the scope of this work but offer
an interesting future addition to our model, where forming
planets are allowed to interact dynamically with each other.
4.1.3 Dead Zone Trap
As was outlined in §2 we focus on disk turbulence that is
driven by the magnetorotational instability (MRI). The abil-
ity of the MRI to excite turbulence is dependent on the
magnetic field’s coupling to the ionized gas in the accre-
tion disk. This ability is often characterized by the Ohmic
Elsasser number (Equation 7) which compares the rate of
growth of MRI driven turbulence to the rate that energy is
dissipated through Ohmic diffusion. As shown in Equation 8
the Ohmic resistivity depends on the disk electron fraction
which we compute by comparing the abundance of electrons
to the abundance of hydrogen from the chemical code.
When the disk ionization is high enough that the Ohmic
Elsasser number is above a critical value of ΛO,crit ≡ 1 the
disk is turbulently active from the MRI (Blaes & Hawley
1994; Simon et al. 2013; Fromang 2013). We define the lo-
cation of the dead zone trap as the radius in the disk where
ΛO = 1 and track this radius. In the dead zone the turbulent
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parameter (αturb) drops by about two orders of magnitude
relative to the active region of the disk and the disk accre-
tion rate due to turbulence is drastically decreased. In the
dead zone the dust scale height is lower than in the active
zone, thereby presenting a ‘dust wall’ to the incident radia-
tion. The back scattered radiation from the wall produces a
radial temperature inversion and a thermal barrier to Type
I migration (Hasegawa & Pudritz 2010).
In Figure 7 we show the Ohmic Elsasser number in the
fiducial model at the same times as in Figure 5. We also
show the Ohmic Elsasser numbers which suggest where the
disk would be active (white region) and where we expect it
to be dead (gray region). As the surface density of the disk
drops the flux of ionizing radiation can increase, enhancing
the electron fraction and Ohmic Elsasser number. The elec-
tron fraction is computed by our astrochemical code and is
dependent on the local radiation field, as well as the average
size of the dust grains. In this fiducial model the dust grains
are completely mixed with the gas and do not undergo any
size evolution, remaining at a radius of ∼ 4 µm for the life-
time of the disk. This size represents an average grain in the
MRN distribution (Mathis et al. 1977) weighted by a freez-
ing efficiency factor that is found in the chemical code. This
factor affects the absorption rate of gas species onto grains
and scales with the grains size. Larger grains have less sur-
face area for absorption per mass of dust, and so the freezing
efficiency is reduced.
As was outlined earlier, the likelihood that a planet will
be trapped by the combined effect of the Lindblad and coro-
tation torques depends on the magnitude of the αturb pa-
rameter at a particular location of the disk. This implies that
the location of the dead zone will also determine whether
the corotation torque responsible for the other traps will be
saturated or unsaturated. If either the ice line or heat tran-
sition traps exist within the dead zone of the disk (where
we assume αturb = 10
−5) our analysis has shown that the
corotation torque could saturate for a large enough planet.
With the saturated corotation torque the semi-major axis of
the young planet evolves only through Lindblad torques in
a standard Type-I migration scenario.
The magnitude of the total torque is (Seager et al.
2010),
Γ = CΓΣΩ
2
pa
4
(
Mp
Ms
)2(
a
|∆r|
)2
. (36)
When the scale height of the disk at the planet location Hp is
less than the Hill radius RH of the planet the gravitational
effect of the planet on the gas is larger than the internal
pressure of the gas and the relevant length scale of the den-
sity gradient is |∆r| = RH . The opposite is true when the
effects of gas pressure are larger than gravity, so we write
|∆r| = max(H,RH) to account for both limits. The con-
stant CΓ has been computed through numerical simulations
of Type-I migration, it has a value of CΓ = −(2.34− 0.10s)
(Seager et al. 2010) for the saturated corotation torque.
The radial evolution of the planet is r˙p/rp = Γ/Jp
where Jp = MpΣpr
2
p is the orbital angular momentum of
the planet, leading to,
1
rp
drp
dt
=
CTΣΩpr
2
p
Mp
(
Mp
Ms
)2(
rp
max(H,RH)
)2
. (37)
If the ice line and heat transition trap are within the
dead zone we calculate the ratio of the libration and vis-
cous time to determine whether or not the planet would be
trapped at each timestep. If the ratio of the libration time
(Equation 31) is larger than the viscous time (Equation 32)
the radial position of the forming planet is defined by the
location of the trap.
This analysis is a recent addition to our model because
of our chemically motivated method of inferring the loca-
tion of the dead zone. Previous works relied on an analytic
method of determining the ionization structure in the disk.
It was generally found that the radial position of the dead
zone was well within the other two traps for the entire disk
lifetime (Hasegawa & Pudritz 2013) or evolved inwardly of
the two traps quickly enough (Alessi, Pudritz & Cridland
2016a) that such an analysis was not necessary.
Generally we assume that the radial location of the
trapped planet will follow the location of its planet trap ex-
actly. At every timestep we check the ratio of the libration
time to viscous time, and in the case that the ratio tLib/tvis
is less than one the radial evolution is defined by Equation
37.
4.2 Planet Formation Model
Our planet formation model is based on the standard core
accretion model of Ida & Lin (2004). The planet grows
by first growing a solid core through oligarchic growth
(Kokubo & Ida 2002) followed by gas accretion onto the
established core regulated by the Kelvin-Helmholtz (KH)
timescale (Ikoma et al. 2000). The core begins at one hun-
dredth the mass of Earth and quickly migrates into one of
the three planet traps. The core then grows at the radii de-
fined by the planet trap until it reaches a mass large enough
to open a gap and begin Type-II migration.
In the core accretion model the core undergoes three
phases of accretion. The first phase is a rapid solid oligarchic
growth, with growth timescales of O(105) yr. The mass ac-
cretion rate of the solid core is defined as (Ida & Lin (2004),
their equations 5 and 6):
dMc
dt
=
Mc
τc,acc
≃ Mc
1.2× 105
(
Σd
10gcm−2
)( a
1AU
)−1/2(Mc
M⊕
)−1/3(
Ms
M⊕
)1/6
×
[(
Σg
2.4× 103gcm−2
)−1/5 ( a
1AU
)1/20 ( m
1018g
)1/15]−2
g yr−1,
(38)
where Σg and Σd is the surface density of gas and dust
respectively,Mc is the mass of the core and m is the average
mass of the accreting planetessimals.
During oligarchic growth little to no gas is accreted
since the accreting oligarchs keep the core too hot. When the
core reaches its ‘isolation mass’, defined by Ida & Lin (2004)
as the maximum available solid mass within 10 Hill radii of
the core, solid accretion stops and a phase of slow (O(106)
yr) gas accretion begins. The gas accretion is regulated by
the KH timescale, parameterized by (Hasegawa & Pudritz
2012),
τKH ≃ 10cyr
(
Mp
M⊕
)−d
, (39)
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so that the gas accretion rate has the form,
dMp
dt
≃ Mp
τKH
, (40)
where Mp is the total mass of the forming planet, and
the parameters c = 9 and d = 3 are fiducial val-
ues (Ida & Lin 2004) that adequately reproduce the mass-
period relation for the population of observed exoplanets
(Hasegawa & Pudritz 2013). If the forming planet accretes
enough mass for the KH timescales to drop below about 105
yr the planet enters into a phase of unstable gas accretion,
where it rapidly draws down the remaining gas in its feeding
zone.
At some point before this final accretion phase the
planet becomes massive enough to open a gap in the disk and
decouples from its planet trap, entering into a phase of Type-
II migration. The ‘gap opening’ mass requires the planet’s
Hill radius to be larger than the pressure scale height at
the planet’s location, otherwise the gap will be closed by
gas pressure. A second requirement is that the torques
from the planet on the disk exceeds the torques caused
by viscous stress. These requirements are summarized by,
(Hasegawa & Pudritz (2012),Lin & Papaloizou (1993)),
Mgap
M∗
= min
[
3h3p,
√
40αturbh5p
]
, (41)
where hp ≡ Hp/rp. When the gap is opened the planet de-
couples from the evolution of the planet trap, evolving on
the viscous time
tmig = tvis =
r2p
ν
. (42)
This migration timescale is increased due to the inertia of
the planet when it is above a critical mass Mcrit = piΣpa
2,
which is the approximate mass of the disk interior to the
planet. Above the critical mass the migration time scale is,
tmig =
r2p
ν
(1 +Mp/Mcrit), (43)
and the radial evolution for Type-II migration is,
drp.II
dt
=
rp
tmig
. (44)
Understanding how mass accretes onto the planet after
the gap opens is still an open question and one that requires
the results of detailed 3D numerical simulations of accretion
onto migrating planetary cores (see for example the numer-
ical simulation of Kley (1999)). It may be that the accretion
is at least regulated by the global mass accretion rate in the
disk.
In this work, we parameterize the maximum mass of
the planet with a fiducial value of fifty times the gap open-
ing mass (fiducial value in Hasegawa & Pudritz (2012, 2013)
and Alessi, Pudritz & Cridland (2016a)), above which we
shut off the accretion onto the planet. This is a necessary
parameterization due to the unstable nature of the Kelvin
Helmholtz rate of accretion. Between the gap opening mass
and the maximum mass we maintain the same prescription
for gas accretion as in Equation 39.
When combined with the planet trap model for planet
migration this prescription for planet formation produces
a well defined evolutionary track through the planet mass-
semimajor axis space that we define as a ‘planet track’.
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Figure 8. Full planet tracks for our fiducial disk setup. Each
track is associated with a single planet forming in isolation, with-
out any dynamical interactions between other planets in other
tracks. We also ignore interactions if two traps cross in space, so
that there is no ‘trap jumping’. We annotate the three phases of
mass accretion: Phase 1: Oligarchic growth, Phase 2: Slow gas ac-
cretion, limited by the Kelvin Helmholtz timescale and Phase 3:
Rapid gas accretion, regulated by a Kelvin Helmholtz timescale
tKH < O(10
5).
In Figure 8 we show three examples of such tracks. For
our choice of disk parameters (Mdisk(t = 0) = 0.1 M⊙,
sdisk(t = 0) = 66 AU, tlife = 4.10 Myr) we find that two
of the planets end up being ‘Hot Jupiters’ while the third
fails to grow to a significant mass by the end of the disk
lifetime. The location of these planet tracks, and the overall
evolution of the growing planet depends on the location of
the planet’s natal planet trap. The location of the planet
traps will depend on the disk model parameters that are
selected, so a complete picture of possible planets will de-
pend on a full population synthesis model that we leave for
future work. Qualitatively, our planet tracks match the re-
sults from Hasegawa & Pudritz (2012), apart from a trend
that planets whose corotation torque saturates will tend to
tilt farther to the left (migrate to lower orbital radii) dur-
ing their phase of solid accretion than planets whose torques
remain unsaturated.
During the oligarchic growth phase the mass accretion
of the core is given by Equation 38. When the core reaches
its isolation mass the mass accretion is dominated by gas
accretion given by Equation 40. When the planet reaches
its gap opening mass (Equation 41) the radial evolution is
no longer governed by Type-I migration, and is instead given
by Equation 44.
Combining the core accretion model with planetary mi-
gration allows us to track the chemical composition of the
material accreted onto the exoplanetary atmosphere. When
combined with our full set of temporal snapshots of the
chemical disk and our migration model outlined above, we
can compute a full picture of the chemical makeup of the
material being accreted onto the forming planet.
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5 ATMOSPHERIC COMPOSITIONS:
RESULTS
We evolve a fiducial disk model with parameters listed in
table 1 and compute the formation of planets in each of
the three planet traps outlined above. When evolved these
disk model parameters produce a disk which ranges in mass
from 0.013 → 0.0044 M⊙ for a disk age range of 2 → 3
Myr respectively. Submillimeter surveys of star forming re-
gions have yielded mass ranges of 0.00143 − 0.0153 M⊙
for disks around stars with ages ranging between 2 − 3
Myr (see Andrews et al. (2013), Williams et al. (2013) and
Cieza et al. (2015)).
5.1 Condensation Front Locations: Comparison
with TW Hya and HL Tau
Some of the most important observational features in pro-
toplanetary disks are condensation fronts (or equivalently
‘ice lines’) which are the disk radii where the tempera-
ture falls below the sublimation temperature of volatile
species. At these temperatures, the freezing efficiency of the
volatile species approaches unity and the majority of chem-
ical species become frozen onto grains. Carbon monoxide is
a convenient molecule to study the effects of condensation
fronts as it reacts with another easily detected molecule,
N2H+. In the gas phase, N2H+ is created through protona-
tion of gaseous N2 down to a few degrees above the freez-
ing temperature of CO (∼ 20 K). It is destroyed primar-
ily through reactions with gaseous CO (Qi et al. 2013a).
Another important observational tracer is formaldehyde
(H2CO) which can be efficiently produced by Hydrogen cap-
ture of frozen CO, then non-thermally desorbed to produce
a gas component of H2CO (Qi et al. 2013a).
Observational surveys use the emission from these
tracer molecules to infer the location of the CO con-
densation front. The quoted locations vary considerably
between observational studies, from 25, 30 to 160 AU
(Pontoppidan et al. (2014), Qi et al. (2013b) & Qi et al.
(2013a) respectively).
In Figure 9 we show the ratio of CO gas and ice to Hy-
drogen atoms for radii ranging from 30 AU to the outer edge
of the disk, highlighting the evolution of the location of the
CO ice line in our model. It evolves outward from ∼ 62 AU
out to ∼ 90 AU between 0.1 and 3.7 Myr in the region of
the disk that is primarily heated through direct irradiation.
As seen in section 4.1.1 the region of the disk that is heated
through direct irradiation produces a temperature profile
that is constant in time. Unlike water in Figure 6, carbon
monoxide also evolves through a variety of other reactions
other than freezing onto grains. In particular it is sensitive
to the local UV field which photodesorbs the molecule off
of dust grains. As the density of the dust is reduced the
efficiency of CO absorption is reduced and the rate of pho-
todesorption is increased. Both of these affects conspire to
move the location of the ice line outward as the disk evolves
and the density drops.
The condensation front of water is another important
feature in protoplanetary disks as it represents a sharp tran-
sition in the opacity structure of the disk. Detecting the ef-
fect of the water ice line is generally limited by resolution,
and only a limited number of detections have been com-
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Figure 9. Midplane CO distribution of the gas (solid line) com-
ponent and frozen (dashed line) component, from 10 AU to 100
AU. The location of the CO ice line (condensation front) is de-
noted with the arrow, at a position that varies from ∼ 60 AU out
to 65 AU for disk time from 0.1 Myr to 3.7 Myr respectively.
pleted with Spitzer and Herschel. In TW Hya a strong wa-
ter vapour emission is detected at about 4 AU but drops off
by orders of magnitude at 4.2 AU (Zhang et al. 2013), sug-
gesting that the ice line can be defined as a sharp transition
point between the gas and ice phase of water.
This sharp transition can be seen in our own work in
Figure 6 where the water vapour drops off by over two or-
ders of magnitudes within half an AU. The disk around TW
Hya is classified as a transitional disk, which is a class of
old systems that are undergoing the final stages of photo-
evaporation of the gas disk. The potential detection of the
ice line in TW Hya represents an upper limit to the radial
location of the ice line during the early stages of the proto-
planetary disk. As the gas disk evaporates from the inside
out, any remaining water ice will be photodesorbed back
into the gas and then lost from the disk by the photoevap-
orating UV field of the host star. The strong water vapour
detection would then represent the evaporation front of the
disk as seen in theoretical calculations of photoevaporation
(Gorti et al. 2015).
Condensation fronts have also been proposed as the
source of the emission gaps observed in the HL Tau disk by
ALMA. Recent experiments have suggested that icy covered
grains tend to be ‘stickier’, increasing the efficiency of dust
coagulation. Because the (sub)mm observations of ALMA
predominately detect the emission of micron sized grains, it
fails to detect the larger grains that are expected to exist
at the condensation front (Zhang et al. 2015). The obser-
vations made of HL Tau show three main bands of reduced
intensity at approximately 13 AU, 32 AU and centered at 63
AU (although the reduced intensity is about 10 AU wide).
Zhang et al. (2015) interpret the locations of the first
two gaps as being the ice lines of water and pure or hydrated
NH3. While the third gap is interpreted as starting at the
ice line of CO2 and passing through the freeze out of CO
and N2.
HL Tau is identified as a young disk, with an age O(105)
yrs into the Class 2 phase, so we compare to our fiducial
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Figure 10. The temporal evolution of the planet traps in our
model. The vertical lines denote the location and time where the
corotation torque saturates and the radial evolution of the planet
decouples from the radial evolution of the trap.
model at t = 105 yr. The ice lines for H2O, CO2, NH3, and
CO are located in our fiducial model at approximately 3.5,
10, 20, and 62 AU respectively. We find that the approxi-
mate locations of the NH3 and CO ice lines agree with the
locations inferred through observations of HL Tau, which is
the first source that could be studied in enough detail to
infer these properties. The disagreement at small radii may
imply that HL Tau is more representative of a disk with pa-
rameters that differ from our fiducial model. This region of
the disk is heated primarily by viscous sources which tend
to be more sensitive to disk parameters such as the initial
mass accretion rate and disk size than the radiatively heated
region at larger radii. Our forthcoming population synthesis
paper will address these issues.
5.2 Computing the Initial Atmospheric
Composition of a Forming Exoplanet
We begin our planet formation model (see Table 1) at 0.1
Myr, giving enough time for the initial core of 0.01 M⊕ to
grow and initialize our computation. At this initial time the
three planet traps are located at:
Dead zone : 21 AU
Heat transition : 19.6 AU
Water ice line : 3.5 AU
With the ice line and heat transition trap both starting
within the dead zone we must assess whether the forming
planet will actually be trapped using Equations 31 and 32.
Where the trap initially starts determines the length of time
prior to the saturation of the corotation torque. The ice line
saturates at a time of about 0.19 Myr and the heat transition
saturates later at 0.73 Myr.
Figure 10 shows the time evolution of each planet trap
and the location where the corotation torque saturates and
the planet migrates under standard Type-I migration caused
by Lindblad torques. When combined with our planet for-
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Figure 11. Full planet formation tracks along with annotations
showing the location of the planet in the mass-semimajor axis
space for 1, 2, 3 and 4 Myr. At small radii planets spend a very
short time accreting its solids and can reach super-Jovian masses
in less than 1 Myr. The saturation of the corotation torques also
help to speed up formation of Jupiter mass planets, as the planet
quickly moves into regions of the disk with higher surface densi-
ties.
Table 4. Final planetary properties at t = tlife
M (MJupiter) a (AU)
Dead zone 0.003 3.7
Ice line 2.67 0.11
Heat transition 1.43 0.15
mation model we compute the planet tracks shown in Figure
11.
In Figure 11, each planet track is annotated to demon-
strate how much time the planets linger in each evolutionary
phase. In general we see that the planet which is initialized
in the ice line trap grows very quickly, and reaches its maxi-
mum mass within 1 Myr of disk evolution. This rapid growth
is due to the rapid inward migration caused by the early
saturation of the corotation torque at the location of the ice
line. At larger radii, the heat transition planet accretes at
a slower rate and takes 2 Myr to reach its maximum mass.
When the ice line and heat transition planets reach their
maximum masses before the disk is dispersed, they proceed
to evolve radially through Type-II migration for the remain-
der of the disk history. On the other hand, the dead zone
planet does not reach its maximum mass by the time the
disk disperses.
For the disk parameters shown in Table 1 we compute
three planets with the final planetary mass and orbital ra-
dius shown in Table 4. We compute two Hot Jupiters and
one sub-Earth mass planet, the former having a small spread
in planetary mass and orbital radius while the latter repre-
sents a ‘failed’ core that never reached a sufficient mass to
draw down an atmosphere.
In Figure 12 we show the cumulative minor gas abun-
18 A. J. Cridland, R. E. Pudritz and M. Alessi
0 20 40 60 80 100
Mass Percent
Dead zone
Ice line
Heat trans
H2O
CO
H
CO2
NH3
HCN
CH4
HNC
N2
0.0 0.5 1.0 1.5 2.0 2.5
Mass Percent
Dead zone
Ice line
Heat trans
Minor Gas Abundances
Figure 12. Mass percentage of most abundant gases other than
H2 and He. The bottom panel zooms into the gas species other
than H2O and CO. The heat transition and ice line planets show
similar abundances in both H2O and CO. The dead zone planet
did not accrete an atmosphere, and the reported species are
the most abundant ices that could contribute to an atmosphere
through out gassing. It is exclusively dominated by water ice.
The difference between the heat transition and ice line planets
is in the nitrogen carriers, and is determined by when the planet
undergoes unstable gas accretion (see Figure 11). At early times
(when the ice line accretes) the nitrogen gas is primarily in NH3
and HCN, while at later times the disk cools and the nitrogen
content is dominated by N2. The values are shown in Table 5.
dances as a percentage of the total mass of each planet
formed in the three planet traps. These minor gas abun-
dances are all gas species other than H2 and He (which dom-
inate the total mass of the planet, making up between 99.5%
and 99.8% of the total mass). Only the gas species that have
mass percentages greater than 0.01% of the total minor gas
mass are shown (see Table 5 for numerical values). The dom-
inant minor gases in our planets are CO and H2O, owing to
the high abundance of these molecules in the disk. For the
dead zone planet which accreted no atmosphere, we have
estimate an ‘out gassed’ atmosphere based on the amount
of frozen material it accreted during the oligarchic growth
phase. In producing Figure 12 we have assumed that all of
the ice that is accreted is out gassed into an atmosphere.
The ratio between H2O and CO in the atmospheres
of gas giants is determined largely by the relative amount
of those species in the gas phase where the planet rapidly
draws down the majority of its gas (Phase 3 accretion). If
this occurs outside the radial location of the ice line the
Table 5. Minor gas abundance as percent of mass
not in H2 and He. The dead zone atmosphere is pop-
ulated by a theoretical out gassing of frozen mate-
rial. For a complete list of gas species please visit
physwww.physics.mcmaster.ca/~cridlaaj/Format_atmos_data.html
Dead zone Ice line Heat transition
H2O 99.84 67.92 61.15
CO < 0.01 30.40 36.70
H < 0.01 0.02 0.1
CO2 < 0.01 0.32 0.09
N2 < 0.01 < 0.01 1.85
NH3 < 0.01 0.69 < 0.01
HCN 0.12 0.2 < 0.01
CH4 < 0.01 0.45 0.11
HNC 0.02 < 0.01 < 0.01
majority of the water is in the ice phase rather than the
gas phase. The dead zone planet underwent its oligarchic
growth outside of the water ice line and within the CO ice
line, hence its high abundance of water in its hypothetical
atmosphere.
By contrast the abundance of the nitrogen carriers (pri-
marily NH3, N2, HCN) show variation between the ice line
planet (primarily NH3 and HCN) and the heat transition
planet (primarily N2). This variation appears to depend on
when the gas giant accretes its gas. As seen in Figure 11 the
ice line accretes its gas very early in the disk evolution (prior
to 1 Myr) while both the heat transition and dead zone ac-
crete later than 1 Myr. As the disk ages the viscously heated
regime of the disk cools and the gas phase nitrogen content
of the disk is primarily converted to N2 while species like
NH3 and HCN freeze out onto grains.
Figure 12 assumes that no chemical processing has oc-
curred once the gas has accreted onto the planet. We call
these atmospheres early atmospheres as they represent the
chemical abundances of a homogeneous, passive atmosphere
that has not had time to change the chemical abundances
that it accretes during its formation. In what follows, when
we compare the chemical results of our theoretical atmo-
spheres to the observational data we also assume that there
is no physical processing (vertical transport, atmospheric
loss) of the atmosphere to change its chemical make up.
6 DISCUSSION
6.1 Comparison with the Observations
We wish to compare the computed chemical abundance
of the atmospheres of our theoretical planets to the avail-
able retrieved abundances from observed planets. The
atmospheric data has generally been obtained for Hot
Jupiters with orbital seperations of a few hundredths
of an AU (Lee et al. (2011), Lee et al. (2013), Line et al.
(2011), Line et al. (2013), Madhusudhan & Seager (2009),
Madhusudhan & Seager (2010) and http://exoplanets.eu for
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Figure 13. Mixing ratio [X]/[H2]: the abundance of the molecule X over the abundance of molecular Hydrogen. The red bars denote the
range of inferred mixing ratios from Madhusudhan & Seager (2009, 2010); Miguel & Kaltenegger (2014); Lee et al. (2011); Line et al.
(2011, 2013), where the darker opacities denote regions of overlap between different sources. The mixing ratios are shown in the colour
denoted in Figure 11: Ice line (blue) and Heat transition (orange). The dead zone planet is absent from this comparison as it is not
representative of a Hot Jupiter atmosphere.
orbital properties). The orbital radii of the ice line and heat
transition planets (R∼ 0.11, 0.15 respectively) are an order
of magnitude farther out than the planets available in the
atmospheric data. Regardless, we will compare their atmo-
spheric contents to the ones in the data because our theoret-
ical planets could migrate into the orbital radii range of Hot
Jupiters if the disk was allowed to evolve for longer than 4.1
Myr. Moreover, we assume that the chemical content of the
atmosphere is unchanged once the planet reaches its maxi-
mum mass, because it no longer accretes any disk material
and we do not evolve the atmosphere once it has been ac-
creted onto the planet. Indeed, in a full population synthesis
model one of the variable parameters is the lifetime of the
disk, which can have a range of values as low as 1 Myr and
as high as at least 10 Myr. A longer disk lifetime would also
let the dead zone planet accrete more matter which would
allow it to collect an atmosphere. For this reason, the disk
lifetime is one of the most important disk parameters to
study in future work.
Figure 13 shows the range of inferred mixing ratios from
observations (see Madhusudhan & Seager (2009, 2010);
Miguel & Kaltenegger (2014); Lee et al. (2011); Line et al.
(2011, 2013)) and compares the range to our theoretically
computed mixing ratios.
Generally speaking we see a good agreement for our
computed models in the ice line and heat transition trap
as well as the range of inferred ratios that had the highest
agreement (darkest region) between observers. While we lack
the statistical breadth of a full parameter search to fully un-
derstand the connection between our theoretical predictions
and the observations, these results suggest that our early
(non-processed) atmospheres are a good representation of
the chemical make up of observed Hot Jupiter atmospheres.
Variations between these early atmospheres and the obser-
vations have a variety of potential causes. This may include
chemical processing in the atmosphere as well as mixing due
to turbulent transport and atmospheric loss from a variety
of sources. Only the chemical abundance of the upper at-
mosphere (down to one optical depth) of the planet can be
observed through emission and transmission spectra. Thus
the observable abundance of CH4 and H2O is sensitive to
UV photolysis, while H2O and CO2 are sensitive to the ef-
ficiency of vertical mixing. Alternatively, molecules like CO
appear to be unchanged when testing different UV flux and
mixing efficiency (Miguel & Kaltenegger 2014).
6.2 Elemental Ratios: C/O
The elemental ratio of an atmosphere is another probe for
studying the chemical abundance and physical properties of
exoplanetary atmospheres. The most relevant elements are
Carbon and Oxygen because of their abundance and ease
of detection. Nitrogen is a third important element however
it has yet to be directly detected or inferred in the emis-
sion spectra of Hot Jupiters. The carbon-to-oxygen ratio
(C/O) is a widely studied elemental ratio and is believed to
track the approximate formation location of gas giant plan-
ets (O¨berg et al. 2011).
The general picture assumes that the abundance of
H2O, CO2 and CO are only determined by their condensa-
tion onto grains at each of their respective ice lines. If a gas
giant accretes its gas inside the CO ice line but outside the
ice lines of both CO2 and H2O then C/O ∼ 1. If the planet
accretes within the CO2 ice line then 0.66 < C/O < 1 de-
pending on the relative abundance of CO2 to CO with the
lowest ratio requiring equal amounts of CO2 and CO. CO2 is
rarely more abundant than CO, as is the case for the chem-
istry outputs shown here. Within the water ice line a planet
would accrete an elemental ratio C/O ∼ 0.5 if H2O and CO
are equally abundant and CO2 is negligible (as we see in
our planets) and C/O ∼ 0.25 if H2O, CO2 and CO are all
equally abundant.
In our model the ice line and heat transition planets
have C/O = 0.227; 0.279 respectively. The dead zone planet
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has an incredibly low C/O ∼ 0.001 in its out gassed atmo-
sphere. Both the heat transition and ice line planets have
C/O of less than a third, due to the abundance of water
over CO and the low abundance of CO2. The difference in
relative abundances and C/O appears to arise because the
heat transition trap begins its gas accretion outside of the
ice line, before moving within the location of the water con-
densation front where it accretes the vast majority of its
gas. The planet that started forming in the water ice line
began and ended its gas accretion within the ice line due to
the early saturation of the corotation torque in the water
ice line. Because of its early saturation, the ice line accretes
more water (by mass) than the heat transition trap.
Again we see the importance of where and when the
planet forms: the radial location of gas accretion sets the
bulk of the carbon-to-oxygen ratio. We initialized our chem-
ical code with the dominant chemical species computed from
a chemical simulation of a molecular cloud. This initial con-
dition has a C/O of 0.288 which is close to the C/O ratio
of both planets. This suggests that the gas that each planet
accreted had very little elemental processing prior to accre-
tion. This processing depends on the physical conditions of
the disk, and thus is sensitive to the radial location of the
forming planet and the age of the disk.
6.3 Elemental Ratios: C/N
The Carbon-to-Nitrogen ratio has yet to be used for analyz-
ing exoplanetary atmospheres. However it has been used to
characterize the astronomical bodies in our solar system (for
example, the review by Bergin et al. (2015)). Our sun has
C/N ∼ 4 while the Earth has an average ratio of ∼ 49. This
large discrepancy is likely caused by the Earth accreting
material that had been thermally processed (Bergin et al.
2015). For the Hot Jupiter formed in the ice line trap we
find C/N ∼ 47. For the Hot Jupiter formed in the heat
transition trap we find C/N ∼ 10. Drawing the same con-
clusion as before, this discrepancy is caused by the thermal
processing of the gas disk. This thermal processing is re-
duced as the disk cools, so C/N can be used as a measure of
when the planet accretes its gas. High ratios suggest that the
planet forms earlier in the disk lifetime. The ice line planet
began its gas accretion at about 0.29 Myr into the simula-
tion while the heat transition planet began accreting gas at
1.13 Myr. From Figures 2 and 3 we can see that a significant
amount of chemical evolution has taken place between these
two starting points.
7 CONCLUSIONS
We have developed a method of linking the time depen-
dent, non-equilibrium astrochemistry of accretion disks to
the chemical abundances of exoplanetary atmospheres. With
this model of a disk undergoing viscous evolution as well as
photoevaporation, we have run 4.1 Myr lifetime model of a
fiducial disk and planet formation model to produce a set of
exoplanets in three basic planet traps. We find that:
• It contains condensation fronts of H2O, CO2, NH3 and
CO located at 3.5, 10, 30 and 62 AU at t = 0.1 Myr respec-
tively, corresponding well with the inferred locations of the
condensation fronts proposed to exist in HL Tau .
• We compute three planets with M = 2.67 Mjup, 1.43
Mjup and 0.003 Mjup and a = 0.11 AU, 0.15 AU and 3.7
AU in the ice line, heat transition and dead zone traps re-
spectively.
• In these three traps we find an atmospheres with
Carbon-to-Oxygen ratios (C/O) of 0.227, 0.279, 0.001 in the
ice line, heat transition and dead zone traps respectively .
• Three planets were produced that had mixing ratios
for CO, H2O, CO2 and CH4, of 1.99 × 10−4, 5.0 × 10−4,
1.8 × 10−6 → 9.8 × 10−10 and 1.1 × 10−8 → 2.3 × 10−10
respectively. These correspond well with the mixing ratios
inferred from observed emission spectra.
• C/O is largely influenced by the location of the accret-
ing protoplanet with respect to the location of the water ice
line when the planet accretes the majority of its gas.
• C/N is influenced by thermal processing of the accreted
gas and is set by the location of the accreted gas and when
the gas was accreted.
• The chemical abundance of the atmosphere depends on
where and when the planet accretes its atmosphere. This is
seen in both the carbon-to-oxygen ratio as well in the mass
weighted abundances.
• Early (in time) accreters generally have their nitrogen
content in the form of NH3 and HCN, while the later ac-
creters have their nitrogen in the form of N2.
It is not clear if these results are representative of the
full population of exoplanets, or are simply the result of our
very limited sample of disk parameters. In future work, we
will improve our methods by including dust growth, frag-
mentation, settling and radial transport into the radiative
transfer model which will change the global ionization struc-
ture of the disk. Additionally we will perform a population
synthesis study based on distributions of disk lifetimes and
initial masses in order to develop a statistical treatment of
planetary atmospheres.
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APPENDIX
APPENDIX A: VISCOUS EVOLUTION OF
MASS
Solving the eqs. 21 and 28 we find that the viscously evolving
mass evolves as a power law. When there is no radiative
region present, the mass evolution takes the form:
M(t) =
M0
(1 + t/τvis)
3/16
, (A1)
where
τvis =
3M0
16M˙0
. (A2)
When the radiative regime appears (at a time of t = t1) the
mass evolves as:
M(t) =
M1
[1 + (t− t1)/τrad]7/13
, (A3)
where
τrad =
7M1
13M˙1
, (A4)
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Figure A1. Comparison of the flux of photons at the midplane
in the fiducial disk. The three examples from RADMC3D show a
rapid convergence in the flux at high radii, only showing a small
deviation between the three photon resolutions. We compare the
Bethell and Bergin method, which included a more accurate rep-
resentation of the local molecular Hydrogen number density, to
RADMC3D at the same level of photon number. These curves
show similar levels of variation at low radii and an overall de-
crease in flux at far radii, caused by the more accurate Hydrogen
number density profile.
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Figure A2. Comparison of the resulting Ohmic Elsasser num-
ber (equation 7) from radiative transfer calculations with varying
photon packet number. While Figure A1 shows some variation
in the photon count at small radii on the midplane, it does not
translate into a large change in the ionization structure and the
resulting Ohmic Elsasser number.
where M1 ≡ M(t = t1) from eq. A1.
These equations describe how the total mass of the disk
would evolve if photoevaporation was neglected. They are
also used in deriving the radial expansion of the disk through
angular momentum transport (eq. 20).
APPENDIX B: NUMERICAL TESTS AND
VERIFICATION
Here we show tests of our numerical methods that have been
used in this work. Our choice of using RADMC3D code in
order to do the radiative transfer calculations for disk as-
trochemistry was motivated by our requirement for a com-
putationally efficient method of determining the radiation
field throughout the entire evolution of the disk over a few
million years.
In Figure A1 we show a comparison of the total X-ray
photon flux between RADMC3D at three different photon
resolutions and the radiative transfer scheme based on the
work by Bethell & Bergin (2011a,b). Generally RADMC3D
quickly converges, showing only small variations at high
radii but larger variations at smaller radii for different pho-
ton resolutions. The Bethell and Bergin code shows a sim-
ilar radial dependence of the midplane photon flux, how-
ever generally has lower flux than RADMC3D over all radii.
The Bethell & Bergin (2011a,b) code computes the number
density of molecular Hydrogen and the resulting Lyman-
alpha flux iteratively with a Monte Carlo radiative transfer
scheme. This iterative process results in a radiation field
and molecular gas distribution that is a self-consistent, but
increases computation time and results in higher variation
in midplane flux between successive radii. Conversely we do
not update the distribution of molecular hydrogen caused
by the radiation field that is computed by RADMC3D. This
results in a much faster computation, but will ultimately
underestimate the flux of Lyman alpha photons along the
midplane. Because of our desired temporal resolution over
the lifetime of the disk we accept this trade off.
In Figure A2 we show that using different photon res-
olution does not result in large differences in the ionization
structure and therefore the radial dependence of the Ohmic
Elsasser number.
In Figure B1 we show that the chemical abundances
of important gas species resulting from the three different
photon resolutions have very little radial differences. There
is virtually no difference in the results obtained from using
resolution of 107 and 108 photons with RADMC3D. There
is however some difference in the resulting abundances of
species that are closely dependent on the local radiation
field. For example the gas species of CN is produced through
the UV photolysis of HCN, and so the ratio of the abun-
dance of these species are generally used as an observational
tracer for the strength of the UV field in accretion disks.
In comparing the two photon resolutions, it is clear that
the lower resolution calculation is filtering out some large
variations that happen over very small regions of the disk.
However the global properties are generally maintained for
the most abundant molecules in the disk. Additionally, for
molecules that have been reportedly observed in planetary
atmospheres, H2O, CO, CO2 and CH4, only CH4, which has
the highest observational uncertainty shows significant vari-
ations in abundances between the two photon resolutions.
For this first run of the model we will use the lower resolu-
tion, 106 photon packets, in computing the chemistry.
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Figure B1. Comparison of resulting gas abundances from different photon packet counts for the fiducial disk at t = 105 yrs. Small
variation is seen in the most abundant species, while some of the more rare species that depend on the local radiation field are most
sensitive to resolution. The results from the 107 and 108 packet tests are identical, so the result of 108 packets is not shown.
Composition of Early Planetary Atmospheres I 25
B1 Observational Tracers
Observational tracers of the chemical structure of protoplan-
etary disks are obtained primarily through the observations
of gas emission spectra in the millimeter to submillimeter
range. Due to observational constraints, the average exci-
tation temperature and total surface density of a molecule
are the primary properties that can be determined through
spectral observations. To compare to available observations,
we have computed the total surface density of a given molec-
ular species. We have assumed that the disk is viewed face
on and that the observed line intensities are due to a cumu-
lative effect of all the molecules of a given species, spread
out over the total surface area of the disk. The total column
number density therefore has the form:
Ntot =
1
pis2
∫
nX(R, z)RdRdθdz cm
−2, (B1)
where nX is the volume number density in units of cm
−3
and s is the outer edge of the disk at a given time. The total
surface density relative to the total surface density of carbon
monoxide is shown in Table B1.
In general we find a fair agreement between the ratios
of surface density for many of the detected molecules, with
variations on the order of unity in H2O, HCO+, CH4 and
H2CO. For other molecules like C2H, CN and C2H2 we un-
derestimate the ratio by a few orders of magnitude, likely
caused by radiative transfer effects like optical depth. For
an optically thick line emission, its intensity does not rep-
resent the full line of sight surface area of the gas. For the
case of 12CO, its line emission is generally optically thick.
Therefore, in using 12CO as the denominator of the ratios
that make up Table B1, observations are at risk of over es-
timating the true ratio between a molecule and 12CO. This
depends on whether the line emission of the molecule that
makes up the numerator is optically thin, or if the opti-
cal depth of the line is drastically different than the optical
depth of 12CO.
Table B1. Total surface number density relative to 12CO at
three instances in the disk as computed with our chemistry model.
Corresponding ratios from the results of multiple observational
sources are included in the right-most column for comparison.
0.1 Myr 1.3 Myr 3.7 Myr Literature
H2O 1.09(−2) 6.59(−4) 1.01(−4) 5.09(−2) c
OH 4.90(−6) 6.72(−6) 1.85(−5) 1.46(−2) c
CO2 8.40(−6) 2.16(−6) 7.03(−7)
CH4 4.76(−5) 8.22(−5) 6.57(−5) 2.47(−4) c
HCO+ 3.58(−7) 8.29(−7) 1.64(−6) 4.78(−5) b
C2H 1.44(−5) 2.53(−5) 4.29(−5) 9.50(−2) a
CN 1.55(−5) 3.22(−5) 7.33(−5) 1.71(−3) a
HCN 5.60(−4) 7.37(−4) 2.12(−3) 3.59(−5) a
H2CO 5.99(−6) 1.19(−5) 8.58(−6) 8.81(−6) b
C2H2 1.96(−6) 3.94(−6) 1.64(−6) 2.21(−3) c
N2H+ 2.86(−9) 5.51(−9) 7.23(−7)
CS 2.28(−6) 3.68(−6) 1.74(−5)
CH3OH 1.78(−11) 1.62(−12) 6.24(−13)
Note: format a(b) denotes a× 10b
a Averaged values from table 6 of Kastner et al. (2014)
assuming the ratio 12CO/13CO= 77 (Walsh et al. 2013)
b Averaged values from table 4 of Punzi et al. (2015) assuming
the ratio 12CO/13CO= 77
c Values taken from table 3 of Mandell et al. (2012) and
represents line ratios based on a slab model
