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a b s t r a c t
We show that each 4-regular n-vertex graph contains at most O(18n/5) ≤ O(1.783n)
Hamilton cycles, which improves a previous bound by Sharir and Welzl. From the other
side we exhibit a family of graphs with 48n/8 ≥ 1.622n Hamilton cycles per graph.
Moreover, we present an algorithm which finds the minimum weight Hamilton cycle
of a given 4-regular graph in time
√
3
n · poly(n) = O(1.733n), improving on Eppstein’s
previous bound. This algorithm can bemodified to compute the number of Hamilton cycles
in the same timebound and to enumerate all Hamilton cycles in time (
√
3
n+hc(G))·poly(n)
with hc(G) denoting the number of Hamilton cycles of the given graph G. So our upper
bound of O(1.783n) for the number of Hamilton cycles serves also as a time bound for
enumeration.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The traveling salesman problem (TSP) is one of themost fundamental NP-hard problems [4]. This paper is concernedwith
finding the minimum weight Hamilton cycle (i.e. solving TSP) and the closely related issues of enumerating all Hamilton
cycles and bounding the number of Hamilton cycles in 4-regular graphs.
For decades the best known algorithm for TSP was the dynamic programming algorithm by Held and Karp [7], which
runs in time O(2n)with n denoting the number of vertices of the given graph. It is still open whether the traveling salesman
problem in this general form can be solved in time O(1.999n) [10]. However, if we restrict to bounded degree graphs some
significantly faster algorithms are known. Björklund et al. [2] developed an algorithm which for every constant k finds the
minimum weight Hamilton cycle of a graph with maximum degree k in O((2(k+1) − 2k − 2)n/(k+1)). For 3-regular and 4-
regular graphs this gives a running time of O(1.68n) and O(1.85n), respectively. However, for these two classes of graphs
the best known algorithms have a substantially smaller running time.
1.1. 3-regular graphs
Eppstein [3] gave an algorithm A which finds the minimum weight Hamilton cycle in a given 3-regular graph in time
O(2
n
3 ) ≤ 1.26n.A basically solves themore general problem of finding theminimumweight Hamilton cycle which contains
a given set of forced edges. In each step it recursively deletes some edges and marks others as ‘‘forced’’ and then continues
with the resulting, new graph. Iwama and Nakashima [8] carefully analyzed theworst case branches ofA andmodified their
treatment, which allows to bound the number of (remaining) worst case branches. Their algorithm Aref has running time
O(1.251n).
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Eppstein also considered the problem of enumerating all Hamilton cycles and established an algorithm which lists all
such cycles in time O(1.297n). Of course this is also an upper bound on the number of Hamilton cycles. The best known
construction of 3-regular graphs has 2
n
3 ≈ 1.26n Hamilton cycles [3]. In [5,6], we improve the upper bound to O(1.276n).
1.2. 4-regular graphs
To find the minimumweight Hamilton cycle in a given 4-regular graph G Eppstein first reduces G to a 3-regular graph in
a randomized way and then appliesA. The resulting algorithm can be derandomized and runs in time O(
 27
4
 n
3 ) ≤ 1.890n.
More generally, this algorithm runs in time O(
 3
2
n · t3(n))with t3(n) denoting the time needed to find theminimumweight
Hamilton cycle in a 3-regular graph. In particular, ifA is replaced withAref then the minimum weight Hamilton cycle can
be found in time O(1.876n).
We improve this time upper bound to
√
3
n ·poly(n) (√3 ≈ 1.732) where ‘‘poly(n)’’ denotes a polynomial factor in n. Our
approach is rather different from Eppstein’s, instead of using the concept of forced edges we enumerate all paths of length
n
2 and search, using some algorithmic tricks, the pair whose concatenation forms a cycle with minimum weight. Adapted
versions of this algorithm compute the number of Hamilton cycles in the same time bound and enumerate all Hamilton
cycles in time (
√
3
n + hc(G)) · poly(n)with hc(G) denoting the number of Hamilton cycles of the given graph G.
Finally, we show that the number of Hamilton cycles is at most O(1.783n). This improves the upper bound of 2n obtained
by Sharir and Welzl [9] and moreover serves as a time upper bound for enumeration. The last result is complemented by
the construction of a family of graphs with 48n/8 ≥ 1.622n Hamilton cycles per graph.
Graphs with maximum degree 3 and maximum degree 4. All the results of Eppstein about 3-regular graphs and 4-regular
graphs, which we mentioned above, were originally stated for the class of maximum-degree 3 graphs and maximum-
degree 4 graphs, respectively. We note that also the proofs of all our upper bounds for 3- and 4-regular graphs can easily be
generalized to the class of maximum-degree 3 graphs and maximum-degree 4 graphs, respectively.
Notation. Let u, v be vertices of a graph G. An u, v-path is a path in Gwith first vertex u and last vertex v. Two u, v-paths p,
q are internally disjoint if they do not share a vertex other than u and v. A vertexw of a path p is an inner vertex if it is not an
endpoint of p. A 2-factor of a graph G is a spanning 2-regular subgraph.
Organization of this paper. In Section 2, we give algorithms for finding the minimum weight Hamilton cycle, counting the
number of Hamilton cycles and enumerating all Hamilton cycles in 4-regular graphs. In Section 3, we derive an upper bound
of 1.783n for the number of Hamilton cycles. In Section 4, we finally exhibit a family of graphswith 48n/8 ≥ 1.622n Hamilton
cycles per graph.
2. Finding the minimumweight Hamilton cycle and related algorithms
We establish an algorithm for finding the minimum weight Hamilton cycle of a given weighted graph. This includes the
task of detecting whether there is a Hamilton cycle at all.
Theorem 2.1. Let G = (V , E) be a given 4-regular n-vertex graph. Then
(i) the minimum weight Hamilton cycle of G can be found in time
√
3
n · poly(n), (√3 ≈ 1.73),
(ii) the number of Hamilton cycles of G can be computed in time
√
3
n · poly(n), and
(iii) all Hamilton cycles of G can be enumerated in time (
√
3
n + hc(G)) · poly(n).
Proof of (i). Let V = {v1, . . . , vn}. We assume first that n is even (we will see that the case where n is odd can then be
treated along similar lines). A Hamilton cycle in which two given vertices vi, vj have distance n2 will be called a (vi, vj)-cycle.
Since the number of vertex pairs is polynomial in n it suffices to establish an algorithm which finds the minimum weight
(v1, vm)-cycle for given v1, vm. Note that the minimum weight (v1, vm)-cycle can be obtained by concatenating the two
paths p, qwhich haveminimumweight-sum among all internally disjoint pairs of v1, vm-paths of length n2 . To find themin-
imum weight (v1, vm)-cycle of Gwe proceed as follows.
Step 1:We enumerate all v1, vm-paths of length n2 and then store them in an array called PL.
Step 2: For each path pwe define the key of p to be the sequence of the indices of the inner vertices of p sorted in ascending
order. We then sort the elements of PL according to the lexicographical order of their keys. For each key kwe keep one path
that has minimum weight among all paths with key k and delete all other paths with key k from PL.
Step 3: Each key now occurs at most once in PL. Let CL be an empty array. To find the optimal path pair in PLwe do several
rounds. In round iwe take the path p stored in the ith item of PL and search in PL for a path whose set of inner points equals
V (G)\(I(p)∪ {v1, vm})where I(p) denotes the set of inner points of p. If the search was successful then we store the cycle c
resulting from concatenating the found path and p in the ith field of CL. (Note that c is the minimum weight (v1, vm)-cycle
containing p.) Otherwise we do nothing.
Finally, we determine the minimum weight element of CL, which is the minimum weight (v1, vm)-cycle.
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Clearly this algorithm finds the minimum weight (v1, vm)-cycle. It remains to show that it can be performed in time
3
n
2 · poly(n). Let N denote the number of elements of PL. We consider each step separately.
(a) Step 1: To establish PL we start at some vertex and recursively visit all yet untouched neighbors until we either get
stuck or obtain a path of length n2 . Since G is 4-regular this can be done in time 3
n
2 · poly(n). This also implies that N is
bounded by the same expression.
(b) Step 2: An r-element array can be sorted in time O(r log r), implying that the first part of Step 2 can be done in time
O(N · logN) ≤ 3 n2 · poly(n). To perform the second part of Step 2, it suffices to traverse PL and delete the respective entries.
Since paths with the same key are consecutive this uses time linear in N . Hence Step 2 can be done in time 3
n
2 · poly(n).
(c) Step 3: Let A be a sorted r-element array where each key occurs at most once. Using binary search it takes time at
most O(log r) to, for a given element e, either find e in A or detect that e is not contained in A. Hence determining the entry
of CL corresponding to the inner vertex set V (G)\(I(p) ∪ {v1, vm}) can be performed in time O(logN) = poly(n) for each
p. The construction of CL thus consists of N rounds, each of which uses time at most O(logN). Determining the minimum
weight element of CL then uses time linear in N . So altogether Step 3 can be done in time O(N · logN) ≤ 3 n2 · poly(n).
Sowe are done for the casewhere n is even. For the casewhere n is oddwe adapt the proof as follows. Instead of Hamilton
cycles in which two given vertices v1, vm have distance n2 we will consider, for a given vertex vi and a given edge e, those
Hamilton cycles in which vi has distance n−12 from both endpoints of e. We denote such cycles by (vi, e)-cycles. Since the
number of vertex-edge pairs of G is polynomial in n it suffices to establish an algorithm which finds the minimum weight
(vi, e)-cycle in the required time. This can be done by repeating the above proof (with slight modifications). 
Proof of (ii). Again we consider first the case where n is even. It suffices to establish an algorithmwhich counts the number
C(v1,vm) of (v1, vm)-cycles for given v1, vm. Indeed, each Hamilton cycle of G contains
n
2 pairs of vertices with distance
n
2 and
therefore contributes exactly n2 to the sum of all C(a,b) with {a, b} ∈
V (G)
2

. Hence hc(G) can then be obtained by computing∑
{a,b}∈(V (G)2 )
C(a,b)
( n2 )
.
In order to compute C(v1,vm) we proceed as follows. As in the algorithm for finding the minimum weight Hamilton cycle
we first store all (v1, vm)-paths of length n2 in an array PL and then sort them according to the lexicographic order of their
keys. Paths containing the same set of inner points now form a sequence of consecutive entries in PL. We then shrink each of
these sequences S down to an entry storing the corresponding set I of inner nodes and the number n(I) of entries contained
in S. We denote the resulting array by NL. Note that n(I) equals the number of v1, vm-paths of length n2 with inner point set
I .
C(v1,vm) then equals the sum of n(I) · n(J) where I , J run over all pairs of disjoint sets I, J ⊆ V (G) stored in NL. To get
C(v1,vm) in reasonable time we proceed as follows. We first initialize our counter with 0. Then we take a set of inner nodes
I occurring in NL and search (in NL) for the set J := V (G)\(I ∪ {v1, vm}). If the search was successful then we increase our
counter by n(I) · n(J). Otherwise we do not touch our counter. In either case we then delete I from NL, select another set I ′
of inner nodes occurring in NL and continue analogously. Finally, our counter stores the number of (v1, vm)-cycles.
Clearly, our algorithm computes the correct result. Along similar lines as in the proof of (i) it can be shown that the
running time is at most 3
n
2 · poly(n). Hence we are done for the case where n is even. To adapt our algorithm for the case
where n is odd we can apply the same modifications as in the proof of (i). 
Proof of (iii). Suppose first thatn is even. Again it suffices to show that for given v1, vm all (v1, vm)-cycles can be enumerated
in time (
√
3
n + hc(G)) · poly(n). (Indeed, to enumerate all Hamilton cycles we just have to enumerate all (a, b)-cycles for
every pair {a, b} ∈ V (G)2  and eliminate duplicates.) For a path pwe let V (p) denote the set of inner vertices of p.
To enumerate all (v1, vm)-cycles we proceed as follows. As in the algorithm for finding the minimum weight Hamilton
cycle we first store all (v1, vm)-paths of length n2 in an array PL and then sort them according to the lexicographic order
of their keys. For each path p in PL we then act as follows. We search in PL for the set S(p) of (v1, vm)-paths p′ with
V (p′) = V (G)\({v1, vm} ∪ V (p)). (Note that the elements of S(p) form a sequence of consecutive entries in PL and thus
can be enumerated in time linear in |S(p)| once the first element of S(p) is found.) If S(p) ≠ ∅ then for each element p′ of
S(p)we let c(p′) denote the Hamilton cycle resulting from concatenating p and p′ and output c(p′). Then we remove p from
PL. Note that Out(p) := {c(p′) : p′ ∈ S(p)} is the set of not yet output (v1, vm)-cycles containing p.
After repeating this procedure for every p in PLwe enumerated every (v1, vm)-cycle exactly once. Hence−
p∈PL
|Out(p)| = C(v1,vm) ≤ hc(G) (1)
where C(v1,vm) denotes the number of (v1, vm)-cycles.
It remains to show that the algorithm runs in time (
√
3
n + hc(G)) · poly(n). Again let N denote the number of elements
of PL. As shown above PL can be established in time 3
n
2 · poly(n). For a given path p the first element of S(p) can be found in
O(logN) = poly(n). If |S(p)| ≠ 0 we can then enumerate Out(p) in time linear in |S(p)| = |Out(p)|. (Note that the elements
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Fig. 1. Example for n = 8.
of S(p) form a sequence of consecutive entries in PL.) So altogetherweneed time atmost
∑
p∈PL poly(n)+|Out(p)|·poly(n) =
N · poly(n)+∑p∈PL |Out(p)| · poly(n). By (1) this can be bounded by (√3n + hc(G)) · poly(n).
The case where n is odd can then be treated analogously as in the proof of (i). 
3. Upper bound on the number of Hamilton cycles
Theorem 3.1. Let G be a 4-regular graph on n vertices. Then
hc(G) ≤ 2 · √3n ·

2√
3
 n
5 ≤ 1.783n.
Note that Theorems 2.1 and 3.1 directly imply the following.
Corollary 3.2. Let G be a given 4-regular n-vertex graph. Then all Hamilton cycles of G can be enumerated in time
√
3
n ·

2√
3
 n
5 ·
poly(n) ≤ O(1.783n).
Proof of Theorem 3.1. It suffices to show the above claim only for Hamiltonian graphs. (For non-Hamiltonian graphs it is
true anyway.) In fact we will prove the following, stronger statement. 
Theorem 3.3. Let G be a 4-regular Hamiltonian graph on n vertices. Then the number of 2-factors of G is bounded by
2 · √3n ·

2√
3
 n
5
.
Proof. Let H = v1, v2, . . . , vn, v1 be a Hamilton cycle of G. We direct each edge – except of (vn, v1) – from the vertex with
the lower index to the vertex with the higher index. Fig. 1 shows an illustration for n = 8. The edges which do not belong
to H will then be called diagonals.
The basic idea of our proof is to consider the following procedure for constructing 2-factors: we first decide whether
(vn, v1) belongs to our 2-factor. Then we walk along H in the direction v1, v2, . . . , vn and decide for each vertex which of
its outgoing edges are included in our 2-factor. In our analysis we establish an upper bound on the number of those leaves
of the corresponding decision tree that lead to a 2-factor.
We now give a more formal description of the above. For each vertex vi let ddegout(vi) and ddegin(vi) denote the number
of diagonals outgoing from vi and incoming to vi, respectively. Note that ddegout(vi) and ddegin(vi) are either 0,1 or 2.
Moreover, ddegout(vi)+ ddegin(vi) = 2, and the number of outgoing edges of vi equals ddegout(vi)+ 1. 
3.1. Procedure for constructing 2-factors in 4-regular graphs
We will analyze the procedure Pham for constructing 2-factors.
Description of Pham. First of all, we decide whether or not to select (vn, v1). Then we process the vertices v1, . . . , vn−1 in this
order. We refer to the processing of vk by round k. In round kwe carefully select some outgoing edges from vk such that each
vertex vj with j ≤ k is incident to exactly two selected edges.
Processing of vk . We distinguish 3 cases.
(i) ddegout(vk) = 0. Here we do not have a choice. Note that (vk, vk+1) is the only outgoing edge. If exactly two of vk’s
incoming edges are already selected then we cannot (and do not) select (vk, vk+1). If exactly one of vk’s incoming edges
is selected then we are forced to select (vk, vk+1). Finally, if either none or all three of vk’s incoming edges are selected
then we give up since there is no possibility to select the outgoing edges of vk in such a way that afterward vk is incident
to exactly two selected edges.
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(ii) ddegout(vk) = 1. In this case, vk has two incoming edges. If either both or neither of them are selected then we do not
have a choice: if both are selected then we cannot select any of the outgoing edges; if both are non-selected then we are
forced to select both of the outgoing edges. Otherwise, exactly one incoming edge of vk is selected. In this case, we select
one of its two outgoing edges.
(iii) ddegout(vk) = 2. Then (vk−1, vk) is the only incoming edge of vk. If it is selected then we select one of the three outgoing
edges; otherwise we select two of the outgoing edges.
We continue with vk+1 and go on until we have made our selection for vn−1. When processing vn−1 we additionally check
whether vn is incident to exactly two selected edges. If this is not the case we give up.
3.2. General facts
Definition 3.4. Let k be a natural number with k ≤ n − 1. Each edge set which can be obtained by performing k rounds of
Pham and then taking the selected edges will be called a choice for v1, . . . , vk. The set of all these choices will be denoted by
ch(v1, . . . , vk).
Hence ch(v1, . . . , vn−1) is the set of all edge-sets which can result from Pham.
Observation 3.5. Let k ≤ n− 1 and let C be a choice for v1, . . . , vk. Then vi is incident to exactly two edges of C for every i ≤ k.
It is clear that each 2-factor of G can be obtained by performing Pham with the appropriate decisions. Hence the number of
2-factors of G is bounded by |ch(v1, . . . , vn−1)|. The following lemma concludes the proof of Theorem 3.3.
Lemma 3.6. We have
|ch(v1, . . . , vn−1)| ≤ 2 ·
√
3
n ·

2√
3
 n
5
. 
Proof of Lemma 3.6. The basic idea of the proof is to focus on those vertices vi with ddegout(vi) ≥ 1 since at the other
vertices we do not have a choice. For each such vertex vi, we will establish a suitable recurrence for |ch(v1, . . . , vi−1)|. 
Definition 3.7. A vertex vi is active if ddegout(vi) ≥ 1 and passive otherwise.
By nact we denote the number of active vertices. For i ≤ nact we let a(i) denote the index of the ith active vertex. By a slight
abuse of notation we set a(nact + 1) := n.
Observation 3.8. v1, v2 and v3 are all active. (Indeed, v1 and v2 do not have any incoming diagonal and v3 has at most one
incoming diagonal.) So a(1) = 1, a(2) = 2 and a(3) = 3. On the other hand, vn−1 and vn are clearly passive.
We now identify active vertices which in some sense do not behave nicely.
Definition 3.9. An active vertex va(i) with i ≥ 2 is called unpleasant if an outgoing diagonal of va(i−1) points to a vertex in
{va(i−1)+2, . . . , va(i)} and
ddegin(va(i−1)+1)+ ddegin(va(i−1)+2)+ · · · + ddegin(va(i)) ≥ 5.
An active vertex which is not unpleasant is called pleasant. In particular, va(1) = v1 is pleasant.
Remark 3.10. It is easy to see that v1, v2 and v3 are pleasant.
ByDefinition 3.9, each unpleasant vertex corresponds to at least 5 diagonals. Togetherwith the fact that there are n diagonals
in total this implies the following.
Observation 3.11. The number of unpleasant vertices is bounded by n5 .
To subdivide the problem further we will establish sequences A1, . . . , Anact and B1, . . . , Bnact with Ai and Bi depending on
ddegout(va(i)).
Definition 3.12. For r = 1 . . . nact, we let

Ar
Br

denote the number of choices for v1, . . . , va(r+1)−1 containing
exactly one
either two or none

of the incoming edges of va(r+1).
Hence, we have
Ar + Br = |ch(v1, . . . , va(r+1)−1)|. (2)
Remark 3.13. A1, B1 = 3.
Proof. Note that v2 has exactly one incoming edge. We consider the processing of v1 in Pham. If

(vn, v1) is selected
(vn, v1) is not selected

then there is exactly one selection

including (v1, v2)
not including (v1, v2)

and there are exactly two selections
not including (v1, v2)
including (v1, v2)

. So altogether, A1, B1 = 3. 
Note that Anact + Bnact = |ch(v1, . . . , vn−1)| is exactly what we want to estimate.
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3.3. Reduction to two key lemmas
The following two lemmas directly imply Lemma 3.6.
Lemma 3.14. For r = 2, . . . , nact, we have the following.
(i) If ddegout(va(r)) = 1 then
Ar + Br ≤ 2 · Ar−1 + Br−1 (3)
Ar ≤ Ar−1 + Br−1, if r ≤ nact − 1 and va(r+1) is pleasant. (4)
(ii) If ddegout(va(r)) = 2 then
Ar + Br ≤ 3 · (Ar−1 + Br−1) (5)
Ar ≤ 2 · (Ar−1 + Br−1), if r ≤ nact − 1 and va(r+1) is pleasant. (6)
Lemma 3.15. For j = 1, . . . , nact let uj =

1, if va(j) is unpleasant
0, if va(j) is pleasant
If the recurrence of Lemma 3.14 is fulfilled then for j = 1, . . . , nact, we have
|ch(v1, . . . , va(j+1)−1)|  
Aj+Bj
≤ 2 · √3(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j
k=1 uk
. (7)
We first show that Lemmas 3.14 and 3.15 imply Lemma 3.6. Evaluating (7) for j = nact gives |ch(v1, . . . , vn−1)| ≤
2 · √3(
∑nact
k=1 ddegout(va(k))) ·

2√
3
∑nact
k=1 uk
.
∑nact
k=1 ddegout(va(k)) equals the overall number of diagonals, which is n. Denoting
by u the number of unpleasant vertices we get |ch(v1, . . . , vn−1)| ≤ 2 ·
√
3
n ·

2√
3
u
. Observation 3.11 then implies that
|ch(v1, . . . , vn−1)| ≤ 2 ·
√
3
n ·

2√
3
 n
5
, as required. 
It remains to prove Lemmas 3.14 and 3.15. To simplify the notation we will use the following convention.
Definition 3.16. Let C be a choice for v1, . . . , vj and let D be a choice for v1, . . . , vk for some j ≤ k. D is an extension of C for
v1, . . . , vk if for each edge e incident to a vertex in {v1, . . . , vj} it holds that e ∈ D if and only if e ∈ C .
Before proving Lemma 3.14 we state some auxiliary lemmas.
3.4. Some auxiliary lemmas
In order to show (3)wewant to bound |ch(v1, . . . , va(r+1)−1)| in terms ofAr−1, Br−1. Since everyD ∈ ch(v1, . . . , va(r+1)−1)
is an extension of some choice C ∈ ch(v1, . . . , va(r)−1)we can obtain |ch(v1, . . . , va(r+1)−1)| by summing up the number of
extensions of C for v1, . . . , va(r+1)−1 over each choice C ∈ ch(v1, . . . , va(r)−1). The next lemma bounds the contribution of
each choice C ∈ ch(v1, . . . , va(r)−1) to this sum.
Lemma 3.17. Let r be a number with 2 ≤ r ≤ nact such that ddegout(va(r)) = 1. Let

C
C ′

be a choice for v1, . . . , va(r)−1
where

C
C ′

contains

exactly one
either two or none

of the incoming edges of va(r). Then

C
C ′

has at most

2
1

extensions for
v1, . . . , va(r+1)−1, at most one of which contains (va(r), va(r)+1) and at most one of which does not contain (va(r), va(r)+1).
Proof. Suppose first that we process va(r) in Pham, after having selected the edges in C ′. Then we do not have a choice at va(r).
Since va(r)+1, . . . , va(r+1)−1 are all passive we do not have a choice at them, either. So there is at most one extension of C ′
for v1, . . . , va(r+1)−1. (Of course it is also possible that there is no such extension since we might get stuck at some va(r)+i.)
Suppose now that we process va(r) in Pham, after having selected the edges in C . Since ddegout(va(r)) = 1, we have two
possibilities at va(r): we can select either (va(r), va(r)+1) or the outgoing diagonal of va(r). Since va(r)+1, . . . , va(r+1)−1 are all
passive we do not have a choice at them. Hence there are at most two extensions of C for v1, . . . , va(r+1)−1, at most one of
which contains (va(r), va(r)+1) and at most one of which does not contain (va(r), va(r)+1). 
The next lemma will be used in the proof of (5).
Lemma 3.18. Let r be a number with 2 ≤ r ≤ nact such that ddegout(va(r)) = 2 and let C ∈ ch(v1, . . . , va(r)−1). Then C has at
most 3 extensions for ch(v1, . . . , va(r+1)−1), at most two of which

contain
do not contain

(va(r), va(r)+1).
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Fig. 2. No outgoing diagonal of va points to a vertex in {va+2, . . . , va′ }. Since ddegout(va), ddegout(va′ ) ∈ {1, 2} their second incident diagonal can be either
incoming or outgoing (and hence is drawn undirected).
Proof. Suppose that we process va(r) in Pham, after having selected the edges in C . If (va(r)−1, va(r)) ∈ C then we have to
select exactly one of the three outgoing edges of va(r). Otherwise, (va(r)−1, va(r)) /∈ C and we have to select exactly two of
the three outgoing edges of va(r). In either case, we have three possibilities to determine the selected outgoing edge(s) of
va(r), and (va(r), va(r)+1) is

contained
missing

in at most two of these selections.
Since va(r)+1, . . . , va(r+1)−1 are all passive we do not have a choice at them. Hence there are at most 3 extensions of C for
v1, . . . , va(r+1)−1 and (va(r), va(r)+1) is

contained
missing

in at most two of them. 
3.5. An auxiliary lemma for convenient vertices
We call an active vertex va(i) with i ≥ 2 convenient if no outgoing diagonal of va(i−1) points to a vertex in
{va(i−1)+2, . . . , va(i)}. Note that every convenient vertex is pleasant. We will now derive a lemma which allows to prove
(4) and (6) for the case where va(r+1) is convenient. To this end it will be crucial to bound the number of choices for
v1, . . . , va(r+1)−1 containing exactly one incoming edge of va(r+1).
We fix an r with 2 ≤ r ≤ nact − 1 such that va(r+1) is convenient. Let a := a(r) and a′ := a(r + 1). Fig. 2 shows an
illustration. Moreover, we fix two choices C ∈ ch(v1, . . . , va−1) and D ∈ ch(v1, . . . , va′−1) such that D is an extension of C
which contains exactly one incoming edge of va′ .
Observation 3.19. Every incoming diagonal of a vertex in {va+1, . . . , va′} has its source in {v1, . . . , va−1}. Hence for every
incoming diagonal d of a vertex in {va+1, . . . , va′} it holds that d ∈ D if and only if d ∈ C.
Our goal is to show that many properties of D are uniquely determined by C . To this end we let s = a′ − a and
j = max
i∈{1...s}
(i : for k = 1 . . . i− 1 exactly one incoming diagonal of va+k belongs to C). (8)
Observation 3.20. If j < s then either two or zero of the incoming diagonals of va+j belong to C. Otherwise, j = s and therefore
va+j = va′ , implying that for each vertex between va and va′ exactly one incoming diagonal belongs to C.
Proposition 3.21. (va+j−1, va+j) belongs to D if and only if no incoming diagonal of va+j belongs to C.
Proof. Suppose first that j < s. By Observations 3.19 and 3.20, we have that either both or none of the incoming diagonals
of va+j belong to D. In the former case (va+j−1, va+j) does not belong to D (otherwise va+j is incident to three edges of D,
which contradicts Observation 3.5). In the latter case (va+j−1, va+j)must belong to D (otherwise va+j is incident to at most
one edge of D, which is excluded by Observation 3.5).
Suppose now that j = s. By assumption D contains exactly one incoming edge of va′ = va+j. So if an incoming diagonal d
of va+j belongs to C (and thus toD) then (va+j−1, va+j) does not belong toD. Otherwise, no incoming diagonal of va+j belongs
to D and therefore (va+j−1, va+j) belongs to D. 
We now determine whether the edge (va, va+1) belongs to D. By (8) and Observation 3.19, we have that for each
vertex v ∈ {va+1, . . . , va+j−1} exactly one incoming diagonal of v belongs to D. Observation 3.5 yields that for each vertex
v ∈ {v1, . . . , va′−1} exactly two edges incident to v belong to D. Hence, we have
(va+i, va+i+1) ∈ D if and only if (va+i+1, va+i+2) /∈ D for i = 0 . . . j− 2. (9)
The following is an immediate consequence of (9).
Corollary 3.22. If (va+j−1, va+j) ∈ D then it holds that (va, va+1) ∈ D ⇔ j ≡ 1 (mod 2).
Otherwise, (va, va+1) ∈ D ⇔ j ≡ 0 (mod 2).
Note that j depends only on C and let
f (C) =
 1, if either (i) an incoming diagonal of va+j belongs to C and j ≡ 0 (mod 2)
or (ii) no incoming diagonal of va+j belongs to C and j ≡ 1 (mod 2)
0, otherwise.
By Proposition 3.21 and Corollary 3.22, we have
(va, va+1) ∈ D ⇔ f (C) = 1. (10)
Fig. 3 shows an illustration. The following is an immediate consequence of (10).
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(a) Case 1: j is even and an incoming diagonal of va+j belongs to C .
(b) Case 2: j is odd and no incoming diagonal of va+j belongs to C .
Fig. 3. The two cases where f (C) = 1. (The edges of D are drawn thick, the edges not belonging to D are drawn dashed. A solid edge may or may not belong
to D. A diagonal is drawn undirected if it might be oriented either way.) Note that in both cases (va, va+1) is in D.
Lemma 3.23. Let 2 ≤ r ≤ nact−1 such that va(r+1) is convenient and let C ∈ ch(v1, . . . , va(r)−1). There is a value f (C) ∈ {0, 1}
such that every extension D of C for v1, . . . , va(r+1)−1 which contains exactly one incoming edge of va(r+1) has the property that
(va(r), va(r)+1) ∈ D ⇔ f (C) = 1.
3.6. An auxiliary lemma for inconvenient vertices
In this subsection we will show that Lemma 3.23 also holds for the case where va(r+1) is pleasant but not convenient.
We fix an r with 2 ≤ r ≤ nact − 1 such that va(r+1) is pleasant but not convenient. Let a := a(r) and a′ := a(r + 1).
Moreover, we fix two choices C ∈ ch(v1, . . . , va−1) and D ∈ ch(v1, . . . , va′−1) such that D is an extension of C which
contains exactly one incoming edge of va′ . By assumption, an outgoing diagonal of va points to a vertex in {va+2, . . . , va′}.
Hence
a′ ≥ a+ 2. (11)
In particular, va+1 is passive and thus has two incoming diagonals, say d1 and d2. Since d1, d2 have their sources in
{v1, . . . , va−1}we get
di ∈ D ⇔ di ∈ C, (12)
for i ∈ {1, 2}. By assumption va′ is pleasant but not convenient; hence Definition 3.9 gives that
ddegin(va+1)+ ddegin(va+2)+ · · · + ddegin(va′) ≤ 4. (13)
Since va+1, . . . , va′−1 are all passive, ddegin(va+i) = 2 for i = 1, . . . , a′ − a− 1. Hence a′ ≤ a+ 3. By (11) we get
a′ ∈ {a+ 2, a+ 3}. (14)
We first consider the case where a′ = a+ 2. Fig. 4 shows an illustration.
Observation 3.24. If a′ = a+ 2 and d1, d2 are as defined above then by applying Observation 3.5 we get the following.
(i) If d1, d2 ∈ D then (va, va+1) /∈ D.
(ii) If d1, d2 /∈ D then (va, va+1) ∈ D.
(iii) If |{d1, d2} ∩ D| = 1 and (va−1, va) ∈ D then (va, va+1) /∈ D.
(iv) If |{d1, d2} ∩ D| = 1 and (va−1, va) /∈ D then (va, va+1) ∈ D.
We now consider the case where a′ = a+ 3. Since va+1 and va+2 are passive they have two incoming diagonals each. By
(13), va+3 does not have any incoming diagonals and so ddegout(va+3) = 2. Hence an outgoing diagonal of va points to va+2.
Let d3 denote the other incoming diagonal of va+2. By assumption D contains exactly one incoming edge of va′ = va+3, thus
(va+2, va+3) ∈ D. (15)
Fig. 5 shows an illustration. Since d3 has its source in {v1, . . . , va−1}, we have
d3 ∈ D ⇔ d3 ∈ C . (16)
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Fig. 4. a′ = a+ 2. One diagonal incident to va points to va+2 . Since ddegout(va) ∈ {1, 2} the other incident diagonal can be either incoming or outgoing.
Fig. 5. a′ = a+ 3. One diagonal incident to va points to va+2 . Since ddegout(va) ∈ {1, 2} the other incident diagonal can be either incoming or outgoing.
Observation 3.25. If a′ = a + 3 and d1, d2, d3 are as defined above then by applying (15) and Observation 3.5 we get the
following.
(i) If d1, d2 ∈ D then (va, va+1) /∈ D.
(ii) If d1, d2 /∈ D then (va, va+1) ∈ D.
(iii) If |{d1, d2} ∩ D| = 1 and (va−1, va) /∈ D then (va, va+1) ∈ D.
(iv) If |{d1, d2} ∩ D| = 1 and (va−1, va) ∈ D and d3 ∈ D then (va, va+1) ∈ D.
(v) If |{d1, d2} ∩ D| = 1 and (va−1, va) ∈ D and d3 /∈ D then (va, va+1) /∈ D.
The next lemma,which states that Lemma 3.23 remains true if ‘‘convenient’’ is replaced by ‘‘pleasant but not convenient’’,
is a direct consequence of (12), (14) and (16), Observations 3.24 and 3.25.
Lemma 3.26. Let 2 ≤ r ≤ nact − 1 such that va(r+1) is pleasant but not convenient and let C ∈ ch(v1, . . . , va(r)−1). There is a
value f (C) ∈ {0, 1} such that every extension D of C for v1, . . . , va(r+1)−1 which contains exactly one incoming edge of va(r+1)
has the property that
(va(r), va(r)+1) ∈ D ⇔ f (C) = 1.
3.7. Proof of Lemma 3.14
The next corollary is the union of Lemmas 3.23 and 3.26.
Corollary 3.27. Let 2 ≤ r ≤ nact−1 such that va(r+1) is pleasant and let C ∈ ch(v1, . . . , va(r)−1). There is a value f (C) ∈ {0, 1}
such that every extension D of C for v1, . . . , va(r+1)−1 which contains exactly one incoming edge of va(r+1) has the property that
(va(r), va(r)+1) ∈ D ⇔ f (C) = 1.
We first prove (3) and (5). To this end we fix an r with 2 ≤ r ≤ nact. Note that every D ∈ ch(v1, . . . , va(r+1)−1) is an
extension of some choice C ∈ ch(v1, . . . , va(r)−1), hence |ch(v1, . . . , va(r+1)−1)| can be obtained by summing up the number
of extensions of C for v1, . . . , va(r+1)−1 over each choice C ∈ ch(v1, . . . , va(r)−1). So by (2) Lemma 3.17 directly implies (3),
and Lemma 3.18 directly implies (5).
We nowprove (4). Let r be an integerwith 2 ≤ r ≤ nact−1 such that va(r+1) is pleasant and ddegout(va(r)) = 1.Moreover,
let C ∈ ch(v1, . . . , va(r)−1). By Lemma 3.17 and Corollary 3.27 there is at most one extension of C for v1, . . . , va(r+1)−1 which
contains exactly one incoming edge of va(r+1). Hence C contributes at most 1 to Ar . By (2) this implies (4).
Finally, let r be an integer with 2 ≤ r ≤ nact − 1 such that va(r+1) is pleasant and ddegout(va(r)) = 2, and let
C ∈ ch(v1, . . . , va(r)−1). By Lemma 3.18 and Corollary 3.27 there are at most two extensions of C for v1, . . . , va(r+1)−1
which contain exactly one incoming edge of va(r+1). Hence C contributes at most 2 to Ar . By (2) this implies (6). 
3.8. Proof of Lemma 3.15
Observation 3.28. v1, v2 cannot have any incoming diagonals. So v1, v2 are both active and ddegout(v1) = ddegout(v2) = 2.
Recall that by assumption
uj =

1, if va(j) is unpleasant
0, if va(j) is pleasant.
(17)
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Our goal is to show that
Aj + Bj ≤ 2 ·
√
3
(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j
k=1 uk
, (18)
for j = 1, . . . , nact.
We apply induction. We first consider the base case j = 1: by Remark 3.13, we have A1 + B1 = 6. By Observation 3.8,
a(1) = 1 and thus by Observation 3.28, we have ddegout(va(1)) = 2. Moreover, by Remark 3.10, u1 = 0. Hence
2 · √3(
∑1
k=1 ddegout(va(k))) ·

2√
3
∑1
k=1 uk
= 2 · √32 = 6 = A1 + B1.
Hence (18) holds for j = 1. Suppose now that j > 1. By induction, we have
Aj−1 + Bj−1 ≤ 2 ·
√
3
(
∑j−1
k=1 ddegout(va(k))) ·

2√
3
∑j−1
k=1 uk
. (19)
We distinguish two cases.
Case 1 ddegout(va(j)) = 2.
By (5), we have
Aj + Bj ≤ 3 · (Aj−1 + Bj−1).
Together with (19) this implies
Aj + Bj ≤ 3 ·
2 · √3(∑j−1k=1 ddegout(va(k))) ·  2√
3
∑j−1
k=1 uk

= 2 · √3(
∑j−1
k=1 ddegout(va(k)))+2 ·

2√
3
∑j−1
k=1 uk
.
Since ddegout(va(j)) = 2 and uj ≥ 0 we get
Aj + Bj ≤ 2 ·
√
3
(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j
k=1 uk
,
and so (18) holds for Case 1.
Case 2. ddegout(va(j)) = 1.
By (3),
Aj + Bj ≤ 2 · Aj−1 + Bj−1, (20)
and so
Aj + Bj ≤ 2 · (Aj−1 + Bj−1). (21)
Suppose first that va(j) is unpleasant. By (19) and (21) we obtain that
Aj + Bj ≤ 2√
3· 2√
3
·
2 · √3(∑j−1k=1 ddegout(va(k))) ·  2√
3
∑j−1
k=1 uk

= 2 · √3(
∑j−1
k=1 ddegout(va(k)))+1 ·

2√
3
(∑j−1k=1 uk)+1
.
Since by assumption ddegout(va(j)) = 1 and uj = 1 we get
Aj + Bj ≤ 2 ·
√
3
(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j
k=1 uk
.
We finished the proof of (18) for the case where va(j) is unpleasant.
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Suppose now that va(j) is pleasant.
Observation 3.29. By Observation 3.28 and the assumption that ddegout(va(j)) = 1, we have j ≥ 3.
We will also consider va(j−1) and va(j−2), which, by Observation 3.29, are well defined. By induction, we have
Aj−2 + Bj−2 ≤ 2 ·
√
3
(
∑j−2
k=1 ddegout(va(k))) ·

2√
3
∑j−2
k=1 uk
. (22)
We distinguish two cases.
Case 2.1. ddegout(va(j−1)) = 2.
By (5) and (6), we have
Aj−1 + Bj−1 ≤ 3 · (Aj−2 + Bj−2), and (23)
Aj−1 ≤ 2 · (Aj−2 + Bj−2). (24)
By adding (23) and (24) we obtain 2 · Aj−1 + Bj−1 ≤ 5 · (Aj−2 + Bj−2). By (20) we get
Aj + Bj ≤ 2 · Aj−1 + Bj−1 ≤ 5 · (Aj−2 + Bj−2). (25)
(22) and (25) then imply that
Aj + Bj ≤ 5 ·
2 · √3(∑j−2k=1 ddegout(va(k))) ·  2√
3
∑j−2
k=1 uk
 . (26)
Since ddegout(va(j))+ ddegout(va(j−1)) = 1+ 2 = 3 we get
5 ≤ √33 = √3(
∑j
k=j−1 ddegout(va(k))).
Hence (26) remains true if we replace the factor 5 with
√
3
(
∑j
k=j−1 ddegout(va(k))). Thus
Aj + Bj ≤
√
3
(
∑j
k=j−1 ddegout(va(k))) ·
2 · √3(∑j−2k=1 ddegout(va(k))) ·  2√
3
∑j−2
k=1 uk

= 2 · √3(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j−2
k=1 uk
= 2 · √3(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j
k=1 uk ·
√
3
2
uj−1+uj
,
which together with the fact that uj, uj−1 ≥ 0 directly implies (18). Hence we finished Case 2.1.
Case 2.2. ddegout(va(j−1)) = 1.
By (3) and (4), we have
Aj−1 + Bj−1 ≤ 2 · Aj−2 + Bj−2, and (27)
Aj−1 ≤ Aj−2 + Bj−2. (28)
By adding (27) and (28) we get
2 · Aj−1 + Bj−1 ≤ 3 · Aj−2 + 2 · Bj−2 ≤ 3 · (Aj−2 + Bj−2).
Together with (20) and (22) this implies that
Aj + Bj ≤ 3 · (Aj−2 + Bj−2)
≤ 3 ·
2 · √3(∑j−2k=1 ddegout(va(k))) ·  2√
3
∑j−2
k=1 uk

≤ 2 · √3(
∑j−2
k=1 ddegout(va(k)))+2 ·

2√
3
∑j−2
k=1 uk
.
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Fig. 6. Construction of Hk for k = 5. A gadget (on the left) and an extract of Hk (on the right).
Since ddegout(va(j))+ ddegout(va(j−1)) = 1+ 1 = 2 we obtain
Aj + Bj ≤ 2 ·
√
3
(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j−2
k=1 uk
≤ 2 · √3(
∑j
k=1 ddegout(va(k))) ·

2√
3
∑j
k=1 uk ·
√
3
2
uj−1+uj
.
Since uj, uj−1 ≥ 0 this directly implies (18). So we finished Case 2.2. Finally Lemma 3.15 is shown. 
4. Lower bounds
Theorem 4.1. For every k ≥ 3 and every n divisible by 2k there is a k-regular n-vertex graph Hk with
hc(Hk) =

k− 1
2

· (k− 1)! · (k− 2)! ·

k+ 1
2
 n
2k ≥

k
e
n
. (29)
In particular, for every n divisible by 8 there is a 4-regular n-vertex graph with at least 48
n
8 ≥ 1.622n Hamilton cycles.
The construction we will establish for proving our claim is the best we know for small values of k. The sequence (hc(Hk))
1
n
is optimal as k tends to∞. This directly follows from the next lemma and the fact that by the Stirling formula (k!) 1k tends
to ke as k tends to∞.
Lemma 4.2. Let G be a k-regular graph on n vertices. Then hc(G) ≤ (k!) nk .
Proof. Let A be the adjacency matrix of G. Then hc(G) ≤ Per(A) where Per(A) denotes the permanent of A. By Bregman’s
Theorem [1], Per(A) ≤ (k!) nk . 
Proof of Theorem 4.1. For an integer swe let Ks,s denote the complete bipartite graph with partitions of size s. We connect
n
2k 2k-vertex gadgets G1, . . . ,G n2k in a cyclic order.
A single gadget Gi consists of a Kk−1,k−1 and two extra vertices. Let vi, wi denote the extra vertices and let Qi, Ri denote
the independent sets of the Kk−1,k−1. We connect wi with all vertices of Qi and we connect vi with ⌈ k−12 ⌉ vertices of Ri. We
then connect vi+1 with wi and all vertices of Ri which are not adjacent to vi (here, the addition is meant modulo n2k , i.e., v1
is connected with w n
2k
). Let Hk denote the resulting graph. Fig. 6 shows the construction for k = 5. Let P denote the set of
vi, vi+1-paths covering all vertices of Gi. Then
hc(Hk) = |P| n2k . (30)
Let P ′ denote the set of paths of P in whichwi and vi+1 are consecutive and let P ′′ = P\P ′. We now bound |P| = |P ′| + |P ′′|.
First, note that each p ∈ P ′ is characterized by a triple (u, σ , τ ) with u being a neighbor of vi in Ri, σ being an ordering
of the vertices in Qi and τ being an ordering of the vertices in Ri\{u}. Indeed, a triple (u, σ , τ ) corresponds to the following
vi, vi+1-path. We start at vi, then go to u and then visit the vertices of Qi and Ri in the orders given by σ and τ , switching
between Qi and Ri after each step. After visiting the last vertex of σ we go to wi and then move to vi+1. By counting the
number of possible triples (u, σ , τ )we get
|P ′| =

k− 1
2

· (k− 1)! · (k− 2)!. (31)
We now consider P ′′. Each p ∈ P ′′ is characterized by a tuple (u, u′, σ , τ , j) with u being a neighbor of vi in Ri, u′ being a
neighbor of vi+1 in Ri, σ being an ordering of the vertices in Qi, τ being an ordering of the vertices in Ri\{u, u′} and j being an
integer with 1 ≤ j ≤ k− 2. Indeed, a tuple (u, u′, σ , τ , j) corresponds to the following vi, vi+1-path. We start at vi and then
go to u. Afterward we visit the vertices of Qi and Ri in the orders given by σ and τ , switching between Qi and Ri after each
step, except for themove directly after visiting the jth vertex of Qi (according to the ordering σ ): at this point wemove towi
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and then go to the (j+1)th vertex ofQi. After visiting the last vertex of σ we go to u′ and thenmove to vi+1. Formally the path
described above looks as follows vi, u, σ1, τ1, σ2, τ2, . . . , σj, wi, σj+1, τj, σj+2 . . . , σk−1, u′, vi+1. By counting the number of
possibilities for a tuple (u, u′, σ , τ , j)we obtain
|P ′′| =

k− 1
2

·

k− 1
2

· (k− 1)! · (k− 3)! · (k− 2) =

k− 1
2

·

k− 1
2

· (k− 1)! · (k− 2)!. (32)
By (31) and (32) we obtain
|P| =

k− 1
2

· (k− 1)! · (k− 2)! +

k− 1
2

·

k− 1
2

· (k− 1)! · (k− 2)!
=

k− 1
2

· (k− 1)! · (k− 2)! ·

k+ 1
2

,
which together with (30) proves Theorem 4.1. 
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