Many acoustical simulation methods have been studied to investigate acoustical phenomena. Modeling of the directivity pattern of a sound source is also important for obtaining realistic simulation results. However, there has been little research on this. Although there has been research on sound source identification, the results might not be in a suitable form for numerical simulation. In this paper, a method for modeling a sound source from measured data is proposed. It utilizes the sum of monopoles as the physical model, and the modeling is achieved by estimating the model parameters. The estimation method is formulated as a convex optimization problem by assuming the smoothness of a solution and the sparseness of parameters. Moreover, an algorithm based on the alternating direction method of multipliers (ADMM) for solving the problem is derived. The validity of the method is evaluated using simulated data, and the modeling result for an actual loudspeaker is shown.
INTRODUCTION
The recent development of computational resources allows us to numerically investigate the characteristics of a room without creating it. Many methods have been developed for acoustical simulation including the finitedifference method [1] , finite element method (FEM) [2] , and boundary element method (BEM) [3] . Since all simulation methods have both advantages and disadvantages, they are still actively studied by many research groups.
Although there has been a lot of research on simulation methods, most of the research has considered only an omnidirectional sound source. Since an omnidirectional point source can be realized easily by a single monopole source, it is preferred in terms of both theory and practical implementation. However, there is no sound source that is perfectly omnidirectional in the real world. Therefore, modeling of the directivity pattern of a sound source is important for achieving more realistic simulation results [4] .
There are two ways to obtain directivity: simulation and measurement. For some simple sound sources, vibroacoustic simulation can calculate radiation patterns numerically. This approach may inherit the difficulties of accurately modeling a sound source itself. On the other hand, measuring an actual sound-radiating object can attain the directivity encountered in the real world. We will focus on the latter approach in this paper.
In order to simulate the directivity acquired from actual measurement, the modeling of a sound source is necessary. Although there has been a lot of research on identifying the acoustical properties of a radiating source from the measured sound pressure [5] [6] [7] [8] [9] [10] , the focus has been on revealing the properties and not on the application to simulations. The identified result may or may not be applicable to simulations, depending on how the directional source is modeled.
For simplicity, a set of point sound sources are chosen to model a directional sound source in this paper. Because a point sound source is one of the most fundamental components of acoustics, it should be easier to combine with existing simulation methods than complicated source models. In addition, the validity of this approach has been proved by the Trefftz theory, which is a theory for approximating a solution of a linear elliptic differential equation [11] . Our aim is to model directivity from actual measurement in a manner that its result can be easily applied to simulation methods.
Since the purpose of our directivity modeling using point sound sources is somewhat similar to the source identification methods [5] [6] [7] [8] [9] [10] , the difference between this paper and previous papers should be addressed here. The problem of modeling sound sources from measurement is an inverse problem. Therefore, every method for solving it has a similar structure; a physical-assumption-based forward model is constructed first, and its model parameters are estimated from measured data. In former part in this paper, a set of point sound sources are used as a physical model, which is nothing new. Our contribution to solving the problem is rather in the latter part: model parameter estimation.
Most of the existing source identification methods mentioned above are based on the least-squares method [8, 10] . However, the ill-conditioned nature of the models admits infinitely many numerical solutions to such a leastsquares problem. The standard strategy for choosing a better solution among them is to incorporate Tikhonov regularization. The solution obtained by the Tikhonov regularizer is unique (ensured by its strong convexity) in the sense that it has minimum energy [12] . On the other hand, it is possible to find a better solution than the minimum-energy solution.
In this paper, a method of modeling a directional sound source from measured sound pressures using a set of monopoles is proposed. It is formulated as a convex optimization problem whose solutions are hopefully better than the ordinary least-squares ones. The formulation assumes two kinds of simplicity: (1) a set of model parameters is approximately sparse, and (2) a smoother solution is better. A numerical experiment showed its validity, and the real measurement of a speaker confirmed its effectiveness.
PRELIMINARIES

Approximating Sound Field by Monopoles
The Helmholtz equation,
is a well-accepted model of a monochromatic sound field, where x is a position vector in a domain & R 3 , r 2 is the Laplace operator, and k is the wave number. A solution u is determined by its boundary condition. When the equation cannot be solved analytically, a numerical method is needed to obtain an approximate solution. Roughly speaking, the difference among many numerical methods is the way how the solution (and maybe the equation) is approximated by a finite number of functions. Trefftz methods are the class of numerical methodologies whose approximating functions themselves satisfy the governing equation [11] .
The method of fundamental solutions (MFS) is one of the indirect Trefftz methods. It is also called the charge simulation method (CSM) in electronics [13] . For the three-dimensional Helmholtz equation, the solution u in Eq. (1) at the point x 2 is approximated by the N fundamental solutions,
as
where j ¼ ffiffiffiffiffiffi ffi À1 p , k Á k p is the ' p -norm, is closure of , and y i = 2 that is located around the boundary @ as in Fig. 1 . Note that Eq. (3) can be regarded as a discrete approximation of the well-known simple source formulation when all y i lie on a surface enclosing [14] (in the MFS, x and y i do not coincide though). This approximation is reasonable in the sense that any u satisfying Eq. (1) can be approximated arbitrarily well by increasing N. Equation (3) can be written in a matrix form, ¼ ; ð4Þ by choosing position x at M points fx 1 ; . . . ; x M g. It will be written in brief as
where u 2 C M ; È 2 C MÂN ; a 2 C N . The MFS finds a coefficient vector a so that boundary values are approx- imately satisfied. After finding it, the sound pressure at any point in the domain can be obtained by Eq. (3). Since È i itself satisfies Eq. (1), there is no numerical dispersion error in the domain for the MFS. The main drawback of the MFS is that the matrix È is often ill-conditioned [15, 16] because of the high similarity between sound fields È i ðxÞ emitted from nearby points, y i % y j .
Spherical Harmonic Expansion
The spherical harmonics
forms an orthonormal basis on the unit sphere S 2 :
where hÁ; Ái denotes the standard inner product. Here is the polar angle and 0 is the azimuthal angle in the spherical coordinate system illustrated in Fig. 2 . m ¼ 0; 1; 2; Á Á Á is called the degree, and n ¼ Àm; Á Á Á ; 0; Á Á Á ; m is the order. P n m , the Legendre function of degree m and order n, and its associated Legendre polynomial P m are defined as P n m ðxÞ ¼ ðÀ1Þ n ð1 À x 2 Þ n 2 d n dx n P m ðxÞ; ð8Þ
Since spherical harmonics can be an orthonormal basis, any Lebesgue square-integrable function on S 2 can be expanded as
where the expansion coefficient " mn is given by
By discretizing the surface of a unit sphere in a similar manner to Eq. (4), Eq. (10) can be written as
Then, Eq. (11) is approximately calculated by
where Y y is the pseudoinverse of Y.
Alternating Direction Method of Multipliers (ADMM)
Our proposed method will be formulated as a convex optimization problem in the next section. The alternating direction method of multipliers (ADMM), which will be utilized to solve it, is briefly explained here.
The ADMM is one of many algorithms for solving a convex optimization problem of the following form [17] : minimize ; f ðÞ þ gðÞ
where f ðÞ and gðÞ are proper, lower semi-continuous, convex functions, and P and Q are linear operators. The global optimal solution can be obtained by minimizing the augmented Lagrange function alternately with respect to each variable as follows:
where n is the iteration counter. The second step of calculating nþ1 is an additional procedure that can improve the convergence rate. The most important aspect of the ADMM is that minimization problems on f and g can be solved separately. This property is especially helpful when f and/or g is nondifferentiable because some well-behaved nondifferentiable convex functions can be minimized easily and/or efficiently through the proximity operator [18] :
where the minimizer of the right-hand side is unique because of the strong convexity of the objective function. This operator minimizes g in the proximity of z, which has a similar property to a step of the gradient descent even though g may be nondifferentiable.
ESTIMATING SOUND SOURCE DIRECTIVITY
Now we consider estimating the sound source direc- tivity by solving an inverse problem of a boundary value problem defined by observed data. We set up an exterior problem of the MFS as in Fig. 3 , and approximate the boundary data by a linear combination of monopoles located inside a sphere asũ
where È and a are defined in Eq. (4), andũ 2 C M is an observed data vector. This equation should be an approximation because observations in the real world are always contaminated by noise.
Least-squares Estimation
To estimate the coefficient vector a from observed data, probably the most well-known and popular methodology is the least-squares method: finding a 2 arg min
This formulation gives a reasonable estimate when the observation is contaminated by additive Gaussian noise. However, the solution to the above problem is often not unique because a matrix constructed as Eq. (4) is illconditioned in general. Thus, a solution has to be chosen among all possible solutions in practice. The minimumnorm solution È yũ or a similar solution derived by Tikhonov regularization is usually chosen. On the other hand, it is possible to obtain a least-squares solution that is better than the minimum-norm solution. Therefore, we assume a priori knowledge below to find a better solution.
Two Assumptions on Better Solutions
The higher the sound source frequency, the more complicated the directivity pattern that can be approximated by Eq. (17) . More observation points are needed for a higher frequency to achieve better estimation. However, it is not easy to increase the amount of data in a practical situation owing to instrumental limitations. Thus, we assume that a directivity pattern of a practical sound source is simple in two senses as described here.
Smoothness on directivity pattern
Theoretically, a sound source emitting high-frequency sound might have a highly complicated directivity pattern up to the order of the wavelength. However, sound sources in the real world are often dominated by a few oscillating modes that result in a simpler directivity pattern than a theoretically extreme case. This simplicity can be formulated as the smoothness of the pattern, which is related to the derivative on a sphere.
Fewer degrees of freedom of approximation
As in the above, we assume that a directivity pattern in the real world is not too complicated. This assumption can be viewed as the simplicity of the approximation in Eq. (3) (or Eq. (17)). When the pattern is simple, it can be more easily approximated by fewer monopoles. This simplicity can be formulated as the sparsity of the coefficients.
The left side of Fig. 4 shows a schematic example of monopoles corresponding to È. When they are multiplied by a sparse coefficient vector a that contains several zero elements, the monopoles multiplied by zero will not contribute to the approximation as illustrated in the right side of Fig. 4 . Thus, enforcing sparsity on coefficients corresponds to decreasing the degrees of freedom of the approximation [19] .
Proposed Method
On the bases of the assumptions in the previous subsection, the estimation of a directivity pattern is formulated as a convex optimization problem:
Meanings of this formulation are described below. corresponds to Sect. 3.2.1, where smoothness is enforced on an approximate directivity pattern. This term attempts to minimize the derivative of the spherical harmonics because the derivative of a smooth function is smaller than that of a non-smooth one in general. Once a function on a sphere is expanded by spherical harmonics as in Eq. (12), its derivative with respect to and 0 can be approximated as and ÀðÁÞ is the gamma function. Let È Y be a matrix as in Eq. (4) constructed from arbitrarily chosen points on the boundary, then È Y a gives an approximate pattern not necessarily sampled at the same points as the observed data points. Therefore, Y y È Y a is a spherical harmonic expansion of the approximate pattern and DY y È Y a is its derivative. Thus, minimizing the first term kDY y È Y ak 2 2 gives a smoother solution whose derivative is smaller than the other solutions.
In order to approximate the derivative accurately, it is better for the location of arbitrary points for È Y to be chosen uniformly on the sphere. Here, we choose points fs i g & S 2 obtained by the max-determinant criterion [20, 21] , which maximizes log detðGÞ, where the elements of G are defined as
Second term of objective function
The second term of the objective function in Eq. (19) corresponds to Sect. 3.2.2, where sparsity is enforced on the coefficients. Although a direct formulation of a sparsity-enforcing penalty is the cardinality k Á k 0 , this function makes the problem NP-hard. Thus, the ' 1 norm k Á k 1 is adopted, which is a convex relaxation of k Á k 0 . As in Eq. (19) , we combine a component-wise weighting matrix Ã ¼ diagð! 1 ; ! 2 ; Á Á Á ; ! N Þ to control the sparsityenforcing behavior.
The monopoles are located on several spheres whose center is at the origin as in Fig. 4 . Since monopoles located near the center point tend to represent simpler patterns, the weights f! i g are chosen to have smaller values for the points closer to the center.
Reformulation of Proposed Method
In order to solve Eq. (19) , it is reformulated so that the ADMM can be applied.
Firstly, the constraint in Eq. (19) is modified. It is minimization of kÈ Àũk 2 2 . That is, any solution must satisfy the corresponding normal equation,
which converts the bilevel optimization to an equality constraint. Next, the objective function is redefined. By defining
the objective function is separated into two simpler functions, where f is differentiable while g is not. Furthermore, the variable is separated into f ðÞ and gðÞ by imposing a new constraint ¼ . Thus, the constraint becomes
Finally, matrices P and Q and vector are defined as
Then, Eq. (28) can be written as P þ Q ¼ . Therefore, the ADMM can be applied to Eqs. (26) and (27) together with this constraint, which identify Eq. (19) as Eq. (14).
Derivation of Algorithm
Substituting the above formulas into Eq. (15) yields
where the first and third minimization problems have to be solved to obtain the algorithm.
minimization (first line of Eq. (30))
Since the -update, the first line of Eq. (30), is differentiable, its minimization problem can be solved by taking the gradient:
By equating it to zero, can be updated by solving the following simultaneous equation:
3.5.2. minimization (third line of Eq. (30)) The ' 1 -norm appearing in the -update, the third line of Eq. (30), is not differentiable. Therefore, it is minimized via the proximal operator.
The minimization problem can be simplified to nþ1 ¼ arg min
Since the ' 1 -norm is separable for each element, its proximity operator can also be calculated in a separable manner as : ð35Þ
Therefore, can be updated by calculating the proximity operator separately for each element i as
where
and ðÁÞ þ ¼ maxf0; Ág [18] .
Proposed Algorithm for Solving Eq. (19)
In summary, the convex optimization problem in Eq. (19) is globally solved by iterating the following algorithm:
Note that the matrix ðÈ T Y Y yT D T DY y È Y þ &P T PÞ in the first line can be precomputed and decomposed by Cholesky factorization to greatly reduce the computational cost of each iteration [17] .
NUMERICAL EXPERIMENT
A numerical experiment was conducted to evaluate the proposed method. The simulation conditions are shown in Table 1 . The monopoles used for the modeling were located at the origin and on the surfaces of four spheres. Figure 5 shows the locations of the observed and estimated points on a sphere whose radius was 0.5 m. The observed points were at intervals of 5 on the azimuth 0 and 30 on the elevation . Those of estimated points were 2 on both the azimuth and the elevation. These locations were selected to imitate the actual directivity measurement in the next section: detailed measurement on the azimuth is easily achieved using an automated stepping motor, while that of the elevation is difficult because of the manual operation.
Simulation data were generated by multiplying spherical harmonics by random coefficients, and Gaussian noise was added to them. The parameters f! i g used to set Ã ¼ diagð! 1 ; ! 2 ; Á Á Á ; ! N Þ were chosen as ! i ¼ r 2 !, where r is the distance from the origin and ! > 0. Note that the value of ! decides the balance between the objective functions Eqs. (26) and (27): a greater ! emphasizes the sparsity term more than the smoothness term.
To evaluate the estimated directivity pattern without magnitude dependence, the cross-correlation coefficients
were calculated from 16,200 points (depicted as blue points in Fig. 5) , where u is the true data andû is the estimated data.
Simulation Results
The results of the proposed method were compared with those obtained by the ordinary least-squares method, Eq. (18) , which was solved by the LSQR method [22] . The parameters were set to ! ¼ 10 À5 , & ¼ 1, and ( ¼ 1:8. In addition, matrix D in Eq. (21) was scaled by 10 À4 for numerical stabilization. The ADMM was iterated 1,000 times. As shown in Fig. 6 , both methods obtained a good estimation when the frequency was less than the spatial Nyquist frequency. Figure 7 shows the difference in R between the two methods: R diff > 0 means that our method is better than the ordinary one. The proposed method tended to yield better results for the high-frequency range, where spatial aliasing prevents the ordinary least-squares method from uniquely determining a solution. This indicates that our approach of aiming to find a better solution among the least-squares solutions was successful.
A visual example of the estimated results for 8,000 Hz when SNR ¼ 30 dB is shown in Fig. 8 . The proposed method obtained a smoother result than the least-squares solution that was also closer to the true solution.
EXPERIMENT USING REAL DATA
The proposed method was applied to measured data. Figure 9 shows the arrangement of the equipment. The sound pressure was measured in an anechoic chamber using a two-cycle time-stretched pulse (1.37 s). Sampling intervals were respectively 5 and 30 on the azimuth and the elevation, similar to in the simulation. Figure 10 shows the estimated directivity patterns. The loudspeaker (BOSE 101MM) was equipped with a single driver and a bass reflex system. The estimated results for the proposed method are reasonable for such a speaker, while the ordinary least-squares solutions contain large sidelobes for Fig. 7 Difference in the cross-correlation coefficients between the proposed method and the ordinary leastsquares method, : Center of the turntable Fig. 9 Schematic of the measurement system. a frequency of 8,000 Hz. Figure 11 shows examples of the results on the horizontal plane. Both methods obtained similar results for the plane where the measured data was available because they obtained a least-squares solution that minimized the error between the measured data. However they had different patterns at a plane without measurement data owing to the lack of information. The proposed method has an advantage over other least-squares methods that it can select a desirable solution from infinitely many least-squares solutions.
CONCLUSIONS
In this paper, we proposed a method for modeling sound source directivity. An estimation of the model parameters was formulated as a convex optimization problem based on the smoothness and simplicity of the directivity pattern. An ADMM was derived to solve the optimization problem. Experiments using numerically simulated and actually measured data confirmed its effectiveness. As future works, the modeling results should be verified by combining the results with several numerical simulation methods including FEM and BEM. Furthermore, the proposed method should be applied to various sound sources. Fig. 11 Examples of the experimental results for 8,000 Hz on the horizontal plane. The result for ¼ 85 includes the measured data, while that for ¼ 70 does not have because it is within the sampling interval.
