It was recognized by some researchers that the disturbance variance in a censored regression model is frequently underestimated by the maximum likelihood method. This underestimation has implications for the estimation of marginal effects and asymptotic standard errors. For instance, the actual coverage probability of the confidence interval based on a maximum likelihood estimate can be significantly smaller than the nominal confidence level; consequently, a Bayesian estimation is considered to overcome this difficulty. The behaviors of the maximum likelihood and Bayesian estimators of disturbance variance are examined in a fixed effects panel regression model with a limited dependent variable, which is known to have the incidental parameter problem. Behavior under random effect assumption is also investigated.
Introduction
In many statistical data analysis, a dependent variable could be subject to censoring due to a variety of reasons. In particular, the censored data is common in survival analysis. The ordinary least squares method fails to provide consistent estimates for a conventional regression model, if the fraction of censored data is significant. This leads to discuss the estimation methods in a censored regression model (see, e.g., Tobin, 1958; Maddala, 1983; Amemiya, 1984) . Currently, the maximum likelihood estimation is a dominating method and is implemented in various R packages such as AER (Kleiber and Zeileis, 2009) , censReg (Henningsen, 2011) , and NADA (Lee, 2013) .
A Bayesian estimation of the censored regression model was considered first by Chib (1992) . In his pioneering work, several Bayesian computations were examined under the assumption of normally distributed errors. He concluded that Bayesian estimates achieve the improvement in small samples over maximum likelihood estimates, and the Gibbs sampling method provides close estimates to exact Bayesian estimates. Bayesian estimation using Bayesian Markov Chain Monte Carlo (MCMC) was also implemented in R package, MCMCpack (Martin et al., 2013) . Lee and Choi (2013) also studied a Bayesian estimation for the same problem, and observed that the maximum likelihood estimate tends to have smaller standard errors than the Bayesian estimate when the sample size is small. This might contradict to the conclusion of Chib (1992) . The contradiction originates from the tendency of the maximum likelihood estimation to underestimate the disturbance variance, which has an implication for the estimation of standard errors.
The underestimation of disturbance variance was also recognized by Green (2004a, b) . He examined the behavior of a maximum likelihood estimator in a fixed effects panel regression model with This work was supported by Hanshin University research grant. This research was financially supported by Hansung University.censored dependent variable. The model is known to have incidental parameters problem (see, e.g. Lancaster, 2000) . That is, the maximum likelihood estimator of the time-invariant individual specific effect is inconsistent when T (the length of panel) is fixed. He concluded that the location coefficients were unaffected by the incidental parameters problem, but the finite sample bias appeared in the estimation of disturbance variance. This has an implication for the estimation of the marginal effect as well as the asymptotic standard error. For instance, the coverage probability of the confidence interval based on the maximum likelihood estimate and its asymptotic standard error is significantly lower than nominal level. It would be dangerous to use the maximum likelihood method for statistical problems such as the interval estimation and the hypothesis test when the sample size is small.
It seems that the finite sample bias of the maximum likelihood estimate in the estimation of disturbance variance would not be necessarily due to the incidental parameters problem because the same problem occurs under the plain censored regression model considered by Lee and Choi (2013) . In their paper, an Wald-like confidence interval based on Bayesian estimate and its standard error was shown to have a proper coverage probability. Thus, it is believed that the finite sample bias in the estimation of disturbance variance was less significant in the Bayesian estimation. In this note, we consider the Bayesian estimation for the panel regression model with censored dependent variable, and demonstrate that the Bayesian estimation can provide the proper estimate of the disturbance variance. This shows that the Bayesian method has an advantage over the maximum likelihood method in the inference of the censored panel regression model with small sample.
Several authors have considered the Bayesian inference for the panel regression model. For instance, Hamilton (1999) analyzed a survival data using a Bayesian panel Tobit model. Bruno (2004) compared the Bayesian estimation with classical maximum likelihood estimates assuming random effect and limited dependent variable. Morawetz (2006) build a Bayesian model for original panel regression. See also Martin et al. (2013) . All of these works employed conjugate priors, and it requires specifying the value of hyper-parameters. In this paper, we use noninformative priors to build a Bayesian model, in which there is an advantage of no specifying hyper-parameters.
Censored Panel Regression Model
We consider a standard censored regression model for panel data with individual specific effects:
Here the subscripts i = 1, . . . , N, and t = 1, . . . , T i indicate the individual and the time period, respectively. T i is the number of time periods observed for i th individual, µ i is a time-invariant individual specific effect, and ϵ it is the remaining disturbance. In addition, y it is observed output, x it is the vector of inputs for the i th individual in the t th period, and β is a vector of slope parameters. When µ i is assumed to be constant over time, the model is referred to as the "fixed effects" model, which is known to have incidental parameter problem, while "random effects" model treats µ i as a random variable just like ϵ it . Green (2004a) argued that the random effects model requires an unpalatable orthogonality assumption that the effects should be uncorrelated with dependent variables, which can be relaxed by the fixed effects model, but Maddala (1983) gave several reasons to employ a random effects model. For instance, the individual specific effect should be treated as random if one wants to make inferences about the population from which cross-section data came from. Thus, choice between the fixed and the random effects models should depend upon the statistical properties of implied estimators. As McCulloch (1996) stated, a frequentist decision to regard an effect as fixed or random is indeed complicated one.
In what follows, we will assume that disturbance terms are independently and normally distributed with mean 0 and variance σ 2 , and we will focus on the Bayesian estimation. You might refer to Henningsen (2011) for the maximum likelihood estimation.
Random effects model
Let NT = ∑ N i=1 T i and write (2.1) as a matrix form,
where y * is a NT × 1 vector of latent values, X is a NT × k full column rank design matrix of input
vector of individual specific effects, and ϵ is a NT × 1 vector of disturbance terms. Here ⊕ denotes the direct sum of matrices, and 1 T i is a T i × 1 vector of 1's.
For (2.2), a hierarchical Bayesian model can be setup as y
, and β, µ and σ 2 have a certain proper or improper joint prior distribution. In the absence of prior information about the fixed effects β and the disturbance variance σ 2 , p(β, σ 2 ) ∝ 1/σ 2 is customarily chosen for noninformative prior (see, e.g., Zeger and Karim, 1991; Kass and Natarajan, 2006; Gelman et al., 2013) . From a Bayesian standpoint, all effects are random. Thus, if a frequentist decides that an effect is indeed random and provides a distribution, then most Bayesian might be willing to use that distribution as a prior. In this point of view, N(0, I τ 2 ) is chosen for the random effects, because frequentist believes that µ i 's are independently and identically distributed normal random variables with mean 0 and common variance τ 2 ; however, this prior requires a second stage prior for τ 2 . A conventional diffuse noninformative prior for τ 2 is p(τ 2 ) ∝ 1/τ (Gelman et al., 2013) . Note that certain improper priors lead to improper posterior distributions, and the Gibbs chains corresponding to improper posterior are quite ill behaved. One must be careful in choosing the improper prior since Gibbs output does not inform the user that the posterior is improper, However, it can be shown that the priors described above yield proper posterior distributions. See Theorem 1 of Hobert and Casella (1996) for further details.
The full conditional posterior distributions for the Gibbs sampling can be obtained from the joint posterior distribution,
From (2.3), we have the following full conditional distributions.
where IG(α, β) represents the inverse-gamma distribution with shape parameter α and scale parameter β.
We need additional full conditional distributions of latent variables, which will be employed at data-augment step (Tanner and Wong, 1987) . Note that, given β, µ, σ 2 and y, each y * it is independent, and has a truncated normal distribution on (−∞, a], if y it = a, or a truncated normal distribution on [b, ∞), if y it = b. Otherwise, it has a degenerating distribution at y it . Let θ (t) represent the sample value from the full conditional distribution of θ at t th iteration. Then, the Gibbs algorithm is defined to draw samples from the full conditional distributions at each iteration, where the sampling is carried out by the following procedure:
Fixed effects model
When we consider fixed effects model, the intercept term should not be allowed in X, and hence, by the nature of panel data, the column spaces of X and W in (2.2) are disjoint. Thus, if we consider µ as fixed effects, (2.2) is essentially identical to the plain censored regression model described in Lee and Choi (2013) , and the same Bayesian method is applicable. Likewise, censReg does not have a specific routine designed for the maximum likelihood estimation of the fixed effects model. Using a uniform prior for µ just like β, the full conditional distributions of y * , β and σ 2 implementing the Gibbs sampling are the same as the random effects model, but the full conditional distribution of µ is changed to µ | β,
. The sampling step for τ 2 is not necessary in the Gibbs sampling procedure for the fixed effects model.
The only concern in the fixed effects model is the behavior of the Bayesian estimation under the incidental parameter problem. We will address this topic in Section 3 by comparing the behaviors of Bayesian and maximum likelihood estimators through simulation studies.
Monte Carlo Results
To compare our results with previous studies, the experiments were done on the designs of Bruno (2004) and Green (2004b) for each random and fixed effects models.
For the random effects model, the latent variable was generated according to
and the first regressor x1 it is time-dependent to mimic a time series and was generated by an autoregressive process, x1 it = 0.1t + 0.5x1 i,t−1 + u it , u it ∼ U(−0.5, 0.5) with initial value generated by x1 i 0 = 5 + 10u i 0 . The time invariant variable x2 i was given to 0 or 1 according to x2 * i being less or greater than 0.5, where x2 * i 's are uniform random numbers. The observed value was mapped from the latent variable by
The values for β's were 1.5, −1, and 1, respectively, which resulted in about 30% ∼ 40% censoring rate. The second study design for the fixed effects model was
. Note that ω is used to control the amount of correlation between the effects and the regressor. In our study, β 1 = β 2 = 1 and ω = 0.5 were used. The constant D is used to control the rate of censoring. We gave several values of D to maintain the rate of censored data at around 30% -40%.
We examine the behavior of two estimators on a small sample size because the large sample would guarantee the efficiency of the Bayesian and the maximum likelihood estimators; in addition, the incidental parameter problem originates from too many parameters to be estimated with a relatively small sample. That is, the goal of this study is to investigate the small sample properties of the Bayesian and the maximum likelihood estimators.
The numbers of periods and individuals analyzed were T = 5, 10 and 15, and N = 30, 50. In each experiment, the averages of Bayesian and maximum likelihood estimates and the averages of standard errors were calculated. The average of estimates can be used to measure the bias. These experimental results were based on 2000 replications. In addition, using 1 2000
(estimate − true value) 2 , the mean squared error was estimated to compare the efficiency. Finally, we estimated the coverage probability of 95% Wald-like confidence interval. We believe that the coverage probability would be close to 0.95, if the standard error of estimate was given appropriately. Gibbs sampling was implemented using 51,000 iterations with the first 1,000 samples ignored, commonly called burn-in periods. After the burn-in periods, we used only every fifth draw to migrate the impact of autocorrelation. Thus, all the Bayes estimates were based on 10,000 samples. The statistics related to maximum likelihood estimation were obtained from censReg. Table 1 shows the experiment results for the random effects model. In the estimation of regression coefficients, the maximum likelihood estimate is slightly less biased, but the bias of the Bayesian estimate seems not to be significant as well. However, the maximum likelihood estimate tends to have significantly smaller standard errors than the Bayesian estimate. This might lead to thoughtless conclusion that the maximum likelihood estimation has better efficiency. Note that the Bayesian estimate has smaller numerical mean squared errors than the maximum likelihood estimate in most cases. It should be noted that the maximum likelihood method underestimates the variance components, which has an implication for the standard error of estimates. To understand the underestimation of standard errors, we calculated the coverage probability of 95% confidence interval. As shown in Table 1 , the coverage probability of maximum likelihood confidence interval is getting close to the nominal level as sample size is increasing, but it is significantly small when sample size is small. Thus, one must be careful in using the maximum likelihood method with small sample.
Similar results might be concluded as well for the fixed effects model. As shown in Table 2 , and stated by Green (2004a, b) , the maximum likelihood estimation of slope parameters are not affected greatly by the incidental parameter problem, but we could conclude that the asymptotic standard errors or asymptotic variances are generally underestimated, because the empirical coverage probabilities of the maximum likelihood estimation are significantly smaller than the nominal level. In contrast to the maximum likelihood estimation, the coverage probabilities of the Bayesian estimation are close to the nominal level. The Bayesian method can provide the proper estimate of standard error despite a small sample size.
Conclusions
The Bayesian method usually requires intensive computer works, but advances in contemporary computing power enable an intensive Bayesian method to solve various complicated statistical problems. We believe that the censored regression model is one of challenging statistical problem to which Bayesian should pay attention, because the frequentist method seems inefficient when sample size is small. For instance, the maximum likelihood estimation is quite reliable, but other statistical inference such as the hypothesis test or the interval estimation, the maximum likelihood method may be inadquate. In this paper, we have shown that a Bayesian model could be a better alternative when the sample size is small. Hence, it is believed that the Bayesian method can meet the various demands in the inference of a censored regression model. In addition, it would be desirable to compare the property of Bayesian models that employ various priors such as the reference prior and the matching probability prior for further study.
