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Points	  to	  get	  across	  
•  PDP	  and	  HPC	  should	  be	  
leading	  (not	  lagging)	  
research	  on	  energy-­‐eﬃcient	  
compu;ng	  	  
•  Parallel	  programming,	  
run;mes	  	  systems	  and	  
energy-­‐eﬃciency	  are	  
connected	  
•  What	  lies	  ahead	  for	  the	  
parallel	  programmer	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Energy	  in	  HPC	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Leader	  or	  laggard?	  
•  The	  history	  of	  BlueGene	  
–  Based	  on	  processors	  for	  the	  embedded	  systems	  market	  (PowerPC)	  
–  Pioneered	  “scale-­‐out”	  idea,	  now	  common	  in	  datacentres	  
•  Many	  nodes	  with	  simple	  cores,	  custom	  interconnect	  
–  Dominated	  Top-­‐500	  list	  for	  performance	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BlueGene	  on	  the	  Green500	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Leader	  or	  laggard?	  
•  Is	  HPC	  just	  reusing	  
solu;ons?	  
–  Processors	  
originally	  designed	  
for	  the	  mobile	  
phones	  market	  
–  Clock	  ga;ng,	  DVFS,	  
device	  sleep	  states	  
well	  known	  for	  20	  
years	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S;ll	  looking	  for	  a	  proper	  metric…	  
•  FLOPS/Wae	  
•  FLOPS/Wae/square	  inch	  
•  Energy	  ×	  Delay	  
•  Energy	  ×	  Delay	  ×	  Delay	  
•  Energy	  ×	  Time	  to	  solu;on	  
•  £,	  $,	  €…	  
•  Or	  should	  we	  just	  measure	  
execu;on	  ;me	  and	  forget	  
about	  the	  rest?	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Is	  there	  a	  role	  for	  HPC	  &	  PDP	  in	  
green	  compu8ng	  innova8on?	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Exascale	  projec;ons	  
•  Assume	  that	  currently	  most	  energy-­‐eﬃcient	  
supercomputer	  sustains	  improvement	  towards	  
an	  Exaﬂop	  
–  Factor	  of	  2384×	  in	  performance	  
–  202.7	  MegaWae	  of	  power	  
•  Assume	  target	  power	  cap	  of	  20	  MegaWae	  
–  Need	  two	  orders	  of	  magnitude	  improvement	  in	  
FLOPS/Wae	  
–  What	  hardware	  devices	  can	  achieve	  this	  improvement	  
without	  compromising	  performance?	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Parallel	  solware	  is	  (or	  should	  be)	  energy-­‐eﬃcient	  
•  Parallel	  solware	  can	  scale	  up,	  down	  and	  
out,	  if	  wrieen	  with	  appropriate	  
programming	  models	  
•  Scale-­‐free	  solware	  can	  adapt	  to	  power	  
constraints	  and	  control	  energy	  budgets	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Dynamic	  concurrency	  thro<ling	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Concurrency	  throeling	  
•  Dynamic	  power	  increases	  
linearly	  with	  number	  of	  
ac;ve	  cores	  
•  Scalability	  curves	  have	  
knees	  
–  Locate	  the	  knee	  
–  Energy-­‐eﬃcient	  parallel	  
programs	  execute	  at	  the	  
star;ng	  point	  of	  the	  knkee	  
Cores	  
Sp
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CT	  opportunity	  
CT	  opportunity	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Exploi;ng	  the	  concurrency	  trade-­‐oﬀ	  
•  Programs	  execute	  dis;nct	  
phases	  	  
–  Compute-­‐,	  memory-­‐	  or	  
communica;on-­‐bound	  
•  Phase	  characteriza;on	  
indicates	  concurrency	  
sweet	  spot	  
–  DCT	  can	  both	  improve	  
performance	  and	  save	  power	  
if	  the	  sweet	  spot	  is	  found	  
•  DCT	  is	  one	  of	  several	  
op;miza;ons	  
–  Can	  easily	  complement	  DVFS	  
to	  maximize	  energy-­‐eﬃency	  
Cores	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CT	  opportunity	  
CT	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Uniﬁed	  program	  adapta;on	  framework	  
•  Mul;-­‐dimensional	  online	  performance	  predictor	  	  [Cur;s-­‐Maury	  et	  al.,	  
TPDS08,	  PACT08,	  ICS06]	  
–  Sta;s;cally	  analyzes	  	  samples	  of	  hardware	  event	  rates	  collected	  at	  
run;me	  	  
–  Derives	  predic;ons	  based	  on	  data	  from	  short	  execu;on	  samples	  	  
•  Run;me	  adapta;on	  per	  program	  phase	  
–  Thread-­‐based	  programming	  model	  (OpenMP,	  Cilk)	  	  
–  DCT	  and	  DVFS	  based	  on	  	  phase	  scaling	  predic;ons	  
Sample Targets 
$ $ 
Active core at full frequency Idle core 
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Training	  an	  adapta;on	  model	  
•  Regression,	  ANN,	  classiﬁers	  (e.g.	  SVM),…	  
•  Simple	  models	  capture	  scalability	  curves	  well,	  albeit	  
with	  lower	  absolute	  accuracy	  
uIPC(t) = uIPC(s) ⋅a(e1(s),...,en (s))+β
a = (ei (s)
i=1
n
∑ ⋅ xi + yi )+ z
uIPC(t) = uIPC(s) ⋅ (ei (s)
i=1
n
∑ ⋅ xi )+uIPC(s) ⋅λ +β
•  Map	  event	  rates	  collected	  during	  sample	  
conﬁgura;ons	  to	  predict	  performance	  on	  
alternate,	  untested	  conﬁgura;ons	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Taming	  locality	  issues	  
•  Original	  DCT	  failed	  to	  consider	  implica;ons	  of	  cache	  reﬁlls,	  
thread	  and	  data	  mapping	  	  
1	  
2	  
3	  
4	  
D1	  
D2	  
Example:	  45%	  execu;on	  ;me	  
varia;on	  across	  85	  mappings	  
16,	  4-­‐core	  nodes:	  63	  million	  mappings.	  
1000,	  4-­‐core	  nodes:1043	  mappings.	  
4,	  4-­‐core	  nodes:	  43,680	  mappings.	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DyNUMA	  training	  using	  ANN	  
execu8on	  
signature	  
(IPC,	  LMA,	  	  
RMA,	  Posi8on)	  
Concurrency=	  1	  
Concurrency=	  2	  
Concurrency=	  8	  
Concurrency=	  16	  
Concurrency=	  12	  
64	  	  sec	  
32	  	  sec	  
14	  	  sec	  
13	  	  sec	  
10	  	  sec	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Modeling	  accuracy	  
0% 
20% 
40% 
60% 
80% 
100% 
120% 
140% 
160% 
180% 
0 
5 
10 
15 
20 
25 
30 
35 
Predicted Wall-clock time Measured Wall-clock time 
Normalized Prediction 
Ti
m
e(
se
co
nd
) 
N
or
m
al
iz
ed
 V
al
ue
(%
) 
22	  EuroMicro	  PDP'13	  Keynote	  Friday,	  March	  1,	  13	  
School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
DyNUMA	  performance	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Performance	  on	  TilePro64	  
Tile64Pro	  OS	  default	  Linux	  mapping	  is	  ineﬃcient	  	  
More	  concurrency	  	  does	  not	  necessary	  improve	  performance	  	  
0%	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Power-­‐aware	  hybrid	  parallel	  
programming	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Energy-­‐Aware	  Hybrid	  Programming	  
DVFS	  can	  save	  power	  without	  increasing	  ;me	  by	  reducing	  imbalance	  
Task	  i	  
Task	  j	  
Task	  k	  
1 2 2 3 1 3 1 2 
1 2 2 3 3 1 1 2 
1 2 2 3 1 3 1 2 
CT	  can	  save	  power	  and	  energy	  by	  reducing	  ;me	  and	   ore	  count	  
2 2 3 3 1 1 2 
1 2 2 3 1  1 2 
1 2 2 3 1 3 1 2 
1 
1 2 1 2
3 
1 2 2 3 1 3 1 2 
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  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Cri;cal	  path	  based	  modeling	  
•  Predic;ng	  ;me	  vs.	  predic;ng	  scaling	  func;on	  
ti = min1≤ thr ≤X⋅Y ti, j,thr
j=1
M
∑
tc =max1≤i≤N min1≤ thr ≤X⋅Y ti, j,thr
j=1
M
∑
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School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Time	  modeling	  enables	  slack	  dispersion	  
•  Slack	  dispersing	  DCT&DVFS	  (Li	  et.	  al,	  TPDS13)	  
Use	  cri;cal	  path	  ;me	  to	  determine	  slack	  (essen;ally	  imbalance)	  
Time	  constraint:	  
Energy	  constraint:	  
Δtislack = tc − ti − ticomm − tdvfs
Δtijk ≤ Δtislack
1≤ j≤M
∑
tijk fk ≤ ti
1≤ j≤M
∑ f0
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School	  of	  Electronics,	  Electrical	  Engineering	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High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Performance	  Evalua;on	  
Consistent	  (or	  improving)	  energy	  savings	  with	  weak	  scaling 
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School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Where	  is	  the	  connec8on?	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School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
	  Energy	  and	  the	  programmer	  
•  Understand	  performance	  and	  power	  implica;ons:	  
–  Thread	  mapping	  
–  Scheduling	  
–  Data	  placement	  
•  Use	  adaptable,	  scale-­‐free	  programming	  models	  
–  Phase-­‐aware	  op;miza;on	  infeasible	  otherwise	  
•  Domain-­‐speciﬁc	  knowledge	  can	  save	  energy	  
–  DAG,	  dataﬂow	  representa;ons	  have	  enough	  informa;on	  
for	  a	  ﬁrst-­‐order	  approxima;on	  of	  the	  op;miza;on	  
problem	  
–  Proac;ve	  applica;on-­‐speciﬁc	  program	  control	  likely	  to	  
outperform	  any	  system-­‐level	  approach	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School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Connec;ng	  the	  dots	  
•  Parallel	  programs	  are	  	  unfortunately	  not	  
prepared	  for	  a	  power	  crisis	  
•  Programming	  models	  and	  run;me	  systems	  s;ll	  
are	  not	  (yet)	  up	  for	  the	  task	  
–  Adapt	  concurrency	  at	  run;me	  on	  non-­‐coherent	  many-­‐
core	  architectures?	  
–  Control	  power	  states	  within	  the	  run;me	  with	  input	  
from	  the	  applica;on?	  
–  Scale-­‐free,	  scale-­‐aware?	  	  
–  How	  much	  waste	  is	  there	  in	  the	  run;me	  and	  the	  OS?	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  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
We	  educate	  two	  kinds	  of	  (parallel)	  programmers	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School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
We	  educate	  two	  kinds	  of	  (parallel)	  programmers	  
Joe	  the	  Plumber	  
Programmer	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School	  of	  Electronics,	  Electrical	  Engineering	  and	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  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Revisi;ng	  parallel	  programming	  
•  Environmentally	  conscious	  programmers	  know	  the	  hard	  limits	  of	  
their	  algorithms	  given	  architectural	  or	  power	  constraints	  (e.g.	  
DAG,	  rooﬂine	  models)	  
•  Environmentally	  conscious	  run;me	  systems	  eliminate	  waste	  	  
–  No	  more	  run;mes	  antagonizing	  opera;ng	  systems	  
–  No	  more	  cross-­‐run;me	  system	  noise	  
35	  EuroMicro	  PDP'13	  Keynote	  Friday,	  March	  1,	  13	  
School	  of	  Electronics,	  Electrical	  Engineering	  and	  Computer	  Science	  
High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Revisi;ng	  parallel	  programming	  
•  Your	  power	  budget	  may	  well	  be	  your	  most	  cri;cal	  resource	  
–  Awareness	  of	  this	  issue	  must	  somehow	  become	  part	  of	  programmer	  educa;on	  
–  Neither	  Joe	  nor	  graduate	  students	  are	  ready	  for	  this	  
–  Hardware	  	  and	  system	  solware	  will	  not	  solve	  the	  problem	  by	  themselves,	  
without	  a	  steep	  performance	  penalty	  
•  Defensive	  parallel	  programming	  
–  Scale-­‐free,	  react	  to	  power	  caps	  
–  Explicit	  resource	  propor;oning	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  of	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  Electrical	  Engineering	  and	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High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
More	  informa;on	  
hep://www.qub.ac.uk/research-­‐centres/HPDC/	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  of	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  Electrical	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  and	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High	  Performance	  and	  Distributed	  Compu;ng	  Cluster	  
Connec;ng	  the	  dots	  
•  A	  power-­‐aware	  
parallel	  program	  of	  the	  
future:	  
–  adapts	  concurrency	  
–  eliminates	  waste	  (idle	  
;me,	  redundant	  
communica;on)	  
–  controls	  component	  
power	  at	  a	  ﬁne	  
granularity	  (e.g.	  per	  
task)	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Manousakis	  et	  al,	  [SBAC-­‐PAD12]	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