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Time dependence of X-ray diffraction intensity of a crystal induced by an intense
femtosecond X-ray pulse
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The time evolution of the electron density and the resulting time dependence of X-ray diffraction
peak intensity in a crystal irradiated by highly intense femtosecond pulses of an XFEL is investi-
gated theoretically on the basis of rate equations for bound electrons and the Boltzmann equation
for the kinetics of the unbound electron gas that plays an essential role in the time evolution of
the electron density of a crystal. The photoionization, Auger process, electron-impact ionization,
electron–electron scattering, and three-body recombination have been implemented in the system
of rate equations. An algorithm for the numerical solution of the rate equations was simplified by
incorporating analytical expressions for the cross sections of all the electron configurations in ions
within the framework of the effective charge model. Using this approach we evaluate the time de-
pendence of the inner shell population and electronic kinetic energy during the time of XFEL pulse
propagation through the crystal for photon energies between 3 and 12 keV and a pulse width of 40
fs considering a flux of 1012 ph/pulse (focusing on a spot size of ∼ 1µm2, this flux corresponds to a
fluence ranging between 0.6 and 1.6 mJ/µm2). The time evolution of the atomic scattering factor
and its fluctuation is numerically analyzed for the case of a Silicon crystal taking into account the
decrease of the bound electron density during the pulse propagation. The time integrated intensity
drops dramatically if the fluence of the XFEL pulse exceeds 1.6 mJ/µm2.
PACS number(s): 32.80.Fb, 32.90.+a, 87.59..e, 87.15.ht
I. INTRODUCTION
The first hard X-ray Free Electron Lasers (XFEL) [1–3] are already in operation at SLAC (USA) and Spring-8
(Japan); other XFEL facilities are under construction, including the European XFEL at DESY [4]. These facilities
will provide ultra-bright femtosecond X-ray radiation with unique possibilities to study the structure of matter with
angstrom resolution on a time scale of femtoseconds. Most of the current experiments using FEL radiation focus on
single shot exposure of molecules and clusters, assuming that structure data can be taken before sample destruction
takes place [5] on a time scale much larger than the FEL pulse length. Having this sample destruction in mind, FEL
experiments on crystals are rare at present [6, 7]. Specific experimental conditions for FEL experiments have to be
defined in order to solve specific questions of solid state physics.
At present, crystal diffraction is used for monochromators or other optical elements. During the first experiments
with XFEL sources it was discovered that the crystal response known from conventional experiments at synchrotron
sources is maintained as long as the fluence, i.e., the deposited photon energy per sample area, is below a certain
threshold [8, 9]. Therefore for current experiments the crystal is illuminated by a wide beam and the focusing takes
place after monochromatization. However, other experimental scenarios might be realized in future experiments. One
is the photon–photon pump-probe experiment where the sample is excited by one FEL pulse followed by a second
one after a time span much shorter than the repetition time of the FEL source. A respective time delay setup has
been proposed recently, equipped with four crystal reflections [10]. For this experiment it is important to know how
both the pulse shape and the intensity of the delayed pulse differ from those of the first pulse if a highly intense
FEL fs-pulse propagates throughout the crystal [11, 12]. The answer to these questions may also influence the design
of other optical elements to be positioned within the path of the XFEL beam. Up to now the interaction of FEL
pulses with a crystal has been described by many authors in terms of X-ray dynamical theory considering the time
delay of the X-ray beam while propagating through the crystal [12, 13] but using time independent atomic scattering
factors (ASF). However, it was shown in [14] that such an approach remains valid only in case of relatively small
fluences. In our paper we will show that the major variation in diffraction intensity originates from the alteration of
the ASF due to electronic processes. As long as crystal diffraction can be described in terms of kinematic theory, the
relevant quantities for the description of the integrated intensity are the ASF and its variation as a function of time
and fluence.
In the fs time range, the atomic positions in a crystal are fixed and the main source of variation is the electronic
excitation and Auger recombination of bound electrons induced by the X-ray beam. Because the time scale of these
processes is in the same time range as the FEL pulse length, the population of electronic states of an atom and
subsequently the atomic form factor become time dependent. Under these conditions, conventional theories of X-ray
2diffraction that are based on the stationary X-ray susceptibility of the crystal [15] are no longer valid because of the
fast evolution of the electron density in the crystal. Since the duration τD of the formation of a diffraction peak,
defined by the extinction length Lext (τD ≈ Lext/c ∼ 10 fs, where c is the speed of light) is comparable with the
duration of the XFEL pulse it is necessary to take into account the dynamics of electronic redistribution within
the atomic shells. These processes finally result in the time dependence of the ASF and the integrated Bragg peak
intensity.
The evolution of electron density of an object irradiated by an XFEL pulse can be described by the solution
of rate equations for the atomic state populations (e.g. [16], [17] and references therein) or by the simulation of
microscopic processes in terms of the Monte Carlo method [14]. An alternative approach is focussing on description
of evolution of the electron plasma that is created in the process of ionizing the atoms (e.g. [18], [19] and references
therein). Moreover, it was also shown [20]–[23] that the ionization dynamics of individual atoms changes substantially
considering the influence of the electron plasma on the time dependent evolution of the population probabilities. As
a result, the population of the atomic configurations depends on the relation between pulse duration and the size
of the cluster on the one hand and the energy distribution of plasma electrons on other hand [23]. Evidently, the
latter effect becomes essential in the case of crystals where the electronic band spectrum differs substantially from
the energy spectrum of electrons in isolated atoms and molecules.
Specific feature of our approach is based on the numerical solution of a self-consistent system of master equations
that includes both the rate equations for the population of bound electrons and the Boltzmann kinetic equation for
the distribution function of unbound (plasma) electrons generated by the ionization of the atoms during the pulse
propagation in the medium. Such an approach allows one i) to trace explicitly evolution of all possible atomic/ionic
configurations as it is vital for further estimation of the X-ray diffraction intensities (this means that if one considers
an ion with total charge +1 the diffraction signal is different for the cases of inner and outer vacancies) and ii) to take
into account secondary ionization processes and the role of free electron plasma in the problem of evolution of atomic
states of the system. The latter part considers the band spectrum of unbound electrons and additional relaxation,
such as the ionization of the atoms by the electrons, electron–electron collisions, and three-body recombination.
The numerical treatment of these additional processes makes the solution of the master equations very expensive.
Therefore analytical expressions for the cross sections of all the electron configurations in the ions have been derived
on the basis of the effective charge model (ECM) for single-particle atomic wave functions [24, 25]. They have been
implemented in the numerical algorithm of the solution of the master equations. The developed software, “crystal
evolution induced by X-ray” (CEIX), is applicable to various atoms. Its possibilities are demonstrated for a Si crystal
as the example.
The present paper deals with theoretical investigation of the electron density evolution of atoms arranged in a
crystal and the estimation of the time dependence of the Bragg peak intensities during the propagation of an intense
XFEL fs-pulse through the crystal. As shown in [26], the ASF decreases remarkably during the time of the pulse
propagation through the sample. This means that the conventional linear theory of diffraction, assuming a constant
crystal susceptibility is no longer valid [12].
We concentrate on the calculation of the population dynamics of the atomic electronic states considering bound
and unbound electronic states and the resulting time dependence of the ASF. The time dependence of the Bragg
peak intensities is estimated from the square of the structure factors making up the time dependent ASFs. Bragg
peak intensities are described in terms of kinematical theory of X-ray diffraction which is valid as long as the crystal
thickness is smaller than the extinction length L < Lext ≈ c/ω|χg| (where χg is the Fourier component of the X-ray
polarizability of the crystal and ω is the frequency of X-ray radiation) so that the dynamical effects are negligibly
small. For Silicon at 8 keV photon energy Lext = 18.5 µm at (111) reflection in Laue geometry, for instance [27].
Considering its fs time range, the FEL pulse will probe a snapshot of the atomic arrangement in the crystal affected
by random displacements of the atoms due to thermal displacements. We suppose that the respective damping of
the diffraction intensity can be effectively described in terms of the static Debye–Waller approach, causing a certain
reduction in the Bragg peak intensity. Whereas this part is not considered in our approach for now, we effectively
describe the evolution of the Bragg peak intensity by considering five different processes of electron redistribution in
the atoms and their contributions to the ASF. The degree of electron redistribution depends on the pulse length and
the pulse intensity, and becomes essential if the time necessary for complete ionization of the atoms is on the order of
the time necessary to form the diffraction peak. We show results of numerical investigations at photon energies of 3
keV and 8 keV, i.e., close and apart from the Si K-edge, using a pulse length of 40 fs and a flux of 1012 ph/pulse (the
fluence being 0.6 and 1.6 mJ/µm2 correspondingly).
The present paper is organized as follows. Secs. II and III motivate the approximations and introduce the processes
considered for the description of the evolution of the electron density during the propagation of an XFEL pulse
through a crystal. The complete system of master equations that describes the ionization dynamics in the crystal
and the algorithm of the numerical solution are described in Sec. IV. The numerical results for the evolution of the
electron density are discussed in Sec. V followed by a description of the time dependence of the diffraction intensities
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Figure 1: (a) comparison of energy spectra of the electron states in isolated atoms and atoms in a crystal; (b) schematic
estimation of the role of free electrons in the ionization dynamics. Here f(p) is the distribution function of the free electrons,
Rmfp is the electron mean free path, and Lext is the extinction length.
from a Si crystal described in Secs. VI and VII.
II. QUALITATIVE ANALYSIS
In general, the problem of the propagation of an X-ray pulse through matter is based on the solution of the system
of Maxwell equations for the X-ray wave field coupled to the Schro¨dinger equation for the quantum states of the
electron subsystem of the crystal. In contrast to the widespread approximation of linear X-ray optics that treats the
electrons as classical oscillators [15], a quantum theory approach for the electron density response is required in order
to take into account the variations of the atomic state populations during the interaction between the X-ray field and
the crystal.
First of all, let us estimate the effect of an intense X-ray laser field on a single atom using the parameters of the
XFEL pulse introduced in the EuroXFEL technical design report [4].
The electric field strength in the photon pulse can be evaluated as [28]
E ≈
√
4h¯ωNph
ǫ0πd2cT
∼ 4× 109
V
m
< Ea ≈ 5× 10
11 V
m
, (1)
where ǫ0 is the dielectric constant, Ea = m
2c3α3/(h¯e0) is the characteristic strength of the atomic field with α being
fine structure constant; e0 is the electron charge.
The effect of an alternating laser field on the non-resonant atomic states is defined by the ponderomotive energy
[29]
Up ≈
e20E
2
2mω2
∼ 2× 10−9 eV, (2)
that is essentially smaller than the average atomic ionization potential Ui. The probability of non-resonant ionization
of atoms by a laser field can be calculated on the basis of [29]. In the considered case the Keldysh parameter
γ =
√
Ui/2Up ≫ 1, (3)
which means that the probability of under-barrier tunneling is extremely small.
Taking into account (1)–(3), one can conclude that the atomic wave functions represent a good basis set to describe
the atom–field interaction in terms of perturbation theory.
Let us compare the typical structure of the energy spectrum of electron states in a crystal [30] with the energy
spectrum of a single atom (Fig. 1a). The overlap of the electron shells of the atoms in the crystal leads to the
formation of the energy bands E˜n(~p) (n is the zone number, ~p is the quasi-momentum). The electron states with
n ≤ n0 (n0 is the quantum number of the highest populated energy level for bound electrons) correspond to the ground
state of the system, the widths of the allowed bands are defined by the exponentially small overlap integrals between
neighboring atomic states [30], so that the energy levels in every unit cell are approximately equal to the E˜n(~p) ≈ En,
found at an isolated atom. At the same time, the excited states with n > n0 correspond to the conduction band. For
4Figure 2: Elementary processes that define ionization dynamics in the crystal.
these states the overlap integral is large and the energy spectrum is described in the framework of the “free electron
approximation” [30] by E˜n(~p) ≈ p
2/2m. This behavior is opposite to the case of an atom in a molecule or a small
cluster, where the energy of the unoccupied states is still sharp. Due to the formation of the band structure the
effective ionization energy that defines the transition of the electrons from the discrete to the continuous spectrum
becomes a little bit smaller in a crystal than in a molecular system.
Another important feature of the ionization dynamics in crystals is the role of the free electrons, which are described
by the distribution function f(~p) (Fig. 1b). The characteristic energy of the free electrons that appear due to the
photoionization is defined by the photon energy p2/2m ≃ h¯ω ∼ 10 keV. The mean free path Rmfp of the electrons
of such an energy in media is defined by the energy loss due to secondary ionization processes, and according to the
NIST database [31] it can be estimated as Rmfp ∼ 10 nm. At the same time, in a crystal with a thickness of the
same order of magnitude as the extinction length L ∼ Lext the percentage of ionized electrons that remain within the
crystal can be approximately estimated as:
λ ≈
(
1−
Rmfp
Lext
)
≃ 1, (4)
that is almost a unity. This means that in a crystal, a considerable part of the free electrons contributes to the
evolution of the electron density.
III. BASIC ASSUMPTIONS AND JUSTIFICATIONS
The contribution of free electrons to the redistribution of the electron density is essential and needs to take into
account additional elementary processes in order to define the ionization dynamics during the interaction of the
XFEL pulse with the crystal (Fig. 2). The interaction of the XFEL pulse with a single atom is described by
photoionization and Auger processes [16] (processes 1 and 2, respectively). In a crystal, the large number of electrons
excited into the conduction band leads to electron–electron collisions, electron impact ionization of other atoms, and
the reverse process of a three-body recombination (processes 3 to 5, respectively). A sixth process is the possibility
of induced photorecombination (not shown in Fig. 2). This process is reverse to photoionization, and takes place
if the free electrons of the continuous spectrum become excited into unoccupied atomic states under the influence
of the electromagnetic field pulse. This process is substantially resonant and involves free electrons with momenta
pr ≈
√
2m(h¯ω − En). However, numerical results show (see Sec.V below) that due to the collisions with electrons and
atoms, the photoelectrons quickly fill the entire range of the continuous states (Fig. 4) and, hence, the contribution
of the resonant photorecombination to the kinetic equation for the distribution function f(p) can be neglected.
5In order to find the intensity of a Bragg peak formed by the XFEL pulse, one has to calculate the crystal X-ray
susceptibility taking into account the evolution of the electron density. Following textbooks as [32] one has to solve
the Maxwell equations for the photon field (here the Coulomb gauge is used)
∇2 ~A(~r, t)−
1
c2
∂2
∂t2
~A(~r, t) = −
4π
c
∂~j(~r, t)
∂t
,
∇ ~A = 0, ϕ = 0, (5)
with ~A and ϕ being the vector and scalar potentials correspondingly, coupled to the Schro¨dinger equation for the
wave functions Ψa(~r, t) = Ψ(~r− ~Ra, t) of the electron subsystem of the atom in the crystal unit cell localized near the
point ~Ra:
ih¯
∂Ψa(~r, t)
∂t
= HˆΨa(~r, t),
Hˆ =
1
2m
(
~ˆp−
e0
c
~A(~r, t)
)2
+ e0V (~r), (6)
where V (~r) is the part of periodic potential of the crystal within the considered unit cell.
The induced current density in the matter can be calculated as the sum over all cells:
~j(~r, t) =
∑
a
{
ie0h¯
2m
(∇Ψ∗a (~r, t)Ψa(~r, t)−
Ψ∗a(~r, t)∇Ψa(~r, t))−
e2
mc
~A(~r, t)Ψ∗a(~r, t)Ψa(~r, t)
}
. (7)
According to the analysis mentioned above, the stationary single-electron wave functions ψn(~r) of the electrons in
the crystal can be used as a basis set for the solution of Equation (6). Let us consider the evolution of the electron
state with the quantum number l and expand the wave function as follows:
Ψa(~r, t) = Clψl(~r − ~Ra) +
∑
n6=l
Cnψn(~r − ~Ra);
Cl,n ≡ Cl,n(~Ra, t) = al,n(~Ra, t)e
− i
h¯
El,nt;
~A(~r, t) = ~As(~r, t)e
i(~k~r−ωt) + c.c. (8)
The quantum number n corresponds to the entire set of the single-electron quantum states including the wave
functions of the continuous spectrum. The coefficients al,n(~Ra, t) and the slope functions ~As(~r, t) (temporal envelope
of the pulse) [26] are varying due to the atom–field interaction rather slowly in comparison with the atomic frequencies.
In the numerical calculations below, the analytical single-electron approximation—ECM [24, 25]—is used both for
the functions ψl,n(~r) and the energies El,n of the atomic stationary states. This approximation is based on the use of
hydrogen-like wave functions with an effective charge for each orbital so that it provides an accuracy comparable to
the results obtained by the Hartree–Fock approximation [33].
The conventional approach of calculating the linear response of a system (susceptibility) [34] is based on the
approximation al = 1 and an(t) being calculated by means of the perturbative solution of Equation (6). In the
present case, a lot of atomic transitions are excited at the same time due to the very strong field. This results in a
significant depopulation of the initial state, which must be taken into account when calculating the non-linear and
time-dependent response. If one neglects the transitions between different excited states during the pulse propagation
(we assume these states to be located in the continuous spectrum), a compact equation for the function an(t) can be
derived:
6an(~Ra, t) = −i
e0
2mc
∫ t
−∞
dt′ ~As(~Ra, t
′)a0(~Ra, t
′)
×
〈
Ψn(~ρ)
∣∣∣~ˆpe−i~k~ρ∣∣∣Ψ0(~ρ)〉 ei(ωn0−ω)t′ ; ~ρ = ~r − ~Ra; n 6= l;
a˙l(~Ra, t) = −
e20
4m2c2
~A∗s(~Ra, t)
×
∫ t
−∞
dt′eiω(t−t
′)Y (t− t′) ~As(~Ra, t
′)al(~Ra, t
′), (9)
with the response function Y (t − t′), which allows one to take into account the effects of memory and coherence in
the atom-field interaction:
Y (t− t′) =
∑
n
〈
Ψ0(~ρ)
∣∣∣~ˆpei~k~ρ∣∣∣Ψn(~ρ)〉
×
〈
Ψn(~ρ′)
∣∣∣~ˆpe−i~k~ρ′ ∣∣∣Ψ0(~ρ′)〉 e−iωn0(t−t′). (10)
The resonant and non-resonant parts should be treated separately when solving Equation (9) for al(t). It can be
shown that in the non-resonant case (ωnl 6= ω) the kernel of the integral operator (10) is almost local in time because
of the condition ωT ≫ 1. Then the decrease of population of the atomic ground state reduces to the rate equation
a˙l(~Ra, t) = −I(~Ra, t)σ
(tot)(ω)al(~Ra, t), (11)
where I(~Ra, t) is the XFEL field intensity at the point ~Ra of the considered atom and σ
(tot)(ω) is the total cross-
section of inelastic scattering of the radiation by the atom. This value can be found experimentally by measuring the
intensity dependent absorption coefficients µ = nresσ
(tot)(ω) (nres is the resonant atom density)
Another approximation is used in the resonant case when ωlnr ≈ ω for one of the transitions. Then the coupled
equations define the populations of the resonant levels
ia˙l(~Ra, t) = −∆ωal(~Ra, t) + U(~Ra, t)anr(~Ra, t),
ia˙nr (~Ra, t) = −i
Γ
2
anr(~Ra, t) + U(~Ra, t)al(~Ra, t), (12)
where ∆ω = ω − ωlnr , Γ is the width of the excited level and U(~Ra, t) is the coupling function defined as follows:
U(~Ra, t) = −
e0
2mc
~As(~Ra, t)〈Ψnr (~ρ)|~ˆpe
−i~k~ρ|Ψl(~ρ)〉.
Substituting Eq. (8) in Eq. (7) and summing over the periodic coordinates ~Ra of the crystal, one can find that the
induced current includes only the Fourier component corresponding to set of the reciprocal lattice vectors ~h:
~j(~r, t) =
∑
~h
~j
~h
s (~r, t)e
i(~k+~h)~r−ωt;
~j
~h
s (~r, t) =
e0
mΩ
{a∗0(~r, t)al(~r, t)〈Ψl(~ρ)|~ˆpe
i(~k+~h)~ρ|Ψl(~ρ)〉
−
e0
c
~As(~r, t)
∑
l≤lm,j
|al(~r, t)|
2Fl,j(~h)e
i~h~Rje−W (h)}, (13)
where Ω is the unit cell volume and Fl,j(~h) is the partial atomic scattering factor that corresponds to the transferred
scattering vector ~q = ~h. It is calculated for the state ψl(~r) and the coordinates ~Rj correspond to various atoms in the
unit cell, e−W (h) is the Debye–Waller factor [34]. The sum is calculated over all atoms within the crystal unit cell
7and all bound electron states with quantum numbers l ≤ lm that were occupied in the initial state of the system. So
the total scattering factor of the crystal unit cell is defined as follows
F (~h, t) =
∑
l≤lm,j
|al(~r, t)|
2Fl,j(~h)e
i~h~Rj . (14)
Far from resonance, i.e., far from the K- or L-absorption edges, the anomalous dispersion term in (13) can be
neglected [35]. This means that only the last term in the induced current density (13) defines the diffraction intensity.
The main processes that determine the dynamics of the occupation probabilities and the time-dependence of the
current density via Eq. (13) are the photoionization and the Auger effect. Here we assume that the ionized electrons
are described by plane waves and do not contribute to the periodic susceptibility. However they can strongly affect the
bound electron population. During the pulse propagation the inner shells become depleted due to both photon-induced
processes and electron–atom impact ionization.
IV. APPLICATION OF THE RATE EQUATIONS FOR IONIZATION DYNAMICS IN THE CRYSTAL
In order to solve the evolution problem for the electron density in the crystal it is convenient to separate the whole
system into three subsystems: the bound electrons (discrete spectrum), the free electron gas (continuous spectrum),
and the electromagnetic field.
1) It has been shown in many papers (for example, [16] and citations therein) that the most efficient way to describe
the dynamics of the bound electrons is obtained by studying the time dependence of any electron configuration of the
atom. Since a set of bound electrons at a given time represents a certain atomic configuration, their evolution can be
described as time-dependent changes between different possible configurations. It may start from the neutral atom
and may finish with a fully ionized atom. If one writes Pλ(t) for the probability of the λ configuration at an arbitrary
moment of time, then the initial condition for this function corresponds to the case where all atoms are in the ground
(neutral) state:
Pλ(0) = δλ,0. (15)
One should also stress the normalization condition for the whole set of atomic configuration probabilities that
should be fulfilled for any arbitrary moment of time:
∑
λ
Pλ(t) = 1. (16)
With this definition, the population of the atomic level Ql(t) =
〈
|al(t)|
2
〉
in the scattering factor (14) averaged over
all configurations is defined as follows:
F (~h, t) =
∑
l≤lm,j
Ql(t)Fl,j(~h)e
i~h ~Rj ,
Ql(t) =
∑
λ
Pλ(t)gl,λ|al(t)|
2, (17)
where gl,λ is the degeneracy of this level in the configuration λ.
2) Electrons of the continuous spectrum appear due to photoionization, Auger recombination, and electron-impact
ionization. This subsystem can be described in terms of a classical one-particle distribution function f(~r, ~p, t) nor-
malized as follows:
∫
f(~r, ~p, t)d~pd~r = ne(t), (18)
where ne(t) is the total number of free electrons per unit cell.
This subsystem includes all excited electrons as well because for any excitation they occupy the conduction bands
following the free electron approximation for overlapping electron shells of atoms in a crystal.
8At the initial moment of time there are no free electrons, which corresponds to the following condition:
f(~r, ~p, 0) = 0. (19)
One should also note that although the photoionization cross section is not isotropic over the ejected electron
direction [28] , the multiple electron–electron collisions lead to the loss of information about the initial velocity
directions, so that the distribution function f(p) can be assumed to be isotropic over the momentum variable [36].
3) The electromagnetic field is described by the wave packet
~A(~r, t) = ~esΦ(~r, t)e
i(~k~r−ωt),
I(~r, t) = |Φ(~r, t)|2, (20)
where I(~r, t) is the intensity distribution function. Using the kinematical approximation of X-ray diffraction, the
evolution of the electromagnetic field is not taken into account.
Let us consider the general form of the rate equations describing the atomic population dynamics [16]:
dPλ
dt
=
∑
µ6=λ
(WµλPµ −WλµPλ), (21)
where Pλ is the probability of the system’s occupying a configuration with index λ and Wλµ is the probability of a
transition between the configuration λ to µ in unit time.
Transitions between various atomic configurations during the XFEL pulse propagation are mainly caused by pho-
toionization, Auger decay, electron-impact ionization, and three-body recombination. The photoionization rate is
given by
W
(Ph)
λµ (t) = σ
(Ph)
λµ J(t), (22)
where σ
(Ph)
λµ is the cross-section of the photoionization process that corresponds to the transition from configuration
λ to µ and J(t) is the photon flux function.
For the time-independent Auger process rate W
(Ag)
λµ we use the expressions given in [16, 17] and modify them with
all ionization potentials calculated in the framework of ECM [25].
The electron-impact ionization rate can be deduced on the basis of a collision integral calculation and has the
following explicit form:
W
(eii)
λµ =
na
2
∫
v3f(v)dv
∫
dσ
(eii)
λµ (v
′|v)
dv′
dv′, (23)
where na is the number of atoms per unit cell and the parameter dependence of the cross-section is organized in the
way (vfin|vini).
Using the principle of detailed balance [14, 36], the rate of the three-body recombination process can be deduced
on the basis of the electron-impact ionization rate:
W
(tbr)
λµ =
(
2πh¯
me
)3
n2a
2
∫
f(v)dv
∫
v′
3 dσ
(eii)
µλ (v|v
′)
dv
f(
√
v′2 − v2 −
2
me
Eµλ)dv
′, (24)
where Eµλ is the ionization potential that corresponds to the transition from configuration µ to λ.
It is important to stress that as long as the rates (23)–(24) depend on the electron density function (see below),
the subsystems of free and bound electrons are coupled.
The dynamics of the free electron gas density function is described by the Boltzmann kinetic equation and has the
form [36]
df(~r, ~p, t)
dt
=
∂f(~r, ~p, t)
∂t
+ ~v~∇~rf(~r, ~p, t) + ~F ~∇~pf(~r, ~p, t) = IB [f(~r, ~p, t)]. (25)
9For simplicity and insight into the ongoing processes, let us make a number of additional assumptions. First of
all, let us suppose that the system remains homogeneous in the lateral direction during the field–matter interaction
due to the fact that the beam size in this direction is much larger than the size of a crystal cell. This means that all
functions depend only on z (the axis parallel to the wave vector) and t; the wave front itself depends on the variable
z − ct.
Furthermore, the only vector that could cause an anisotropy in momentum space is the photon momentum, so that
the anisotropy parameter
ξa ≈
kph
pe
∼
√
h¯ω
mec2
∼ 0.14≪ 1, (26)
and due to thermalization the density function can be considered approximately isotropic over the momentum direc-
tions.
In the non-relativistic case, the net force ~F acting on an electron is defined by the uncompensated Coulomb field
created by the other electrons of the continuous spectrum and the ionized atoms. This force becomes essential if the
photon pulse has left the crystal but can be neglected during the passage of the pulse through the crystal. Moreover,
in the non-relativistic case with the assumptions mentioned above, the diffusion term yields
~v~∇~rf(~r, ~p, t) ∼
v
c
∂f
∂t
≪
∂f
∂t
(27)
and can be neglected as well.
As a result of these approximations, one can reduce the initial Boltzmann equation (25) to the form
∂f(v, t)
∂t
= IB[f ]. (28)
In the collision integral IB, the following transitions should be taken into account: 1) electron-impact ionization
of atoms (ions); 2) three-body recombination; 3) electron–electron elastic scattering. The corresponding collision
integrals can be written as
I
(eii)
B = na

 1
v2
∑
λ,µ
Pλ
∫
v′
3 dσ
(eii)
λµ (v|v
′)
dv
f(v′)dv′
−
1
2
vf(v)
∑
λ,µ
Pλ
∫
dσ
(eii)
λµ (v
′|v)
dv′
dv′

 . (29)
In order to derive the three-body recombination collision integral one can use the principle of detailed balance [36],
so that the corresponding cross-section can be obtained on the basis of the electron-impact ionization cross-section:
I
(tbr)
B =
(
2πh¯
me
)3
n2a

1
2
v
∑
λ,µ
Pλ
∫
dσ
(eii)
µλ (v
′|v)
dv′
f(v′)f(
√
v2 − v′2 −
2
me
Eµλ)dv
′
−
f(v)
v2
∑
λ,µ
Pλ
∫
v′
3 dσ
(eii)
µλ (v|v
′)
dv
f(
√
v′2 − v2 −
2
me
Eµλ)dv
′

 . (30)
In order to describe the elastic electron–electron scattering we implement the scheme of relaxation dynamics for
particle systems with Coulomb interaction as introduced by [37].
It is important to stress again that due to the dependence of the collision integrals (29)–(30) on the atomic configu-
ration the probabilities Pλ shown in Equations (21) and (28) are coupled and must be solved simultaneously. However,
as long as we use ECM [25], all cross-sections introduced in the system of master equations can be calculated analyt-
ically (see the Appendix) with the necessary accuracy. The latter makes numerical simulations less expensive in time
and resources.
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Figure 3: Atomic population probabilities for Si crystal as the function of time: (a) – 8 keV pulse, (b) – 3 keV pulse.
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V. NUMERICAL RESULTS FOR ATOMIC POPULATIONS
In order to simulate the population dynamics we implemented the algorithm [38] to solve the Boltzmann equation
and the system of rate equations. The XFEL pulse used for calculations was specified to have a photon energy of 8
keV, a photon number of 1012 per pulse, beam size of 1 µm2 (thus the fluence being 1.6 mJ/µm2), Gaussian shape
with full duration of 40 fs (17 fs FWHM). All calculations have been done for the example of a Silicon crystal.
The energy of the Si K-line (1.8 keV) is more than four times smaller than the photon energy of 8 keV, resulting
in a non-resonant photon to atom interaction. In order to estimate the electron density evolution for a photon energy
closer to the Silicon K-edge, where non-resonant effects become non-negligible, we performed additional simulation
for a 3 keV pulse with the same characteristics as defined above (the fluence being 0.6 mJ/µm2 in this case).
Fig. 3 shows the probability of finding differently ionized ions in the Silicon crystal as a function of time. It shows
that the number of neutral atoms decreases during the time of interaction between the photon pulse and the crystal.
At 8 keV photon energy the population probability decreases almost to zero by the end of the pulse and for 3 keV
case it decreases completely to zero already at half of the pulse length. The latter is remarkable considering the fact
that the pulse energy is about 1.2 keV above the threshold of atomic K-shell ionization. Here most of the populated
states are +9 and +10 at the end of the pulse. In the non-resonant case at 8 keV the interaction between the XFEL
pulse and the electron subsystem of the atom is weak, so that the atoms are not so deeply ionized and the mostly
populated states are ions with +1, +2 and +3 ionization charges.
Fig. 4 shows the distribution of kinetic energy of the free electrons as a function of time. At 8 keV, i.e., in the
non-resonant case, one can see three vivid energy bands varying in time: the top band (at about 6 keV) describes the
energy of the photo electrons, the middle band (about 1.3 keV) corresponds to the energy of the Auger electrons, and
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Figure 6: Average number of bound electrons per atom as the function of time: (a) – 8 keV pulse, (b) – 3 keV pulse.
the range close to zero energy describes the secondary electrons that appear due to the electron-impact ionization
process. In contrast to this, the 3 keV result shows a broad spectrum corresponding to the photo (both spikes at
about 1.0 keV and 2.8 keV) and Auger (middle spike at about 1.3 keV) electrons. Additionally the bands are broaden
due to the fact that every step of ionization is accompanied by a certain decrease of the ionization potential and
subsequently a reduction of the energy of every successive photo electron. Moreover, the free electrons undergo elastic
and inelastic scattering, which also results in a broadening of the energy distribution.
Fig. 5 shows the total number of free electrons per atom in the crystal unit cell and the contribution of the different
ionization channels in time. One can conclude that in both cases, the near-resonant and the non-resonant one, the
electron-impact ionization channel plays the dominant role for the creation of free electrons. The respective yield of
free electrons via this process for 8 keV case is almost seven times higher than those of photoionization and Auger
processes. For 3 keV case the relative contribution of the electron-impact ionization channel is about two times larger
than that of the photoionization and Auger recombination but in absolute numbers two times larger than for 8 keV
photons.
12
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2
0
2
4
6
8
10
12
14
q, A−1
F
o
rm
 f
a
ct
o
r
atomic
3 keV
8 keV
220 880
Figure 7: ASF as a function of q for the conventional case and after the passing of 8 kev and 3 keV pulses.
VI. EVOLUTION OF THE ATOMIC SCATTERING FACTOR
The most relevant quantity for the formation of the diffraction peak is the average value ASF F¯ (~q, t) describing the
number of scattering electrons as a function of the momentum transfer q = sin θ
λ
, where θ is the scattering angle and
λ is the photon wave length. The statistical character of the ionization processes means that the ASF at a moment
of time t is a random value which depends on the probabilities of finding a certain electron configuration of the atom
Pλ(t). Let us define the amount of the average ASF F¯ (~q, t) and its standard deviation ∆F (~q, t) as follows:
F¯ (~q, t) =
∑
λ
Fλ(~q)Pλ(t),
∆F (~q, t) =
√
F 2(~q, t)− F¯ 2(~q, t), (31)
F 2(~q, t) =
∑
λ
F 2λ(~q)Pλ(t),
where Fλ(~q) is the stationary ASF value for the atomic configuration λ at the momentum transfer ~q. Since the
anomalous dispersion term is omitted we do not consider the energy range close to the exact resonance energy.
The calculation of the ASF value with probabilities Pλ(t) related to one cell is performed by use of the ergodic
hypothesis [36] for the statistical ensemble of the atoms in the whole crystal. It is also supposed that the fluctuations
of the ASF for atoms in different cells are not correlated. In this case the ASF dispersion contributes only to the
X-ray diffuse scattering background and does not change the intensity of the coherent diffraction peak [39].
Because the free electron distribution is broad in real space the value of the ASF mainly depends on the number of
bound electrons in the atoms/ions. Fig. 6 shows the alteration of this number during the pulse length. It becomes
evident that atoms lose about 9 bound electrons in the near-resonant case, whereas in the non-resonant case the drop
is less than 3 electrons per atom.
Fig. 7 shows the ASF values as a function of momentum transfer, q, for three cases: the neutral free atom and
the time-averaged ASF after the passage of the 3 keV and 8 keV XFEL pulses, respectively. We find a significant
reduction in the ASF in the near-resonant (3 keV ) case over all values of q. On the other hand, the drop in the ASF
is small in the non-resonant case (8 keV ) and is substantial at low q values only.
The properties of the ASF are studied in more detail for two different diffraction peaks: the 220 Bragg peak at
q = 0.26A˚
−1
and the 880 Bragg peak at q = 1.04A˚
−1
(see the dotted line in Fig. 7) where the first one is affected by
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Figure 8: Evolution of the average ASF F¯ (~h, t) (a, b)and its standard deviation ∆F (~h, t) (c, d) as functions of the photon
energy. Inset: Evolution of the average ASF F¯ (~h, t) and its standard deviation ∆F (~h, t) without (red line) and including (black
line) the contribution of free electrons for the 3 keV case. (220) and (880) reflections are considered
changes in both the valence and core shells but the second one mainly depends on the core density only.
Fig. 8 shows the time evolution of the ASF at the q position of the 220 and 880 Bragg reflections as a function of
photon energy between 3 keV and 12 keV. Without interaction with the XFEL pulse the ASF is about 9.0 for the 220
but 2.7 for the 880 Bragg peak for all photon energies. Both values drop during the time of interaction of the XFEL
pulse with the crystal. The amount of this drop increases with decreasing energy difference to the K-absorption edge.
At 3 keV and for the 220 reflection the total ASF decreases by 50% during the XFEL pulse of 40 fs, for 880 this drop
is 35%. The inset of Fig. 8 shows the drop for the 3 keV pulse case with and without the contribution of the free
electrons. It becomes evident that the free electrons contribute by about 20% and 13% to the time-dependent drop
of the 220 and 880 ASF, respectively. At the same time, the 8 keV pulse causes less photoionization damage, so that
the ASF drop is only 7% for the 220 and 2% for the 880 Bragg reflections in the non-resonant case.
The critical point of X-ray diffraction with XFEL pulses is to find the photon intensity that initiates complete
ionization of the atom during a time faster than that necessary for the formation of the diffraction peak, i.e., faster
than the pulse time. This threshold intensity can be determined using the numerical results shown in Fig. 9. It shows
the flux dependence of both reflections and their standard deviation. It becomes evident that the form factor drop is
dramatic if the fluence exceeds 1.6 mJ/µm2).
In the framework of the kinematical theory, the diffraction peak intensity is defined by the square of the ASF
from all atoms [32]. In the case of XFEL pulse diffraction, it is the fluctuating value that should be averaged for all
configurations:
R¯(~q, t) ∼
〈∑
a
∑
b
Fa(~q)F
∗
b (~q)e
i~q(~Ra−~Rb)
〉
, (32)
where the symbol < ... > means the average over all configurations defined in the formula (29) and the summation is
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Figure 9: Dependence of the average ASF (a, b) and its standard deviation (c, d) on the fluence of the XFEL pulse
performed over the coordinates ~Ra, ~Rb of the same atoms with ASF Fa(~q) in all unit cells of the crystal.
It was mentioned above that the average ASF is supposed to be the same for all unit cells and its fluctuations are
not correlated. This allows one to use the formula
〈Fa(~q)F
∗
b (~q)〉 = F¯ (~q, t)F¯
∗(~q, t) + ∆2F (~q, t)δab;
R¯(~q, t) ∼ |F¯ (~q, t)|2|
∑
a
ei~q
~Ra |2 +N∆2F (~q, t), (33)
where N is the total number of unit cells in the crystal.
The first term in (33) defines the coherent diffraction intensity in accordance with the identity [30]
R¯(~q, t) ≡
∑
~h
R¯(~h, t)δ
~q,~h
∼ N2
∑
~h
|F¯ (~h, t)|2δ
~q,~h
. (34)
This value is proportional to N2 and is significantly larger than the diffuse scattering background defined by the
ASF fluctuations in the second term in (33).
Compared to the intensity of conventional diffraction, the change of diffraction intensity induced by an XFEL pulse
R0(~h) can be characterized by the value
R
R0
(Nph, ω) =
1
R0(~h)
∫ ∞
−∞
I(t)R¯(~h, t)dt, (35)
that is a function of the number of photons in the pulse Nph (photon flux) and their frequency ω; the intensity slope
function I(t) is defined in (20); R0(~h) ≡ R(~h,−∞).
As was shown above, the standard deviation of a Bragg reflection is significantly less than the average ASF, so the
expression (35) can be written as follows
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R
R0
(Nph, ω) ≈
1
|F0(~h)|2
∫ ∞
−∞
I(t)|F¯ (~h, t)|2dt. (36)
Fig. 10 and Fig. 11 show the dependence of this ratio as functions of photon energy and fluence. Fig. 10
demonstrates that the diffraction intensity decreases in a non-linear manner if the photon energy approaches the Si
K-edge. The deviation from unity is less than 5% for 8 keV and reaches about 20% at 3 keV and will decrease further
for energies closer to the K-edge energy. The calculation of the fluence dependence of R
R0
at 8 keV demonstrates a
dramatic drop if the fluence exceeds 1.6 mJ/µm2 (see above).
VII. DISCUSSION AND CONCLUSIONS
A numerical algorithm and software were developed for calculation of the X-ray diffraction intensity during the
propagation of an intense XFEL fs-pulse through a crystal. Together with photoionization and Auger processes we
considered additional processes related to the free electrons generated in the conduction band of the solid state.
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Figure 12: Photoionization cross-section for 1s-shell of neutral carbon calculated within HFS approach (black line) and ECM
(red line).
PHYSICAL REVIEW A 83, 033402 (2011)
−1
0
1
2
3
4
5
6
7
0
N
o
rm
a
liz
e
d
 f
(Q
)
Q (1/bohr)
Qmax (d=1.7 )Å
C0+: 1s2 2 22s 2p
C1+: 1s1 2 22s 2p
C2+: 1s0 2 22s 2p
1 2 3 4 5 6
N
o
rm
a
liz
e
d
 a
to
m
ic
 f
o
rm
 f
a
ct
o
r
0
1
2
3
4
5
6
Q (1/bohr)
0 1 2 3 4 5 6 7
C : 1s 2s 2p0+ 2 2 2
C : 1s 2s 2p1+ 1 2 2
C : 1s 2s 2p2+ 0 2 2
Figure 13: Normalized (in accordance with [16]) atomic scattering factor for neutral (black line), single core-hole (red line) and
double core-hole (blue line) states of carbon (the agreement with [16] is very good).
In order to check both the validity of the results predicted by ECM and the stability of the numerical algorithm for
solving the system of master equations, we simulated the atomic dynamics of carbon. This system has been calculated
by Santra et al [16] using a full numerical treatment in terms of the Hartree–Fock–Slater (HFS) model [33]. As a first
test, we compared the photoionization cross-sections predicted by ECM with the results obtained by the HFS model.
The comparison is shown in Fig. 12 – both have the same funcional behavior. The slight shift between the ECM
and HFS values occurs due to the fact that for reasons of simplicity, we made a rough estimation for the continuous
spectrum radial wave function.
Calculations of the normalized ASF for certain atomic configurations (neutral, single core-hole and double core-hole
states of carbon) by ECM are shown in Fig. 13. One can conclude that these quantities are in very good agreement
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Figure 15: Time-averaged atomic population probabilities of the single core-hole and double core-hole states of carbon: (a) –
8 keV pulse; (b) – 12 keV pulse. Solid lines correspond to CEIX calculation, dashed lines to data from [16].
with the results shown in Fig. 1 of [16] over the whole range of the momentum transfer values.
Fig. 14 and Fig. 15 show the results of the simulation of the electron dynamics in carbon for the cases of pulses
of 8 keV and 12 keV. Our data are in good agreement with the results shown in Fig. 2 and Fig. 3 of [16]. However,
one should note that there is a small shift between the corresponding extrema of atomic population probabilities (see
Fig. 15 and Fig. 3 of [16]) caused mainly by the fact that we implemented smaller values for the photoionization
cross-sections for the reason mentioned above.
The good agreement with the results of HFS for carbon justify the validity of our code for the case of Silicon. The
results of the present paper lead to the following general conclusions:
According to Fig. 5, the role of the free electrons is dominant via the process of electron impact ionization.
According to Fig. 10, our approach remains valid for photon energies about 1 keV above the K-edge. However,
in order to make the simulation more precise and avoid additional errors, the accuracy of the photoionization cross
sections within the ECM should be improved for this energy region. For Silicon this may happen at a photon energy
of 2.5 keV. Further decrease of the photon energy will result in a decrease of the ionization potential up to the value
where the ionization potential becomes deeper than the photon energy itself, where single photon transitions from
the K-shell become forbidden. Generally, the approach to the solution of the rate equations becomes invalid in close
vicinity to the exact resonance. Here, one should use the density matrix method in order to take into account both
diagonal and non-diagonal elements for the solution of the evolution problem. A more exact treatment in terms of
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quantum mechanics is needed in order to consider quantum coherence effects (Rabi oscillation) that are expected if
the photon energy exactly matches the energy of transition. The coherence effects become significant only if Eq. (9)
is non-local in time, i.e., if Y (t− t′) has a significant time spread in comparison with the pulse duration, or, turning
to the frequency domain, if Y (ω) is sharp in comparison with the spectral width of the pulse slope function. In this
case the resonance can take place and the system of Eqs. (10) and (12) should be used to calculate the amplitudes.
However, if the frequency of the X-ray pulse corresponds to the transition to the continuous part of the spectrum,
Y (ω) covers a wide range of the X-ray frequency that is broader than the spectral width of the pulse slope function.
Then non-Markovian effects can be neglected, and we come to the rate equations in the form (11) for the occupation
probabilities.
The general result of our numerical investigation consists in the predicted time dependence of the atomic form
factor. As shown in Fig. 8, the ASF decreases during the propagation of the intense XFEL pulse through the crystal.
This results in a drop in the diffraction intensity during the pulse propagation. Due to photoionization and other
processes, the amount of this drop at the end of the pulse increases if the photon energy approaches the K-resonance
and can reach 50% already at 3 keV. Therefore an X-ray scattering experiment using intense XFEL fs-pulses cannot
probe the ground state electron density of a crystal. Using XFEL pulses the measured ASF will always be smaller
than the form factor measured with conventional synchrotron radiation. The deviation of the measured electron
density from the ground state electron density increases for photon energies closer to the K-resonance. However,
major changes of diffraction intensity are expected above a certain threshold of pulse fluence. This threshold can be
extracted from Fig. 11 and is supposed to be close to 1.6 mJ/µm2 using a focus spot of ∼ 1µm2. This is remarkable
because diffraction is still possible in spite of the fact that this value is much greater than those found in experiment
[8, 9, 40]. As seen in Fig. 10 this threshold decreases with decreasing photon energy, and has to be considered using a
photon energy close to the K-edge. In an upcoming paper we will investigate the shape of a Bragg peak as a function
of the pulse width and photon energy. This is important for the application of solids as optical elements.
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APPENDIX I: CROSS-SECTIONS CALCULATION
We have calculated all necessary cross-sections by means of an analytical model of atom with effective charges [25]
for each shell. The simplest one is the photo-ionization cross-section that can be written in atomic units as [17, 28]
σ
(Ph)
nl (ω, p) =
2
3
παω
p
gnl
∑
lj=l±1
l>
2l + 1
∣∣∣∣
∫ +∞
0
r3Rnl(r)Rplj (r)dr
∣∣∣∣
2
, (37)
where α is the fine-structure constant, ω is the photon frequency, p =
√
2m(h¯ω − εnl) is the momentum of the pho-
toelectron, and Enl and gnl are the ionization potential and the occupation number of the (nl)-subshell, respectively.
Within the framework of ECM, the hydrogen-like wave functions for discrete (Rnl(r)) and continuous (Rpl(r))
spectra were used:
Rnl(r) = Nnl
(
2Znlr
n
)l
e−
Znlr
n F (−n+ l+ 1, 2l+ 2,
2Znlr
n
),
Nnl =
1
(2l + 1)!
√
(n+ l)!
2n(n− l − 1)!
(
2Znl
n
) 3
2
, (38)
Rpl(r) = Npl(2pr)
le−iprF (iν + l + 1, 2l+ 2, 2ipr),
Npl =
Z
(2l + 1)!
√
8π
ν(1− e−2πν)
l∏
s=1
√
s2 + ν2, ν ≡
Z
p
, (39)
with Z and Znl being the total charge and effective charge of the (nl)-subshell, respectively. These values are calculated
by a universal formula derived in [25]. One should note that for numerical simulation the integrals in (37) with the
functions (38)–(39), and hence the photoionization cross-section, can be calculated analytically.
To calculate the electron-impact ionization cross-section and consider the three-body recombination process we use
the binary-encounter dipole model [41, 42] with all ionization potentials being calculated within the framework of
ECM.
