Abstract
Introduction
The past decade witnessed tremendous growth of online cloud services. Generally, such services are expected to scale well, to guarantee performance, and to be highly available. To achieve these goals, these services are typically built atop geographically distributed infrastructures, i.e., cloud data centers located in different regions around the world. However, along with the increasing demand of online cloud services and the deployment of cloud data centers, the operating cost on such data centers is increasing significantly. It has been reported that data center power usage in U.S. doubled between year 2000 and 2006 to about 61 billion kWh (1.5% of U.S. electricity consumption), and is projected to double again by 2011 to more than 100 billion kWh [1] . Therefore, the demand for power management of cloud data centers is becoming even more urgent and important.
Generally, most of the existing power management schemes focus on how to reduce the power demands of data center. However, the ultimate goal of data center operators is to reduce the total operating cost, which depends on not only the consumed power but also the electricity price. In the present multi-electricity-market environment, the price of electricity may exhibit temporal and spatial diversities [2] , providing opportunities to data center operators to satisfy the needs of electricity while minimizing their energy cost [3] . On the other hand, the operators need to guarantee that the cost optimization won't degrade the level of QoS (Quality-of-Service) provided to cloud service users.
In this paper, we propose a new approach to model and solve the total electricity cost minimization problem for distributed data centers. We formulate such a problem as a hierarchical version of the capacitated median problem [4] , considering several levels of service demands and corresponding computing resources. The constraints in our model ensure that a given level of service demands can be satisfied by the computing resource of equal or higher level within the requirement on QoS (i.e., service delay). The effectiveness and practicality of our approach is evaluated using the real-world electricity data, and prove that it is useful to reduce the total electricity cost for cloud data centers.
The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 proposes the design and presents the problem modeling and formulation. Numerical results are provided in Section 4. Finally, we conclude the paper in Section 5.
Related Work
Along with the tremendous energy usage of cloud data centers, power management has become an important and active research area. While most of the existing works have been developed to reduce the total power consumptions of data centers [5, 6, 7, 8] , recently some researchers studied the power management problem in the viewpoint of data center operators by focusing on energy cost other than pure power usage. Qureshi et al., [2] introduced an intuitive approach of utilizing the location diversity of electricity spot price to intelligently direct requests to data centers with lower prices. Rao et al., [3] proposed a joint load balancing and power control approach for data centers to exploit the time and location diversity of electricity prices. Xu et al., [9] presented a general optimization framework for cost efficient data center selection that takes into account both electricity and bandwidth costs. Le et al., [10] proposed VM-migration based load distribution policies that consider all electricity-related costs as well as transient cooling effects. These works, however, do not consider the user-side demands in their problem formulations.
Our work relies on the idea of a discrete hierarchical scheduling model for service demand processing, considering several levels of service demands and several types of computing resources. Similar idea has already been proposed in some recent works on the planning for common public facilities, e.g., school network [4] , waste bins [11] and healthcare facilities [12] . In this work, we extend the basic model in [4] by taking some characteristics of cloud services into consideration, such as service delay.
Formulation and Modeling
Current end users of cloud may have different types (or levels) of service demands, which must be separately assigned to computing resources capable of supporting them. We consider a nested (or successively inclusive) hierarchy of resources where a level-s (s = 1, 2, ...., ns) resource can serve demands of level 1, ..., s. Such a rule has already been adopted by real-world cloud operators through the virtualization technology [7] . For example, Amazon EC2 (Elastic Compute Cloud) provides multiple server instances with different characteristics (i.e., CPU power, memory, disk, OS and software) and different prices [13] . The instances with more resources are capable to support more types of cloud applications and services. Typical cloud users like e-commerce websites will purchase different amounts and types of instances to satisfy their demands. Since these server instances may locate at the data centers in different regions, the operators can dynamically adjust the computing resource (i.e., server instances) usage in each data center according to service demands and electricity prices so as to minimizing the total cost for serving cloud services.
Notations
We first summarize the notations which will be used throughout this paper in Table 1 . Table 1 . Notations used in the paper
Cost and Constraints Modeling

1) Total Electricity Cost Modeling:
The objective of the power management problem is to minimize the total electricity cost T cost for data centers in a multi-electricity-market environment. Therefore, we use the total electricity cost as the objective function to be minimized. The total electricity cost function can be given as:
where x isjk u is / jk represents the number of the level-k server instances at data center j that is active for handling the level-s service requests from user i. In order to simplify the problem, we assume that the server instances of the same level have the same utilization, the same frequency, and the same request arrival rate [3] . We approximate server power consumption e jk by the following function:
where A jk and B jk are positive constants. In realistic systems, p varies between 2.5 and 3. The value of A jk , B jk and f jk can be well obtained by curve fitting against empirical measurements when profiling the system offline [3] .
2) Dispatching Constraint Modeling: Firstly, we need to ensure that all demands of all levels from all users are satisfied. Therefore, we have:
Secondly, it must be imposed that a given level of demands can only be satisfied by available server instances of equal or higher level. Therefore, we have:
3) Workload Constraint Modeling:
Constraints (6) and (7) impose maximum and minimum limits on capacity, according to the type of server instance. With this formulation, capacity is shared by all demand levels.
4) Delay Constraint Modeling:
To quantify the service level agreement (SLA), we use the steady-state results of the M/M/n queuing model to model each server instance in a data center [3] . In this model, the average service delay is given as:
To meet the SLA requirements of end users, there is a delay constraint D is for the average service delay at data center j, and D jk (t)  D is (s  k). Therefore, we have:
5) Planning Constraint Modeling: Sometimes, the operator may plan for start or stop to provide some levels of server instances at some data centers. Generally, there are limitations for controlling the number of levels.
,
Constraints (10) and (11) limit the number of new level of server instances to start or existing levels to close.
Problem Formulation
The goal of the power management problem in this paper is to minimize the total electricity cost T cost for cloud data centers in a multi-electricity-market environment. Hence, total electricity cost is the objective function. The decision variables are x isjk  {0, 1} and y jk {0, 1}. (Noted that y jk can be known variables. If all y jk are already known, this solution can provide us the final optimized results on workload dispatching for cost minimization. If some of the y jk are unknown, this solution can be used for computing facility planning, i.e., how many levels of server instances should be changed (start/stop) for minimizing the electricity cost. Examples are on these two cases in Section 4.) The constraints on dispatching, workload, delay and planning are discussed in Section 3.2. In conclusion, we have the following optimization problem: 
We implement the models in (12) based on the linprog solver in Matlab. In particular, linprog uses a simplex method, which has been proven to have a low complexity in practice.
Performance Evaluation
Experiment setup
The electricity system in the US is organized in ten cross-state regions such as CAISO, MISO and New England [3, 9] . To capture the location diversity of the cloud infrastructure and electricity market, we assume the data centers are deployed across the continental USA. The locations include Mountain View, CA, Fort Wayne, IN and Oxford, CT, which belongs to electricity region CAISO, MISO and New England respectively. From the raw data obtained from publicly available government agencies [14, 15] , we calculate the average daily electricity price for all these locations in Feb 2012 and present the results in Figure 1 (a) . We also calculate the hourly electricity price for all these locations on Feb 1, 2012 and present the results in Figure 1 (b) . From Figure 1 , we can know that the electricity prices for different regions may significantly different from others, and electricity prices are dynamically judged by the market with no obvious predictable pattern. To emulate data center server power consumption, we assume that workload comes from five enterprise user-groups to the three data centers. The setting on request workload, server instance are illustrated in Table 2 and 3, respectively. We assume that the server instances of the same level but at different data centers are homogeneous.
The delay constraint D is is 1ms [3] . Besides, B jk  m jk  jk . 
Experiment results
In the first set of experiments, we assume that all y jk are known as in Table 4 . Note that only the data center in Fort Wayne can provide server instances of level -3. Our approach is compared to the total power minimization approach [3] , in which the objective is as follows Figure 2 shows the comparison results of hourly total electricity cost for these two methods. It can be found that our approach is more capable for helping data center operators to save a lot in their electricity bill, especially when the differences between the prices of different regions are relatively higher (e.g., hour 9 and hour 20). From Figure 3 (a), we could notice that in our approach the optimal workload assignment changes with time and price for different locations, and the data center at the location with high electricity price (e.g., data center at Fort Wayne, which even supports more levels than the other two locations) will generally receive much fewer service requests than others. We also check the workload dispatching for a single level (i.e., level-1) workload. The results in Figure 3 (b) exhibit a similar variation trend as those of total workload in Figure 3(a) . In all, it is clear that there is a coherent relationship between the variations of the hourly workload assignment show in Figure 3 and the dynamics of the hourly electricity price shown in Figure 1(b) . This indicates that the electricity prices at different locations affect the amount of optimal assigned workload. In the second set of experiments, we set p k = 1, i.e., one more level-3 server instances can be started at data center 1 or 3. The results are shown in Table 5 . It is obvious that our scheme (i.e., optimized setting) can minimize the total electricity cost by optimizing the server provisioning. Although the setting is relatively simple, we believe that our approach is capable and suitable for planning optimization. In conclusion, our method can not only schedule workloads among different data centers, but also optimize the planning of cloud resources, to achieve energy-efficient computing. 
Conclusion
This paper investigates an emergent and important problem of minimizing the total electricity cost for cloud data centers under a multi-electricity-market environment. We propose a scheme based on the hierarchical capacitated median model to minimize the total electricity cost while guaranteeing the QoS to end users. The experiments based on real-life electricity price data demonstrate the effectiveness of the proposed approach as well as total electricity cost reduction. It is worth noting that other online optimization and control approaches [16, 17] can be employed together with our method, which is left as a future work.
