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For over 15 years, this laboratory has published Mossbauer spectra from iron-containing proteins and other biological samples using a unique method of data acquisition and reduction [1] [2] [3] [4] . During the course of these studies, this method has not been described in detail (except in theses) nor has the motivation for its use been presented. The following description is an attempt to correct these shortcomings.
The source lineshape convolution underlying Mossbauer spectra
In Fig. 1 , the fundamental parts of a Mossbauer spectrometer are illustrated in a cartoon. The radioactive source CS 7 Co in a rhodium matrix) decays via electron capture [5] to emit gamma rays (principally at 122 and 14 keY energies) and X-rays (at 20 keY and 6 keY energies). This emitted beam (fo) is collimated, passes tlp"ough the sample and is counted as single photons by an argon gas proportional counter. The energy of the source radiation is modulated via the relativistic Doppler shift [6] to yield a count rate that varies with source velocity, I(v). The entire process, including the nuclear resonance fluorescence (Mossbarier effect) and the non-resonant events, has been described by the following expression [2, 7] :
. exp [ -a(E) fact'.P/1000]dE (1) where I(v) and 10 are the detected 14 keY count rates (corrected for pileup and solid angle 'effects) in the presence and absence of a sample, respectively. J. and J. are the DebyeWaller factors for the source and absorber, S( v -E) is the source line shape, a(E) is the Mossbauer effect cross-section for the absorber, c is the absorber molarity, e is the sample thickness and .P is Avogadro's number. I. is the non-resonant 14 ke V background count rate and will be assumed here to arise entirely from 122 keY gamma rays and will be given the value measured by our argon counter within a month of the source manufacture date. Ib is the background rate due to the source but not attenuable by the sample. Ie is the cosmic background rate. The details of the measurements of these various functions and parameters is given elsewhere [4] . Typical values for a new source (35 mCi 57CO on 6 ~m Rh foil) are: 10 = 20500, I. = 750, Ib = 26 and Ie = 4 counts/so
It is common practice to present Mossbauer data as a plot of transmission (%), 100 l(v)lI ( -00) , as a function of source velocity. In 1971, Ure and Flinn [7] made a major contribution to this spectroscopic field by demonstrating a method to obtain the cross-section, a(v), from the data by a process of Fourier deconvolution, followed by taking the logarithm of the data as is usually the case in optical spectroscopy to account for the Beer-Lambert law. Their method was later modified [3] by a change to the apodization procedure and a detailed explanation of the laboratory and computer methods used to implement their Fourier deconvolution prQcedure. However, from a previous paper by Blume and Kistner [8] , one can show that Eqn (1) is erroneous for the cases where magnetic splittings (nuclear Zeeman, and magnetic hyperfine interactions [9] are part of the Hamiltonian for the absorbing 57Fe nucleus. These innovations were integrated into a data . reduction procedure by Filter et al. [3, 4] . The purpose of this paper is to demonstrate the advantages of this procedure over that in common practice for biological samples.
Because inelastic cross-sections for the relevant photon energies are proportional to Z2 (Segre, see [10] ), one can often model a biological sample as having the iron nuclei suspended in water when substituting values into Eqn (1). It is obviously important that high-Z elements, such as CI, be controlled for this model to be valid, but' for many samples with organic buffering agents the approximation is sufficient for our argument.
In the presence of magnetic splittings, circular polarization of the gamma-ray beam requires that Eqn (1) be revised to account for the density matrix for the impinging photons [8] . The effects of polarization are very complicated [4] , but the underlying principle can be simply demonstrated by answering the question: How much of 10 can be removed by an absorption process that requires a photon that is right circularly polarized? The answer is 'one-half' at a maximum because normally the source radiation is not circularly polarized; it is composed of half right-and half left-circularly polarized light. Because the absorption process requires right-circularly polarized light, it cannot affect photons with the 'wrong' polarization. As mentioned above, this effect requires that Eqn (1) be rewritten to account for circular polarization of 10 • In the following argument, we will assume that a(v) contains only a quadrupole pair describing each particular iron environment. Under this assumption, Eqn (1) is valid because there is no polarization in the absorption lines from a randomly oriented sample where its a(v) is the sum of quadrupole pairs [4] . In the laboratory, this assumption is equivalent to taking the spectrum at zero applied magnetic field and at a high temperature so that the high internal magnetic field of the iron atom is averaged to zero (for paramagnetic samples).
With this understanding, we can substitute numbers into Eqn (1) that model a protein sample as an iron atom dissolved in water. For an absorption displaying the smallest possible linewidth (calculated from the nuclear lifetime and decay branching ratios as full width at half maximum [FWHM] = 0.0975 mm/s), the absorption maximum is given by the expression for resonance fluorescence for one of the two-lines. Using mass attenuation coefficients for water that are available in the literature [11], we can rewrite Eqn (1) to model our spectrometer's count rate when running a biological sample at maximum resonance as:
. exp [-386c€ P JdE} + 750e-016 e +30. (4) p+p If x = 0.05, then e-X = 0.951. Thus, the approximation that e -x = 1 -xis certainly valid for the cases when the argument of the exponential is less than 0.05. In these situations the convolution performed by the integration can be approximated by a doubling of the linewidth. Accordingly, the depth of resonance is divided by a factor of two, leading to the approximation:
The number of counts represented by the resonance is [1(00)-
where t is the duration time (s) of the experiment. Because radioactive decay is described by Poisson statistics (see [12] ), the 'noise' in the experiment can be approximated as the square root of I(oo)t. Thus, a trivial definition of the signal/noise ratio (S/N) is:
Arbitrarily, we let c = 10-5 (10 j.lM) and t = 10 5 (28 h). We can then graph Eqn (6) as a function of e (Fig. 2) . This graph shows that sample thicknesses between 0.3-2 cm give reasonable signal/noise ratios with the maximum occurring around 0.9 cm. With the above assumptions, the graph is only rigorously valid for weak absorbers (c€< 1.3 X 10-4 ); however, if the absorber is strong, one is usually less concerned about optimizing signal/noise ratios. Thus, there is a large latitude allowed for choice of sample size. The optimization of signal/noise may not coincide with the point of view of the biochemist whose task it is to supply the sample. Our spectrometer has a cylindrical sample volume of 200 j.ll with a 0.69-cm diameter; therefore the sample thickness is 0.54 cm.
When is it necessary to account for the Beer-Lambert law?
From Eqn (4) one can see that the response of the spectrometer will become non-linear with respect to concentration when the argument of the exponential in the transmission integral [7] becomes too large. We showed that this error is approximately 0.001 if the exponential argument is 0.05. This kind of error is negligible unless the number of counts in the resonant peak of the data is greater than a million. (From Poisson statistics, we know that the noise is equal to the square root of the counts.) In most biological experiments, there are other unknowns (concentration and sample volume and geometry) that lessen the utility of such an accurate quantitation even if it were accessible. Furthermore, the difficulties in obtaining absolute quantitations are
