We study the supercurrent in quasi-one-dimensional Josephson junctions with a weak link involving magnetism, either via magnetic impurities or via ferromagnetism. In the case of weak links longer than magnetic length, the Josephson effect is dominated by mesoscopic fluctuations. We establish the supercurrent-phase dependence I(ϕ) along with statistics of its sample-dependent properties in junctions with transparent contacts between leads and link. High transparency gives rise to the inverse proximity effect, while the direct proximity effect is suppressed by magnetism in the link. We find that all harmonics are present in I(ϕ). Each harmonic has its own sample-dependent amplitude and phase shift with no correlation between different harmonics. Full supercurrent statistics is obtained at arbitrary relation between temperature, superconducting gap, and the Thouless energy of the weak link.
I. INTRODUCTION
The Josephson effect allows Cooper pairs to flow between two superconductors (S) connected by a weak link, which does not need to be superconducting itself. This produces a stationary macroscopic supercurrent between the superconductors. In particular, the weak link can be represented by a normal metal (N). s-wave superconductivity and the Josephson current are robust against potential impurity scattering [1, 2] , and the phase-dependent supercurrent I(ϕ) persists even in the diffusive limit, which we consider in this work (ϕ is the phase difference between the superconductors). Details of the Josephson effect in an SNS junction with a weak link of length L then depend on the relation between essential energy scales: temperature T , pair potential ∆, and the Thouless energy E Th = D/L 2 (the inverse diffusion time through the weak link with diffusion constant D) [3] .
In the presence of disorder, the Josephson current I(ϕ) depends on specific impurity configuration. In addition to the disorder-averaged supercurrent I(ϕ) , there are also sample-dependent mesoscopic fluctuations δI(ϕ) ≡ I(ϕ) − I(ϕ) (for comprehensive discussion of this effect in SNS junctions, see Ref. [4] and references therein). Characteristics of the fluctuational current, in particular, its scaling with the junction cross-section (i.e., the number N of conducting channels) depend on the cross-section itself. We focus on the case of quasi-onedimensional (q1D) wires, in which case N can be large but the cross-section is still relatively small so that soft transverse diffusive modes are irrelevant. While the average current is proportional to N , the fluctuational current δI(ϕ) in q1D junctions does not scale with N (this underlines that mesoscopic fluctuations of the Josephson current are of similar nature with universal conductance fluctuations [5, 6] ). In the case of N 1, the fluctuations are therefore small compared to the average current.
However, if Cooper pairs are destroyed inside the weak link due to broken time-reversal symmetry (TRS), the average supercurrent is strongly suppressed, I(ϕ) ∝ exp(−L/l * ), where l * is the pair-breaking length. At the same time, certain types of fluctuations survive in this case. TRS is naturally broken by magnetism-related physics. Typical examples are (a) magnetic impurities, (b) ferromagnetism, and (c) external magnetic field.
As a result, in magnetic junctions, the average supercurrent can become smaller than its fluctuations: I δI or, equivalently, I I 2 . This means that the current is strongly sample-dependent and the averaged current is vanishingly small, while the typical current (determined by mesoscopic fluctuations) is much larger.
The fluctuational current in magnetic Josephson junctions has been calculated analytically in the tunneling limit (low transparency of interfaces between the superconducting and magnetic parts of the junction) in Ref. [7] and illustrated numerically in Ref. [8] . In Refs. [9, 10] , the fluctuational current in the tunneling limit was studied with special focus on interferometer-type geometry of magnetic links, allowing processes with splitting of Cooper pairs between magnetic arms.
At the same time, the fluctuational supercurrent should be largest in the opposite limit of junctions with transparent interfaces. This limit is therefore the most promising from the point of view of experimental observability. The fluctuational current in magnetic junctions in the transparent limit was studied in Ref. [11] both in the q1D and in the wide-junction regime (the latter case requires taking transverse diffusion modes into account, which results in √ N scaling of the fluctuational current); the wide-junction regime was also considered in Ref. [12] . In the transparent limit, in addition to penetration of superconductivity into the weak link (proximity effect), the inverse proximity effect arises, meaning that the magnetic region can suppress superconducting correlations (described by the anomalous Green function) in the superconducting parts near the interfaces. The consideration of Ref. [11] assumed the case of strong superconductors with effectively infinite pair potential ∆ (more accurately, ∆ T, E Th ) and the inverse proximity effect was neglected.
In this paper, we investigate the fluctuational Josephson current in q1D junctions in the limit of transparent interfaces taking the inverse proximity effect into account at arbitrary relation between ∆, T , and E Th . We consider the situation where the inverse proximity effect leads to spatial variations of average Green functions in the superconducting banks of the junction, while the pair potential ∆ remains uniform in the superconductors. Thus, the overall spatial dependence of ∆ across the system is steplike, see Fig. 1 . We calculate the currentcurrent correlator I(ϕ 1 )I(ϕ 2 ) , from which we extract the current-phase relation and statistical properties of the sample-dependent Josephson current. n contrast to the sinusoidal current-phase relation in the tunneling limit [7, 9, 10] , the fluctuational current in the limit of transparent interfaces can also contain higher harmonics.
Hybrid proximity structures involving superconducting and magnetic parts currently attract great attention as a platform for realization of Majorana fermions (see, e.g., Ref. [13] for a recent review). Such systems are engineered from thin wires with superconductivity induced by a substrate (or cover). In this case, the effective pair potential ∆ is imposed by the substrate and has a steplike spatial profile along the wire, as in Fig. 1 , while the interfaces between the segments of the wire are transparent by design. These are exactly the conditions we assume.
In Sec. II, we introduce the sigma model used to study the Josephson transport in the system. In Sec. III, we describe the saddle-point solution of the sigma model, which corresponds to the quasiclassical description of the system. In Sec. IV, we develop the model to include fluctuations around the saddle-point. In Sec. V, we calculate the current-current correlator I(ϕ 1 )I(ϕ 2 ) which we then use in Sec. VI to extract the current-phase relations and statistical properties of the sample-dependent supercurrent for various cases and limits. In Sec. VIII, we discuss the results. In Sec. VII we discuss the differences between systems with different magnetic links and present results for the ferromagnetic case. Finally, in Sec. IX, we present our conclusion. Throughout the paper, we employ the units with k B , = 1.
II. METHOD
We consider a strongly diffusive system, where the mean free path l is the shortest scale (except the Fermi wave length). In this so-called dirty limit, I(ϕ) can be readily obtained from the Usadel equation [14] , which operates in terms of Green's functions averaged over disorder. To access fluctuations of the current, we must calculate a higher-order correlator, I(ϕ 1 )I(ϕ 2 ) . Using the general relation to free energy, I(ϕ) = 2e∂F/∂ϕ, we write the correlator as
The average F (ϕ 1 )F (ϕ 2 ) is a second-order Green's function correlator and lies beyond the scope of the Usadel equation. To calculate it, we employ the nonlinear sigma model. It is a powerful approach for describing systems in the dirty limit. We use the replica sigma model, which formulates the above correlator as a functional integral
(2) The currents I(ϕ 1 ) and I(ϕ 2 ) are the results of summation over the Matsubara frequencies ω 1 and ω 2 , respectively. The field Q(x) is a matrix in replica space containing n 1 replicas corresponding to I(ϕ 1 ) and another n 2 replicas corresponding to I(ϕ 2 ).
We model our magnetic junction as a q1D wire with superconducting and magnetic parameters varying in space along x. The corresponding sigma-model action is
with Λ ≡ σ 3 τ 3 , supplemented by the constraint
in the magnetic region. Q(x) is a matrix in Nambu (τ i ), particle-hole (σ i ), and replica space obeying Q 2 = 1. The constraint Eq. (4) means that off-diagonal components of Q in Nambu space are suppressed. This is how we implement the effects of magnetism in the link and corresponds to neglecting the proximity effect, i.e. the penetration of superconductivity into the magnetic region. This is justified by our assumption that the proximity effect decays on a scale l * much shorter than the link length L, so that its contribution to the Josephson effect is exponentially small, ∝ e −L/l * . A detailed justification of Eq. (4) is given in Appendix A together with a derviation of Eq. (3) . Throughout this paper we use the hat, as in Matsubara frequencyω, to denote variables that depend on replica (and are thus a diagonal matrix in replica space) such as the Matsubara frequencyω.
The particle-hole space is usually introduced in a sigma model to take into account the Bogoliubov-de Gennes symmetry of the problem [19] . At the same time, it doubles as the space of positive and negative frequencies. Thus, to avoid double-counting, the sum in Eq. (2) is taken only over positive ω 1,2 . Throughout this paper, all appearing Matsubara frequencies are therefore positive.
The Bogoliubov-de Gennes symmetry of the hamiltonian leads to the self-conjugation constraint
To model a Josephson junction with a nonsuperconducting link of length L, we consider a step-like dependence of the superconducting order parameter on coordinate (see Fig. 1 ):
where
andφ(x) is the superconducting phase.φ(x) is constant within each superconducting lead, i.e. in a symmetric gaugeφ(x) = sgn(x)φ/2 whereφ is the phase difference of the Josephson junction. The action Eq. (3) describes the case of magnetic impurities. For simplicity we focus on this case in what follows. The other cases of ferromagnetism or external magnetic fields are treated very similarly, with minor alterations to the model and result. We will discuss these in detail in Sec. VII.
III. SADDLE-POINT CONFIGURATION
To calculate the functional integral in Eq. (2), we start with the saddle-point of the action Eq. (3), i.e., we find a configuration Q 0 (x) that extremizes S[Q]. The saddlepoint solution has the form
whereθ(x) interpolates between the superconducting valueθ
at x → ±∞ andθ ≡ 0 at |x| < L/2, where the superconducting components of Q are suppressed by magnetism. The variational equation onθ(x) is identical to the Usadel equation. For a uniform superconductor with constant pair potential ∆, it becomes a sine-Gordon equation:
with the boundary conditionsθ(±∞) =θ 0 and θ(±L/2) = 0. It is solved bŷ
This solution is shown by the blue curve in Fig. 1 .
FIG. 2:
Probability distribution function of the sampledependent supercurrent I(ϕ). The current vanishes on average due to the random, sample-dependent sign, however its typical (r.m.s.) value It is substantial.
The correlator Eq. (2) can be calculated in the saddlepoint approximation, where only S[Q 0 ] is used to calculate the integral in Eq. (2). However, this produces a trivial result. Indeed, S[Q 0 ] does not depend on superconducting phases φ(x) in the leads. Consequently, I(ϕ 1 )I(ϕ 2 ) = 0 and thus I(ϕ) ≡ 0 in this approximation. This is expected -the saddle-point approximation of the sigma model is controlled by the Usadel equation and therefore only captures physics on the level of averaged Green's functions. Thus, it only calculates the reducible part I(ϕ 1 ) I(ϕ 2 ) of the current-current correlator. This reducible part is vanishingly small since I(ϕ) ∝ e −L/l * . Our sigma model does not resolve such exponential smallness and therefore we get zero current in the saddle-point approximation.
As will be shown below, the irreducible part of the correlator I(ϕ 1 )I(ϕ 2 ) is not exponentially small. Thus, we have a situation where I(ϕ) I 2 (ϕ) . This root mean square (r. m. s.) over disorder realizations turns out to be independent of ϕ. The current is thus sampledependent with a vanishing average value but with substantial fluctuations, as illustrated by Fig. 2 . In any particular sample, the measured supercurrent will typically be of the order of I t = I 2 .
IV. FLUCTUATIONS OF Q AROUND THE SADDLE-POINT
To obtain a nonzero current-current correlator, we need to integrate the functional integral in Eq. (2) over fluctuations of Q around Q 0 . We parameterize these fluctuations by a small field W (x) 1 in the following way
withθ(x) defined by Eqs. (12) . At W = 0 the saddlepoint configuration Q 0 (x) is restored. W obeys
following from Q 2 = 1 and Eq. (5), respectively. We now substitute Eq. (13) into Eq. (3) to obtain an action in terms of W . Linear terms vanish, since Q 0 extremizes S[Q], and terms higher than quadratic in W are neglected. Details of the calculation are found in Appendix B, and the result is
in the superconducting leads, while in the magnetic part
The constraints, Eqs. (14) and (15) resolve into the following structure of W in Nambu and ph space:
Here the fields d(x) and d (x) are unconstraint matrices in replica space. They correspond to diffuson degrees of freedom [27] . Off-diagonal components, representing cooperons, are suppressed at |x| < L/2 by magnetic impurities due to the constraint of Eq. (4). In the superconducting leads, the off-diagonal components in W do exist, but they can neither mix with diffuson modes nor penetrate the magnetic region and are thus discarded. Plugging the matrix Eq. (18) into Eqs. (16) and (17), and tracing out Nambu and ph space, we get
The above action is a quadratic form:
, and the gaussian integral in Eq. (2) is given by its determinant [15] :
To find this determinant we employ the Gelfand-Yaglom theorem [16] , which circumvents the calculation of individual eigenvalues and derives their product directly from the eigenvalue equation. If the eigenvalue equation is F(λ) = 0 then the following holds (for details and full requirements see Ref. [17] ):
The eigenmode equation for a diffuson mode d(x) involving replica indices ij (assuming i = j) has the form of a Schrödinger equation on the spinor (d ij , d ji ) T :
in the superconducting leads and
in the magnetic region.
To obtain F(λ) from the Schrödinger equation (23), we construct the wave functions in three regions (magnetic region and two leads) and write down matching equations at x = ±L/2. These form a linear set of equations, whose determinant satisfies the requirements set on F. A detailed calculation is found in Appendix C17 and yields
where δϕ ij = ϕ i − ϕ j is the difference between the superconducting phase differences ϕ in replicas i and j. The function f in Eq. (27) is
Here k = (ω 1 + ω 2 )/D and q ± is the solution of
taken at the interface, x = L/2. Equation (29) does not have a general analytical solution, but it can be solved in various limits and special cases. These are discussed in detail in the next Section.
Substituting the partition functions of the diffuson degrees of freedom into Eq. (2), we get
. (31) Replica indices i, j each run over two blocks of replica -the first contains n 1 replica with ω = ω 1 , ϕ = ϕ 1 and the second block has n 2 replica with ω = ω 2 , ϕ = ϕ 2 . Suppose i, j are both from block 1. The function F ij (0) = F 11 (0) in this case does not depend on superconducting phase since δϕ 11 ≡ 0. There are n 2 1 such i, j pairs and in the replica limit n 1 → 0 their contribution amounts to F n 2 1 ij (0) → 1. Thus, they are irrelevant and can be dropped from the product in Eq. (31). As a result, only F ij with i, j from different blocks are relevant and the replica limit n 1,2 → 0 resolves into
The result Eq. (32) is an even function of δϕ ij , and can be written as a series over cosines:
While the coefficients J n can only be found analytically in certain limits, significant information on the currentphase relation statistics can be obtained without their explicit knowledge. The above calculation is equivalent to taking a series of Feynman diagrams consisting of a single diffuson loop, see Fig. 3 . The diffuson can connect the S leads multiple times, which then contributes to higher harmonics. The Green's functions involved in the diagrams correspond to the saddle-point solution we found earlier, i.e., are governed by the Usadel equation. In particular, the Green's functions in S are inhomogeneous and have a nontrivial electron-hole structure. This structure allows them to connect two electron Green's functions that enter the lead with the same arrow direction (i.e., two electrons enter S), which is the diagrammatic representation of Andreev reflection.
VI. CURRENT-PHASE STATISTICS
The current-phase relation in the junctions we consider depends strongly on the particular disorder realisation and can be any 2π-periodic function I(ϕ). Let us expand it into harmonics via
c n cos(nϕ) + s n sin(nϕ).
(34) Here c n , s n ∈ (−∞, ∞) are sample-dependent coefficients representing the n-th harmonic component in I(ϕ) of a particular junction. The statistics of the current-phase relations are thus contained in the statistics of c n and s n . To study the latter, we substitute the series Eq. (34) into the left-hand side of Eq. (33). We immediately find that
Furthermore, the probability distribution function of {c n , s n } is gaussian. This does not follow directly from Eq. (34), but rather from the action S W being gaussian. Indeed, higher-order current correlators are governed by the same gaussian action, except that the replica space is larger, containing as many replica blocks as there are currents in the correlator. Consequently, higher-order correlators reduce to second-order ones. Diagrammatically, this means that a higher-order correlator is simply a product of diffuson loops as in Fig. 3 , summed over possible permutations of replica indices among the loops. As a result c 1,2,... and s 1,2,... are independent gaussian random variables with zero mean and dispersion J 2 n :
Being a linear combination of c n and s n , the current I(ϕ) at any fixed phase difference ϕ is also normally distributed with dispersion
Each harmonic in Eq. (34) can also be parameterized as a n sin(nϕ−ϕ 0n ) in terms of sample-dependent amplitude a n 0 and phase shift ϕ 0n ∈ (0, 2π]. Their distribution follows from Eq. (37):
while ϕ 0n is independently uniformly distributed. The latter fact means that the effective superconducting phase is completely randomized by the disorder. Breaking of TRS is essential here -it eliminates the reference point for superconducting phase in the system. This destruction of superconducting phase memory is of the same nature as the suppression of the average current I(ϕ) . Indeed, the average current is proportional to sin(ϕ) without any phase shift. It is only the fluctuational part that we study here that exhibits the random phase shift. Note that the breaking of TRS does not need to contain randomness itself: a uniform magnetic field in conjunction with potential impurity scattering achieves the very same effect. An important simple case is when J n>1 = 0, so that only the first harmonic remains. As we will show, this happens at relatively high temperatures, when T exceeds either ∆ or E Th . In this case,
with uniformly distributed phase shift and a critical current I c = a 1 being distributed according to Eq. (39), with an average I c = J 1 π/2. When multiple harmonics are present, the distribution function of I c ≡ max ϕ I(ϕ) becomes complicated. Instead, we use I t to characterize the typical magnitude of the Josephson effect.
We will now calculate J n and I t in different physical limits shown in the diagram, Fig. 4 , collecting the results in Table I. The table lists 
A. High temperature
When temperature is larger than the Thouless energy, T E Th , diffusons decay over a thermal length that is shorter than the junction length. This produces an exponentially small f ∝ exp[− (ω 1 + ω 2 )/E Th ]. For f 1, the summand in Eq. (32) simplifies to f 2 cos δϕ 12 , meaning that only the first harmonic survives. Furthermore, the lowest term in the Matsubara sum, with ω 1 = ω 2 = πT dominates the sum due to the exponential factor. At equal frequencies, ω 1 = ω 2 , Eq. (29) is solved exactly by q − = −∇ 2 θ/∇θ and q + = −∇ 3 θ/∇ 2 θ, and we find Table I . Higher harmonics of the supercurrent I(ϕ) are present in the shaded region where temperature is the smallest energy scale. 
Limit
It harmonics
The current-phase relation is sinusoidal,
with random, uniformly distributed phase shift ϕ 0 and a critical current with I c = I t π/2, distributed according to Eq. (39) (with I c = a 1 ). The result Eq. (41) covers the upper left triangle of the diagram and can further be divided into the sublimits 1 where ∆ T and 2 where ∆ T . The corresponding expressions for I t are listed in Table I .
Another high temperature case is E Th T ∆, case 3 on the diagram. This means a short junction and a temperature high only with respect to ∆. In this case the small parameter is ∆/ω 1,2 . Again f 1, this time because q + ≈ q − ≈ k and q + − q − k. Thus only the first harmonic survives. Eq. (29) can be solved perturbatively, and the sum over ω 1,2 is taken. The result for I t is written in Table I .
B. Low temperature
At low temperatures, T ∆, E Th , we replace Matsubara sums in Eq. (32) by integrals (which corresponds to putting T = 0). The only parameter left in this case is ∆/E Th .
Let us first consider the long junction limit, ∆ E Th , which is case 4 of the diagram. The integral over frequencies is effectively cut off at ω 1,2 ∼ E Th , since higherfrequency terms are exponentially small. This means that relevant frequencies are all much smaller than ∆. Taking advantage of the small parameter ω 1,2 /∆, we can then solve Eq. (29) perturbatively and take the Matsubara integral, yielding:
All harmonics are present in this case, though their magnitude decays quickly with their number n: J n ∝ n −3/2 . The current scales as eE Th , similarly to the average Josephson current in a conventional long SNS junction. The expression for the typical current is written in the table, case 4.
In the opposite limit of a short junction, E Th ∆ T , the Matsubara integral converges over ω 1,2 ∼ ∆ meaning that kL 1 for all relevant frequencies and can be neglected. Thus there are no parameters remaining, and the only energy scale is ∆, so that inevitably I ∼ e∆. Nevertheless, Eq. (29) cannot be solved analytically in this case (it requires solving for all ω 1,2 /∆). We treated this case numerically, with the result for T → 0, E Th → ∞ presented in the table, case 5. Remarkably, while I t and individual harmonics J n cannot be found analytically, the derivative ∂I 2 t /∂T can be calculated, because it converges at small frequencies, where perturbation theory can be used. It yields
Peculiarly, while I 2 t is linear in T , and I 2 t = J 2 n , each of the individual terms J 2 n is quadratic in T . This is illustrated by Fig. 5 showing I t and J 1,2,3,4,5 obtained numerically.
VII. FERROMAGNETIC CASE
In the derivation above we explicitly considered the case of a metallic link with magnetic impurities (case Table I . M). In this section we will discuss other magnetic links: SFS junctions (case F) as well as SNS junctions subject to an external magnetic field (case A).
Let us first discuss how different magnetic phenomena affect diffusive transport in the link. In the absence of any magnetic effects, electrons and holes propagate in the same way, i.e. electron and holes share the same diffusive trajectories due to TRS. In addition, these trajectories do not depend on the spin due to full spin symmetry. This gives rise to eight soft modes -four diffusons and four cooperons, corresponding to the four possible spin configurations of the involved pair of fermions.
When magnetic impurities (i.e. a random exchange field) are added, both TRS and spin symmetry are broken. The former means that all cooperons are suppressed. The latter means that three of the four diffusons are suppressed, with only the singlet diffuson surviving. The Feynman diagrams of Fig. 3 are made of this diffuson and constitute the I(ϕ 1 )I(ϕ 2 ) correlator we calculated in the previous sections for the M case.
Next, consider the orbital effect of magnetic fields: a non-trivial vector potential A leads to different diffusion of electrons and holes. This breaks TRS and suppresses all four cooperons. The diffusons are unaffected by A. Thus, if only orbital effects are present, the currentcurrent correlator is four times that of the M case, and the typical current is two times larger: I A = 2I M . This simple relation can also be deduced directly from the observation that the system in the A case consists of two identical subsystems (sharing the same disorder realization) with different spin. Each of these subsystems is equivalent to the M case, therefore the current is simply doubled.
Finally, there is the case F of a uniform exchange field. The hamiltonian H = H 0 + hs z obeys H = H * [28]. This is a spinless TRS and indicates the survival of some cooperon modes. Indeed, the uniform exchange field produces a Zeeman energy shift between the spin-up and spin-down subsystems. The diffusion in those subsystems becomes effectively uncorrelated due to this shift, meaning that soft modes pairing particles with different spin are suppressed, while same-spin modes are unaffected. Thus, two diffusons and two cooperons are present in this case.
In addition to the exchange field, a ferromagnet always has a magnetic field inside producing an orbital effect. The two effects act on different length scales: the exchange field acts on the spin-flip length l h = D/h while the orbital effect involves a larger scale l A . Thus, there are two cases -the junction can be either shorter or longer than l A .
In the first case, F-long, the junction is long in the sense L l A , l h , so that both suppression mechanisms are relevant, only leaving two diffusons intact. Thus, the correlator it twice that of the M case:
or simply I F l = √ 2I M . While in the M case we had two identical subsystems with different spin, in the F-long case we have two uncorrelated subsystems with different spin. In the latter case we thus have to double the current-current correlator instead of the current, producing the above √ 2 factor. Finally, in the case F-short, the junction is of intermediate length, l A L l h . In this case exchange effects are strong enough to suppress the average current, but orbital effects are irrelevant. In this case a cooperon contribution must be added to the diffuson contribution Eq.(45). It can be found by enabling off-diagonal terms in the fluctuation matrix W , Eq. (18) and calculating the partition function of these new degrees of freedom. Adding the cooperon contribution to the diffuson contribution, we obtain
This result can be obtained directly from symmetry consideration without explicit sigma-model calculations. Indeed, the cooperon contribution is a function of ϕ 1 + ϕ 2 while the total I F s (ϕ 1 )I F s (ϕ 2 ) can only contain sin mϕ 1 sin nϕ 2 terms to satisfy I(ϕ) = −I(−ϕ) required by the TRS H = H * . These requirements fully fix the cooperon contribution and result in Eq. (46).
Note that the cases M, A, F-long are very similar -the only difference is an overall factor in the current magnitude i.e.
The F-short case is different due to the spinless TRS, which dictates an odd current-phase relation. This obviously means different statistics. Indeed, we have
where s n are normally distributed with
where J n are still given by the same Table I , as in the M case. There are no arbitrary phase shifts in I F s , only random signs. Interestingly, this does not turn the Fshort junction into a 0 or π junction. The TRS does require that ϕ = 0, π be local extrema of the energy, however, the global energy minimum might lie elsewhere. Above we introduced the length scale l A of the orbital effects. It can be expressed through the magnetic field B and geometric parameters of the link [10] . If the transverse sizes w y , w z L of the quasi-one-dimensional link are of the same order w y ∼ w z ∼ w, then l A = Φ 0 /(Bw) where Φ 0 is the flux quantum. If the link has a strip geometry, i.e. w y w z then l T /E Th or ∆/T , that suppresses the supercurrent. Higher harmonics contain higher powers of the small parameter, therefore I(ϕ) is sinusoidal in this case. At low temperatures, higher harmonics J n do not contain a small parameter anymore. This means that in the low-temperature regime (shaded region on the diagram), the function I(ϕ) can be of arbitrary shape. At the same time, J n decreases with n, and the main contribution to the current typically comes from the first harmonic. However, samples where the amplitude a 1 of the first harmonic is relatively small are not rare. For example, the probability for a sample to have a 1 < a 2 , i.e., for the second harmonic to exceed the first one, can be calculated from Eq. (39) and equals
, which is ≈ 11% in the lowtemperature limit (cases 4 and 5 in Table I) .
Thus, by creating multiple samples one may obtain one with a weak first harmonic. However, a simpler route is to work with a single sample and reshuffle the disorder until a configuration with a small a 1 appears. Such reshuffling can be achieved e.g. by changing the chemical potential via a back gate, or changing the strength or direction of an external magnetic field.
Aside from the harmonic content of I(ϕ), the phase shifts are also important. Even if only the first harmonic is present, the phase shift is completely random, making any sample a ϕ 0 -junction, which distinguishes the fluctuational regime from the conventional one where the system is limited to being a 0 or π junction. Note, however, that in the F-short case where spinless TRS is preserved, there are no phase shift in harmonics. This means that in the high-temperature cases, where higher harmonics are absent, the fluctuational current is limited to I(ϕ) = ±I c sin ϕ, i.e. a 0 or π junction, resembling the average supercurrent in SFS junctions.
Our results were obtained in the limit of q1D junctions, that is, for junctions of small-area cross section. Technically, this means that in general expressions for the diffusive modes in the wire [11] , one should keep only zero transverse wave vector q ⊥ . Nonzero values of q ⊥ are of the order of 1/w, the inverse width of the junction, and become important if Dq 2 ⊥ ω * . Here, ω * ∼ max (T, min(∆, E Th )) is the characteristic Matsubara frequency at which the sum in Eq. (32) converges. The condition of quasi-one-dimensionality is then
SFS junctions with strong superconductors (large ∆) have been previously studied in Ref. [11] . They correspond to cases 1 and 4 of our diagram Fig. 4 . We do agree with the general approach of Ref. [11] and the qualitative dependences of our results on parameters coincide. However, there are certain discrepancies in numerical coefficients and subleading factors. We believe this is due to some arithmetical mistake in the central Eq. (20) of Ref. [11] . We should also notice that Eq. (20) does not produce Eqs. (3), (4) of Ref. [11] .
IX. CONCLUSIONS
We have studied the supercurrent I(ϕ) occurring in SNS junctions where the average current is suppressed by magnetism in the N region. In such systems the supercurrent occurs due to mesoscopic fluctuations and is therefore highly sample-dependent, with random amplitude and phase shift. The distribution function of these random parameters has been found for various relations between T, ∆ and Thouless energy E Th .
The fluctutational current does not scale with the number of conducting channels in the quasi-one-dimensional junction (similarly to universal conductance fluctuations) and is highest at low temperatures, T ∆, E Th . In this case it is typically of the order of e∆ or eE Th , whichever is smaller; the current-phase relation I(ϕ) contains all harmonics. Amplitudes and phase shifts of individual harmonics are distributed independently. Typically, higher harmonics content is small (< 10% of the total current). However, systems where the first harmonic is weaker than higher ones are not rare. At high temperatures, when either T E Th or T ∆, the current is sinusoidal (with random phase shift) and small in magnitude. These results are captured by Table I and the diagram, Fig. 4 .
All results are the same up to factors of √ 2 for ferromagnetic links, links with magnetic impurities or links subject to strong magnetic fields. Relatively short SFS contacts (l h L l A ) present a special case -due to spinless time-reversal symmetry the random phase shifts in the harmonics of I(ϕ) are restricted to random signs. From an experimental point of view, the limit T ∆ E Th is the most interesting and relevant. This is the limit of a short junction at low temperature (the junction length should still be much larger than the magnetic length l * , so that the fluctuational current dominates). In this case the typical current magnitude is I t = 0.1e∆ which is large enough to be observable.
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Appendix A: Full sigma model
The full action, including all possible magnetic terms, is
In addition to Nambu (τ i ) and particle-hole (σ i ) spaces, Eq. (A1) also involves spin space (s i ).
The selfconjugation constraint on Q is
The l s -term in action Eq. (A1) comes from the exchange interaction of electrons with magnetic impurities, averaged over positions and orientations of the latter. It leads to suppression of off-diagonal Nambu components in Q, as well as suppression of any non-trivial spin structure. Both suppressions happen on a length scale of l s , meaning that [Q, τ 3 ] = 0 and [Q, s] = 0 in most of the magnetic region assuming l s L. The former is implemented in the main text by imposing Eq. (4) in the whole magnetic region. Spin suppression can be implemented in the same way, demanding that Q ∝ s 0 in the whole magnetic region. However, Q could still have non-trivial spin components in S, where magnetic impurities are absent. As we will show below, these components indeed show up in fluctuations of Q around the saddle-point solution Q 0 (which itself commutes with s). However, these fluctutational modes can neither penetrate the magnetic region, nor mix with spin-trivial modes and therefore are irrelevant to the Josephson effect. These considerations allow to simplify the model by setting [Q, s] = 0 in the whole system. After tracing spin out, we then restore the action Eq. (3) and self-conjugation constraint Eq. (5). Note, however, that ν in Eq. (A1) is the metallic density of states per spin projection (since spin is explicitly resolved by the model) while ν in Eq. (3) represents the total density of states since magnetic disorder mixes spin projections.
Note that it does not matter whether other magnetic terms (h-term and l A -term) are also present at the same time since they equal zero when [Q,
In terms of symmetries, the l s -term already breaks both spin symmetry and TRS, driving the sigma model in M to class A, which has no symmetries. Thus, adding further terms does not affect the sigma model any more.
The l A -term in Eq. (A1) describes orbital effects produced by the vector potential A. Initially, A enters the sigma model through the gradiant term, where ∇ is replaced by the long derivative ∇ − iAe/c[Λ, ·]. The brackets here denote commutation with Λ. This leads to a linear term S A1 ∼ A and a quadratic term S A2 ∼ A 2 in the action. Assuming a uniform magnetic field B for simplicity, we employ the Landau gauge with A ∝ By, where y is the transverse coordinate of the link. Since we consider quasi one-dimensional wires, Q(x, y) = Q(x). Thus, S A1 vanishes after averaging over y. Only the quadratic term remains, S 2A ∝ νD A The hs-term corresponds to an exchange field h. If this field is uniform, it reduces spin rotation symmetry to just s z -symmetry. If it varies in direction, it breaks spin symmetry completely. However, as long as exchange fields in the link are coplanar, e.g. h(x) = (h x (x), 0, h z (x)) they do not fully break TRS. Indeed, the symmetry H = H * is preserved in this case. However, along with an exchange field h, any ferromagnet also produces vector potentials. The corresponding l A -term can be strong enough to justify Eq. (4), see Ref. [10] for an estimate. This paper focuses on this case (absence of cooperons).
In the next sections of the Appendix, we derive the action for fluctuations W using the action Eq. (A1). We use the same saddle-point as the main text, given by Eqs. (8), (12) . Note that this is not an accurate saddlepoint of the action Eq. (A1). The exact saddle-point solution of this action has off-diagonal components in Nambu space in the magnetic region in the vicinity of the interface. This smoothens out the sharp kink of Q 0 (x) at the interface, producing an exponentially decaying tail in θ(x) in the normal region. This tail represents the weak proximity effect and gives rise to the exponentially small average Josephson current I ∼ e −L/l * . We neglect this tail since it leads to exponentially small contributions to the Josephson effect.
The first ensures Q 2 = 1, the second comes from Eq. (A2).
We start with rewriting the gradient term of the action Eq. (3).
Using the notation M = e
The rest of the terms in Eq. (3) are straight-forward to calculate making use of Eqs. (13),(B1) and of the absence of magnetic terms in the superconducting lead. In the end, we get the action
in the leads and
in the link. The constraints of Eq. (B1) resolve into the following structure of W in Nambu and particle-hole space
Substituting this into Eqs. (B3),(B4) we find that actions for c and d separate:
We next consider S and M regions separately.
Action in the magnetic region
We start with calculating the action in the magnetic region M. Here, U (x) equals σ 1 if ω < 0 and unity otherwise. For the diffuson action, after tracing over Nambu and particle-hole space, we arrive at
In the case of magnetic impurities the exchange field h is absent so that d and d do not mix. We decompose d into spin components via d =
In an infinite wire with gaussian action Eq. (B6) (with h = 0), these diffusons have the following propagator 
with α = 0, 3. The other half of the diffuson modes, d 1,2 get mixed with d 2,1 , forming decaying modes. Their propagator is proportional to [Dq 2 + ω i + ω j ± 2ih] −1 . The h-term here gives rise to a complex q with both exponential decay and oscillations on the scale l h = D/h. In long junctions, l h L these modes can thus be neglected, just like the triplet diffusons in the magnetic impurity case.
Let us now consider the cooperon action in the magnetic region. Tracing out Nambu space, we get
We see that both the l s and the l A terms fully suppress all cooperons. Thus, they can be neglected when either magnetic impurities or orbital effects are present. The exchange term only suppresses half of the cooperon modes. This means that in a ferromagnet, some cooperons may be relevant. However, vector potentials are always present in ferromagnets, giving rise to the l A term. This means that in a ferromagnet there are two limitsthe relatively short link, L l A where orbital effects can be neglected, so that half the cooperons are relevant, and the relatively long link L l A , where orbital effects are relevant and all cooperons are negligible.
Below we mainly focus on the case where all cooperons are suppressed. This corresponds to writing W in the form Eq. (18), with off-diagonal components absent.
Diffuson action in the superconductor
We next take the diagonal part of W in Nambu space and substitute it into Eq. (B3). The result is
Using permutation and transposition properties of the trace, the first and third term simplify to
where the trace in S 1+3 applies to replica and spin spaces, while Nambu and ph spaces have been traced out already. In the second term of Eq. (B10) we expand the commutator, then trace out ph space getting
where in the last line tr only acts in replica and spin spaces. Note that the ordering of the factors in the last term is important: d is a matrix in replica space and generally does not commute withφ andθ. The full action for d in the superconducting lead becomes
The expression in the big round brackets is further simplified to (κ 2 − (∇θ) 2 ) with the help of the integral of motion (∇θ) 2 = 2κ 2 (1 − cos(θ − θ 0 )) of the sine-Gordon equation (12) . Finally, in the case of magnetic impurities d = d 0 s 0 and the s 2 -matrices can be commuted out, producing Eq. (19) . (23) into a set of matching equations. Finding the general form of d 0 (x) in each of the three regions and then matching wave functions and derivatives at x = ±L/2 we arrive at a linear set of equations which has nontrivial solutions if λ, the effective energy in Eq. (23), belongs to the spectrum. Thus, the determinant of this linear set of matching equations can be taken for F(λ). We will need to find F(0) so we put λ = 0 and construct the wave functions. In this subsection we use a particular simple gauge, where the superconducting phase is zero in the left lead:φ(x < −L/2) = 0 and φ(x > L/2) =φ. In the magnetic region, our hamiltonian has the form
Thus d consists of four plane waves with imaginary momenta ±ik.
In the right superconducting lead, there are two eigenmodes decaying at x → +∞. The hamiltonian Eq. (24) commutes with the isospin projection matrix
where δϕ ij = ϕ i − ϕ j . Therefore, the two decaying solutions of Eq. (23) have different isospin structure corresponding to the ±1 eigenvalues of the above operator in the corresponding superconducting lead. The wave function in the right lead is thus the linear combination:
where the functions ψ ± (x) are decaying solutions of the Schrödinger equation
with potential
(C7) In the left lead the general solution is the same as in the right lead, Eq. (C5), up to the mirror transform x → −x and adjustment of superconducting phase, which we gauged to zero in the left lead: 
∇δq − 2kδq − δq 2 + δU = 0.
Note that this ansatz and Eq. (D7) resemble the quasiclassical expansion procedure. Indeed, in the limit ω ∆ the potential U ± satisfies the well-known quasiclassicality condition ∇U U 3/2 . However, the quasiclassical wave function ψ qc (x) ∼ U (x) −1/4 exp[− x √ U dx] is invalid for the potential U ± ! This is nontrivial and deserves a detailed explanation. In a conventional quasiclassical limit → 0, effectively rescaling length x → y , and producing a hierarchy of derivatives, d
n /dy n ∝ n , with each additional ∂ y producing an extra power in the small parameter . This hierarchy validates the quasiclassical expression ψ qc (x) and all further terms of the expansion in powers of . In such a quasiclassical regime, the first term in Eq. (D7) would be neglected (compared to the second term) as it contains a derivative. However, Eq. (29) in the ∆/ω → 0 limit is not truly quasiclassical and the ∇δq term must be kept. Considering derivatives of U ∓ of Eq. (D4) we find ∇U ∼ kU ∆ 2 /ω 2 which indeed invokes the small parameter ∆/ω. However, further derivatives obey ∂ n x U ∼ k n U ∆ 2 /ω 2 -no additional powers of ∆/ω are generated! Thus, the problem at T ∆ is not truly quasiclassical, although the basic prerequisite ∇U U 3/2 is met (this inequality is sometimes mistaken for the criterion for the full quasiclassical expansion to work). In fact, the latter condition only justifies the main order quasiclassical approximation, i.e., ψ(x) ∼ exp[− x √ U dx]. Employing the quasiclassical U −1/4 preexponent, (i.e., using the next term of the quasiclassical approximation) is wrong and leads to a wrong result.
Returning to Eq. (D7), we assume δq 1 and neglect δq 2 . Correspondingly we will only keep the lowest order term in δU (i.e., all the three explicit terms in the righthand side of Eq. (D5)). We get
δq(x) = The only corner of our E Th /∆, T /∆ diagram, see Fig. 4 , bottom right, that is not covered by the previous three limits is E Th ∆ T , which corresponds to a short junction (with respect to the superconducting coherence length) at low temperature (with respect to the gap). In this case, all harmonics are present, and the Matsubara integral converges over energies of the order of ∆. Thus, there is no small parameter and Eq. (29) needs to be solved numerically. We have numerically found I t , as well as the first five harmonics J 1,...5 at L = 0 for different temperatures, with the results presented in Fig. 5 .
While I t , J n cannot be calculated analytically, the derivative dI trons only in the magnetic region. 
