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  ‘How did he send the message? I’ve been right with him 
almost all the time.’ 
  ‘He sent it by the usual means,’ Iff shrugged. ‘A P2C2E.’ 
  ‘And what is that?’ 
  ‘Obvious,’ said the Water Genie with a wicked grin. 
  ‘It’s a Process Too Complicated To Explain.’ 




Deze scriptie geeft een overzicht van een deel van het onderzoekswerk dat ik, sinds mijn 
beginjaren bij de SMACS-onderzoeksgroep, heb verricht met betrekking tot het modelleren 
en analyseren van wachtlijnsystemen.  Een wachtlijnsysteem kan in het algemeen conceptueel 
worden omschreven als elke logische of fysische entiteit waar klanten binnenkomen, 
eventueel een tijd moeten wachten alvorens bediend te worden, waarna ze het systeem 
verlaten.  Wachtlijnsystemen komen we dagdagelijks tegen in onze omgeving; denken we 
maar aan de wachtrij bij de bakker of de kassa van het grootwarenhuis, met de auto staan 
wachten in de file, ⋅⋅⋅ . 
 Het (analytisch) onderzoek van dergelijke systemen gebeurt veelal aan de hand van een 
passend mathematisch/stochastisch model, dat de manier beschrijft waarop klanten het 
systeem binnentreden (het aankomstproces), de grootte van de bedieningstijden en het aantal 
bedieningsstations, het aantal beschikbare plaatsen in de wachtrij (de buffergrootte), en de 
volgorde waarin klanten worden bediend.  De wachtlijnmodellen die hier aan bod komen 
werden ontwikkeld en bestudeerd in het kader van de performantiestudie van buffers die 
voorkomen in de componenten van telecommunicatienetwerken, zoals ATM 
schakelelementen, buffers in pakketgebaseerde (zoals IP) netwerken, etc. ⋅⋅⋅ .  In een 
dergelijke omgeving zijn de ‘klanten’ de digitale datapakketten die over het netwerk worden 
verstuurd, en de buffers die in de knopen van een dergelijk netwerk geïmplementeerd worden, 
dienen voor de (tijdelijke) opvang van de datapakketten die, om welke reden dan ook – maar 
die in vele gevallen te maken heeft met contentie met andere datapakketten die wedijveren 
voor de beschikbare bandbreedte – niet onmiddellijk kunnen doorgestuurd worden naar de 
eerstvolgende bestemming.  Door het digitale, en dus discrete, karakter van deze pakketten, 
worden dergelijke buffersystemen veelal dan ook beschreven aan de hand van een discrete-
tijd model.  Hierbij is de tijd geen continue grootheid, maar wordt de tijdsas ingedeeld in 
intervallen van gelijke grootte, slots genaamd, en wordt het discrete karakter van de 
tijdsparameter dus gekarakteriseerd door de volgnummers van de opeenvolgende slots.  De 
bedieningstijd, of grootte, van een pakket is dan een maat voor zijn transmissietijd (uitgedrukt 
in aantal slots), en de ‘bedieningsstations’ zijn de uitgangslijnen of –kanalen van de buffer in 
de netwerkknoop. 
 De grootheden die van belang zijn bij het bestuderen van een dergelijk systeem hebben 
grosso modo betrekking op het aantal pakketten die de buffer bevat (de bufferbezetting), de 
tijd die een pakket in het buffersysteem doorbrengt (de verblijftijd) en het verliesproces der 
pakketten die worden geweigerd omdat de buffer reeds volledig gevuld is op het ogenblik dat 
een nieuw pakket zich aanbiedt.  Aangezien zowel het aankomstproces als de pakketgrootte 
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worden beschreven door middel van een discreet stochastisch proces, wat betekent dat ze 
gekarakteriseerd worden door één of meerdere toevalsgrootheden (en de daarmee 
geassocieerde probabiliteitsdistributie(s)), zijn de hierboven vermelde grootheden eveneens 
discrete toevalsgrootheden, met als gevolg dat we vooral geïnteresseerd zijn in 
performantiematen zoals hun momenten – en in het bijzonder de gemiddelde waarde en 
variantie – (het asymptotisch gedrag van) hun massafunctie, ⋅⋅⋅ .  Wat de pakket-verblijftijden 
betreft, beperken we ons (grotendeels) tot de situatie waarbij pakketten de wachtrij vervoegen, 
en dus ook bediend worden, in hun volgorde van aankomst.   
 Het uiteindelijke doel van dit soort studies is om de nodige formules op te stellen die ons 
toelaten om de invloed van de systeemparameters op deze grootheden in het gemodelleerde 
systeem, te bestuderen en in te schatten, en om op basis van deze resultaten 
dimensioneringsregels op te stellen die (hopelijk) nuttig zijn bij de daadwerkelijke 
implementatie ervan.  De oplossingsmethode die onze voorkeur geniet, maakt intensief 
gebruik van probabiliteitsgenererende functies (pgfs) om de relevante toevalsgrootheden en 
hun onderlinge verbanden te beschrijven.  In de loop van deze scriptie zal duidelijk worden 
dat deze aanpak een vrij grondige kennis vereist van een aantal mathematische en 
stochastische analysetechnieken, maar heeft als belangrijk voordeel dat alle resultaten (in de 
mate van het mogelijke) rechtstreeks worden uitgedrukt als functie van de systeemparameters, 
wat dus nauw aansluit bij de hierboven geformuleerde doelstelling. 
 Na een inleidende bespreking in Hoofdstuk I van een aantal begrippen en onderstellingen 
die van belang zijn bij de studie van deze modellen en waarvan er een aantal reeds summier 
werden vermeld, bekijken we in Hoofdstuk II een relatief eenvoudig wachtlijnmodel, waarbij 
aankomsten van pakketten worden gegenereerd door N (identieke) bronnen, en het 
aankomstproces wordt beschreven met behulp van een rij van toevalsgrootheden die 
statistisch onafhankelijk en identisch gedistribueerd worden ondersteld, wat betekent dat één 
enkele toevalsgrootheid volstaat om het volledige aankomstproces der pakketten te 
beschrijven.  De pakketgrootte wordt gelijk aan 1 slot ondersteld, terwijl het bedieningsstation 
over c (≥1) uitgangskanalen beschikt.  In eerste instantie wordt een oneindige buffergrootte 
beschouwd, wat een aantal voordelen en vereenvoudigingen met betrekking tot de wiskundige 
analyse met zich meebrengt.  Voor dit model beschouwen we de analyse van de 
bufferbezetting en de verblijftijden van de pakketten met behulp van de hierboven 
aangehaalde analysetechniek, wat leidt tot uitdrukkingen voor de gemiddelde waarde en 
variantie van de grootheden, en het asymptotisch gedrag van hun massafunctie (ook wel 
‘staartdistributie’ genoemd) op basis van de ‘dominante pool’ benaderingsmethode.  In dit 
deel van het hoofdstuk wordt in feite de basis gelegd voor een aantal berekeningsmethodes en 
oplossingstechnieken die ook in het vervolg van de scriptie hun deugdelijkheid zullen 
bewijzen, mits de nodige uitbreidingen en aanpassingen.  Daarna richten we onze aandacht op 
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een buffersysteem met eindige opslagcapaciteit, waarvoor we het verliesproces in detail 
bestuderen.  Meer specifiek slagen we erin om de relevante grootheden die betrekking hebben 
op een buffer met eindige opslagcapaciteit uit te drukken als functie van de 
performantiematen voor een buffer met een oneindige opslagruimte, wat leidt tot een 
efficiënte methode om deze te berekenen.   
 De onderstelling dat de aankomsten van pakketten gedurende opeenvolgende slots op een 
onafhankelijke manier worden gegenereerd is niet in alle omstandigheden even realistisch.  
Vandaar dat we in Hoofdstuk III een algemeen kader schetsen, waarbij afhankelijkheid – of 
correlatie – kan worden ingebouwd in het model dat het aantal aankomsten beschrijft van 
pakketten die gedurende opeenvolgende slots door een bron gegenereerd worden.  Dit gebeurt 
met behulp van een zogenaamd discrete-batch Markovian arrival process (D-BMAP), 
waarbij een onderliggende Markov-keten met L toestanden het aantal aankomsten van 
pakketten in een slot stuurt, daarbij rekening houdend met de toestand van de Markov-keten 
in het huidige en het voorgaande slot.  Een dergelijk aankomstproces heeft een heel grote 
vrijheidsgraad om afhankelijkheid in het aankomstproces te beschrijven, en is bij herhaling 
aangewend om ‘realistische’ aankomstpatronen, zoals de pakketstromen die voortkomen uit 
digitale videobronnen of telefonie, te karakteriseren.  In geval van N identieke (homogene) 
bronnen leiden we opnieuw uitdrukkingen af voor de gemiddelde waarde en variantie van de 
bufferbezetting.  Bovendien beschrijven we ook een efficiënt algoritme om de staartdistributie 
te berekenen, dat meerdere polen van de pgf van de bufferbezetting in rekening brengt.  Ten 
slotte stellen we ook een verband op tussen de (distributie van) enerzijds de bufferbezetting en 
anderzijds de verblijftijden der pakketten, dat zich niet beperkt tot een D-BMAP en dus 
algemeen toepasbaar is.  Dit alles wordt rijkelijk geïllustreerd aan de hand van numerieke 
voorbeelden, wat ons toelaat om enig inzicht te verwerven in de werking en onderliggende 
mechanismen van een dergelijk buffersysteem.  Zo zal bijvoorbeeld blijken dat de ‘burst 
factor’, die een karakteristiek is van het aankomstproces, in grote mate de performantie van 
het systeem bepaalt, in het bijzonder met betrekking tot de momenten van de bufferbezetting 
en de verblijftijden.  Deze resultaten worden vervolgens verder uitgebreid naar het geval van 
niet-identieke (heterogene) bronnen.  Daarbij beschouwen we twee mogelijke manieren 
waarop pakketten die tijdens eenzelfde slot de wachtrij vervoegen kunnen worden geordend : 
enerzijds kunnen alle pakketten als ononderscheidbaar worden beschouwd en dus in arbitraire 
volgorde in de wachtrij gestopt worden (arbitrary ordering, AO), en anderzijds kan de 
ordening rekening houden met de klasse waartoe een pakket behoort (fixed-order-by-class, 
FOC).  Ook in dit geval slagen we erin om uitdrukkingen op te stellen die ons toelaten om de 
belangrijkste performantiematen met betrekking tot de bufferbezetting, en de verblijftijd van 
een pakket van type k, te berekenen, al dient gezegd dat dit in het geval van AO behoorlijk 
wat extra numerieke berekening vergt in vergelijking met FOC.  Dit hoofdstuk wordt tenslotte 
beëindigd met een case study, waarbij we een netwerkknoop beschouwen die gepakketiseerd 
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telefoonverkeer ondersteunt, waarbij verschillende scenario’s in detail worden geëvalueerd.  
De bedoeling is om aan de hand van dit voorbeeld de efficiëntie en bruikbaarheid te 
illustreren van de formules en resultaten die in dit hoofdstuk tot stand kwamen. 
 In Hoofdstuk IV tenslotte beschouwen we de uitbreiding van het model uit het voorgaande 
hoofdstuk naar de situatie waarbij de pakket-transmissietijden niet langer constant en gelijk 
aan 1 slot zijn, maar een algemene verdeling hebben.  We beperken ons daarbij tot het geval 
van 1 uitgangskanaal, aangezien een analytische aanpak van dergelijke modellen met 
meerdere uitgangskanalen tot hiertoe nog niet tot een bevredigende oplossing heeft geleid.  
De analyse van de bufferbezetting, opnieuw gebaseerd op een intensief en adequaat 
aanwenden van probabiliteitsgenererende functies en hun eigenschappen, maakt gebruik van 
de supplementaire variabele methode.  We bekomen uiteindelijk opnieuw uitdrukkingen voor 
de gemiddelde waarde en variantie, en staartdistributie, van de bufferbezetting en de pakket 
verblijftijden, zowel in het geval van een homogeen, als een heterogeen aankomstproces. 
 Tot slot zouden we willen benadrukken dat, ondanks de eerder ‘wiskundige’ aard van dit 
werk, het niet de bedoeling is om voor elke stap in de analyse een rigoureus wiskundig bewijs 
op te stellen dat alle mogelijke uitzonderingen en randgevallen omvat.  De klemtoon ligt bij 
sommige berekeningen eerder op een pragmatische aanpak, aangezien we hoofdzakelijk 
geïnteresseerd zijn in het afleiden van formules en rekenalgoritmen en –procedures, die 
(hopelijk) efficiënt, voldoende accuraat, en gemakkelijk te implementeren zijn, en dus een 
nuttig hulpmiddel vormen bij het inschatten van de performantie van dergelijke 
wachtlijnmodellen voor buffers in communicatienetwerken. 
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Summary 
This monograph provides an overview of part of my research with respect to the modelling 
and analysis of queuing systems that I have carried out since my early years at the SMACS 
research group.  A queuing system can conceptually be regarded upon as any logical or 
physical entity where customers enter, have to wait for a certain amount of time before being 
served, after which they leave the system.  We encounter queuing systems on a daily basis in 
our neighbourhood; just think of the waiting line at the bakery shop or supermarket check-out, 
waiting in the car until a traffic jam is resolved, ⋅⋅⋅ .  The (analytical) study of this kind of 
systems is usually carried out by means of a suitable mathematical/stochastic model, that 
describes the way by which customers enter the system (the arrival process), the length of the 
customer service times and the number of servers, the storage capacity of the queue (system 
size), and the order in which customers are served.   
 The queuing models that are considered here stem from, and were analysed in the context 
of, the performance assessment of buffers that appear in certain components of 
telecommunication networks, such as ATM switching elements, buffers in packet-based (such 
as IP) networks, and so on.  In this kind of environment, the ‘customers’ are data packets that 
are being transmitted through the network in digital form, and buffers are implemented in the 
network nodes for the purpose of the temporary storage of those data packets that, for 
whatever reason – but mostly due to contention with other packets that are vying for the 
available bandwidth – can not be immediately forwarded to the next node.  Due to the digital, 
and hence discrete, nature of these data packets, these buffer systems are often described by 
means of a discrete-time queuing model.  In this setting, time is not a continuous quantity, but 
a discrete one that follows from the division of the time axis into intervals of equal length, 
called slots, and the discrete nature of the time-parameter is captured by the sequence number 
of subsequent slots.  The service time, or size, of a packet then represents the length of its 
transmission time (expressed in slots), and the servers are the output links, or output channels, 
in the network node buffer. 
 The quantities that are of interest in the analysis of these buffer models pertain to the 
number of packets in the buffer (the buffer content), the time spent in the buffer by a packet 
(the packet sojourn time), and the loss process of those packets that are being rejected because 
the buffer is already full when a new packet arrives.  Since both the arrival process and the 
packet size are described by means of a discrete stochastic process, implying that they can be 
characterised by means of one or more discrete random variable(s) (drv(s)) and the associated 
probability mass function(s) (pmf(s)), the aforementioned quantities are discrete random 
variables as well, implying that we are primarily interested in performance indices such as 
S-vi Samenvatting / Summary 
 
their mean value and variance, (the asymptotic behaviour of) their pmf, ⋅⋅⋅ .  As far as the 
packet sojourn times are concerned, we will mainly focus on the situation where packets join 
the queue, and are served, in the same order by which they arrive.  The ultimate goal of this 
kind of research is to derive the necessary formulae that allow us to investigate the impact of 
the system parameters on these quantities in the system model, and based on that, to establish 
proper dimensioning rules that are (hopefully) useful for the actual implementation of such a 
system.  Our solution method of preference makes intensive use of so-called probability 
generating functions (pgfs) to represent the relevant random variables and the equations that 
relate them.  In the course of this text it will become apparent that such an approach requires a 
quite profound knowledge of the related mathematical and stochastic analysis techniques, the 
main advantage being that the results that are thus derived can be expressed, to the fullest 
possible extent, in terms of the system parameters.  Therefore, this solution technique is well-
suited to realise the goals that were formulated above. 
 After an introductory discussion in Chapter I of some notions and assumptions that will be 
adopted in our analyses presented throughout this work, and that have been briefly touched 
upon in the foregoing remarks, we focus our attention on a relatively simple queuing model in 
Chapter II, where packet arrivals are generated by N (identical) sources, and where the packet 
arrival process is described by means of a series of random variables that are assumed to be 
independent and identically distributed, implying that a single drv suffices to describe the 
entire packet arrival process.  The packet size is set equal to 1 slot, while the number of output 
channels is represented by c (≥1).  At first we consider an infinite-capacity buffer, which 
induces a number of simplifications in our analysis.  For this model we, consider the buffer 
content and packet sojourn time, which are studied by means of the pgf-based analysis 
technique mentioned above, which ultimately leads to closed-form expressions for the mean 
and variance of these quantities, and the asymptotic tail behaviour of their pmf (also called 
‘tail distribution’) based on the ‘dominant-pole’ approximation technique.  In fact, in this part 
of this chapter, the foundations are laid for some of the computational algorithms and solution 
techniques that will prove to be useful in the remainder of the work.  In the next step, we also 
consider the case of a finite-capacity buffer, for which we study the loss process in 
considerable detail.  Specifically, we manage to express the main performance measures that 
pertain to this loss process in a finite-capacity buffer, in terms of the performance indices 
related to an infinite-capacity buffer, which results in efficient computational algorithms. 
 The assumption that packet arrivals during subsequent slots are generated by an 
independent process is not always very realistic.  Therefore, in Chapter III we consider a 
general framework where dependence – or correlation – between the numbers of packet 
arrivals in contiguous slots can be imbedded in the arrival model.  This is done by means of a 
discrete-batch Markovian arrival process (D-BMAP), where an underlying Markov chain 
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with L states determines the number of packet arrivals in a slot, depending on the state of the 
Markov chain in the current and preceding slot.  Such an arrival process incorporates a 
considerable degree of freedom to describe dependence between the numbers of arrivals in 
successive slots, and has been repeatedly applied to model ‘realistic’ data traffic, such as 
packetised video streams or telephone conversations.  In case of N identical (homogeneous) 
sources, we again derive expressions for the mean and variance of the buffer content.  
Moreover, we develop an efficient algorithm for computing the tail distribution of this drv 
that takes multiple poles of its pgf into account.  Also, we will establish a relationship 
between the (characteristics of) the buffer content on the one hand and the packet sojourn time 
on the other hand, which is not limited to the specific case of a D-BMAP, and is therefore 
generally applicable.  We will illustrate these results by means of a considerable number of 
numerical examples that enable us to gain some insight in the underlying mechanisms that 
govern the system’s behaviour.  Our results will for instance show that the ‘burst factor’, 
which is a characteristic of the packet arrival process, to a large extent determines the system 
performance, at least as far as the moments of the buffer content and the packet sojourn time 
are concerned.  These results are subsequently extended to the case of non-identical 
(heterogeneous) sources.  We thereby focus on two distinct ways by which packets that arrive 
during the same slot are placed in the queue : on the one hand, all arriving packets can be 
treated in an equal manner, implying that they join the queue in random, or arbitrary order 
(AO), or, alternatively, they can be ordered based on the packet class they belong to (fixed-
order-by-class, FOC).  Also for this scenario, we manage to establish expressions that allow 
us to compute the main performance indices that are related to the buffer content and packet 
sojourn time, although we need to mention that for the AO scheme, significant additional 
numerical computations are mandatory, compared to the FOC scheme.  Finally, this chapter is 
concluded with a case study, where we consider a network node that is fed by packetised 
telephone traffic under different scenarios that are evaluated in considerable detail.  The 
purpose is to illustrate the efficacy of the results and formulae that were established in the 
course of this chapter. 
 Finally, in Chapter IV, we extend the model and results of the previous chapter to the case 
where the packet sizes are no longer constant and equal to a single slot, but are represented by 
a general distribution.  We therefore confine ourselves to the single-server case c=1, since 
such models with multiple output channels have not yet been solved in a satisfactory manner, 
to the best of our knowledge.  The analysis of the buffer content, yet again based on an 
expedient and adequate application of pgfs and their properties, makes use of the 
supplementary variable approach in order to be able to deal with it.  Making an extensive use 
of the analysis techniques that were adopted thus far, we yet again obtain (semi-)analytic 
expressions for the mean, variance, and tail distribution, of the buffer content and packet 
sojourn time. 
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 To conclude, we would like to emphasise that, in spite of the somewhat ‘mathematical’ 
nature of the work that is reported, we will not always make an attempt to justify each and 
every step in our derivations by a rigid mathematical proof that covers all conceivable cases 
and exceptions.  In some instances we prefer a more ‘pragmatic’ approach, since the main 
objective is to derive formulae, and computational algorithms and procedures that are 
(hopefully) efficient, accurate, and easy to implement, and therefore constitute a useful tool in 
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Chapter I   
A brief introduction to discrete-time queuing models 
I.1 Preface 
Queuing theory can be circumscribed as the scientific discipline, part of applied probability 
theory, which focuses on the study of queuing phenomena that occur in queuing systems.  A 
queuing systems, in a broad sense, can be defined as any system where customers enter, may 
have to wait before receiving a certain treatment or service, after which they may leave, re-
enter, or visit a subsequent system.  As such, we have to deal with queues on an almost 
regularly basis in every-day life : just think of customers lining up in the waiting room of the 
hospital or at the counter of a retail shop; traffic congestion at a highway, turnpike, train 
station or airport; delays in the delivery of our electronic or snail mail,…; this explains why 
queuing theory is at times referred to as the ‘mathematics of discontent’, as illustrated by 
[131], [202], [233]. 
 As a scientific discipline, the seeds of queuing theory were planted at the start of the 
previous century, first by A.K. Erlang and later followed by T.O. Engset, who are widely 
recognised as being the founding fathers of this field (see also [175], [247] for some 
background on this).  These first models were developed to study the performance of – at first 
manually and at a later stage electrically operated – telephone exchanges; Erlang published 
his first work as early as 1909 with the purpose of investigating the holding times of 
conversations in such an exchange, and his best-known work, on the Erlang-B formula, dates 
from 1917 (and was translated to French in 1925 to acclaim worldwide recognition; [157]).  
This research field has since then thrived and been applied in many disciplines ([256]), as far 
apart as (the study of) health care and emergency planning ([134], [238]), transportation (car, 
train and air traffic congestion control, [167], [220]), stock management and production 
process planning ([138], [242]), machine breakdowns and repairs ([158], [254]), database 
management and computer networks ([189]), and many others.  Due to the relatively recent 
advent of high-speed (broadband) packet-based data networks, the focus has in the course of 
the last decades for a large part returned to topics that are related to the design and 
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management of nowadays communication networks.  This is also the context in which the 
models and analyses that are presented in this work have been developed. 
I.2 Buffers in communication networks 
Queuing systems in communication networks often emerge under the form of buffers, which 
are electronic components or devices that are implemented for the temporary storage and 
management of information streams – mostly under the form of digital data packets – if these 
can not be instantaneously forwarded to their next destination.  The quality of the multimedia 
services that are carried by the present-day high-speed – possibly partly wireless – broadband 
communication infrastructure is to a large extent determined by the performance of the 
buffers that are encountered by such a stream in the various network components, such as 
routers, switching elements, modems, access multiplexers/de-multiplexers, network adapters 
and interfaces, and so on.  The reason that such buffers need to be provided, is the highly 
irregular manner in which the data source(s) may inject packets into the network nodes, with 
multiple data streams vying for the often limited network resources (such as the available 
bandwidth or link rate, the buffer storage capacity, ⋅⋅⋅).  The buffer management and 
scheduling mechanisms that are implemented in the subsequent network nodes, ideally (are 
supposed to) provide an orderly and fair treatment and transmission of the packets that 
accumulate in the buffer, in particular if multiple data streams, with varying requirements in 
terms of the network delay and information loss that can be tolerated, need to be sent over one 
or more common output channel(s).   
 
Figure I-1 : buffer model 
 For the purpose of constructing an adequate mathematical model, such a buffer system, 
depicted in Fig. I-1, can conceptually be regarded upon as a ‘black box’ consisting of a 
storage entity for arriving packets, referred to as the waiting line or queue of the buffer, with 
storage capacity Kq, and a transmission unit where packets are processed and transmitted over 
the available output channel(s), or output line(s).  In the remainder, the constant c will stand 
for the number of output channels of the transmission unit, which is the number of packets 
that can be processed simultaneously for transmission.  If c=1, this will be referred to as a 
single-server buffer model, whereas c>1 corresponds to a multi-server model.  It will be 
queue for storage of Kq packets 
packet arrivals 
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assumed that the output channels are permanently available, i.e., are not subjected to 
interruptions or failures.  Models that do take these into account, so-called vacation or 
service-interruption models, can be considered as well; such as [4], [16], [23], [25], [29], [32] 
and the references therein. 
 The queue capacity on the other hand, which is the maximum number of packets that can 
be stored in the queue, will be represented by the parameter Kq.  In most of the queuing 
models that are investigated throughout this work, it will often be so that Kq is set equal to 
infinity, which allows us to derive (semi-)analytic closed-form expressions for the relevant 
performance measures, as will become clear in the course of this dissertation.  However, this 
assumption does not prevent us from making predictions for the relevant performance indices, 
such as the packet loss ratio, in a finite-capacity queue.  The two parameters c and Kq are 
inherently determined by the hardware implementation of the buffer system under 
consideration, and are therefore considered to be known quantities of the associated model.   
 In order to build a viable queuing model, we also need to specify the way by which packets 
(attempt to) enter the queue (the packet arrival process), are stored in the queue and 
forwarded to the transmission unit (buffer management and scheduling), and the processing 
time in the transmission unit they each require (a packet’s transmission or service time, also 
called the packet length).  The notions and conceptions concerning these issues, that we will 
commonly rely upon throughout this work, will be concisely presented and discussed next.  
Due to the tight connection between ‘buffers’ and ‘queues’, terms such as ‘queuing model’ 
and ‘buffer model’ will be used indifferently in the remainder. 
I.2.1 buffer modelling : assumptions, notations and conventions 
There are numerous ways by which a buffer system, as described above, can be translated into 
a mathematical model, and any attempt to give a full and complete overview of buffer models 
for communication networks, and the way in which these are solved, would be an exercise in 
futility; one can only refer to the excellent work of authors such as [136], [152], [154], [195], 
[222], [228], [237], [241], [246], [248], [249], and many more, in addition to the references 
they contain.  Let us commence by indicating that a basic distinction that can be made, is the 
way by which the time parameter is regarded.  The earlier queuing contributions that were 
mentioned in the prefatory remarks, treated time, and quantities that are related to it (such as 
the holding time of a telephone conversation), as a continuous quantity, in accordance to 
one’s natural experience.  However, from the 1950’s on, in the wake of Lindley’s important 
paper on the relation between the system delays of consecutive customers in a single-server 
queue ([213], in which time could be a continuous as well as a discrete parameter), the first 
queuing models that treated time as a discrete entity emerged, and the first paper that 
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explicitly focuses on discrete-time queuing modelling is believed to be the paper by Meisling 
([221]).   
 In such a setting, the time axis is divided into intervals of equal length, called slots, where 
time corresponds to the serial number that is assigned to each individual slot, and therefore 
becomes a discrete variable.  This turns out to be a useful way to model queues that appear in 
present-day communication networks, where information is represented in digital form, and 
therefore is a discrete quantity as well. 
 The packet arrival process : due to the highly irregular and capricious (i.e., ‘uncertain’) 
manner by which packets may present themselves to a buffering system, the arrival process 
will be modelled as a random, or stochastic process, meaning that we designate a discrete 
random variable (drv), say en, to represent the number of packet arrivals during slot n, and a 
probability mass function (pmf) Pr[en=i],  i≥0, that is associated with each of these drvs.  
From the derivations that are presented throughout this work, it will (hopefully) become clear 
that it is often easier to calculate with, and mathematically manipulate, the so-called 
probability generating function (pgf) of a drv – rather than its pmf – which can be considered 
to be the z-transform of the pmf, and is generally defined as  




E z z z e i
∞
=
  = =  ∑E    . 
For more information on the generic properties of a drv, and the moments, pmf, and the pgf 
that are associated with it, we refer to Appendix A. 
 If the set {en : n≥0} forms a series of statistically independent drvs, then the packet arrival 
process is called an independent process.  Moreover, if the pmfs en(i) are all intrinsically 
independent of the time index n, then the drvs en are considered to be identically distributed.  
If the packet arrival process is both independent and identically distributed, this is referred to 
as an i.i.d. process.  If such is the case, this implies that the entire packet arrival process can 
be represented by a single pmf e(i) and/or pgf E(z), which then describe the number of packet 
arrivals during any particular slot.  Independent packet arrival processes are considered in 
Chapter II, where the groundwork is laid for the study of the non-independent scenarios that 
are treated in Chapters III and IV. 
 In a packet-based communications network, it is generally so that packets are generated by 
more than one source, and we will in general use the integer N to represent the total number 
of sources.  In the vast majority of scenarios that are of interest to us, it is reasonable to 
assume that these sources operate independently of each other.  In addition, in some cases 
there is reason to believe that the sources are indistinguishable (in a ‘stochastic’ sense), 
implying that they can be represented by a common stochastic process and parameter set.  In 
such a case, the packet arrival process is a homogeneous process.  If this is not the case, i.e., if 
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different sources exhibit divergent stochastic properties and are therefore characterised by 
different processes – which is often related to the different kind of applications or services 
that these sources may represent – then the corresponding arrival process is called a 
heterogeneous process.  Both the cases of homogeneous and heterogeneous packet arrival 
scenarios will be taken into consideration in this monograph. 
 The packet transmission times : the packet transmission time, or packet length, is the 
amount of time, expressed as an integer number of slots, that is needed to process (i.e., to 
‘transmit’, or ‘serve’) a packet in the transmission unit of the buffer system.  Due to the 
slotted nature of our system description, it is assumed that packet transmissions are 
synchronised with respect to the slot boundaries (or slot marks), meaning that a packet 
transmission can start (and end) at slot marks only.  If we therefore denote by the drv tk, with 
pmf Pr[tk=i] and pgf Tk(z), the transmission time of a type-k packet that enters the buffer, 




T z z z t i
∞
=
  = =  ∑E    , 
then the set of drvs {tk : k≥0} fully characterise the transmission process of subsequent 
packets.  Evidently, we assume that the transmission of a packet requires at least one slot.  In 
the above formula, the index k could represent the sequence number that is assigned to 
consecutive packets that enter the buffer, or could imply some other or additional typification, 
depending on the context.  Whichever the case : for a homogeneous packet arrival process, it 
will be assumed that this set of drvs constitutes a set of i.i.d. drvs, which means that a single 
pgf T(z) characterises the entire packet transmission process.  For a heterogeneous packet 
arrival process, the assumption that consecutive packet transmission times are independent 
will be upheld, but they may depend on the traffic class that a packet belongs to, in which 
case the pgf Tk(z) will be used to describe the lengths of all packets of type k.  In Chapters II 
and III, we focus on single-slot packet transmission times, whereas generally distributed 
transmission times are considered in Chapter IV. 
 Buffer management and scheduling : generally speaking, ‘buffer management’ refers to the 
extent to which packets of specific types are allowed to enter the buffer, while ‘scheduling’ 
refers to the order in which those packets that have entered will be transmitted.  Although the 
two concepts can not always be strictly separated from each other, buffer management 
schemes will primarily have an impact on performance indices that are related to packet loss, 
whereas scheduling mainly influences the time that a packet spends in the buffer.   
 The buffer management scheme that will be considered in this work, when the buffer 
capacity is finite, is the drop-tail (DT) acceptance policy, whereby an arriving packet is 
allowed to join the queue as long as it is not completely filled.  Although most of the models 
that are analysed in the following chapters assume an infinite-buffer capacity, we should 
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mention that many studies under a variety of modelling assumptions (e.g., [43], [124], [125],, 
[153], [192], [262]) have pointed to the fact that a proper use of the results that are obtained 
for an infinite-capacity buffer analysis permits an accurate prediction of the finite-capacity 
performance measures, provided that the buffer management mechanism is DT.  Many 
alternative management schemes for buffers in communication networks have been 
investigated in the past as well; just to mention a few : the push-out buffer (PoB, [139], [177], 
[216]), partial buffer sharing (PBS [196], [204]), random early detection (RED, [162]), in 
addition to a considerable number of variations on these themes (e.g., [15], [142], [143] [166], 
[199], [212], [267] and the references therein). 
 As far as the scheduling discipline is concerned, we will focus on the first-come-first-
served (FCFS) paradigm, in which case packets join the queue (provided that there is an 
available spot) in the same order in which they arrive.  If multiple packets arrive during a slot, 
one can assume that they will join the queue in arbitrary order (AO), since such packets are 
considered to be equivalent (i.e., indistinguishable), and no particular ranking can be imposed.  
We should note that this is not necessarily the case for a heterogeneous packet arrival process, 
and an alternative could be that packets of different types that arrive during the same slot join 
the queue in a predetermined, or fixed, order, depending on the traffic class they belong to; 
this ordering mechanism will be designated fixed-order-by-class (FOC).  Popular alternative 
scheduling schemes for buffers in a communications environment, such as head of line 
priority ([26], [27]), random order of service (RoS, [200]), weighted round robin (WRR [17], 
[191]), weighted fair queuing (WFQ, [234]), virtual clock (VC, [269]), earliest due date 
(EDD, [159]), and so on, have been investigated and reported on many occasions, but will not 
be the focus of this work.  An insightful discussion and comparison of various buffer 
management and scheduling schemes can also be found in [149]. 
I.2.2 assessment of the buffer behaviour 
Some of the definitions and notions that are introduced in this section are illustrated in 
Fig. I-2. 
 Once the buffer capacity Kq and the number of output links c, the packet arrival and 
transmission process, and the buffer management and scheduling strategies have been 
determined and/or appropriately modelled, one can then proceed to the next step, which is the 
ascertainment of the buffer performance.  The behaviour of any queuing system is studied, in 
general, by investigating one, some, or all of the following quantities : the number of packets 
(or, closely related to that, the amount of work) that the system contains, the time that a 
packet spends in the system, and the number of packets that are rejected by the buffer 
management scheme under consideration.  Since the packet arrival and transmission process 
are being modelled as stochastic processes, these quantities will be (discrete) stochastic 
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variables as well, and their analysis usually requires the application of a considerable range of 
mathematical and probabilistic analysis techniques.  However, before being able to do so, we 
need to establish a timeline concerning the events that may take place during a slot.  This 
involves a set of conventions on the manner and order in which packet arrivals and departures 
occur : 
• we will assume that packet arrivals occur somewhere during the course of a slot; the 
considerations that follow hereafter will reveal that the precise details of the position of 
the packet arrival instants within a slot are irrelevant for our analysis, which explains why 
it suffices to characterise the arrival process by a series of drvs describing the total number 
of packet arrivals during subsequent slots without further information concerning their 
exact arrival instant; 
• packet transmissions however, are synchronised with respect to the slot marks, meaning 
that they can start (and end) at slot marks only.  Hence, a packet that enters the buffer 
during a slot is first stored in the queue, and its transmission is initiated at the earliest at 
the next slot mark – provided that a server (i.e., transmission line) is available at such a 
time instant – in which case it is transferred to the system’s transmission unit.  
Consequently, since it takes at least one slot to transmit a packet, a packet that enters the 
buffer is perforce still in the buffer at the start of (and during) the next slot.  This is 
sometimes called the please-wait, or departures first (see also [171] and/or [178]) 
buffering strategy.  The opposite scenario is the so-called come-right-in procedure, in 
which case the transmission of new packet arrivals can commence instantaneously upon 
arrival (such a scheme of course inherently requires the assumption that packet arrivals 
occur at slot marks). 
 
Figure I-2 : quantities of interest when studying the buffer performance 
 Let us now focus on the amount of packets that are stored in the buffer system.  We will 
denote by the drv sn the system content at the beginning of slot n, which represents the amount 
of packets in the system, including those that are located in the transmission unit.  The main 
idea is then to express the drv sn+1 in terms of sn by means of a system equation, and doing so 
enables one to study the evolution of the system content at consecutive slot boundaries.  For 
instance, if the buffer capacity is infinite and the transmission time of a packet equals a single 
slot, then in view of the please-wait buffering strategy we just expounded on (i.e., newly 
… 





waiting time w 
… 
transmission time t 
packet delay d 
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arriving packets can not be immediately transmitted), then this system equation can be written 
down as 
 ( )1n n ns s c e++ = − +   , (I.1a) 
where the (⋅)+ operator signifies max{⋅,0}.  If the transmission times are generally distributed, 
then the system equations become somewhat more complex, as shown in Chapter IV.  
Similarly, we also define qn as the queue content, which is the number of packets that are 
lined up in the queue at the beginning of slot n; hence, this quantity does not include the 
packets that are currently being transmitted, if any.  Consequently, the queue and system 
content will always be related by 
 ( )n nq s c += −    , (I.1b) 
regardless of the buffer size and packet transmission time distribution.  Moreover, in the 
remainder we will use the term buffer content as well, as a generic term for the amount of 
packets in the buffer, without further specifying whether it either refers to the queue or the 
system content. 
 If the queue size Kq is finite, then packets will be rejected as soon as the queue is entirely 
filled.  We mentioned before that we assume that packets are first stored in the queue (during 
their arrival slot) before being able to move on to the transmission unit.  Therefore, since 
under such conditions the system content at the beginning of a slot is equal to the number of 
packets that were stored in the queue at the end of the foregoing slot, the drv sn can not be 
larger than Kq, and system equation (I.1a), reflecting the case of single-slot transmission 
times, is now transformed into 
 ( ){ }1 min ,n n n qs s c e K++ = − +    . (I.2a) 
In addition, if we represent by nA  the number of packets that are rejected during slot n due to 
buffer overflow, then under these circumstances this quantity satisfies  
 ( ){ }n n n qs c e K ++= − + −A    , (I.2b) 
and the latter two equations fully determine the dynamics of the finite-capacity system under 
consideration. 
 Furthermore, the waiting time of the k-th packet that enters the system will be represented 
by the drv wk, and is defined as the number of slots that the packet spends in the queue, 
starting from the end of its arrival slot, until the slot mark where it is transferred to the 
transmission unit.  The delay of the k-th packet on the other hand, denoted by the drv dk, is the 
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total number of slots that a packet spends in the system, from the end of its arrival slot until 
the end of its transmission time.  Clearly, the difference between dk and wk is the amount of 
slots that a packet spends in the transmission unit, and we may write 
 k k kd w t= +    . (I.3) 
In view of the assumptions that were outlined in the previous section, the drvs wk and tk are 
statistically independent in all scenarios that are considered in the next three chapters.  We 
will also use the phrase sojourn time as a generic term to refer to the ‘time spent in the 
system’, without going into further detail.  In our derivations concerning the packet sojourn 
time, we will rely on the observation that the waiting time of a tagged packet that enters the 
buffer in case of a FCFS scheduling scheme, is determined by the remaining transmission 
time of the packet that is being transmitted during its arrival slot, the queue content at the 
beginning of its arrival slot, and the number of packets that arrive during the same slot and are 
positioned before it in the queue. 
 Let us conclude this section by mentioning that for a queuing system with infinite storage 
capacity, the so-called equilibrium condition must be fulfilled if the system is to reach a state 
of stochastic equilibrium, or steady-state.  The equilibrium condition generally expresses that 
the average amount of work that enters the system per time unit, must be less than the 
(maximum) amount of work that can be carried out per time unit.  From now on, we will 
represent by the (offered) load ρ the average amount of work that joins (or attempts to join) 
the queue per slot and per transmission line, which implies that the equilibrium condition 
translates into  
 1ρ<    , (I.4) 
since the transmission unit can handle c ‘units of work’ per slot.  A queuing system that has 
reached a state of stochastic equilibrium is characterised by the property that the average 
amount of work that enters the system (per time unit) is equal to the average amount of work 
that leaves the system (per time unit).  Under these circumstances, irrespective of the initial 
state one starts from (for instance, an empty system at the beginning of slot 0), quantities such 
as the queue and system content, the number of packets that are lost per slot, and the packet 
waiting time and delay, become intrinsically independent of the time index (i.e., the slot and 
packet serial numbers n and k) and can be represented by q, s, A , w and d respectively, and 
deriving the characteristics of these quantities under steady-state conditions is the goal that we 
aim at. 
 Under conditions of stochastic equilibrium, one can then invoke one of the fundamental 
laws of queuing theory, called Little’s law ([160], [215]), which for the system that we 
presently consider expresses that  
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 s e d
q e w
µ =µ ⋅µ
µ =µ ⋅µ    , (I.5) 
if we let µX signify the average value of the drv X.  Hence, if one is able to calculate the mean 
queue or system content, then the mean packet waiting time or delay immediately follow from 
this result, and vice versa.  In the course of the following chapters, these relations will be 
relied upon as a check on the correctness of our derivations on several occasions. 
I.2.3 solution methods 
There are various ways by which ‘real-life’ queuing systems can be studied and analysed, 
each with their own specific benefits and drawbacks.  First, one can choose an experimental 
approach by making measurements on the real system (e.g., a production process in a plant), 
or a ‘test-bed’ version of it that is limited in size (e.g., in case of a computer network that 
geographically covers a large territory), of the quantities of interest.  Obviously, this allows 
one to gather data on a system – and its interactions with the environment – that may be quite 
complex.  On the downside, this is evidently a time-consuming, and therefore expensive, 
approach, and any change in the system’s settings may compel the researcher(s) to 
recommence the whole process, often without providing much insight in the underlying 
mechanisms that cause certain phenomena to occur.  An alternative can be to construct a 
computer simulation model of the real system, which basically consists of an emulation by 
means of a computer model, of system’s dynamics (for instance based on rules set by the 
system equations discussed above) that govern its behaviour.  This already forces the 
researcher to make certain ‘modelling’ choices, for instance concerning the customer arrival 
and/or departure process in a system node.  Still, simulation studies are a lot more flexible 
than measurements on a real system, and enable one to investigate different and intricate 
scenarios without too much difficulty.  Nevertheless, they can be quite time-consuming, 
depending on the complexity of the system under investigation, and in general also shed little 
or no light on the impact of the various system parameters on the perceived behaviour.  In 
addition, simulation results may lack the necessary accuracy concerning the predictions of 
events that are relatively rare (such as system failures); a drawback that the experimental 
approach suffers from as well. 
 In this work, we prefer an analytical approach to tackle the various queuing problems that 
we encounter – sometimes aided by simulation to corroborate our results – which basically 
boils down to building an adequate ‘mathematical’ model for the real system, meaning that 
certain modelling assumptions need to be made, after which the system equations are solved 
by means of an appropriate analytical method.  Hence, this approach often requires finding 
the right balance between the mathematical tractability of the model on the one hand, and its 
accuracy on the other hand, and this trade-off is an issue that must always be taken into 
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consideration when applying any kind of analytically generated theoretic result.  
Nevertheless, the main advantage of this approach is that it by far provides the best insight 
into the parameters and/or underlying mechanisms that are responsible for a certain 
behaviour, and therefore can be a powerful tool in the design and parameter tuning of the 
‘real’ system that the model represents.  These solution techniques provide the biggest 
challenge from a scientific point-of-view, since they require a more-than-casual knowledge of 
the appropriate mathematical and probabilistic solution techniques (yes, this is actually 
perceived as an ‘advantage’ by a researcher in this field). 
 Several analytic solution techniques have been proposed and used, and their application is 
often closely connected to the underlying modelling assumptions; consequently, discussing all 
of them would be all but infeasible within the framework of this short introduction.  Let us 
just mention a few approaches that have gained a lot of popularity within this research field.  
A widely used method is the matrix-analytic solution technique ([129], [203], [227], [228], 
[263], [274]) which provides a broad and generic framework for the analysis of a wide set of 
queuing systems.  This is based on an intelligent matrix representation of the quantities that 
are needed in these analyses, and making full use of the properties that these matrices satisfy.  
One impediment it may nevertheless sometimes suffer from, is the size of the matrices that 
can be dealt with, which is (roughly speaking) determined by the state space of the system.  
To give some idea, in Section III.6 we will consider some examples for which the number of 
states that can be visited by the packet arrival process can be 106 or larger, and to the best of 
our knowledge, adopting a matrix-analytic solution technique becomes untenable under such 
circumstances. 
 An alternative, and approximate, analytic solution approach is the so-called fluid-flow 
solution technique ([120], [127], [141], [230], [245]), in which case a discrete-time queuing 
system is modelled as receptacle that is being filled with a fluid of varying intensity, while the 
output process is determined by the size of the hole in the bottom of the receptacle, thereby 
neglecting the discrete and packetised nature of the information stream.  This approach 
usually yields a (set of) differential equation(s) that need(s) to be solved, and may actually 
produce closed-form analytic results in situations where other approaches fail to do so.  
However, whereas this may yield sufficiently accurate results in some scenarios, its overall 
accuracy can not always be guaranteed, and difficult to estimate beforehand.  This is probably 
best illustrated by a small example, such as the one depicted in Figs. I-3, where we have 
plotted the complementary cumulative distribution function (ccdf) of the amount of work 
(expressed in number of slots) – which is the probability that this quantity exceeds a certain 
threshold Th – in a infinite-capacity buffer with a single output link of 2Mb/s, together with 
the corresponding result obtained by the fluid-flow approach.  Without going into too much 
detail concerning the packet arrival process, let us just mention that it is based on the case 
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study presented in Section III.6, of data streams generated by packetised phones that are being 
multiplexed in a network node.  What we wish to highlight is that, although Fig. I-3a reveals 
that, on a coarse scale for the value of Th, the fluid flow approach produces a rather 
satisfactory (albeit too optimistic, since it provides a lower bound for the ccdf) approximation 
for the slope of the ccdf, these results lack accuracy if we look at a finer scale; e.g. Fig. I-3b.  
In this respect, it is noteworthy to mention that such a ccdf as depicted here is closely 
connected to the loss rate of the information stream in a buffer with finite size equal to Th; 
consequently, when designing and dimensioning a buffer system, we want to avoid that such a 
buffer operates in the ‘flat’ part of the ccdf, where large increases of Th would induce only 
marginal reductions of the information loss rate.  Hence, these results show that a fluid-flow 
model may fail to predict where an ‘acceptable’ point of operation for the system can be 
found, in which case a more accurate modelling technique becomes mandatory.  Also, as far 
as the ‘tail’ of the ccdf is concerned, the fluid model underestimates the packet-based model 
by several orders of magnitude, which may be unacceptable as well.  The derivation of 
computational algorithms for generating such ‘packet-based’ results, which can be embedded 
in a basic computer programming procedure, is exactly one of the focus points of this work. 
 The analytic solution technique that we adopt in Chapters III and IV of this work is related 
closest to the spectral decomposition solution method, which came to prominence by papers 
such as the ones from S-Q Li, e.g. [209] [210], [211].  This solution technique uses a matrix 
representation for the quantities of interest, and the main results that are generated still 
contain operations that can be computationally demanding, such as Kronecker sums and 
products, or inversions, of matrices that can have large dimensions.  We therefore follow a 
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Figure I-3 : ccdf of the amount of work in the buffer on a coarse (a) and fine (b) scale 
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derivations presented in the three subsequent chapters.  The main advantage of this approach 
is that the formulae for the performance indices that are thereby generated, such as the 
moments of the queue or system content or the packet waiting time and delay, are – to a large 
extent – expressed directly in terms of the system parameters, and therefore often lend 
themselves to an interpretation that is helpful for understanding the mechanisms that 
determine the buffer behaviour. 
I.3 Some background and motivation 
As was previously mentioned, most of the work that is presented hereafter has been carried 
out in the context of ascertaining the performance of buffer systems that arise in various types 
of data communication networks.  An essential component in the nodes of such a network is a 
switch, which, simply put, is a device that gathers data packets from the ‘origins’ to which it 
is connected, stores them in (one of) the internal buffer(s) if necessary (and possible), and 
forwards them to one of its ‘destinations’.  Hence, the performance of such a switching 
system is to a large extent determined by the behaviour of the buffer(s) that it contains.  
 
Figure I-4 : a broadband network for integrated services 
 From the early 1980s on, the broadband integrated services digital network (B-ISDN) idea 
was conceived and developed as a (fixed) networking technology that was a unifying and 
logical extension of existing circuit-switched – such as telephone – networks.  This 
networking concept aspired to integrate and support all kinds of data services (e.g. Fig. I-4), 
and fast packet switches for B-ISDN applications have been the focus of many research 
studies during this time period (e.g. [119], [183], [205], [219], [250], [252], and the references 
therein).  When I started my research in the early 1990s, the ATM (asynchronous transfer 
mode) paradigm was being promoted as the transport technology that would make this 
ambitious vision come true, and this explains why many of the buffer models that were 
investigated during that time period and are treated in this monograph, stem from the 
performance assessment of ‘ATM-buffers’ or ‘ATM-switches’ (for some further reading on 
the ATM transmission paradigm, see [149], [214], [216], [223], [239], among many others).   
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 ATM basically is a connection-oriented high-speed packet-switching technology, meaning 
that a logical connection between the end-users must be established before the exchange of 
data, under the form of packets, can commence.  This data is embedded in ATM cells of 
53B(ytes), with a header of 5B and a payload of 48B, which means that adequate 
segmentation and reassembly algorithms must be implemented at the edges of an ATM 
network.  Once the connection has been established, ATM cells are forwarded in a network 
node based on the addressing information that they contain, and without too much concern for 
the kind of data that they carry.  Still, in order to deal with the fact that different services may 
have widely varying requirements concerning the delay and information loss that can be 
tolerated – the so-called QoS, or quality-of-service – four service categories have been 
defined : constant bit rate (CBR), variable bit rate (VBR), available bit rate (ABR) and 
unspecified bit rate (UBR), and the necessary information concerning these traffic types and 
their specific parameters is exchanged at the connection setup.  The divergent service 
requirements of these four types of traffic are then taken care of by implementing appropriate 
buffer management and scheduling algorithms in the subsequent ATM nodes that a stream of 
cells traverses. 
 One of the primary underlying ideas of the ATM technology is its modular capability, 
whereby a set of ATM switching elements or modules, each of relatively small size, can be 
built into a large-size switching fabric that constitutes a node in an ATM network ([205], 
[155]).  ATM switching elements have been proposed in many shapes and forms ([122], 
[147], [268]) depending on the underlying technology, protocols, and architecture that is 
implemented, the service classes, buffer management and scheduling schemes that they 
support, and so on.  The one we will presently focus on is the self routing, non-blocking, 
multipath switching module with output buffering ([180], [214], [235]) that will be briefly 
expounded upon at the beginning of the next chapter.  Many of the buffer models that are 
reported in this dissertation and that were investigated at the onset of my research (as well as 
the focus point of many other authors; [136], [174], [182], [190], [231]), in particular those in 
Chapter II and III, were developed in the context of the performance study of this type of 
ATM switching module. 
 From the mid-1990s on however, it became apparent that ATM could not follow through 
on its promise of being a one-size-fits-all transport technology for a high-speed data network 
that could support the wide variety of services that were by then finding their way into our 
homes.  Rather, the worldwide data network that has emerged from this era in most cases has 
IP (Internet Protocol) as the dominant protocol implemented at the network layer, which is, to 
some extent, reflected by the buffer models that are considered in Chapter IV, where packets 
are no longer treated as entities of a constant length (of 53B). 
  
Chapter II  
Multi-server buffers with independent packet arrivals 
II.1 Preface 
 In this chapter, we analyse the relevant performance measures for buffers with multiple 
servers and i.i.d. packet arrivals.  The inducement for this research was the study of the 
performance of a symmetric(1) N×N(c) ATM multipath self-routing switching module with 
output buffering (e.g., [180], [235]).  In this setting, a (data) packet represents an ATM cell of 
53B, and therefore has a constant service time, which normally will be chosen such that it 
corresponds to the length of a single time slot.  With the notations and conventions introduced 
in Chapter I, this implies that T(z)=z. 
 
Figure II-1 
 As illustrated in Fig. II-1, the operation of such an ATM switch can conceptually be 
summarised as follows.  The ingress of the switch consists of N input links via which cells 
arrive in the switch architecture, while the N output links are grouped into M=N/c clusters or 
‘output groups’, each corresponding to a possible ‘destination’ – which could be an ATM 
switch at the next stage of an ATM network, an ATM network egress buffer, etc.  It is 
generally assumed that the in- and outlets operate at the same speed.  The system parameter c 
represents the number of  output links that is provided per destination, which is also the 
(maximum) number of cells that can be transmitted per time slot to this particular destination 
                                               
(1) meaning that the number of input links equals the number of output links of the switch; the situation where 
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(without loss of generality, N can be considered to be a multiple of c).  In short, arriving cells 
enter the switch architecture, where they are subsequently processed and routed to their 
respective destinations which can be extracted from the information that is carried by each 
ATM cell’s header that has a fixed length of 5B.  Since the number of cells that arrive during 
the same slot and that are destined for a particular output group could well exceed c – but is 
bounded by N – an output buffer (O.B.) is provided per destination to anticipate possible 
contention between these cells.  It may in fact be the case that this set of M output buffers is 
implemented as a single physical shared buffer memory; the M output queues can then be 
regarded upon as a set of M logical queues, each containing the not-yet transmitted cells that 
have the corresponding destination in common.  Either way, the performance study of such an 
output buffer is the focus of this chapter. 
II.2 The packet arrival process 
 We will presently confine ourselves to the case where the packet (i.e., ATM cell) arrival 
process on an input link is an i.i.d. process, with independently distributed destinations as 
well.  This assumption has been made on many occasions when applying queuing models for 
the performance evaluation of ATM switches; e.g. [147], [153], [172], [174], [182], [183], 
[190], [200], [217], [231].  Although the derivations in this chapter by no means depend on a 
specific form of E(z) – the pgf of the drv e that completely captures the i.i.d. packet arrival 
process in a tagged output buffer – the prefatory remarks concerning the operation of such a 
switch suggest that the following assumptions can reasonably be made in a first attempt to 
construct an adequate analytic model for a N×N(c) ATM switching element : 
• the packet arrival process on each of the input links of the switch can be modelled as an 
i.i.d. Bernoulli process with parameter ρ, meaning that the probability that either 0 or 1 
packet is generated during any given slot equals 1-ρ and ρ respectively, independent of the 
number of packet arrivals during preceding slots; 
• the numbers of packet arrivals on different input links are statistically independent random 
variables; 
• arriving packets are independently and uniformly distributed among the N/c possible 
destinations, implying that each arriving packet is routed with probability c/N towards a 
particular output buffer, independent of the decisions that have been made concerning the 
destination of other packets. 
Consequently, the packet arrival process in output buffer j, 1≤j≤N/c, that stems from input 
link i, 1≤i≤N, is a Bernoulli process as well, with parameter cρ/N.  Hence, the overall arrival 
process in any tagged output buffer during a slot is the aggregation of N identical and 
independent processes of this type coming from each of the N inlets.  Therefore, the numbers 
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of packet arrivals in output buffer j during consecutive slots constitute an i.i.d. process as 
well, and the pgf E(z) of the drv en that characterises the number of packet arrivals during slot 
n in the tagged output buffer thereby equals 
 ( )( ) 1 1n Ne cE z z z
N
ρ   = + −    E    , (II.1) 
which corresponds to a binomial packet arrival process with parameters cρ/N and N 






2    .  
The parameter ρ has been defined such that it represents the mean number of packet arrivals 
per output link, i.e., E[en]=E'(1)=cρ (adopting standard notational conventions, we let primes ' 
denote derivatives with respect to the argument). 
 When N, the number of inlets and outlets of the switch, becomes relatively large – meaning 
that we let N→∞ while keeping the aggregate packet arrival rate cρ constant – then from 
(II.1) we obtain the following result with respect to E(z) : 
 ( ){ }( ) exp 1E z c z= ρ −    , (II.2) 
which corresponds to the pgf of a Poisson packet arrival process with mean and variance 
equal to cρ.   
 Up to now we have considered a homogeneous arrival process (i.e., the packet arrival 
streams on each of the inlets of the switch are described by identical stochastic processes) 
with uniform routing (i.e., each of the arriving packets has probability c/N of being routed to 
any of the N/c output buffers).  This can of course be easily extended to the case of a (i.i.d.) 
heterogeneous packet arrival process with non-uniform (but independent) routing.  Consider 
for instance the situation where the packet arrival process on inlet i, 1≤ i≤N, is a Bernoulli 
process with mean arrival rate γi, with εi,j the probabilities that an arriving packet on inlet i is 







ε =∑     . 
If we let the drv ej,n characterise the i.i.d. packet arrival process in output buffer j during slot 
n, then its pgf  Ej(z) equals 
 ( )( ),
1
( ) 1 1
N




= +γ ε −∏   , (II.3) 
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Consistent with foregoing definitions for ρ, ρj has been defined such that it represents the 
offered load per output link in output buffer j, i.e., E[en,j]=Ej'(1) =cρj . 
II.3 The buffer content in a multi-server buffer with i.i.d. packet arrivals 
The discrete-time queuing model that is being investigated here is by no means new, and an 
expression for the steady-state pgf of the buffer occupancy in a discrete-time single-server 
queue with an i.i.d. binomial arrival process and generally distributed service times was 
already reported in [221].  Multi-server models (with single-slot transmission times) are 
relatively scarce however; e.g. [2], [136], [148], [231].   
II.3.1 derivation of S(z) and Q(z)  
 The derivations of this section have been (partly) reported in [2].  Let us consider an output 
buffer with c output links and infinite storage capacity, depicted in more detail in Fig. II-2.  
Newly arriving packets are generated according to a general i..i.d. packet arrival process, 
characterised by the pgf E(z), with mean E'(1)=cρ, for which the binomial and/or Poisson 
arrival processes, with pgf given by (II.1) and (II.2) respectively, are particular cases. 
 
Figure II-2 : an output buffer with c transmission lines and infinite storage capacity 
 In concurrence with the conventions that were outlined in Chapter I, we let the drv sn (with 
pgf Sn(z)) represent the system content of this discrete-time queuing system at the n-th slot 
mark.  This is the number of packets that are stored in the buffer at the beginning of slot n, 
including those that will be transmitted during slot n (if any), and thus leave the system at the 
end of slot n.  Since packets have a transmission time that equals 1 slot, up to c packets will 
leave the buffer during slot n – provided that as many were already stored in the buffer at the 
…
 
queue with infinite capacity 
E(z) 
transmission unit
up to c packets 
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beginning of this slot.  Assuming that the buffer has infinite storage capacity, meaning that no 
arriving packets will be rejected due to buffer overflow, then the slot-by-slot evolution of the 
system content can be translated into a system equation for the set of drvs {sn : n≥0} (see 
(I.1a)) 
 ( ) nnn ecss +−= ++1    , (II.4) 
where ( ) { }. max 0,.+  .  This system equation expresses that up to c packets that are in the 
buffer at the beginning of a slot are transmitted during – and leave the buffer at the end of – 
this slot, while newly arriving packets are stored in the queue and cannot be transmitted yet 
during their arrival slot.  Since by assumption packet arrivals are generated by an i.i.d. 
stochastic process, the drvs en and sn clearly are statistically independent.  Then system 
equation (II.4) yields the following relation between the corresponding probability generating 
functions : 
 ( )1( ) ( ) ns cnS z E z z
+−
+  =   E    . 
The right-hand side of this expression can be rewritten as 
 { } [ ]1( ) ( ) Prnscn n nS z E z z z s c s c−+   = ≥ + <    E   , 
where we use the notational convention that, for a function X(⋅) of one or more drvs and an 
event Y, E[X {Y}]  E[X | Y].Pr[Y].  The above equation can then be easily transformed into 
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 = + − =   
∑    . (II.5) 
We assume that the queuing system under consideration eventually – i.e., for large enough 
values of n – reaches a stochastic equilibrium, implying that all the drvs that are involved in 
these derivations become time-independent after a sufficiently long period of time.  As a 
consequence, the drvs sn and sn+1 become equivalent from a stochastic point-of-view, and the 
associated pgfs Sn(z) and Sn+1(z) converge to a common steady-state limit S(z) 
 ( ) ( )lim ; limn nn ns s S z S z→∞ →∞    . 
Thus, S(z) is the pgf associated with the system content at the beginning of an arbitrary slot, 
which will be denoted by the drv s in the remainder of this work.   
 The (necessary and sufficient) condition for reaching a stochastic equilibrium can be 
deduced by expressing that the mean number of packet arrivals that enters the buffer per slot 
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must be strictly less than the maximum number of packets that can leave the buffer during a 
slot.  This produces the following inequality : 
 ⇔ρ=> cEc )1(' 1<ρ    , (II.6) 
which corresponds to the notational conventions outlined in Section I.2.2 (e.g. (I.4)).  Under 
steady-state conditions, the above relation between the pgfs of the system content at the 
beginning of consecutive slots then yields the following result : 
 ( )

















   . (II.7) 
This formula for the steady-state pgf of the system content contains the probabilities Pr[s=j], 
0≤j≤c-1, that are yet to be determined.  As indicated in Chapter I, a state of stochastic 
equilibrium yields the property that the mean number of packet arrivals during an arbitrary 
slot equals the mean number of packets that depart from the buffer during an arbitrary slot, 
implying that 
 ( ) [ ] [ ] ( ) [ ] ( ) ( )1 1 1
0 0 0
' 1 Pr Pr Pr 1
c c c
c
j j c j j
E j s j c s j c j s j s j c
− ∞ − −
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= = + = ⇒ − = ≡ = −ρ∑ ∑ ∑ ∑   , (II.8) 
where ( ) [ ]Prcs j s j≤  represents the cumulative distribution function (cdf) of s.  Note that 
this relation comprises the normalisation condition of expression (II.7) for S(z). 
 The unknown probabilities can be determined as follows.  First, we observe that the value 
z=1 is a zero with multiplicity 1 of both the denominator and the numerator of expression 
(II.7) for the steady-state pgf S(z), and is therefore not a pole of this pgf.  Indeed, provided 
that the equilibrium condition ρ<1 holds, and relying on (II.8), it is clear that the first 
derivative with respect to z for z=1 of both numerator and denominator equals c(1-ρ)>0, 
leading to the conclusion that the multiplicity of the zero z=1 of these two functions, is 
equal to 1.  In addition, we can deduce that, by applying Rouché’s  theorem (e.g. Appendix B) 
on the denominator zc-E(z), this function has c zeroes inside the complex unit circle 
{z∈C  : |z|≤1}, among which the zero z=1.  These zeroes, not including z=1, will be 
designated zi, 1 1i c≤ ≤ − .   
 Now, S(z) being a probability generating function, implies that it is bounded inside the 
closed complex unit disk (e.g. Appendix A and/or C), and therefore has no poles within this 
area.  Consequently, the zi’s are perforce also zeroes of the numerator of expression (II.7), and 
this observation imposes a set of c-1 conditions upon the boundary probabilities Pr[s=j], 
leading to a set of c-1 linear equations  






Figure II-3 : value of the zi’s : c=32;  
Poisson arrivals; ρ=0.1, 0.3, 0.5, 0.7, 0.9 
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− = = ≤ ≤ −∑   ,      
which, together with (II.8), can be solved numerically.  Alternatively, we can point out that 
the expression in the numerator of (II.7) that contains the unknowns Pr[s=j] is a polynomial of 
degree c, and the elements of the set {z=1}∪{z=zi : 1≤i≤c-1} are its c zeroes, as shown 
above.  Hence, this polynomial can also be written as  
 ( ) [ ] ( ) ( ) ( ) ( ) 11
0 1
Pr 1 1 ,
1
cc c j i
ij i




−− = = − −ρ Ψ Ψ −∑ ∏    , (II.9) 
where we have also relied on (II.8) to ensure that the normalisation condition is fulfilled.  It is 
interesting to note that this method of calculating unknown probabilities in the numerator of a 
pgf by means of the roots with modulus less than 1 of the denominator, has been used as early 
as [146] in the analysis of the continuous-time M/D/1 queuing system.  We thus finally obtain 
 ( )( ) ( )( ) ( )
1( ) 1 c
z E zS z c z
z E z
−= −ρ Ψ−    . (II.10) 
This result expresses the steady-state pgf S(z) 
of the system content in terms of the pgf E(z) 
describing the i.i.d. packet arrival process, and 
the zeroes {zi : 1≤i≤c-1} inside the complex 
unit circle {z∈C  : |z|≤1}.  These can be 
calculated one-by-one, by means of a standard 
root-finding algorithm such as Newton-
Rhapson, by solving the c-1 equations 
 ( )1 , 1 1c iz E z i c= η ≤ ≤ −    , 
with { }exp 2 /cη πι , the c-th complex root of 
the value { }exp 2πι ≡1, and where ι, as usual, 
represents the imaginary unit in the complex plane(2).  Indeed, from Rouché’s theorem, it can 
be deduced as well that each of the above equations has exactly one solution in the region 
{z∈^  : |z|≤1}.  The value of the zi’s is plotted in Fig. II-3, for c=32, and a Poisson arrival 
process with ρ=0.1, 0.3, 0.5, 0.7 and 0.9 respectively.  Observe that for ρ→0, the zi’s 
converge to ηi, since E(z)→1 under these conditions. 
                                               
(2) in this work, unless mentioned otherwise, we will consistently refer to ‘the n-th root’ of a complex number as 
the principal branch of the complex n-th root function, which maps points of the positive real axis into positive 
real numbers, i.e., if { }θ= izz expˆ , then { }nizz nn /exp/1/1 θ= . 




Let L represent the highest common factor (hcf) of the set of integers 
{ } [ ]{ }{ }: Pr 0c n e n∪ ∈ = ≠N .  In other words, the form of E(z) is such that during each slot, 
packets arrive in multiples of (at least) L.  In most situations of interest we will have that L=1, 
in which case the value z=1 will be the only zero of zc–E(z) with modulus equal to 1 (see also 
the concluding remarks of Appendix C). 
 Elaborating on the foregoing analysis, we can also derive an expression for the steady-state 
pgf  Q(z)  of the queue content at the beginning of an arbitrary slot, defined as the number of 
packets in the buffer at this time instant, exclusive of those in the service unit that are being 
transmitted during this slot.  The relation between the system and queue content at the 
beginning of slot n is obviously given by (as in (I.1b)) 
 ( )n nq s c += −    .  (II.11a) 
In combination with system equation (II.4), we find the following relation 
 1n n ns q e+ = +    . (II.11b) 
Once again assuming that the buffer system reaches a stochastic equilibrium – whereby q 
(with pgf Q(z)) represents the queue content at the beginning of an arbitrary slot in such a 
system –  then invoking the statistical independence between this drv and the number of 
packet arrivals during this slot, produces the following result : 
 ( ) ( ) ( )S z E z Q z=    . (II.12) 
In view of expression (II.10), we finally obtain 
 ( ) ( )( ) ( )
1( ) 1 c
zQ z c z
z E z
−= −ρ Ψ−    . (II.13) 
This formula expresses the pgf Q(z) in terms of the pgf E(z) that represents the i.i.d. arrival 
process, and the polynomial Ψ(z) that is completely determined by the c-1 zeroes inside the 
complex unit disk of the denominator in the right-hand side.   
 Up to now we have deduced expressions for the steady-state pgfs of the system and queue 
content, under the condition that the buffer system reaches a stationary equilibrium after a 
sufficiently long period of time.  These results now allow us to derive closed-form formulae 
for the main performance measures of interest that are related to these quantities, such as their 
mean, variance, and tail distribution. 
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II.3.2 the moments of the buffer content 
II.3.2.1 mean and variance 
Let us commence by defining the differential operators M[f(z)] and V[f(z)] of a function f(z), 
that is assumed to be analytic in z=1, as  
 
( )[ ] ( ) ( )










df z f z f
dz





   ′ ′′ ′= + − ≡ + −     
M
V
  , (II.14) 
When appropriate, we will use M[ f ]  and V[ f ]  as the shorthand notation for M[ f(z)] and 
V[f(z)] respectively in the following set of equations.  Note that whenever f(z) is a pgf, then 
these two operators reproduce the mean and variance respectively of the corresponding drv.  
Also, consider f1(z) and f2(z), both analytic in z=1; then in addition to the straightforward 
relations [ ] [ ] [ ]1 2 1 2f f f f+ = +M M M and [ ] [ ] [ ]1 2 2 1 1 2f f f f f f⋅ = ⋅ + ⋅M M M , one can easily 
verify that (with f1≡f1(1), f2≡f2(1)) 
 
[ ] [ ] [ ] [ ] [ ]
[ ] [ ] [ ] [ ] [ ]
[ ] [ ] [ ] ( ) [ ] ( ) [ ]
( ) [ ] [ ]
1 2 1 2 1 2
2 2 2
1 2 1 2 1 2
2 2
1 2 2 1 1 2 2 2 1 1 1 2




f f f f f f
f f f f f f
f f f f f f f f f f f f
f f f f
+ = + − ⋅
= + + + − +
⋅ = ⋅ + ⋅ + ⋅ − ⋅ + ⋅ − ⋅
+ − ⋅ ⋅ ⋅
V V V M M
V V M M M
V V V M M
M M
 (II.15a) 
If f1(1)=f2(1)=1, then the following properties are valid : 
 [ ] [ ] [ ] [ ] [ ] [ ]1 2 1 2 1 2 1 2;f f f f f f f f⋅ = + ⋅ = +M M M V V V   , (II.15b) 
and these identities will be extensively relied upon in this dissertation for the calculation of 
the first two moments of drvs from their corresponding pgfs. 
 Let us now consider a general setting where a pgf G(z) of a drv g can be written as the 
fraction 
 ( ) ( )( )
( ) ( )
( ) ( )
1 1 0




G GG zG z
G GG z
= ==  ′ ′= ≠    , (II.16) 
implying that G(1)=1 and that z=1 is a zero with multiplicity 1 of the numerator as well as the 
denominator in the expression of G(z), a situation that we will encounter on several occasions 
in this work, such as in the expressions for S(z) and Q(z) that we established in the previous 
section.  With the notational conventions of Appendix A, it can then be deduced – by an 
expedient use of de l’Hôpital’s rule – that   
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′′ ′′−µ = = ′M       (II.17a) 
 [ ] ( ) ( )( )
( ) ( )
( )
( ) ( )
( )
2 1 1 1 1 1 11
3 1 2 1 2 1
n d n d n d
g
d d d
G G G G G G
G
G G G
′′′ ′′′ ′′ ′′ ′′ ′′ − − +σ = = + − ′ ′ ′ 
V    ,  (II.17b) 
which gives us a procedure to calculate the mean and variance of any drv g whose pgf is of 
the form (II.16). 
 If we apply (II.17a) to calculate the expected value of q from expression (II.13) for Q(z), 
with Gn(z)=c(1-ρ)(z-1)Ψ(z) and Gd(z)= zc–E(z), we find 
 ( ) ( )( ) [ ] [ ] ( )
1
1









′′ − − ′µ = + Ψ Ψ =Ψ =−ρ −∑M M    ,  (II.18) 















σ µ +µ = − +−µ −∑    . (II.19) 
In a similar way, from (II.17b) we can derive the variance of the queue content, leading to the 
following formula  
 ( ) ( )( )( )
( ) ( )
( )
( ) ( )
( ) [ ]
2 1 1 2 1 1 1 11
3 1 2 1 2 1q
E c c c E c c E c c
c c c
′′′ ′′ ′′ − − − − − − −σ = + + + Ψ −ρ −ρ −ρ 
V   ,   











Ψ =− −∑V    . (II.20) 
If we use the standard shorthand notation µ3,X for the third (central) moment of the drv X, then 
an assiduous rearrangement of the terms in (II.20) reveals the following relation between 2qσ  
and the moments of the i.i.d. packet arrival process : 
 ( ) ( )
( )
( )




3 2 2 12 1
ce ee e i
q





 µ − −µσ σσ = + − + −  −µ −µ − 
∑    . (II.21) 
 The moments of the system content can be derived from (II.12), by a straightforward 
application of (II.15b), immediately leading to  
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 2 2 2
s e q
s e q
µ = µ + µ
σ = σ + σ     . (II.22) 
 Expressions (II.19) and (II.21) enable us to calculate the mean and variance of the queue 
content respectively, as functions of the parameters that determine the packet arrival process, 
and the zeroes zi, 1 ≤ i ≤ c-1, that must be calculated numerically.  In order to reduce the 
numerical calculations to an absolute minimum, it would be advantageous to establish 
accurate approximations for the terms that contain the zi’s in these expressions; this is 
equivalent to determining accurate bounds for M[Ψ] and V[Ψ]. 
II.3.2.2 lower- and upper bounds for M[Ψ] and V[Ψ] 
In view of (II.9), Ψ(z) can be transformed into 





c jc c j
c
j j




−Ψ = = =−ρ − −ρ∑ ∑    , (II.23) 
where sc( j) represents the cdf of the system content s.  First, observe that, due to this 
expression for Ψ(z), this function can be regarded upon as a pgf of some drv ψ  that takes 
values between 0 and c-1 
 ( ) ( ) ( ) [ ] ( )( )
1
0








Ψ = ψ ψ ψ= = ≤ ≤ −−ρ∑     . 
Note that Ψ(1)=1 due to (II.8).  The quantities M[Ψ] and V[Ψ] then equal the mean and 
variance of ψ respectively, which, evidently, are both positive quantities. 
 Moreover, upper and lower bounds for M[Ψ] and V[Ψ] can be established as well.  On the 
one hand, M[Ψ] will reach its minimum value when the pmf ψ( j) favours small values of j as 
much as possible.  Bearing in mind that the probabilities ψ( j) are proportional to the cdf 
probabilities sc(j), and therefore satisfy the inequalities ψ( j) ≤ ψ( j+1), 0 ≤ j ≤ c-2, this would 
be the case for ψ( j) = ψ( j+1), j∀ ,  
 ( ) ( )1 1 , 0 1cs j j c j c= −ρ ⇒ ψ = ≤ ≤ − , (II.24a) 
implying that ψ is uniformly distributed between 0 and c-1, with mean (c-1)/2, that, in view of 
the previous remarks, will form a lower bound for M[Ψ].  For the same reason as above (i.e. 
ψ( j)≤ψ( j+1), 0 ≤ j ≤ c-2), the variance of this uniform distribution, being (c2-1)/12, will 
constitute an upper bound for V[Ψ] : no pmf for ψ that satisfies these inequalities and has a 
higher variance can be (artificially) constructed.  Note that sc( j), 0 ≤ j ≤ c-1, converges to 1-ρ 
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for ρ→0, implying that M[Ψ] and V[Ψ] evolve to their respective lower and upper bound 
under these conditions. 
 On the other hand, M[Ψ] will reach its maximum value when the pmf ψ( j) favours high 
values of j as much as possible.  Taking into account the normalisation condition (II.8), and 
defining m cρ    (where the floor operator ⋅  returns the integer part of the argument), this 
would be the case for  
 ( )
( ) 0 , 0 1
( ) 1




s j j m
s m c m
s j m j c
= ≤ ≤ − = − ρ− = + ≤ ≤ −
   . (II.24b) 
The average value of ψ that is associated with these expressions, forms an upper bound for 
M[Ψ], and in view of the lower bound derived before, we obtain : 




2 2 1 1
c m c m m c mc
c c
− + − ρ −− ≤ Ψ ≤ −− ρ − ρM    . (II.25a) 
This also yields the following bounds for the sum that appears in expression (II.19) for µq : 












− ρ + + − ρ+≤ ≤− − ρ∑    . (II.25b) 
The combination of these inequalities with 
(II.19) and (II.22) thus provide us with upper 
and lower bounds for the mean queue and 
system content, that are easy to evaluate, since 
they do not require the computation of the zi’s, 
1≤i≤c-1. 
 Moreover, the formulae for sc( j) that were 
proposed in (II.24b), also produce a pmf for ψ 
that is centred as tightly as possible around its 
mean, and the variance that results from it will 
therefore be a lower bound for V[Ψ].  Hence, 
we may write 
  
( ) ( ) ( )( )
( )
( )
( ) [ ] [ ]
2 2 2
22 2 3 1 1
6 1 1 12ub
c m c m cm c m m c m c
c c
− + − − + + ρ− −− − Ψ ≤ Ψ ≤−ρ −ρ M V  , (II.26) 














Figure II-4 : pmf of ψ; Poisson arrivals
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 The upper and lower bounds for M[Ψ] and V[Ψ] given by (II.25a) and (II.26) are 
sufficiently accurate for the calculation of the mean and variance of the queue and system 
content, as long as the value of c, the number of servers in the model, is not too high; 
however, their accuracy somewhat deteriorates for high values of c, as will be shown later on.  
In order to deal with high values of c, another approach may be followed, that leads to highly 
accurate approximations for M[Ψ] and V[Ψ] regardless of the value of c, and that will also 
prove to be useful in the analyses of the asymptotic behaviour of the queue and system 
content in Section II.3.3.  This is the reason why we briefly devote some attention to this issue 
to conclude this section.   
 The derivation of this approximation is primarily based on the observation that, if the 
system content at the beginning of a slot satisfies s ≤ j, then the number of packet arrivals 
during the previous slot necessarily did not exceed j.  Consequently, we can write down the 
inequality 
 ( ) ( )c cs j e j≤    ,   j ≥ 0   , 
where ec( j)≡Pr[e≤ j] represents the cdf of the i.i.d. packet arrival process.  Hence, it seems 
appropriate to introduce the following approximation for Ψ(z) 




c jc c cj
a a c a a
j j j




−Ψ = = − =−∑ ∑ ∑     , (II.27)  
where the constant Ca ensures the normalisation of this function; all relevant quantities that 
pertain to this approximation will be marked by the subscript a.  The accuracy of this 
approximation is assessed in Fig. II-4, where we compare the pmf of ψ, as defined before 
(and calculated as outlined in Section II.3.3.1), with the approximation for this pmf derived 
from the expression for Ψa(z).  Considering a Poisson arrival process with c=16 and ρ=0.1, 
0.3, 0.5, 0.7 and 0.9 respectively, we can only conclude that the discrepancy between the 
exact and approximate result is actually quite small.  We also observe how this pmf evolves 
from a quasi-uniform distribution for low values of the offered load, to a pmf that favours 
high values of i, 0≤i≤c-1, which supports the approach that was followed to derive upper and 
lower bounds for M[Ψ] and V[Ψ], e.g. (II.24a,b).   
 The above remarks immediately lead to the following approximations for M[Ψ] and V[Ψ] 
 
[ ] ( )( ) [ ]
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Due to the presence of Ca in these expressions, it is not possible to determine whether or not 
M[Ψa] and V[Ψa] form an upper bound for M[Ψ] and V[Ψ] respectively.  In view of the 
results depicted in Fig. II-4 however, we expect them to be very accurate.  
 In order to get a flavour of the accuracy of the bounds and approximations introduced in 
this section, we have plotted M[Ψ]-(c-1)/2 and V[Ψ] and their respective approximation 
(given by (II.28)) and upper and lower bounds (given by (II.25b) and (II.26) respectively) 
versus c in Figs II-5a,b.  Note that, from (II.25b), the lower bound of M[Ψ]-(c-1)/2 equals 0, 
while the upper bound (c2-1)/12 for V[Ψ] does not depend on the value of ρ.  First, we 
observe that the approximation obtained from (II.28) is highly accurate under all 
circumstances.  Secondly, the upper and lower bounds are quite accurate for low and medium 
values of ρ, but become less tight as ρ and c increase.  However, the contribution of 
M[Ψ]-(c-1)/2 and V[Ψ] in the expressions for the mean and variance of the queue and system 
content becomes less important as ρ increases as well, meaning that equations (II.25a) and 
(II.26) are still useful to get a first estimate of these quantities when ρ becomes large.  If 
increased accuracy is mandated while at the same time avoiding the calculations of the zi’s, 
then approximation (II.28) should be invoked. 
II.3.2.3 a heavy-load approximation 
The queue (or system) content q (or s) in a queuing system with infinite storage capacity 
typically tends to infinity as the offered load ρ approaches 1 (implying that µe→c) , and the 




























(a)                                                                        (b) 
Figure II-5 : approximation and bounds for M[Ψ] (a) and V[Ψ] (b) 
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mean and variance of the drv q (or s).  If we retain only the most dominant terms in these two 
expressions, we obtain a so-called heavy-load approximation for the mean and variance of the 





, 1 , 1
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σµ = µ = − µ
 σσ = σ =   − µ 
 (II.29) 
where we have invoked the formulae (II.25a) and (II.26) for the upper bound of [ ]ΨM  and 
[ ]ΨV  respectively, which indicate that the contribution of these terms in the expressions for 
the mean and variance of the queue content become negligible as ρ=µe/c→1.  Apparently, for 
fixed values of the load ρ (close to 1), the heavy-load behaviour of both the mean and 
variance of the queue and buffer content is determined by the variance of the packet arrival 
process, which can be regarded upon as a measure for the variability of the number of packet 
arrivals that arrive during a slot. 
 In addition, we observe that the coefficient of variation of the queue and system content, 
defined as the ratio of their standard deviation versus their average value, tends to 1 as the 


















VC    , 
a conspicuous property that will hold for all queuing models that are considered and 
investigated in this monograph, as we will demonstrate later on. 
II.3.2.4 numerical examples 
In Figs. II-6a,b, we have depicted the mean queue and system content versus the load ρ 
calculated from (II.19) and (II.22), for a Poisson arrival process and c=1,2,4,8,16 and 32 
respectively.  These plots follow the general behaviour for the mean buffer content in a buffer 
of infinite size : starting from zero, they steadily increase and reach a vertical asymptote for 
ρ→1.  We also observe that, while µq hardly depends on the value of c, it decreases for 
increasing c, whereas the opposite is true for µs.  This points to the fact that, for increasing c, 
this queuing system increasingly resembles a server-loss system, where the transmission unit 
is capable of handling most of the incoming packets, and where the queue of the system is, on 
average, only sporadically used, unless the load is high.  This is confirmed by the observation 
that, especially for large c (e.g. c=32), µq is close to zero, whereas µs becomes equal to µe=cρ 
under these circumstances (remember that µs=µq+µe).  These assessments are for a large part 
 Multiserver buffers with independent packet arrivals 
 
II-16 
explained by the inherent relative ‘smoothness’ of the Poisson arrival process under 
consideration, which is exemplified by the relative low value of its coefficient of variation, 
equal to (cρ)-½.  Apparently, the higher the value of c, the smoother the packet arrival process 
becomes, and the less likely that more than c packets enter the system during a slot; hence, the 
less ‘queue’ we need to anticipate sudden bursts.  Similar remarks can be made as far as the 
standard deviation (stdv) of the queue and system content is concerned, which are plotted in 
Figs. II-7 for identical values of the system parameters, although this server-loss behaviour 
(for low and moderate values of ρ) seems to be less pronounced. 
 In Section II-2, it was reported that the binomial packet arrival process of equation (II.1) 
becomes a Poisson arrival process for N→∞; hence, the moments of the buffer content for a 
binomial arrival process should converge to the moments of the buffer content in case of a 
Poisson arrival process as well for increasing values of N, and similar values of c and ρ.  This  
is shown in Figs. II-8a,b, where we have plotted the ratio of the mean (a) and stdv (b) of the 
system content for a binomial packet arrival process, divided by the mean and stdv of the 
system content for a Poisson arrival stream, versus log2(N/c) (e.g., log2(N/c)=5 implies that 
N=32c), for a load ρ=0.9 and various values of c.  These curves indicate that this convergence 
indeed occurs fairly quickly – for N/c≥32, the difference between the moments of the system 
content for the two arrival processes indeed becomes quite small – and with increased speed 
for higher values of c.  The observation that these ratios are less than 1, immediately follows 
from the property that the variability of a Poisson arrival process, for which the stdv is a 
relevant measure, exceeds that of a binomial arrival process, and also explains why the former 






















(a) queue content                                              (b) system content 
Figure II-6 : mean buffer content versus ρ; Poisson arrivals 
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 The previous observations indicate that the variability of the packet arrival process will 
play a crucial role in the overall buffer behaviour.  We therefore also focus our attention on a 
potentially highly capricious arrival process, whose pgf satisfies  
 ( ) ( ) ( ) ( )( ) exp 1 1 exp 12 2 1
c cE z p z p z
p p
 ρ ρ = ⋅ − + − ⋅ −   −   






















(a) mean                                                                    (b) stdv 

















(a) queue content                                              (b) system content 
Figure II-7 : stdv of the buffer content versus ρ; Poisson arrivals 
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which is a weighted sum (with parameter p) of two Poisson processes with mean cρ/(2p) and 
cρ/2/(1-p) respectively.  In addition to µe=cρ, it is not difficult to check that the variance of 
this packet arrival process is now given by 
 ( )( )
2
2 1 2, 1 .




−σ = ρκ κ + ρ−  (II.30b) 
Since cρ equals the variance of a regular Poisson arrival process with mean cρ, the definition 
of κc ensures that this quantity denotes the ratio of the variance of an arrival process 
characterised by (II.30a) versus the variance of a Poisson packet arrival process.  Therefore, 
this quantity can be interpreted as being a measure for the (per-slot) variability, or the degree 
by which packet arrivals are ‘clumped’ – or grouped – during a slot, compared to a regular 
Poisson process; hence, the term ‘clump factor’ will be used to refer to κc.  Inversely, for a 







 κ −= ±  κ − + ρ 
   . (II.30c) 
For p=0.5, the arrival process represented by (II.30a) becomes a Poisson process; on the other 
hand, the closer p approaches to 0 (or to 1), the higher the value of κc, and the higher the 
variability of the arrival pattern that stems from it will be.  This arrival process (with κc>>1) 
will therefore be referred to as the ‘clumped arrival process’.  Note that, in terms of the 
original ATM switch arrival process described in Section II.2, the pgf E(z) given by (II.30a) 
can be interpreted as the N→∞ limit of 
 ( ) ( ) ( ) ( )( ) 1 1 1 1 12 2 1
NNc cE z p z p z
Np N p
ρ ρ  = + − + − + −   −      , 
meaning that, on each of the N inlets, a packet is still generated with probability ρ during any 
particular slot, while the routing process is now a 2-mode (independent) process that finds 
itself in mode 1 (2) with probability p (1-p) during any slot, in which case each of the arriving 
packets is routed to a tagged output queue with probability c/(2Np) (c/(2N(1-p))); obviously, 
we must require that N is high enough such that N≥ c/(2.min{p,1-p}) to have a viable routing 
process.  Consequently, although this is still a process that generates packets in an 
independent way (from slot-to-slot) under this interpretation, the routing process no longer 
treats all packets in an identical way, which accounts for the clumping of the packet arrival 
pattern in the tagged output buffer that results thereof. 
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 Figs. II-9a,b show the ratio of the mean (a) and stdv (b) of the queue content relative to the 
mean and stdv of the queue content in case of a Poisson arrival process, versus ρ, for 
κc=1,2,3,4,5, and c=16.  For κc=1, the arrival process is a Poisson process, and consequently, 
µq/µq,Pois and σs/σs,Pois are equal to 1.  For increasing values κc, these ratios drastically 
increase, due to the strong dependence of µq and σq on the variance of the number of packet 
arrivals per slot, e.g. expressions (II.19) and (II.22).  We also conclude that, especially for low 
and moderate values of ρ, these ratios take values that are very high, which points to the fact 
that the quasi server-loss behaviour that was ascertained in case of a Poisson arrival stream 
under these conditions, is no longer maintained when the arrival process is increasingly 
‘clumped’, as could be expected.  Also, note that the heavy-load formulae (II.29) explain why 
both µq/µq,Pois and σs/σs,Pois approach to κc for ρ→1. 
II.3.3 tail behaviour of the buffer content 
The results presented in this section are based on the work that was reported in [1], [6], [47].  
In these contributions, as well as in related buffer models – and in particular those that deal 
with i.i.d. arrival processes, e.g., [124], [262], [165], [257] – it has been observed that 
adopting a so-called dominant pole approximation for the ‘tail’ of the pmf or ccdf of the 
buffer occupancy yields remarkably accurate results.  The essential features of this 
approximation technique are discussed next.  A more generic approach, that covers a wider 
























(a) mean                                                                    (b) stdv 
Figure II-9 : moments of the queue content for clumped arrivals, relative to the Poisson arrivals case 
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 In Appendix A we demonstrate that for a considerable range of discrete-time queuing 
systems, among which those that are highlighted in this chapter, it is possible to derive an 
accurate approximation for the asymptotic behaviour of the queue (or system) content from 
the explicit expression for Q(z) (or S(z)), that requires minimal numerical calculations.  Let us 
for now focus on the queue content.  This approach essentially boils down to taking the 
inverse z-transform of Q(z), where only the most significant contribution, namely the one 
induced by the pole of Q(z) with the smallest modulus, is taken into consideration.  Since 
Q(z), as a pgf, is bounded within the complex unit disk {z : |z| ≤ 1}, then in view of expression 
(II.13), this pole is the solution of zc–E(z) = 0 outside this area with the smallest modulus.  
Regarding the existence of such a solution, the following properties hold (for related work, 
see also [133], [136]) : 
 Let R represent the radius of convergence of E(z).  As explained in Appendix A, we 
consider R > 1.  Now, consider real values of z, and  suppose that condition (C.4) 




→ >R    , 
is satisfied.  Note that this also implies that the set of integers [ ]{ }: Pr 0n n c e n∈ > ∧ = ≠`  is 
nonempty, which basically expresses that the queuing system under consideration is non-
trivial; otherwise, as explained in Section II.3.2.2, the number of packet arrivals per slot 
would never exceed c, and we would find that S(z)≡E(z) and Q(z)≡1.  Then, as demonstrated 
in Appendix C we can prove that 
• the equation zc–E(z) = 0 has exactly one positive real solution in the interval ]1,R[, 
denoted by zo in the remainder; 
• zo is a zero of  zc–E(z) with multiplicity 1; 
• the equation zc–E(z) = 0 has no solutions in the region { }o:1z z z∈ < <C . 
In addition, let us denominate by L the highest common factor (hcf) of the set of integers 
{ } [ ]{ }{ }:Pr 0c n e n∪ ∈ = ≠N .  Then, provided that  L=1, zo will in general be the only pole of 
Q(z) with modulus equal to zo; if such is not the case, the formulae that were developed in 
Appendix A can be easily extended to cover this situation.  Such a situation is in effect 
encountered in the packet sojourn time analysis, and how to deal with it is demonstrated in 
Section II.4.3. 
 From these properties, it is then clear that zo is both a simple pole, and the dominant pole, 
of Q(z).  By applying the results of Appendix A, see (A.13a), the tail distribution of the drv q 
can be approximated by 
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 [ ] oPr nq n z−= ≅ζ    . (II.31a) 
an approximation that is very accurate for sufficiently large values of the integer n and that is 
asymptotically exact, meaning that the exact values for the stationary queue content pmf are 
found as n→∞.  The constant ζ can be deduced from the residue theorem, which yields (see 
formula (A.13b) in Appendix A) 
 ( ) ( )( )( ) ( )o
o
o
o o o o
1 1
lim 1 cz z
c zz Q z z
z cz z E z→
− ρ − ζ − = − Ψ  ′−     . (II.31b) 
By taking the appropriate sum over n in (II.31a), we obtain an approximate expression for the 
tail of the ccdf of the drv q 






−ζ> ≅ −    , (II.31c) 
which allows us to calculate the probability that the steady-state queue content exceeds a 
given threshold Th, for large enough values of Th. 
 From these results and relation (II.12) (or adopting an analogous approach as outlined in 
Appendix A), we can deduce similar formulas that capture the asymptotic behaviour of the 
pmf and ccdf of the system content s, leading to 
 [ ] [ ] oo
o
Pr , Pr 1
hT cn c
h
zs n z s T z
− +− + ζ= ≅ ζ > ≅ −    , (II.32) 
where we have also made use of the property that ( )o ocE z z≡ .  We would also like to point 
out that relation (II.11a), under steady-state conditions, implies that  
 [ ] [ ]Pr Pr , 0 ,h h hq T s T c T> = > + >  
which substantiates the formulae (II.31c) and (II.32). 
 We conclude by emphasising that the expression for ζ contains the zeroes of zc–E(z) inside 
the complex unit disk through the quantity ( )ozΨ .  Once more, the calculation of the zi’s can 
be avoided by employing approximation ( )oa zΨ  for ( )ozΨ , with ( )oa zΨ  given by (II.27).  
II.3.3.1 numerical examples 
 Let us commence by indicating that the cdf sc( j) of the system content, for 0≤ j ≤ c-1, can 
be derived from (II.23) by identifying the coefficients of z j in these two expressions for Ψ(z).  
Also, the system equation (II.4) implies that, for increasing values of j, the sc( j)’s satisfy  
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  = − − = − ≥ =   ∑    , (II.33) 
and due to the property that qc( j)=sc( j+c), j ≥ 0, this procedure immediately leads to the cdf 
(and the ccdf 1-qc( j)) of the queue content as well.  Due to the close similarities between the 
ccdf tail approximation of the queue and system content (e.g. (II.31c) and (II.32)), we focus 
on the former quantity.   
 In Figs. II-10a,b, we compare the ccdf of the queue content, calculated with the above 
formula, with its tail approximation, for a Poisson (a) and clumped (b) arrival process with 
κc=5, for c = 16 and ρ=0.5,0.6,0.7,0.8,0.9 respectively.  We observe that, in particular for the 
higher values of ρ, the ccdf of the queue content quickly converges to its tail approximation, 
which highlights the accuracy of the approach – of solely taking into account the term that 
corresponds to the dominant pole – that was expounded in the foregoing section.  These 
figures also illustrate the limited applicability of (II.33), which, for increasing j, rather quickly 
runs into deadlock due to an accumulation of rounding errors (this is especially true for 
increasing values of c and κc); this in effect points to the efficacy of the procedure for 
deriving the tail distribution, whose complexity is totally independent of the system 
parameters(3) and/or the order of magnitude of the probabilities that need to be calculated.   
 In Section II.5, we will demonstrate that there is a strong correspondence between 
Pr[q > B] (or Pr[s > B+c]), and the packet loss probability in a finite buffer of size B; for our 
                                               
(3) there is a slight dependence on the value of c, since the zeroes zi, 1≤i≤c-1, need to be calculated; however, 

































(a) κc=1                                                                    (b) κc=5 
Figure II-10 : the queue content ccdf; c=16 
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current purpose, it suffices to state that these probabilities can be interpreted as being a 
measure for this loss ratio.  Then, from Figs. II-10a,b, we can already deduce that the clump 
factor κc will have an undeniable impact on required buffer size if excessive packet loss is to 
be avoided.  This is further illustrated in Figs. II-11a,b, where we have plotted the ccdf tail 
asymptote of the queue content, for c = 1 (a) and 16 (b) respectively, ρ=0.8, and κc=1,2,3,4,5.  
Whereas the value of c has virtually no impact on the depicted tail behaviour, there is a strong 
dependence on the value of κc.  Indeed, for instance the intersects with the abscis of these 
curves suggest a proportionality between the value of κc  and the required buffer size B for a 
given loss probability. 
 The previous observations underscore that in addition to considering Pr[q > B] as a 
function of B, the inverse problem, in fact, is an important one as well : for a given target 
value of Pr[q>B], what is the value of B that corresponds to it ?  We therefore define the 10-X 
quantile of a drv r as 
 ( ) [ ]{ }min Pr 10 Xr
x
Q X r x −> <   , (II.34) 
i.e., ( )rQ X  returns the smallest value of x for which the inequality in the right-hand side still 
holds.  In case that Pr[r > x] can be approximated by a formula such as (II.31c), then this 
probability can be interpreted as being a continuous function of x, and under these conditions, 
the 10-X quantile of the queue content for instance satisfies  






























       (a) c=1                                                                    (b) c=16 
      Figure II-11 : tail of the the queue content ccdf; ρ=0.8 
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 This may be a good opportunity to mention a rather remarkable (approximate) relationship 
between the quantile of a random variable, and its first two moments.  This is based on some 
of the results that were reported in [84], where (among others) the quantile of the waiting time 
in a continuous-time M/G/1 queuing system was expressed in terms of its mean and stdv.  
Translated to the current context, where the buffer system under study can be circumscribed 
as a discrete-time GI/D/c system, an analogous approach would lead to the following formula 
that relates the quantile of the queue content with its mean and stdv : 
 ( ) ( )1 .ln(10) 1q q qQ X X≅ + µ + − σ    , (II.35b) 
which would imply that the quantile of the queue content is (approximately) proportional to 
the stdv σq, with a proportionality factor that merely depends on the targeted probability 10-X. 
 In order to assess the accuracy of this formula, we have depicted Qq(X) – calculated from 
(II.35a) – versus ρ in Figs. II-12a,b, for a clumped packet arrival process with κc=5, and c=1 
(a) and 16 (b) respectively, and compared it with the heuristic formula (II.35b).  From these 
results, we can only conclude that there is a striking, if not intriguing, correspondence 
between the quantile of this drv and the approximation that is suggested above, especially for 
values of ρ that are not too low.  The approximate quantile formula (II.35b) also reveals the 
reason why this quantity (and hence, the required buffer space in a buffer of finite size) is 
proportional to κc : since both µq and σq are (roughly, in view of the heavy-load results) 
proportional to σe, for which κc is a measure, so is the queue content quantile.  This result also 




























          (a) c=1                                                                   (b) c=16 
  Figure II-12 : quantile of the queue content versus ρ; clumped arrival process with κc=5 
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and hence, the variability of the packet arrival process – and also implies the following 
(approximate) relationship between σq and the dominant pole zo 
 1/o qz e
σ≅    . 
These are quite interesting issues that undoubtedly merit further examination and refinement, 
but that will not be pursued here any further, since doing so falls far beyond the scope of this 
work. 
 
II.4 The system sojourn time 
In this section, the delay performance of a discrete-time multi-server queuing system with 
infinite waiting room and general i.i.d. arrivals will be evaluated, by means of a purely 
analytic technique that is – once more – rooted in the expedient use of probability generating 
functions.  For a first-come-first-served (FCFS) queuing discipline, we derive an expression 
for the pgf of the system delay and waiting time of an arbitrary packet, focusing on the case 
that the transmission time of such a packet equals a single slot, as before.  This leads to 
explicit formulas for such performance measures as the mean value, variance, and tail 
distribution of these quantities.  These results are useful, for instance, for studying the 
performance of an ATM  switching element with output queuing, such as described in 
Section II.1.  The results of this section have for the largest part been reported in [2], and are 
related to [4] as well. 
II.4.1 derivation of W(z) and D(z) 
Let us commence by deriving an expression for the pgf W(z) of the waiting time (denoted by 
the drv w) that an arbitrary packet experiences in the buffer, which is the number of slots 
spent in the queue, under a first-come-first-served queuing discipline.  As depicted in 
Fig. II-13, the waiting time of a packet is defined as the number of slots  between the end of 
the slot of arrival of the packet, and the beginning of the slot during which its transmission 
commences.  Since the transmission time of a packet equals a single slot, the departure slot of 
a packet is its transmission slot as well.  Note that Fig. II-13 also contains some additional 












Figure II-13 : the waiting time of an arbitrary packet, with related quantities 
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delay of a packet, represented by the drv d with pgf D(z), is defined as the time that a packet 
spends in the buffer system, including its transmission time, we may obviously write 
 ( ) ( )
1d w
D z zW z
= +
=    . (II.36) 
 Let us focus on an arbitrary packet, hereafter also referred to as the tagged packet that 
enters the buffer under steady-state conditions during a particular slot.  Due to the first-come-
first-served nature of the queuing discipline, the waiting time of such a packet is determined 
by the amount of packets it finds in the buffer upon arrival, which consists on the one hand of 
the packets that were already in the queue (i.e., the queue content) at the beginning of its 
arrival slot, and the packets that have arrived during the same slot of the tagged one but 
‘before’ it, on the other hand.  Note that the delay and/or waiting time of a packet is by no 
means influenced by the number of packets that are being transmitted during the tagged 
packet’s arrival slot, which explains why we attempt to express the waiting time in terms of 
the queue content, rather than the system content, at the beginning of the tagged packet’s 
arrival slot.   
 Generally speaking, the arrival slot of this packet is not an arbitrary slot, since it is a slot 
during which there is at least one packet arrival; therefore, we denote by the drv q* the queue 
content at the beginning of the tagged packet’s arrival slot.  However, due to the i.i.d. nature 
of the packet arrivals process under consideration, the buffer content at the beginning of a slot 
is independent of the number of packet arrivals thereafter (or the condition that there is at 
least one such arrival during the subsequent slot).  Hence, the drv q*, and the drv q 
representing the queue content at the beginning of an arbitrary slot, are equivalent from a 
stochastic point-of-view, and we may write  
 ( )*qz Q z  = E     , 
with Q(z) given by expression (II.13). 
 Furthermore, we define the drv f as the number of packets entering the buffer during the 
same slot as a tagged packet, but ‘before’ this packet.  This implies that we are somehow able 
to order all the packets that arrive during the same slot.  The standard approach that will be 
followed in this thesis (unless mentioned otherwise) is to assume that packets that arrive 
during the same slot are ordered in a random fashion, i.e., they all have equal probability to be 
positioned first, second, third, etc …, in this ordering process.  Since all packets that enter the 
buffer during a slot receive equal treatment, this random ordering process only depends on the 
total number of packets that arrive during the tagged packet’s arrival slot, which we denote by 
the drv e*.   
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 We can determine the pmf of e* as follows.  Consider a series of M consecutive slots, and 
let ni represent the number of times that there are i packet arrivals.  If we define ( ) /M ir i n M , 
and assume that the limit 
 ( ) ( )lim , 0 ,MMr i r i i→∞ ∀ ≥  
exists – which is the case for any i.i.d. packet arrival process – then obviously r(i)≡Pr[e=i], 
i ≥ 0, i.e., r(i) will be equal to the pmf e(i)≡Pr[e=i] of the i.i.d. packet arrival process.  To be 
more precise, application of Bernoulli’s limit theorem (∀ i≥0) on the i.i.d. Bernoulli process 
that returns the value 1 if the number of arrivals equals i, and 0 otherwise, proves that the 
series rM(i) converges in probability to e(i), meaning that Pr[|rM(i)-e(i)|>ε]→0 if M→∞, for 
arbitrarily small values of ε.  Alternatively, invoking the strong law of large numbers for this 
i.i.d. Bernoulli process, leads to the conclusion that rM(i) almost surely converges to e(i), i.e., 
Pr[r(i)=e(i)]=1.  Either way, convergence of the relative frequency rM(i) towards e(i) is 
assured.   
 In addition, we observe that among a total of ∑ j jjn  packet arrivals during these M slots, 
there are ini packets that arrive during a slot with a total of i arrivals.  Hence, if we randomly 
pick a packet among those that arrive during these M slots (for M→∞),  then the probability 
that this packet arrives during a slot with a total of i packets can be calculated from 
 
[ ] ( )( )
( )
( )





M Mj jj j j
ie iin in Me i jn jn M je j
ie i iE




where, as before, E′(1) represents the mean number of packet arrivals per slot.  The existence 
of these limits is ensured if e has a finite mean and variance.   
 On the other hand, since our tagged packet is chosen randomly among e* packets, the 
conditional pmf of the drv f (with pgf F(z)) satisfies 
 [ ] 1Pr * , 0 1 .f j e i j ii= = = ≤ ≤ −  
Combining the two previous formulae, we thus obtain 
 ( ) [ ] [ ] [ ] ( ) ( )
1
0 0 1 1 0
1Pr Pr * Pr * ,
1
ij j j
j j i j i j
F z z f j z f j e i e i e i zE
∞ ∞ ∞ ∞ −
= = = + = =
= = = = = = ′∑ ∑ ∑ ∑ ∑  
which finally yields 
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−= ′ −    , (II.37) 
a result that was also reported in [136].  We would like to emphasise that this result remains 
valid in case of a heterogeneous arrival process, such as the one given by the pgf (II.3), as 
long as the random ordering assumption, as described above, still holds.  An alternative way 
of reading packets into an output buffer – and one that is encountered in many practical 
implementations – occurs when packets that arrive during the same slot are forwarded from 
the inlets into the output buffer in a fixed order, i.e., an arriving packet (if any) that is 
delivered by inlet i is read into the queue before an arriving packet (if any) that stems from 
inlet j if i < j, 1 ≤ i , j ≤N.  In case of a homogeneous arrival process, an arbitrary arriving 
packet then has an equal probability 1/N of being generated by either of the N inlets, which 
amounts to the random ordering process described above, and implies that the previous 
expression for F(z) remains valid even under these circumstances.  However, when the arrival 
process is a heterogeneous one that is combined with a fixed ordering of packets that arrive 
during the same slot (determined by the inlet they originate from), an altered and refined 
version of the above analysis is mandatory.  This issue, among others, will be addressed in 
Section III.5.3 of the next chapter, and for the time being, we focus on the case where F(z) is 
given by (II.37).  Employment of (II.17a,b) in combination with the relations (A.9) reveals 












e e e e
f
e e
σ µ −µ = +µ
µ  σ σ µ −σ = − + + µ µ 
   . (II.38) 
 In view of the previous remarks and observations, the waiting time w of an arbitrary tagged 
packet can be written as a function of the queue content q≡q* at the beginning of the arrival 
slot of this packet and the random variable f associated to this packet, as follows : 
 f qw c
+ =      , (II.39) 
where, as before, the floor operator x y    returns the integer part of the fraction x/y.  The 
quantity f+q  in this equation equals the number of packets – viewed at the end of the arrival 
slot – that must be transmitted before the tagged one can be sent, which corresponds to the 
FCFS queuing discipline under consideration.  The division by c, of course, reflects the fact 
that c packets can be transmitted per slot.  Temporarily defining r f q+ ,  we then deduce 
from (II.39) that 
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 [ ] [ ]1
0
Pr Pr , 0
c
j
w i r ic j i
−
=
= = = + ≥∑   . 
The pgf W(z) associated with the drv w can therefore be written as  





W z z r ic j
∞ −
= =
= = +∑ ∑    , 
which yields 
 ( ) [ ]1
0 0
Pr
cc j ic j
j i
W z z z r ic j
− ∞− +
= =
= = +∑ ∑    . 
Adopting the standard shorthand notation for the discrete Kronecker-delta function 





=δ =  ≠    , 
we obtain 





W z z z r k k ic j
− ∞ ∞−
= = =
= = δ − −∑ ∑ ∑    . 
Note that, since k – j ≥ – (c–1) in the above expression, the lower bound in the sum for i can be 
extended to – ∞ without affecting the result.  In a similar way as in [135] and with 








η = δ −∑ ∑    , (II.40) 
(where ι is the imaginary unit in the complex plane) to eliminate the Kronecker-delta 
functions in the preceding expression.  This equation, in fact, expresses that the sum in the 
left-hand side is zero, unless m is a multiple of c, in which case it is equal to 1.  This results in 
 ( ) ( ) [ ]1 1
0 0 0
1 Pr
c c n k jc k j
j n k
W z z r kc
− − ∞ − −
= = =
= η =∑ ∑ ∑    . 
Representing by R(z) the pgf of the drv r, this can then be expressed as 






cc c cjc n n n
nj n n




−= η η = η
− η
∑ ∑ ∑    . (II.41) 
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Hence, in view of R(z)=F(z)Q(z), we may finally write 
 ( ) ( ) ( ) ( )1
0
cc c n n n
c
n
W z z U z F z Q z
−−
=








−    , (II.42a) 
and Uc(z) can be interpreted as being the pgf of a drv, say uc that is uniformly distributed 
between 1 and c.  In view of expressions (II.42a), (II.37) and (II.13) for Uc(z), F(z) and Q(z) 
respectively, we finally obtain  









z z E z
W z z z
z z E z
−−
=
η − η −− ρ= Ψ ηρ η − − η∑    . (II.42b) 
In addition, appealing to (II.36), we can write  
 ( ) ( ) ( ) ( )1
0
c
c n n n
c
n
D z U z F z Q z
−
=
= η η η∑    . (II.43) 
If we rely on (II.40) to develop the sums in the right-hand sides of the latter two expressions, 
this leads to the following relations in the probability domain : 
 
( ) [ ] ( )[ ]
( ) [ ] [ ]
Pr Pr 1 , 0
Pr Pr , 1
c
c
w n w n c q f u c n n
d n d n c q f u cn n
= = + + = + ≥ = = + + = ≥

    , (II.44) 
where q+ f is the number of packets that an arbitrary newly arriving packet encounters in the 
queue, and where uc is a drv that is uniformly distributed between 1 and c, with mean (c+1)/2, 
and variance equal to (c2-1)/12.  Due to the product form that appears in the right-hand side of 
(II.42a) and (II.43), uc can be considered to be statistically independent of q and f; as already 
pointed out above, q and f are mutually independent drvs as well.  These observations provide 
an insightful probabilistic interpretation to the previous results. 
II.4.2 the moments of the packet sojourn time 
We will commence by deriving and expression for the mean waiting time µw, and the 
calculations that eventually lead to the final result are presented here in some detail, in order 
to highlight the methodology that is followed.  First, if we apply the operator M[⋅] on 
expression (II.42a), we find 
 
( ) ( ) ( )









w u f q c
n
c
n n n n
u f q c
n
c c U z F z Q z





 µ = − + µ + µ + µ + η η η  




   , 
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where we have used the property that Uc(ηn)=0 for 1≤n≤c-1.  Due to ηnc=1 and expressions 
(II.42a), (II.37) and (II.13) for Uc(z), F(z) and Q(z) respectively, it is not difficult to show that  
 ( ) 1 , 1 1
1
n
c nU n c′ η = ≤ ≤ −η −  
 ( ) ( ) ( ) ( )1
0
1 1 cn n n nj
c
j
F Q s jc
−
=
− ρη η = − Ψ η = − ηρ ρ ∑     . 
Consequently, the sum in the right-hand side of the previous expression for cµw can be 
transformed into 
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On the one hand, we can derive that  
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= = =
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− =η = − ≤ ≤ −∑    . 
Hence, making creative use of expression (II.23) for Ψ(z), we deduce that 
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− − ρ −   ′η η η η = − ≤ = Ψ −   ρ ρ   
− µ += µ −
∑ ∑
∑
   . 
If we insert this result in the above equation for cµw, and take into account the formulas 














σ +µ = − + µ −µ − µ ∑    . (II.45) 
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 Similarly, if we let the operator V[⋅] act upon expression (II.42a), then aided by (II.15a), 
we are able to deduce that  
 
( ) ( ) ( )
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with R(z)=F(z)Q(z), as before.  Adopting similar techniques as above to evaluate the 
subsequent terms in the right-hand side of this expression eventually yields, after some 
tedious calculations 
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 (II.46)  
Equations (II.45) and (II.46) provide us with exact, explicit, and closed-form expressions for 
the mean and variance of the packet waiting time.  Although the result for 2wσ  looks a bit 
messy, they lend themselves perfectly well for an implementation in a numerical procedure, 
once the zi’s, 1≤i≤c-1, that appear in the expression for Ψ(⋅) (and its coefficient), have been 
calculated numerically by some root-finding algorithm, such as a Newton-Raphson scheme.  
One can easily verify that, notwithstanding the presence of the complex numbers ηn in these 
expressions, the final results for µw and 2wσ  are real-valued quantities, as should evidently be 
the case.  Also note that in the course of these derivations, we have tacitly assumed that 
E(ηn)≠1 for 1≤ n ≤ c–1.  This will be so if L=1, with L the hcf of the set of integers 
{ } [ ]{ }{ }: Pr 0c n e n∪ ∈ = ≠N . Then the property zi ≠ ηn, 1 ≤ i ≤ c–1, is also valid, thus 
prohibiting that some of the terms in the above expression become infinite.  If E(ηn)≠1 does 
not hold for some values of n, then the foregoing derivations can be adjusted without 
significant difficulty to capture this phenomenon. 
 The mean and variance of the packet delay d immediately follow from (II.36), i.e.,  





µ = µ +
σ = σ    . (II.47) 
In view of these results and the ones established in Section II.3.2.1, the mean packet waiting 
time and delay apparently satisfy 
 e w q
e d s
µ ⋅µ = µ
µ ⋅µ = µ    , 
which confirms that these results concur with Little’s theorem (e.g. (I.5)), applied on the 
queue and the entire buffer system respectively, as they should. 
 If we want to avoid the calculation of the zeroes zi (1≤ i≤c-1) altogether, then we can 
combine the results of section II.3.2.2 (see equation (II.25b)) to establish that  










c m cz mc z c c
−
=
− + − ρ+≤ ≤ +ρ − − ρ − ρ ρ∑    , (II.48) 
and inserting this result into (II.45) (and (II.47)) leads to a lower and upper bound for µw (and 
µd).  Note that the upper bound in (II.48) does not tend to infinity as ρ (and µe)→0, since 
m c= ρ    is equal to zero as well for sufficiently small values of ρ.  In addition, approximation 
(II.28) for M[Ψ]can be invoked to yield an accurate approximation for the sum in the above 
expression that contains the zi’s.  Finding an appropriate approximation and upper- and lower 
bounds for 2wσ  (and 2dσ ) is a totally different matter and far from straightforward, in view of 
the rather complicated combination of terms that contain the zi’s in the right-hand side of 
(II.46).  To address this issue, we refer to Section III.4.3, where we will present a closer 
examination of the packet waiting time and delay pmfs that yet allows us produce acceptable 
bounds for the variance of these quantities. 
 We conclude this section by considering the heavy-load limits of the mean and variance of 
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σµ = µ = µ − µ
 σσ = σ =  µ − µ 
 (II.49) 
Hence, analogous to the results of Section II.3.2.3, the  heavy-load behaviour of both the 
mean and variance of the packet waiting time and delay is determined by the variance of the 
packet arrival process as well.  In addition, we also observe that the coefficient of variation of 
these drvs, which equals the ratio of their stdv versus their mean, tends to 1 as ρ→1. 
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II.4.3 tail distribution of the packet sojourn time 
Let us first derive an expression for the asymptotic behaviour of the packet waiting time, 
where we depart from the pgf W(zc ) given by (II.42b).  These deductions build upon the 
results of Appendix A, and we follow a similar approach as in [6].  A crucial initial 
observation is that this expression for W(zc ) does not satisfy the condition that it has only one 
pole for which the modulus is minimal.  Indeed, given that zo is the solution of zc–E(z)=0 in 
the interval ]1,R[, as before, then each of the denominators zc–E(zηn) in the expression for 
W(zc ) have a root with modulus zo, namely the complex number zoη-n, for all 0≤n≤c-1, and 
these c (dominant) poles will determine the asymptotic behaviour of the drv w.  This implies 
that the method that was outlined in Appendix A must be extended to deal with this situation, 
by considering a term similar to (A.13a,b) for each of these poles, leading to 













   = ≅ − η   η   
∑   , 
where we have used the property that Pr[w=i] is the coefficient of zic in the expression for 
W(zc).  From (II.42b), it can be shown that  
 ( ) ( ) ( ) ( ) ( )o
o o o
o1oo o o




z z E zz W z zz cz cz E z−
−
− −→ η
−  −− ρ ς− = − Ψ   ρ − ′η − 
  (II.50a) 
and with this definition of ς, we obtain  
 [ ] 1 o o
0
Pr
c nic ic ic
n
w i z zc
− − −
=
ς= ≅ η = ς∑    , 
where we have once again invoked the identity (II.40).  The probability that the drv w exceeds 
a given threshold Th then becomes 




hT ch cw T zz
−ς> ≅ −    , (II.50b) 
for sufficiently large values of Th.  Since Pr[d > T h ]=Pr[w > T h –1], for all T h ≥ 1, we also find  




hT ch cd T zz
− −ς> ≅ − −    . (II.50c) 
These results indicate that, if the asymptotic tail behaviour of the queue and system content is 
determined by their dominant pole zo, then ocz  will determine the tail behaviour of the pmf 
and ccdf of the drvs w and d that characterise an arbitrary packet’s sojourn time in the buffer. 
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II.4.4 numerical examples 
The performance indices concerning the buffer content discussed in Section II.3, such as the 
mean, stdv and 10-X quantile, revealed that these only weakly depend on the number of output 
links per buffer, represented by the value of c.  This is no longer true as far as the packet 
sojourn time is concerned, which strongly depends on the number of packets that can be 
transmitted per slot.  This is illustrated in Fig. II-14, where we have plotted the mean and stdv 
of the packet waiting time versus ρ, for a Poisson packet arrival process, and c=1,2,4,8,16.  
Apparently, these quantities strongly decrease for increasing values of c.  This for instance 
also follows from the heavy-load limits of the mean and variance of the waiting time in 
expression (II.49), which can serve as a back-of-the-envelope approximation for µw and 2wσ  
respectively.  Starting from c=1 and any i.i.d. arrival pattern generated by N sources, then if 
we increase c and increase the number of (independent) sources that generate packet arrivals 
accordingly, the numerator 2eσ  in the right-hand side of these expressions will be proportional 
to c (and/or N), while the corresponding denominators clearly are quadric functions of c.  
Hence, the steep decline of the value of these moments observed in Fig. II-14 as c becomes 
larger.  This comprises the main advantage of employing multi-server queuing systems : 
whereas the gain with respect to the amount of customers in the system is very limited – or 
even nonexistent – by increasing the number of servers, the delays that these customers will 



















(a) c=1                                                                    (b) c=16 
Figure II-14 : moments of the waiting time versus ρ; Poisson arrival process 
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 These observations are supported by the behaviour of the 10-X waiting time quantiles, that 
are depicted in Figs. 15a,b versus ρ for X=4 and 8 respectively and a clumped packet arrival 
process with κc=5.  Similar to (II.35a), expression (II.50a) provides an efficacious, albeit 
approximate, way for calculating these quantities, leading to 
 ( ) ( ) ( ) ( ) ( )( )1o oln ln ln 1 ln 10c cwQ X z z X−= ς − − +    . (II.50a) 
For increasing c, i.e., c=1,2,4,8,16, we can only conclude from Figs II-15a,b that the Qw(X) 
performance characteristic strongly decreases as well, which is exemplified by the 
dependence on ocz  of the above expression.  These figures also provide a comparison between 
the ‘exact’ quantile values (II.50a), and an approximation that relates these quantities with the 
first two (central) moments of the drv w, which, in a similar manner as in (II.35b), is 
calculated as 
 ( ) ( )1 .ln(10) 1w w wQ X X≅ + µ + − σ   . (II.50b) 
Once again, we perceive a remarkable resemblance between the two approaches, as long as 






























(a) X=4                                                                    (b) X=8 
Figure II-15 : quantile of the waiting time versus ρ; clumped arrival process with κc=5 
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II.5 Buffers with finite size 
When we are dealing with buffers of finite size, the loss process of the packets that are 
rejected due to buffer overflow becomes an important issue.  In this section, we examine the 
loss process of a finite-capacity buffer by means of a generating-functions approach, and try 
to refine and/or extend existing results.  The purpose is to express some of the crucial 
performance measures that are related to a finite-capacity buffer, in terms of the performance 
measures associated with its infinite-capacity counterpart.  This is a challenging issue that 
hopefully leads to new efficient calculation methods for the former quantities, since the latter 
quantities are often available under some (semi-)analytic form, as demonstrated in the 
preceding sections.  In the existing literature, quantities such as the packet loss ratio are often 
approximated by some tail probability of the buffer content in the corresponding infinite-
capacity queuing model ([43], [124], [153], [170], [185], [192], [194], [217], [243], [262], 
[271], [274]); however, how these two quantities are related, is generally not very well 
known, in particular when multi-server buffers are involved.  In [193], a fluid model, that 
neglects the specific packetised nature of the information flow, is investigated for the purpose 
of establishing such a relationship.  This topic, for a packet-based arrival process, is exactly 
the focus of this section, and builds on the work presented in [43]. 
II.5.1 loss due to buffer overflow 
 Let us investigate this issue in more detail, and, as before, consider a buffer system with c 
(c≥1) output links, implying that the number of packets that can leave the system during any 
slot is at most c.  As depicted in Fig. II-16, the queue, where packets that await their 
transmission are temporarily stored, is assumed to have a storage capacity of Kq packets; this 
does not include the packets that are being transmitted during a slot, if any.  As discussed in 
Section I.2.2, newly arriving packets do not get immediate access to the transmission units of 
the system (i.e., the c servers) during their arrival slot – even when some of these are idle – 
but are initially stored in the queue; hence, they may enter the transmission part of the buffer 
system at the earliest during the slot following their arrival slot.  We adopt a drop-tail (DT) 
buffer management policy, implying that new packet arrivals are accepted as long as buffer 
space is available in the queue upon arrival; otherwise, packets will be dropped.   
 Analogous to the foregoing analyses, we denote by ns  (with pgf ( )nS z ) the system content 
(the number of packets in the system, including those that are currently being transmitted) at 
the beginning of slot n, and yet again we let the drv en (with pmf e(⋅), cdf ec(⋅), and pgf E(z)) 
characterise the number of new packet arrivals that attempt to enter the finite-capacity buffer 
during slot n, which is an i.i.d. process by assumption.  Since we observe the system content 
just after possible departure epochs, but before new arrivals, then in view of the previous, this 
quantity equals the amount of packets in the queue at the end of the preceding slot, and 
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therefore it cannot exceed the queue capacity Kq.  Consequently, the system content at (i.e., 
just after) consecutive slot boundaries is governed by the system equation (e.g. (I.2a)) 
 ( ){ }1 min ,n n n qs s c e K++ = − +     . (II.51) 
Calculating quantities such as the pmf of the system content involves solving the Kq+1 
balance questions (together with the normalisation condition) that derive from (II.51).  
Indeed, defining the steady-state pmf and cdf of the buffer content 
 ( ) [ ] ( ) [ ]lim Pr ; lim Pr , 0n c n qn ns j s j s j s j j K→∞ →∞= ≤ ≤ ≤        ,  
then the cdf ( )cs j  (and hence, the pmf ( )s j ) can be calculated numerically from the set of 
linear equations 
 ( ) ( ) ( )
( ),
0




s j s i c e j i j K
−−
=
− + − = ≤ ≤ −∑      (II.52) 
(where ( ) { }, min ,x y x y−  ), together with the identity ( ) 1c qs K = , that follows from the 
normalisation of the pmf. 
 The calculation of this pmf allows us to study the loss process as well.  Let us denote by 
nA  (with pgf Ln(z)) the number of packets lost during slot n, due to contention when newly 
arriving packets arrive at a queue that is already fully occupied.  This drv is related to ns  and 
en by the system equation (e.g. (I.2b)) 
 ( )( )n n n qs c e K ++= − + −A    , (II.53) 
which expresses that, if the number of old and newly arriving packets in the queue exceeds 
Kq, then the excess packets will all be rejected; otherwise, they are able to enter the system.  
Under steady-state conditions, we let A  (with pmf ( )iA ) represent the number of packets that 
are lost during an arbitrary slot.  Then the statistical independence of ns  and en, and (II.53), 







Figure II-16 : storage capacity in a finite buffer system 
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i s j e K i s j e K c i j
−
= =
= + + + + −∑ ∑ A    ,   i≥1   . (II.54) 
From this formula, quantities such as the mean µA  and variance of the number of packets lost 
per slot can be readily derived.  We should also point out that, since we assume a steady-state 
environment, then µA  can also be calculated as the difference between the mean number of 
packet arrivals, (i.e., cρ) and the average number of packets that leave the buffer during an 
arbitrary slot 
 
( ) ( ) ( ) ( ) ( )


















  µ = ρ − + = − − − ρ  
= − − ρ
∑ ∑ ∑
∑
A   

 (II.55) 
 Solving the set of balance equations and calculating quantities such as µA  may become a 
numerically demanding task, depending on the value of Kq and the values that the ( )s j ’s 
assume : typically, whenever Kq is high, and/or the values of the ( )s j ’s differ many orders of 
magnitude, substantial numerical problems may arise.  On the other hand, the aforementioned 
references indicate that, under a wide range of circumstances, the packet loss ratio (PLR) – 
which is defined as the fraction of newly arriving packets that are lost due to buffer overflow 
and therefore equals µA ⁄(cρ) – in a buffer with finite storage capacity, and the ccdf of the 
buffer content in the corresponding infinite-capacity queue, exhibit a similar asymptotic 
behaviour when plotted versus Kq.  Therefore, for a lot of cases, PLR is approximated by the 
latter quantity, since the results of Section II.3.3 demonstrate that the asymptotic behaviour of 
the ccdf of the buffer content is fairly easy to capture and can be calculated in an efficient way 
by the dominant pole approximation.  Nevertheless, the exact nature of correspondence 
between the number of packets lost per slot and the distribution of the buffer content in a 
buffer with infinite storage capacity remains obscure, and this issue has received little or no 
attention in the literature.  In [128], a relation between the PLR in the discrete-time 
Geo[X]/D/1/Kq queuing system, and the distribution of the buffer content in the corresponding 
infinite capacity queuing model was reported, which is a special case of the multi-server 
system studied in these sections. 
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II.5.2 probability generating function of the buffer content 
 The system equation (II.53) that characterises the loss process can be z-transformed into 
 ( ) ( ) ( ){ }1 1n n qs c e Kn n n qL z z s c e K+− + − +  = + − − + >     E    . 
On the other hand, from system equation (II.51) we deduce that 
 ( ) ( ) ( ) ( ){ }1 qn n n nKs c e s c en n n qS z z z z s c e K+ +− + − + ++    = + − − + >        E E    . 
These two equations can be converted into the relation 
 ( ) ( ) ( )( )1 1qn n Ks c en nS z z z L z+− ++  = + −  
 E    , 
which, from a similar analysis as in Section II.3.1, can be further written as 
 ( ) ( ) ( ) ( ) ( ) ( )( )11
0
1q
c Kc c j
n n n
j
S z z E z S z z z s j z L z
−−+ =
 = + − + −   
∑      . 
The finite-buffer system reaches a stochastic equilibrium after a sufficiently large period of 
time, and the pmf (and corresponding pgf) of all random variables involved in this analysis 
becomes time-independent (i.e., independent of n).  Then, defining the steady-state pgfs 
 ( ) ( ) ( ) ( )lim ; limn nn nS z S z L z L z→∞ →∞      , 
we obtain the following expression for the steady-state pgf of the system content at the 
beginning of a random slot 
 ( ) ( )( )( ) ( ) ( ) ( )( )( )
1 1 1qK
c
c z E z z z L z
S z
z E z
− ρ + µ − Ψ + −= −
A   









z zz s j z s jzc c
− −
= =
−Ψ =−− ρ + µ − ρ + µ∑ ∑A A      . (II.56) 
In view of this definition and the property that ( )1L′µ ≡A  represents the mean number of 
packets lost per slot, we deduce that ( )1 1Ψ = , in concurrence with (II.55).  The buffer content 
at the beginning of a slot is bounded by the value of Kq; therefore, the right-hand side in the 
above formula must be a polynomial in z of degree Kq, implying that the denominator must be 
a divisor of the numerator.  As we will demonstrate in the next section, this property can be 
further exploited to derive useful formulas for the characteristics of the loss process from this 
expression. 
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II.5.3 pgf and moments of the loss process 
If we combine expression (II.10) for S(z) with (II.56), we can establish the following 
expression that relates the finite- and infinite-size buffer characteristics 
 ( ) ( ) ( ) ( ) ( )
( )







z S z z S z z z
c z E z
+−µ Ψ = + Ψ + Ψ − ρ  −
A    . 
Since we make use of infinite-buffer size results in this expression, we assume that the 
associated equilibrium condition ρ<1 is fulfilled.  The left-hand side of this expression is a 
polynomial in z of degree Kq+c-1, while the power series expansion around z=0 of the second 
term in the right-hand side will merely contain terms whose degree of z is at least Kq+c.  
Consequently, taking into account the definitions of ( )zΨ  and S(z) and by explicitly 
considering the power series expansion around z=0 of this term, we can derive the following 
formula for L(z), the equilibrium pgf of the number of packets lost per slot : 











 − = + + + − + − ρ + µ Ψ + + 
∑ ∑ ∑A  , (II.57) 
where, as before, Q(z) represents the steady-state pgf of the queue content in a buffer with 
infinite storage capacity, and where s(⋅) and sc(⋅) represent the pmf and cdf of the 
corresponding system content. 
 From this expression for L(z), all quantities of interest concerning the number of packets 
lost per slot can be calculated.  For instance, the loss probability PLP, which we define as the 
probability that packet loss occurs during a slot, is equal to 1–L(0), and therefore given by 












= + −− ρ Ψ ∑     . 
Taking the first derivative with respect to z for z=1 of both hand sides of (II.57) produces the 
following expression for µA  : 
 ( ) ( ) ( ) ( ) ( )( )
11
1 0
1 1 1 1 .
1
jc
c q c q
c j i




  µ = + + − + − ρ − + − + −   
∑ ∑A   
In addition, applying the V[⋅] operator on the previous expression for L(z) yields a formula for 
the variance of the number of packets lost per slot : 
 ( ) ( ) ( ) ( ) ( ) ( )11 12
1 0 0 0
1 2 2 .
jc c
q c q c q
j i j i
is j s K c i j i j s j s K c i
−− − ∞
= = = =
  σ = µ − µ − µ + + + − + + + +   
∑ ∑ ∑ ∑A A A    
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 These results allow the (theoretical) calculation of PLP and the mean and variance of the 
number of packets lost per slot, but are not very practical since they contain the probabilities 
( )cs j , 0≤ j≤c-1, and s(i), i > Kq+c.  It is self-evident to approximate the latter probabilities by 
their dominant-pole approximation given by (II.32), while we approximate ( )zΨ  by ( )zΨ  in 
order to deal with the ( )cs j ’s.  Indeed, the system parameters should be tuned such that 
packet loss is a rare event, in which case we expect this approximation for ( )zΨ  to be 
sufficiently accurate.  If we define  























ζΨ −τ ζ− Ψ −
    ,  (II.58a) 
then this approach yields the following results  
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 Moreover, since packet loss is (supposed to be) a rare event, it is also interesting to take a 
look at the conditional packet loss process, given that packet loss occurs.  If we denote by the 
drv cA  the number of packets that are lost, conditioned on the event that packet loss occurs in 
the same slot, then the pgf of this quantity is given by (L(z)-1+PLP)/PLP, and its mean and 
variance satisfy 












These expressions are easy to evaluate numerically, especially when combined with the 
approximations (II.27) and (II.25b) for Ψ(z) and the sum containing the zi’s that appears in the 
expression for µq respectively.  If we compare expressions (II.58a,b) for µA  with the ones for 
Pr[q≥Kq] (i.e., (II.31b,c)), we notice that, apart from the factor Ψ(zo), these two quantities 
exhibit the same kind of behaviour if Kq is sufficiently large, in which case the denominator in 
expression (II.58a) for τ(Kq) is practically equal to 1.  This explains why the packet loss ratio 
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µA /(cρ) in a buffer of size Kq is often approximated by the tail probability Pr[q≥Kq]; the 
above formulas however indicate how their relation can be refined. 
 Although these results have been established under the condition that the offered load 
satisfies ρ < 1, a remarkable and important feature is that they remain valid for values of ρ > 1 
as well.  Under these circumstances, the dominant pole zo – which is still equal to the radius of 
convergence of Q(z) (and S(z)) – falls within the complex unit circle, i.e., |zo| < 1, and it is not 
difficult to check that τ(Kq) converges to –1 as Kq increases for such values of ρ.  For 
instance, as far as µA  is concerned, this shows that this quantity evolves to cρ-c for 
sufficiently high values of Kq : since the system is overloaded, the queue is (practically) never 
empty under this traffic scenario, implying that c packets can (almost always) be transmitted 
during every slot, and because on average cρ packets are offered per slot, the difference cρ-c 
will indeed become equal to the packet loss intensity µA  for large enough values of Kq.  The 
behaviour of the above formulae for PLP and σA  is less clear if ρ > 1 ; however, the accuracy 
of results for ρ < 1 as well as ρ > 1 will be amply illustrated in Section II.5.5. 
II.5.4 loss and loss-free periods 
 
Figure II-17: alternating loss-free and loss periods 
 In addition to studying the number of packets lost per slot, it is interesting as well to take a 
quick look at how packet loss is spread in time.  For that purpose, the time axis can be divided 
into alternating periods during which packet loss occurs, and no loss occurs respectively.  As 
illustrated in Fig. II-17, we denote by LA  and Lf the length of these subsequent loss and loss-
free periods, and the purpose of this section is to study these two quantities into somewhat 
more detail. 
 Let A  once again represent the number of packets lost during a randomly chosen slot, and 
the drv −A  the number of packets that were lost during the preceding slot.  If −A  is nonzero, 
then the buffer content at the beginning of the tagged slot perforce equals Kq, and the 
(conditional) pmf of A  is therefore given by, for j>0,  




e i c i
i j
e c i−
+ ≥= = =  =A A     ,   j>0   . 
packets are rejected due to overflow no packet loss  
fL LA … 
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Provided that −A >0, these probabilities do not depend on the value of −A ; hence, we obtain 
 
[ ] ( )
[ ] ( )








> > = − = > =
A A
A A    , 
implying that the drv LA  is geometrically distributed with parameter 1-ec(c), and mean 
1⁄ec(c), 
 [ ] ( ) ( )( ) 1Pr 1 , 1nc cL n e c e c n−= = − ≥A . 
 Due to the memoryless and independent nature of these geometrically distributed loss 
periods, it becomes clear that the lengths of successive loss and loss-free periods form a series 
of statistically independent random variables.  The characteristics of the length of a loss-free 
period are somewhat harder to determine, and depend on the details of the packet arrival 
process during such a period (and the last slot of the loss period prior to such a loss-free 
period).  Nevertheless, an expression for the mean length of a loss-free period can be derived 
from the observation that the packet loss probability PLP, as defined in the previous section, 
must be equal to the fraction of slots that belong to a loss period, which implies 






































        (a) c=1                                                                    (b) c=16 
       Figure II-18 : loss probability versus Kq; Poisson arrival process 
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 We can conclude by taking a brief look at the number of packets that are lost during the 
consecutive slots of a loss period.  If we denote by 1A  the number of packets lost during any 
slot of a loss period, except for the first slot, then the mean value of this quantity satisfies 
 
[ ] ( ) [ ] ( ) ( ) ( )
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∑
∑
A  A A A A AE E E
 
Consequently, if we define 1A  as the number of packets lost during the first slot of a loss 
period, then the expected value of this quantity readily follows from the observation that 
c
µA  
represents the mean number of packet losses during a random slot of a loss period; hence 
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−µ> = = +   AA  A A A AE E E    . 
II.5.5 numerical examples 
In Figs. II-18a,b, we illustrate the accuracy of the approach that was expounded upon in the 
foregoing sections, by comparing the exact values of PLP=1– ( )0A  (as a function of Kq, with 
K q ≥ c), calculated by means of (II.54), with the approximation given by (II.58b).  The packet 
arrival process is a Poisson process, and the number of transmission lines per buffer equals 1 


































        (a) c=1                                                                    (b) c=16 
       Figure II-19 : loss probability versus Kq; clumped arrival process with κc=5 
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approximate approach is indeed highly accurate, unless ρ and Kq are low, in which case some 
discrepancy between the two methodologies can be observed.  That these conclusions are not 
limited to the Poisson-arrivals case can be viewed in Figs. II-19a,b, where we have plotted 
similar curves, for a clumped packet arrival process with κc=5.  Since the calculation of the 
exact results can be very demanding for large values of Kq – and indeed is bound to become 
unfeasible at a certain point – the advantage of adopting the approximate technique is 
obvious.  Moreover, comparison of Figs. II-18a,b and II-19a,b also points to the fact that, for 
a given targeted packet loss probability, the minimal buffer space that must be provided will 
indeed be (roughly) proportional to the clumping factor κc, a property that was already 
highlighted in Section II.3.3.1, e.g., in the course of the discussion concerning the quantiles of 
the queue content shown in Figs. II-12a,b. 
 In Figs. II-20a,b, we have plotted the PLP versus ρ, for a fixed buffer size of Kq=30, a 
clumping factor κc=1,2,3,4,5, and c=1 (a) and 16 (b) respectively.  As already announced in 
Section II.5.3, a remarkable property of the approximate approach, is that the close 
correspondence with the exact results remains valid for values of ρ > 1, although the 
derivations explicitly ruled out these values of the offered load, since infinite-buffer-size 
results were applied to deduce an expression for the pgf L(z) of A  (e.g. (II.54)) and the  
approximate formulae for PLP , and µ σA A in (II.58b).  In addition, these figures illustrate that 
PLP evolves to 1 for increasing values of ρ>1, as expected, and the value of c has a distinct 
impact on the speed of this convergence.  From these results, we observe as well that, whereas 
the packet loss probability increases for increasing values of κc if ρ < 1, the opposite is true for 





























       (a) c=1                                                                    (b) c=16 
       Figure II-20 : loss probability versus ρ; buffer size Kq=30 
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fraction of slots during which packet loss occurs, which is a somewhat counterintuitive 
ascertainment. 
 Nevertheless, Figs. II-21a,b illustrate that as far as the mean (a) and stdv (b) of the 
conditional packet loss process is concerned, the conventional wisdom concerning packet loss 
remains valid : the higher the variability of the packet arrival process (and hence, the value of 
κc), the more packets will be rejected, and the higher the variability of this (conditional) loss 
process.  It is not difficult to check that this is also true for the unconditional loss process; 
note for instance that for ever increasing values of ρ, PLP→1, in which case the unconditional 
loss moments become proportional to the conditional ones, as can be easily deduced from 
(II.59).  These results also appear to suggest that the conditional loss process is not a highly 
variable one, since the corresponding coefficient of variation satisfies 1
c c
σ µ <A A , unless ρ 
and κc become extremely high, in which case this quantity can slightly exceed 1.  Finally, 
Figs. II-21a,b once more highlight the accuracy of the approximate formulae (II.58b) for the 
whole range of possible values for ρ.  
 To conclude, we depict the mean lengths of the loss (a) and loss-free (b) periods versus ρ 
in Figs. II-22a,b, for Kq=30, c=16, and values of the clumping factor κc=1,2,3,4,5 
respectively.  These results, not surprisingly, indicate that, the higher the value of the offered 
load, the longer the loss periods and the shorter the lengths of the loss-free periods (on 
average) will be.  From these figures we can apparently conclude that, for low values of ρ, an 
increase of the clumping factor yields (on average) longer loss periods and shorter loss-free 




























(a) mean                                                                    (b) stdv 
Figure II-21 : moments of the conditional packet loss process; buffer size Kq=30 and c=1 
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behaviour is situated in the neighbourhood of the value ρ=1 for these particular values of the 
system parameters, but is not (necessarily) equal to it.  If we focus on the loss periods, then it 
follows from Section II.5.4 that a loss period is terminated if the number of packet arrivals is 
sufficiently low (i.e., less than or equal to c); apparently the probability that this event occurs 
decreases for increasing κc if ρ is sufficiently low, leading to loss periods that typically 
become longer under these conditions.  The reason why this behaviour is inversed when ρ 
increases has to do with the details and intricacies of the packet arrival process under study  
(i.e., the probability of having no more than c packet arrivals) and therefore does not lend 
itself to an easy intuitive explanation.  The opposite argument holds as far as the lengths of 
the loss-free periods are concerned, since these are terminated if the number of new packet 
arrivals exceeds a certain threshold; this explains why the mean lengths of the loss and loss-
free periods exhibit the opposite behaviour as ρ and κc increase. 
II.6 Conclusions and related work 
In this chapter, we have mainly focussed on a multi-server queuing model with single-slot 
packet transmission times, fed by N (≥1) input processes that were, independent, and, in most 
cases, identically distributed from slot-to-slot.  Initially considering the case of an infinite-
capacity buffer, we have investigated quantities such as the queue and system content, and the 
packet waiting time and delay, for which (semi-)analytic closed-form formulae for the mean 
and variance, and the asymptotic tail behaviour of the pmf and ccdf, were established.  The 






















     (a) loss                                                                   (b) loss-free 
     Figure II-22 : mean lengths of the loss and loss-free periods versus ρ; buffer size Kq=30 
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‘traffic parameters’, being the (central) moments of the number of packet arrivals per slot, 
whereas the calculation of their tail distribution mandates the numerical computation of the 
dominant pole of their steady-state pgf, and the associated coefficient that stems from the 
residue theorem.  In the multi-server case c>1, the evaluation of these performance indices 
also requires the numerical computation of c-1 zeroes inside the complex unit circle of the 
function zc-E(z), and we proposed an accurate and efficient way by which this can be avoided 
altogether.  Finally, we also devoted some attention to the finite-buffer case, for which the 
loss process was investigated in considerable detail, and we managed to establish efficient 
computational algorithms for the main performance measures as well. 
 Moreover, as a supplement to the i.i.d. packet arrival process scenario, the ‘clumped’ 
packet arrival process provided a small case study that can be interpreted as a situation where 
packets are no longer generated in an identical way on a slot-per-slot basis, resulting in a 
highly variable process, as illustrated by many numerical examples. 
 The type of models that were studied have been, and are still, widely used in the 
performance assessment of specific subsystems that occur in telecommunication networks, 
such as an output buffer in a multipath self-routing switching module, which was the primary 
motivation at the onset of this research.  Nonetheless, there are many aspects concerning these 
switching systems that have not been touched upon in the course of this chapter.  Just to 
mention a few : 
• in an actual switch, the ‘buffering’ functionality is often implemented as a shared buffer 
memory.  Exact shared-buffer results however are notoriously hard to come by, as 
exemplified by [144], where the analysis of a 2×2 switch with a symmetric Bernoulli 
arrival process on both inlets is carried out in full.  This explains why many authors resort 
to approximate convolution techniques ([48], [182]), which provides a worst-case scenario 
for the switching system.  Note however that this approach provides exact results in case 
of a Poisson packet arrival process with independent routing; 
• a switching module such as the one (briefly) described in Section II.1 is usually one of 
many building blocks of a switching fabric in a network node.  Moreover, a packet stream 
typically traverses multiple network nodes from source to destination, and this explains 
why one is also interested in results that pertain to the end-to-end performance 
characteristics, for instance with respect to the packet waiting time or delay.  One can 
often assume, and not without good reason, that the individual entities in the concatenation 
of consecutive output buffers that are visited by a packet (stream), operate in a more or 
less independent way, in which case a convolution approach can be adopted as well to 
generate end-to-end performance results; e.g. [3]; 
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• in case of multi-server switching modules, it is not necessarily so that packets that belong 
to the same stream follow the same route, in which case a resequencing, or reassembly, 
unit must be provided at the receiver end.  This issue has been touched upon in ([58], 
[65]); 
• in some switching architectures, a packet (i.e., ATM cell) is not stored and forwarded as a 
whole, but is chopped into smaller entities in order to fit the internal data representation of 
the switch.  This topic is looked into in [33]; 
• when a packet enters a switching node, it will have to undergo a number of hardware 
operations (such as address lookup, routing and forwarding; segmentation due to the 
internal data representation, …), implying that it can not be immediately forwarded to the 
egress of the switch, but has to reside in the memory for a minimum amount of time.  
Contribution [40] provides an analysis where this minimal ‘hardware delay’ is taken into 
consideration; 
• the assumption of having an i.i.d. packet arrival process in an output buffer of a switch is 
sometimes too restrictive, depending on the architecture, its interactions with its 
environment, and the type of services that are being carried in the switching node.  An 
analysis of an output buffer in a switching module with a correlated packet arrival process 
with independent (uniform) routing can for instance be found in [10], while a case of non-
independent routing was considered in [137].  Extending the output buffer analysis to a 
general framework of non-i.i.d. arrival processes is exactly the focus of the next chapter. 
 
  
Chapter III  
Multi-server buffers with correlated arrival processes 
III.1 Preface 
The queuing models – and solution techniques – presented and discussed in the previous 
chapter focused on models that originated from the performance assessment of ATM 
switching elements fed by N sources, which possess the property of generating independent 
packet arrivals in an output buffer, meaning that the (total) number of packets that are 
generated during consecutive slots form a series of mutually statistically independent discrete 
random variables.  This assumption, however, may not always be very realistic in an actual 
telecommunications environment, and it is not difficult to envision scenarios where (some) 
dependence, or correlation, exists between packet arrivals during subsequent slots.  This 
dependence can be an inherent characteristic of the type of applications that are carried by the 
network, for instance when a number of packets that are subsequently generated on an inlet 
belong to the same ‘session’ and therefore enter the node in a grouped, or bursty, pattern and 
– on top of this – have the same destination in common as well.  Hence, these are two 
potential sources of correlation between successive packet arrivals in an output buffer.  Or, 
this bursty nature of the packet arrival stream may be induced by certain network conditions, 
for instance when a – hopefully temporary – condition of overload exists in some upstream 
network node, causing a temporary injection of packets in the subsequent node(s) at a high 
rate.  Whatever the case, we need to be able to incorporate this dependence between 
subsequent packet arrivals into our models in order to be able to assess the performance in 
such situations. 
 A popular way to introduce correlation into the packet arrival process, is to describe it by 
means of a so-called Markov-process(1).  Consider therefore a set of (discrete) random 
variables {Xi : i∈I} where the set of indices I represents the time-parameter, which, in a 
discrete-time setting, equals the set of integers ` ; it is also assumed that the Xi’s all have the 
                                               
(1) Some interesting reading on the history of probability theory, in connection to A.A. Markov, can be found in 
[126] 
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same sample space Ω in common.  The set of drvs {Xn : n∈` } is said to constitute a Markov 
process if it possesses the Markov property : let m be an integer (with m≥1) and consider any 
set of indices satisfying { }:m m mn m m n n ′′∈ < ⇔ <` , then following identity always holds 
 
1 1 2 2 1 1 1 1
Pr , ,..., Pr
m m m m m m m m m mn n n n n n m m n n n nX i X i X i X i X i X i− − − − − −   = = = = = = =       , 
i.e., the conditional probability of finding the process in any state at any given time instant, 
given a series of states of the process at preceding points in time, only depends on the last 
known state of the process.  As an example, although this was not explicitly mentioned, the 
stochastic process {sn : n∈` } (or {qn : n∈` }) that describes the system (or queue) content 
at consecutive slot boundaries of the queuing models that were studied in the previous 
chapter, satisfies the Markov property, in view of the system equations (I.1a,b) (or (I.2) in 
case of a finite-capacity buffer) and the assumption of having i.i.d. packet arrivals. 
 Furthermore, when the sample – or, state – space Ω is countable, then the corresponding 
(discrete-time) Markov process is called a Markov chain.  For the purpose of capturing 
dependence between the numbers of packet arrivals during successive slots, we will confine 
ourselves to the class of time-homogeneous and irreducible Markov chains with a finite state 
space.  An irreducible Markov chain is subject to the property that any state can be visited 
from any given initial state, while a time-homogeneous Markov chain can be described by a 
single set of one-step transition probabilities at every time instant (i.e., slot boundary).  For 
further details and theory on Markov chains and processes, we refer to e.g. [164]. 
III.2 The homogeneous packet arrival process 
III.2.1 single-source modelling  
We study, as before, an output buffer with N ‘inlets’ (i.e., sources that generate packet 
arrivals), and focus on any particular inlet, say inlet i.  Let us adopt the irreducible and time-
homogeneous Markov chain {bn(i) | n ≥ 0} with state space Ωb(i)={Sl : 1≤ l ≤L} to ‘steer’ the 
packet arrival process on input link i, 1 ≤ i ≤N, of an output buffer.  The idea is to let different 
states correspond with different arrival intensities, and/or different scene lengths, etc… in the 
packet arrival pattern.  For our current purpose, it suffices to confine ourselves to considering 
identical and independent stochastic arrival processes on each of the inlets.  Since this set of 
random variables, by assumption, forms a time-homogeneous Markov chain, its evolution in 
time is entirely captured by the set of (one-step) transition probabilities plm 
 ( ) ( )1Pr[ ]lm n m n lp b i S b i S−= =    ,   1 ≤ l , m ≤L   , 
which represent the (conditional) probabilities that the arrival process (on inlet i) transits from 
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state Sl to state Sm at the end of a slot during which it was in state Sl ; these quantities must of 









=∑    ,   1 ≤ l ≤L   . 
The L states of the Markov process, and the corresponding transition probabilities, are 















Figure III-1 State transition diagram of a time-homogeneous irreducible Markov chain 
 We use the stochastic process {bn(i) | n ≥ 0} to modulate the number of packet arrivals 
during subsequent slots, by assuming that the number of packet arrivals during slot n only 
depends on the values of bn(i)  and bn-1(i), but not on bn-2(i), bn-3(i), ⋅⋅⋅ (provided that bn(i)  and 
bn-1(i) are known).  If we then define the drvs en(i) as the number of packet arrivals on inlet i 
during slot n, then these quantities can be fully characterised by defining the conditional pgfs, 
also called batch-generating functions (bgfs)  
 ( ) ( ) ( ) ( )1,ne ilm n m n lG z z b i S b i S− = =  E    ;   1 ≤ l , m ≤L   . 
Note that, in view of the previous definitions and assumptions, these functions depend on the 
actual values of neither n nor i, due to the Markovian and time-homogeneous nature of the 
modulating process, and the modelling assumption of using identical stochastic processes for 
generating packets on each of the inlets.  In this work, we will focus on the case where the 
radii of convergence of the bgfs Glm(z), 1≤ l , m≤L, are all larger than 1, implying that each of 
these functions are arbitrarily differentiable at z=1, and, consequently, that en(i) has finite 
moments, whatever the state of the underlying Markov chain during the current and previous 
slot(s).  In the remainder, we let R represent the radius of convergence of the pgm Q(z), as 
defined in Appendix D. 
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 Let us proceed by defining random variables al,n(i), 1 ≤ l ≤L, as 
 ( ) ( )( ),l n n la i I b i S= =    ,   1 ≤ l ≤L 
where I(⋅) represents the indicator function, that equals 1 if the argument is true, and 0 
otherwise.  Hence, al,n(i)=1 only if the modulating Markov chain on inlet i is in state Sl during 
slot n; otherwise this drv equals 0.  Evidently, al,n(i)=1 implies that ak,n(i)=0 for 1≤ k ≤L and 
k ≠ l, and the set {{al,n(i) : 1≤ l ≤L} : n≥0} constitutes an alternative – and equivalent – 
representation of the modulating Markov chain, with identical transition probabilities, i.e.,  
 ( ) ( ) ( ) ( ) ( ) ( ), , 1 , 1 ,
1
Pr 1 Pr 1 ; 1, 1n
L e i
m n lm l n lm l n m n
l
a i p a i G z z a i a i− −=
    = = = = = =     ∑    . 
Due to the foregoing definitions, formulas and assumptions, we may now write 
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In view of the latter expression in the right-hand side, where the sum over m can be 
interpreted as being the result of a matrix product, it makes sense to define the L×L matrix 
Q(z) as 
 ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
11 11 12 12 1 1
21 21 22 22 2 2




L L L L LL LL
p G z p G z p G z
p G z p G z p G z
z q z
p G z p G z p G z
     =     
Q
…
… # # % #
…
   . (III.1) 
This is the so-called probability generating matrix (pgm), which completely describes the 
packet arrival process on an input link, and that will play an important role in the analyses of 
the queuing models that follow hereafter. 
 If we now denote the L×1 (column) vectors as x ≡[x1 ⋅⋅⋅ xL]T and ( )n ia ≡[a1,n(i) ⋅⋅⋅ aL,n(i)]T 
(whereby [⋅]T is the matrix-transponent of [⋅]), and for any pair of L×1 vectors x  and y  adopt 
the shorthand vector notation  










∏yx     ,  (III.2) 
then the above expression that relates the state of the Markov chain and the number of packet 
arrivals on inlet i during consecutive slots, can be converted into a relation between the joint 
pgf for the set of L+1 drvs (en(i), ( )n ia ), and the joint pgf of ( )1n i−a  
 ( ) ( )( ) ( )1( ) = nnn iie iz z −     aax xQE E    . (III.3) 
 Let us proceed by defining ( )iA x  as the steady-state joint pgf that describes the state of the 
Markov chain during an arbitrary slot on a single input link, 




ax x E    . 
Under steady-state conditions, it becomes clear from (III.3) that this function must satisfy 
 ( )( ) ( 1 )i iA A=x xQ    . 
If we signify by π ≡[π1 ⋅⋅⋅ πL]T the L×1 vector that is implicitly defined by 
 ( )1 ;T T T= =1 1π π πQ    , (III.4a) 
with 1  the L×1 vector with all entries equal to 1, then it is easy to check that the joint pgf 
 ( ) TiA =x xπ    , (III.4b) 
indeed satisfies the above equation for ( )iA x .    
 Equation (III.4a) implies that the steady-state probabilities πl that an inlet resides in state Sl 









π =π ≤ ≤∑    , 
which, combined with the normalisation condition for these quantities (i.e., T =1 1π ) 
comprises the standard procedure for calculating these quantities.  Since the Markov chain 
under consideration is irreducible and aperiodic, this set of linear equations has a unique 
solution.  This vector is the so-called stationary vector of the (underlying) Markov chain. 
 From (III.3), we also deduce that the pgf Ei(z), which describes the number of packet 
arrivals during an arbitrary slot on a single input link, can be written as 
 ( ) ( ) ( )( ) ( )lim n Te ii i
n
E z z A z z→∞
 = = =  1 1Q QE π    . (III.5c) 
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 The arrival process presented in this section is often referred to as a discrete batch-
Markovian arrival process (D-BMAP, see also [130], which is the discrete version of the 
continuous-time process considered in [218]), where the L×L stochastic matrix Q(1) captures 
the Markovian nature of the underlying modulating process, and where the bgfs Glm(z), : 
1 ≤ l,m≤L, characterise the batch size (i.e., the number of ‘simultaneous’ packet arrivals) that 
is generated during a slot when the transition Sl→Sm occurs at the preceding slot boundary.  
An important and interesting special case occurs when these bgfs correspond to a Bernoulli 
arrival process, with a state-transition-dependent arrival rate, 
 ( ) ( )1 1lm lmG z z= +γ −     ;  1 ≤ l , m ≤L  . (III.6) 
Such a packet arrival process is a so-called Markov modulated Bernoulli process (MMBP), 
and will be the one on which we primarily focus in the remainder of this chapter, in particular 
when we illustrate our results with numerical examples. 
 Throughout the subsequent sections, it will become obvious that the decomposition of the 
pgm Q(z) (and integer powers of this matrix) into a matrix product of its associated 
eigenvalues and -vectors, plays an important role in our analysis.  We therefore define Λ(z) as 
the L×L diagonal matrix containing the eigenvalues λ i(z), 1≤ i≤L, of ( )zQ , W(z) as the L×L 
matrix containing the respective left–eigenvectors ( )i zw  with eigenvalue λ i(z) of ( )zQ , and 
U(z) as the inverse matrix of W(z), meaning that these matrices satisfy the following pair of 
equations : 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
z z z z
z z z z
 = =
W Q W
U W W U I
= Λ
   , (III.7a) 
where I represents the L×L diagonal identity matrix. These matrix equations imply that the 
relations 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )k k
z z z z





Λ    , (III.7b) 
hold as well, which shows that U(z) is the L×L matrix whose columns ( )i zu  are the right–
eigenvectors, with eigenvalue λ i(z), of Q(z).  Furthermore, any power of Q(z) can be 
decomposed into the matrix product that appears in the right-hand side of the second 
equation.  The respective left- and right-eigenvectors can be calculated from these relations 
upon some constant factor, which can be fixed by requiring that the rows of either W(z) or 
U(z) are normalised  
 ( ) ( )z z= ⇔ =1 1 1 1W  U    . (III.7c) 
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From now on, we let λ1(z) represent the so-called Perron-Frobenius (PF) eigenvalue, 
satisfying λ1(1)=1, while ( )1 zw  and ( )1 zu  are the left- and right-eigenvectors that are 
associated with it.  In case of an irreducible and aperiodic Markov chain, the remaining 
eigenvalues satisfy |λi(1)|<1, 2≤i≤L (see also Appendix D). 
 At this point, we need to highlight the fact that, although the solution for the eigenvectors 
that follows from the set of equations (III.7a,b,c) works well and produces a unique and 
regular solution for general values of z, it unfortunately deteriorates for z=1.  This is due to 
the requirement ( )z =1 1W , which is rather unusual (a standard normalisation condition for 
the left–eigenvectors would for instance require that ( )i zw ⋅ ( )i zw T=1), and it can be shown 














i L z i L→




∞    , (III.7d) 
where 0  and ∞  are L×1 column vectors whose L entries are equal to 0 and ±∞ respectively.  
It is important to emphasise however that, when we consider the limit z→1, then this 
‘degenerate’ solution still satisfies each of the equations in (III.7a,b,c), which will be relied 
upon in the course of the derivations that are presented in this and the next chapter.  
Moreover, if we denote by uij(z) the entries of U(z) (and hence, the i-th component of ( )j zu ), 
we would like to underscore that the products ( ) ( )ij ju z z⋅w , 1≤ i ,j≤L, are indeed finite for 
z=1, and these products are, in fact, the quantities that we need in our analysis; e.g. the 
derivations that are presented in the subsequent sections.  Note for instance that the identities  
 
( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ; 2 ,
ij j j ij j
ij j ij
u z z z z u z z
j L
u z z u z





show that ( ) ( )ij ju z z⋅w  is a left eigenvector of Q(z) with eigenvalue λj(z), and one can check 
by means of numerous examples that the solution of this set of equations indeed yields a finite 
value at z=1; see also the specific results for L=2 given in Section D.4 of Appendix D. 
 The primary reason for preferring this particular alternative solution for the eigenvectors, is 
rooted in the observation that relations such as ( ) 1i z =w 1 , and the simple and attractive form 
of ( )1U , considerably simplifies some of the results that will be deduced in the remainder of 
this work, as will become clear later on.  More detailed information on the computation of the 
eigenvalues and –vectors of Q(z), and their behaviour and derivatives at z=1, can be found in 
Appendix D. 
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III.2.2 aggregation of N sources 
In our performance studies of an output buffer, with packets being generated by N (identical 
and independent) sources, we are interested in the aggregate arrival process, i.e., the total 
number of packets generated per slot by the N sources.  The rationale for introducing the 
alternative description ( )n ia  of the underlying Markov chain now becomes clear : if we define 
the vector of L drvs na  [a1,n ⋅⋅⋅ aL,n]T, where al,n represents the total number of inlets in state 
Sl during slot n, 1 ≤ l ≤L, and denote by en the total number of packet arrivals during this slot, 
then we may simply write 




l n l n n n
i i
a a i l L e e i
= =
= ≤ ≤ =∑ ∑    . 
 Through some standard derivations, the joint pgf of these drvs can be written as 
 




n n n nn n i i
e i a iL N Ne i i e i ie
l
l i i
z z x z z= =
∑ ∑
= = =
          =             
∏ ∏ ∏a aax x x= =E E E E  
where we have exploited the property that the sets of random variables {en(i), ( )n ia }, 1 ≤ i ≤N, 
are, by assumption, mutually independent, and identically distributed.  With the aid of (III.3), 
we then obtain 
 ( )( ) 1nn nez z −     aax x= QE E    . (III.8) 
This expression is a shorthand matrix notation for an equation that completely captures the 
evolution in time of the state of the Markov chain that controls the packet arrival process, and 
the actual number of packet arrivals that are subsequently generated.  This equation will form 
the basis of, and will be central to, (some of) the derivations in the remainder of this work.   
 The foregoing deductions reveal that the set of (vectors of) drvs { na  : n ≥ 0} forms a 







l l l l N
=
 Ω = ≥ ∧ =∑  a "    , (III.9a) 




N L i i
j i jN j
+ −   Ω =    −   a     , (III.9b) 
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which is the amount of different states that the underlying Markov chain that determines the 
arrival process can visit, or, equivalently, the number of different combinations by which N 
sources can visit L states.  The condition in the right-hand side of (III.9a), expressing that the 








=∑    , (III.9c) 
which is the mathematical translation of the observation that, during any slot, each of the N 
inlets visits one of the states Sl, 1 ≤ l≤L. 
 Finally, if we define ( )A x  as the steady-state joint pgf that describes the state of the 
underlying Markov chain, then from the previous results we readily obtain 
 ( )
















Hence, the pgf E(z) associated with the drv e, that describes the (total) number of packet 
arrivals during an arbitrary slot, is given by 
 ( ) ( )( ) ( )( )T NeE z z A z z  = =  1 1 Q QE π     . (III.11a) 
Therefore, if we denote by ( ) ( )[ ]lm lmz p G z′ ′Q  and ( ) ( )[ ]lm lmz p G z′′ ′′Q  the matrices whose 
entries are the first and second derivatives with respect to z of the elements of Q(z) 
respectively, then a straightforward calculation leads to the following expression for cρ, the 
average number of packet arrivals per slot : 




e l lm lm
l m
c E N N p G
= =
′ ′ ′ρ µ = = = π∑ ∑1 π Q    . (III.11b) 
For a buffer with infinite storage capacity, c output links, and packet transmission times that 
equal 1 slot, the equilibrium condition will require that ρ<1, as in (I.4).  In addition, the 
variance of e can by similarly derived, and is given by 
 ( ) ( ) ( ) ( )( ) ( )2
1 1
1 1 1 1 1 1T T
L L
e l lm lm
l m
cN N p G c N= =
ρ ′′ ′ ′ ′ ′′σ = + − = π + ρ −∑ ∑   1 1π πQ Q Q Q    . (III.11c)  
Analogously, the third central moment of this drv can be calculated from (e.g. (A.9)) 
 ( ) ( )( ) ( ) ( ) ( )( ) ( )( )3, 1 3 1 1 1 1 1 1 2 1 1e E E E E E E′′′ ′ ′′ ′ ′ ′µ = − − + − −   . (III.11d) 
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If the arrival process is a MMBP, where the bgfs Glm(⋅) can be written as in (III.6), then E(z) 
represents a binomial process with parameters cρ/N and N respectively, e.g., expression (II.1) 
of the previous chapter. 
 The D-BMAP, and in particular the MMBP class of packet arrival processes, has been used 
on many occasions to model ‘real’ traffic streams, such as packetised voice and video traffic, 
as illustrated by [121], [123], [132], [173], [179], [208], [224], [229], [253], [273], and many 
more.  Before resorting to the analysis of an output buffer, with N sources that generate 
packets according to the D-BMAP described in this section, let us first briefly examine some 
of its features in more detail. 
III.2.3 (in)dependence and correlation 
The question that we want to address is the following : under which circumstances does this 
D-BMAP arrival process produce an i.i.d. packet arrival pattern ?  Since the packet arrival 
process is the aggregation of N identical and independent processes, it will generate an i.i.d. 
arrival pattern during consecutive slots, if the packet arrival process on a single input link 
does so.  This will be the case if the steady-state joint pgf of the number of packet arrivals 
generated by a single arrival stream during two consecutive slots equals the product of the 
two corresponding (steady-state) marginal pgfs.  If we denote by ( ( )ia ,e(i)), and ( ( )i+a ,e+(i)) 
and ( ( )i−a ,e–(i)) the state of the arrival process and the number of packet arrivals during an 
arbitrary slot, and the following and preceding slot respectively, on the i-th input link, then 
with the help of (III.3) we can derive that   
 
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( )
( )( ) ( )
T
i iie ie i e i
iy z y z y z A y z
y z
−++      =     
=
a aax x x x
x




   . 
The D-BMAP will generate an i.i.d. arrival pattern if and only if 
 ( ) ( )( ) ( )e i e ie i e iy z y z+ +        =E E E    , 
leading to the matrix equation 
 ( ) ( )( ) ( )( ) ( )( )T T Ty z y z=1 1 1π π πQ Q Q Q    . 
Since this condition must be satisfied for all values of y and z, we can distinguish two cases : 
on the one hand, it will be fulfilled if 
 ( ) ( ) ( )T iz z E z= =1 1 1 1Q Qπ    , 
leading to the set of equations  
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p G z E z l L
=
= ∀ ≤ ≤∑    . (III.12a) 
On the other hand, the condition for independence is satisfied as well if 
 ( ) ( ) ( )T T T Tiy y E y= =1π π π πQ Q    . 
which, in turn, yields the following set of equations 




l lm lm m i
l
p G y E y m L
=
π =π ∀ ≤ ≤∑    . (III.12b) 
 Hence, if the bgfs Glm(z) are such that they satisfy either one of the set of equations 
(III.12a,b), then the corresponding packet arrival process will be an i.i.d. process.  Observe 
that (III.12a,b) are automatically fulfilled for z=1 and y=1 respectively.  A closer inspection 
of these two sets of equations reveals that (III.12a) corresponds to the requirement that, for 
any value of z∈^  (with |z |<R), the L×1 vector 1  is a right-eigenvector of Q(z) with 
eigenvalue Ei(z).  Similarly, (III.12b) comprises the property that the stationary vector π T is a 
left-eigenvector of the pgm Q(z), with eigenvalue Ei(z) as well.  Hence, either way, Ei(z) will 
be an eigenvalue of Q(z) if this pgm represents an i.i.d. process, and since Ei(1)=1, we can 
only conclude that this pgf is the PF-eigenvalue of Q(z).  Consequently, these observations 
enable us to put forward the premise that 
 if the packet arrival stream that is generated by a D-BMAP corresponds to an i.i.d. 
process, then the PF-eigenvalue of the associated pgm Q(z) will be equal to the pgf Ei(z) 
that describes the number of packet arrivals on an inlet during an arbitrary slot. 
Moreover, it is not difficult to verify that (III.12a) and (III.12b) do not necessarily lead to an 
equivalent set of equations.  In order to exemplify this notion, consider for instance the 2×2 
pgm  
 ( ) ( ) ( ) ( )( ) ( ) ( )
( )[ ]
( ) ( ) ( ) ( )
1 2





G z G z
z
G z G z E z G z G z
α −α  α −α=  α −α =α + −α Q
π =    , (III.13a) 
which satisfies (III.12a) but not (III.12b) for arbitrary bgfs G1(z) and G2(z), while the opposite 
is true for the pgm 
 ( ) ( ) ( ) ( )( ) ( ) ( )
( )[ ]
( ) ( ) ( ) ( )
1 1





G z G z
z
G z G z E z G z G z
α −α  α −α=  α −α =α + −α Q
π =    . (III.13b) 
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 Let us now also take a brief look at the criterion for having an (un)correlated packet arrival 
process.  From the previous results, it is not difficult to deduce that the coefficient of 
correlation of the pair of drvs (e(i), e+(i)), under steady-state conditions, satisfies  
 ( ) ( )
[ ] ( ) ( )( )








11 1( ) ( )





e i e i
e i
c










Q Q Q Q Q
E ππ π
π π π
  , 
and one can verify that this quantity also represents the coefficient of correlation of the 
aggregate packet arrival process.  Consequently, the (aggregate) packet arrival process will be 
uncorrelated if the condition 
 ( )( ) ( )( ) ( )( )21 1 1T T T′ ′ ′=1 1 1π π πQ Q Q   , 
is fulfilled.  Obviously, this is a much weaker condition than the one for independence : an 
i.i.d. arrival process is perforce uncorrelated, while the inverse is not necessarily true.  The 
previous matrix equation will hold for all parameter sets that satisfy 




k kl kl lm lm
k l m
cp G p G N= = =
ρ ′ ′π =∑ ∑ ∑       , (III.14) 
and one can easily ensure oneself of the fact that the two solutions (III.12a,b) of the matrix 
condition for having independent arrival processes indeed satisfy this relation. 
 Let us conclude by considering an MMBP packet arrival process as a small example, 
whereby the bgfs that characterise the batch sizes satisfy the generic form (III.6).  Then the 
pgm Q(z) that entirely captures the packet arrival process, contains L(2L-1) parameters that 
can be chosen independently.  Requiring that the arrival process is i.i.d. then imposes either 
one of the L (non-linear) conditions (III.12a,b) on this set of L(2L-1) source parameters, while 
the above condition for having an uncorrelated arrival process imposes just one single 
condition on these parameters.  Hence, in all probability, many parameter sets for the packet 
arrival process can be composed that generate an independent and/or uncorrelated process. 
III.2.4 the burst factor 
The coefficient of correlation ( ) ( ),e i e i+ρ  can, in principle, be applied as a benchmark for the 
variability, or burstiness, of the D-BMAP under consideration.  One drawback that this 
quantity suffers from however, is that it lacks a clear probabilistic interpretation in terms of 
the traffic parameters that determine the arrival process (i.e., what does a particular value for 
this quantity, say 0.5, exactly mean ?).  We therefore prefer a somewhat alternative approach 
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to tackle the issue of identifying suitable parameters to capture the burstiness of the 
(aggregate) packet arrival process. 
 Let us commence by pointing out that, as before, µe, σe2 and µ3,e represent the mean, 
variance and third central moment of the total number of packet arrivals during an arbitrary 
slot, that can be computed from (III.11b-d).  These are also the moments of the number of 
packet arrivals during any slot, if the arrival process were an i.i.d. process described by the 
pgf E(z) given by (III.11a).  In addition, we define eM, with steady-state pgf EM(z), as the drv 
that represents the total number of packet arrivals during M consecutive slots.  Then, applying 
the results of Section III.2.2, one can show that  
 ( ) ( )( )1 2lim n n n M Ne e e MTM nE z z z− − −+ +⋅⋅⋅+→∞   =   1 QE π    . 
Making use of decomposition (III.7b) of Q(z)M and ( )z =1 1W , we can establish the relation  
 ( ) ( ) ( )( ) NMTME z z z= 1Uπ Λ    , 
from which we can deduce that the variance of eM is given by 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )(
( ) ( ) ( ) ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ( ){ }
2 2
1 1
1 1 2 1 1 1 1 1 1
1 1 1 1










′′ ′ ′ ′′= + +  
′+ −
′ ′ ′ ′+ + − +
1
1 1
V π Λ Λ Λ Λ Λ
Λ Λ
π Λ Λ Λ π Λ Λ Λ
U U U
U
U U U U
 
Since the non-PF eigenvalues satisfy |λi(1)|<1 for 2≤i≤L, the following identities hold 
 ( ) ( )1 1 1 , 0 ; lim 1 0 , 2M MiMM i L→∞λ = ∀ ≥ λ = ≤ ≤ . 





b M M e
e ME
M E M→∞ →∞




   , (III.15a) 
implying that this quantity equals the variance of the total number of packet arrivals during  a 
‘very large’ time interval, relative to a scenario with i.i.d. packet arrivals described by the pgf 
E(z).  Therefore, it can be interpreted as being a measure for the variability, or burstiness, in 
the arrival process, measured over long time periods, that is induced by the correlation of the 
D-BMAP under consideration.  In the remainder, κb will be referred to as the burst factor.  
The results that will be deduced in the subsequent sections will reveal that this parameter 
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plays a primary role in the calculation of performance indices such as the mean and variance 
of the queue and system content. 
 In view of the previous, we can show that κb can be calculated as  
 
( ) ( ) ( ) ( ) ( ) ( ) ( )( ){ }
( ) ( ) ( ) ( ) ( )
22
1 1 1 1 1 1
1
2
1 1 1 1 1
1 1 1
lim 2 1 1 1 1 1 1 1
1 1 2 1 1 1 .
L
b e i i iM i
L L L
i i i i i i
i i i
N u u M
MN u N u u
→∞ =
= = =
 ′ ′ ′′ ′ ′κ σ = π λ + λ + − λ +λ∑
    ′ ′ ′ − π λ − π λ π∑ ∑ ∑        
 
Then with the use of ( )1 1 1T =uπ , we easily verify that this expression for κb reduces to  
 ( ) ( ) ( )( ) [ ]2 21 1 1 11 1 1 Nb eN E ′′ ′ ′κ = λ +λ −λ σ = λ V V    . (III.15b) 
 Furthermore, if we define the parameter κs as the third central moment of the total number 
of packet arrivals during a ‘sufficiently long’ time period, relative to the case of an i.i.d. 









 − µ  κ µ
E
   , 
then one can show in an analogous – albeit somewhat tedious – manner as before that this 
quantity can be calculated from the formula 
 ( ) ( )( ) ( ) ( ) ( )( ) ( )( )( )1 1 1 1 1 1 3,1 3 1 1 1 1 1 1 2 1 1s eN ′′′ ′ ′′ ′ ′ ′κ λ − λ − λ +λ λ − λ − µ    . (III.15c) 
Consequently, the penultimate expression that defines κs indicates that this quantity can be 
viewed as a benchmark for the asymmetry, or skewness, of the packet arrival process, 
measured over a long time period, relative to the case where packet arrivals are generated by 
an i.i.d. process with pgf E(z)(2).  When appropriate, κs will be referred to as the skew factor. 
 In Appendix D, we also show that ( )1 1N c′λ = ρ .  Hence, relying on the previous formulae, 
and the computational rules that are established in Appendix A for calculating the first three 
(central) moments of a drv from its pgf (see (A.9)), we can now venture to make the 
following statement : although λ1(z)N is not a pgf as such, the ‘(central) moments’ that are 
associated to it (i.e., the quantities that are calculated as if it were a pgf by taking the 
appropriate derivatives with respect to z for z=1), are equal to the (central) moments of the 
                                               
(2) similar to the mean and variance of a sum of independent drvs, the third central moment of such a sum is 
equal to the sum of the third central moments, which accounts for the denominator in the definition of the 
skew factor 
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drv that represents the total number of packet arrivals that are generated during a sufficiently 
long time period, divided by the length of the period under consideration.  This assessment 
has just been checked and verified for the first three (central) moments, and renders a useful 
probabilistic interpretation to the PF-eigenvalue, and the parameters κb and κs that are related 
to it.  Also observe that the quantities κbσe2 and κsµ3,e are linear in (i.e., proportional to) the 
number of sources that are being multiplexed, which is one more reason why these parameters 
are prime traffic descriptors. 
 To conclude, let us return to the property that was established in the foregoing section, 
expressing that the PF-eigenvalue of Q(z) equals Ei(z) in case of an i.i.d. packet arrival 
process, implying that ( )1 zλ N≡E(z) under those circumstances.  Hence, in view of the 
definitions of κb and κs and their relation to the derivatives of the PF-eigenvalue, we can make 
the following pronouncement as well : if the D-BMAP generates an i.i.d. packet stream, then 
the burst and skew factor both satisfy κb=κs=1.  This is, generally speaking, not necessarily 
true when the process is uncorrelated, but not independent from slot-to-slot. 
III.3 The buffer content in a multi-server output buffer with a D-BMAP 
The buffer behaviour of discrete-time queuing models with correlated inputs and single-slot 
packet transmission times have been primarily studied for single-server buffers ([129], [190], 
[207], [243], [244], [265], [274]), and although multi-server models are rather scarce, they 
have been investigated on some occasions (e.g., [210], [270]); most of the derivations that 
follow hereafter are based on the results presented in [14].  Let us, as in the foregoing chapter, 
consider an output buffer with infinite storage capacity, meaning that all arriving packets are 
allowed to enter the buffer, where they may be temporarily stored to await their transmission. 
The buffer has c transmission channels via which packets are transmitted and subsequently 
leave the system.  Considering packet transmission times of a single slot implies that up to a 
maximum of c packets can leave the buffer system during any slot – provided that that many 
packets were available for transmission at the beginning of the slot.  With sn representing the 
system content at the beginning of slot n – i.e., just after packet departures (if any), but before 
new arrivals – then the system equation established in Chapter 1, that captures the evolution 
of this drv during consecutive slots 
 ( )1n n ns s c e++ = − +    , (I.1a) 
is still valid under these circumstances.  We assume that the equilibrium condition ρ < 1 is 
satisfied, implying that the system evolves to a stochastic equilibrium after a sufficiently long 
period of time. 
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 It is now no longer the case that {sn : n∈` } in itself constitutes a Markov chain, since the 
packet arrival process is no longer an i.i.d. process, and if we let packet arrivals be generated 
by the D-BMAP described in Section III-2, then it becomes clear that we must extend our 
state description with the vector na  that keeps track of the state of the modulating Markov 
chain – that steers the packet arrival process – during consecutive slots.  For reasons that will 
be clarified later on, we prefer the pair (sn, 1n−a ) to describe the system state during 
subsequent slots, i.e., the (total) number of packets in the buffer at the beginning of slot n 
(including those that will be transmitted during this slot), and the state of the underlying 
Markov process during the preceding slot.  Note that due to the relation (III.9c), one of the 
components of 1n−a  could be omitted from this state description.  Nevertheless, we wish to 
conserve symmetry in the set of drvs that represents the state of the underlying Markov chain 
as much as possible, and therefore opt to include the complete set 1n−a  in the state vector. 
 Popular solution methods for a queuing system such as the one described above, are for 
instance the matrix-analytic approach ([203], [218], [227],  [129], [263], [274]), and the 
spectral decomposition analysis technique ([207], [210], [211], [243], [244], [265], [270]).  
As illustrated in [14], we prefer a somewhat different approach (although related to the latter 
one), that enables us to express the relevant performance indices – such as mean and variance 
of the quantities under investigation – to the largest possible extent in terms of the traffic 
parameters.  In addition, this will also yield a logical and natural extension of the dominant 
pole approximation technique for the computation of the tail of the pmf or ccdf of these 
quantities, as we will ascertain in Section III.3.6. 
 The continuation of the analysis of the system content involves deriving an expression for 
( ),sP z x , the steady-state joint pgf of the set of L+1 drvs (sn, 1n−a )  
 ( ) ( ) ( ) 1, ,, lim , ; , n nss s n s n
n
P z P z P z z −→∞
  
ax x x x  E    , 
which basically consists of two steps. 
III.3.1 establishing a functional equation for ( ),sP z x  
Combining the above definition with system equation (I.1a) for sn+1 leads to 
 ( ) ( )1, 1 , n nn n ns c ess nP z z z ++ − ++   =     
a ax x x=E E    . 
A crucial observation is that, in view of the Markovian nature of the packet arrival process, 
and provided that 1n−a  is known, neither en nor na  will depend on the actual value of sn.  
This implies that we may invoke (III.8) to write  
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 ( ) ( ) ( )( ) 1, 1 , nns cs nP z z z+ −−+    
ax x= QE    . 
Applying standard probabilistic/stochastic calculation techniques, this expression for the joint 
pgf ( ), 1 ,s nP z+ x  can be further converted into 
 
( ) ( ) ( )( )
( )( ) { } ( )( ) { }

















P z z z
z z z s c z s c







   
   ≥ <   














Letting n→∞ and assuming steady–state conditions, we thus obtain a functional equation for 
the joint steady–state pgf ( ),sP z x  
 ( ) ( )( ) ( )( ){ }, , ,cs sP z z P z z R z z− +x x x= Q Q , (III.16a) 
with  
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where we use the same kind of notational convention as in (III.2) for lx , with ∈Ω al .  In 
these expressions, the drv s represents the system content at the beginning of an arbitrary slot, 
while the set of drvs [ ]1 TLa a=a "  describes the state of modulating Markov chain of the 
arrival process during the preceding slot; the sum for the set of integers [ ]1 TLl l=l "  in this 
expression runs over all possible values of l  that belong to the sample space Ωa  of a , 
defined by (III.9a).  These equations define a functional equation for the joint steady-state pgf 
( ),sP z x  of the system state (s, a ), that inherently contains all information concerning the 
buffer behaviour.  Under some specific circumstances, quantities such as the mean, variance, 
and tail distribution of the system content can be extracted from this equation through some 
specific manipulations; e.g. [7], [261], [265], [266].  Nevertheless, this requires an ad hoc 
approach that often strongly depends on the specific details of the arrival process under 
consideration, and may or may not be extendable under different modelling assumptions 
concerning the packet arrival pattern.  Instead of following these paths, we attempt to 
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establish a generic solution technique for this functional equation that leads to an explicit 
expression for ( ),sP z x . 
 Also note that the expression for ( ),R z x  – generally speaking – contains c⋅ Ωa  unknown 
probabilities 
 ( ) ( )1, Pr , ; 0 1 ,1p j s j j cc ≤ = ≤ ≤ − ∈Ω  −ρ al a l l    , (III.16c) 
that are yet to be determined.  The factor c(1-ρ) in the denominator in the right-hand side of 
this expression accounts for the normalisation of these quantities, since, via a similar 
calculation as in Section II.3.1 (e.g. (II.8)) by expressing that – under steady-state conditions 
– the average number of packet arrivals equals the average number of packet departures, one 











l    . (III.16d) 
Throughout the subsequent sections, it will become clear how these quantities can be 
computed, and an adequate approximation procedure will be introduced as well. 
III.3.2  solving the functional equation 
By repeated substitutions of the argument x  by ( )z xQ  in the functional equation (III.16a), 
we can deduce that 






P z z P z z z R z z− −
=
+ ∑x x x= Q Q    , 
for all H≥ 1.  Due to the occurrence of different powers of ( )zQ  in this expression, it seems 
appropriate to decompose these matrices into products of (matrices of) their eigenvalues and –
vectors.  Consequently, based on relations (III.7a,b,c), ( )hz xQ  can be expressed as 
 ( ) ( ) ( ) ( )h hz z z z=x xQ U W Λ    . 
To proceed, we first define the functions ( )F zlm , with , ∈Ω al m , as 





u z x F z z F z
= ∈Ω=






x x x U  (III.17a) 
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(with uij(z) the i–th element of the vector ( )j zu ), i.e., ( )F zlm  is the coefficient of mx  that 
appears in the expression in both sides of this equality.  Observe that, due to the normalisation 
( )z =1 1U , these functions satisfy 






l    . (III.17b) 
These functions consist of combinations of the components of U(z) (these functions are, in 
fact, the equivalent of the N-fold Kronecker product U(z)⊗U(z)⊗ ⋅⋅⋅ ⊗U(z)), and deriving 
closed-form expressions for them may be complicated for general N and L – although a 
computational procedure, based on a recursion on the value of N, can be constructed.  In case 
of L=2 for instance, these functions are given by (with ( ),l N l≡ −l  and ( ),m N m≡ −m ) 
 
min{ , }
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= + −
−  = ∑   −  lm , (III.17c) 
Nevertheless, the results presented in the subsequent sections will reveal that we manage to 
establish (approximate) expressions for the main performance measures that altogether avoid 
the calculation of these functions. 
 The above definition for ( )F zlm  enables us to write 
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.
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For sake of completeness, we would like to point out that, in spite of the ‘degenerated’ 
solution (III.7d) for ( )1iw  and ( )1iu , the terms in the sum over m  in the right-hand side of 
this equality assume finite values for z=1, and any given value of l  and m .  In other words, 
although z=1 is a singularity of the non-PF left–eigenvectors, it is a removable singular point 
of the above formula(e).  In this respect, it is important to note that the sum over m  in the 
right-hand side of the above equation consists of (powers of) the components of ( ) ( )ij ju z z⋅w  
(multiplied by some factor that contains the eigenvalues), 1≤i ,j≤L; which, in view of the 
remarks concerning (III.7d,e), explains why both hand sides of the above expression can be 
unambiguously evaluated at z=1. 
 Consequently, taking into account (III.16b,d) together with the previous relation, then the 
last expression for ( ),sP z x  can be transformed into 




( ) { } ( ) ( ) ( )( )











Lc H mhj hc
i i
j h i
P z z F z z z z





 = λ 
+ −ρ − λ
∑ ∑ ∏









which holds for any value of H≥1.  As before (and unless mentioned otherwise), the sums for 
l  and m  in these (and the following) expressions run over all , ∈Ω al m .  If we now let H 
approach infinity, then the sum for h in the second term of the right-hand side will converge 
for those values of z for which all |λi(z)| are bounded by |λi(z)|<|z|c/N, 1≤i≤L.  Such values of z 
exist : 
LEMMA : |λi(z)|<1 for all z∈Cl={ z∈^  : |z|=1 ∧ z≠1} 
PROOF :  
Consider a generic pgm Q(z), given by (III.25), and suppose that – provided that we are in 
state i during a slot – the batch sizes that are generated during the following slot are multiples 
of L i  packets, 1≤i≤L.  If we require that L i=1, ∀ 1≤i≤L, then this necessarily implies that 




ij ij ij ij
j j
p G z p G z z
= =
≤ < ∈∑ ∑ C    . 
On the other hand, since ( )l zu  is the right-eigenvector of Q(z) associated with the eigenvalue 
λl(z), we can write 




il l ij ij jl ij ij jl
j j
u z z p G z u z p G z u z z
= =
λ = ≤ ⋅ ∀ ∈∑ ∑ C    , 
which is valid for all 1≤i≤L.  If, for each value of z∈C1, we now select i such that it 
corresponds to the uil(z) with the largest modulus, i.e., |uil(z)|≥ |ujl(z)| for j≠i, we then obtain 
 












It is noteworthy that this proof can be easily adapted to show that |λi(z)|≤1 for all z satisfying 
|z|≤1, implying that the eigenvalues of Q(z) are bounded for all values of z that belong to the 
complex unit disk { z∈^  : |z|≤1}. 
 Hence, for H→∞, convergence of the second term in right-hand side of the latter 
expression for ( ),sP z x  is assured at the very least for those values of z that lie on the complex 
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unit circle { z∈^  : |z|=1 ∧ z≠1}, while the first term will vanish under these circumstances.  
As we will demonstrate before long, the contour C1 can be closed to include the value z=1.  
Working out the sum over h, we therefore obtain 
 ( ) ( ) ( ) ( ) ( )( )( ) ( )
1













   . (III.18a) 
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This is the closed-form expression for the joint pgf of the system state that we sought for, and 
starting from this result, we will establish expressions for the generating functions of 
quantities such as the system and queue content, and the packet waiting time and delay.  From 
this formula, we can extract the relevant performance measures concerning the buffer 
behaviour, such as mean, variance, and tail distribution of these quantities.   
 Elaborating on these considerations also allows us to establish an expression for ( ),qP z x , 
the joint pgf of the queue content at the beginning of an arbitrary slot, and the state of the 
packet arrival process during the preceding slot.  Taking into account the relation (I.1b) 
between queue and system content, we can write 
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In addition, invoking U(z)W(z)=I (see  (III.7a)) results in the following relation :  
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= ∈= =




x w x x
Ω
W   . 
If we combine the latter two expressions with (III.18a), then via some elementary 
manipulations, it becomes obvious that ( ),qP z x  satisfies 
 ( ) ( ) ( ) ( )( )( ) ( )
1















 Multiserver buffers with correlated arrival processes 
 
III-22 
 To conclude this section and check our calculations, let us set z=1, and verify that ( )1,sP x  
(or ( )1,qP x ), the steady-state joint pgf that describes the state of the underlying Markov chain 
during an arbitrary slot, indeed equals expression (III.10).  Let us therefore define N  as the 
L×1 vector [N 0 ⋅⋅⋅ 0]T; note that ∈ΩaN  and is therefore one of the values taken by the 
summation index m  in the right-hand side of the expression for ( ),sP z x .  Then, since Q(1) 
corresponds to an irreducible and aperiodic Markov chain, the PF eigenvalue λ1(z) is the only 
eigenvalue satisfying λ1(1)=1.  Therefore, due to the occurrence of the factor (z-1), the sum 
over m  in expression (III.18a) for ( ),sP z x  will yield a nonzero term only if =m N .  In 
addition, it can also be shown that ( )1(1) 1 /iE c N′ ′λ = = ρ  (e.g. Appendix D), and we can 
therefore write 
 ( ) ( )( ) ( ) ( )11
0




P F p j
−
=
= ∑ ∑l N
l
x w x l    . 
In view of expression (III.7d) for ( )1 1w , the normalisation (III.16d) for the ( ),p j l ’s, and the 
identity ( )1 1F =l N  that follows from combining (III.17a) with ( )1 1 =u 1 , we indeed obtain 
 ( ) ( ) ( )1, NTsP A= =x x xπ    , 
as anticipated. 
III.3.3 calculation of the boundary probabilities 
The expression for ( ),sP z x  (or ( ),qP z x ), in general, contains a total of c ⋅ Ωa  boundary 
probabilities, represented by ( ),p j l  defined in (III.16c), whose values are yet to be 
determined.  Since ( ),sP z x  is a polynomial of degree N for each of the variables x1,⋅⋅⋅,xN, 
these arguments of ( ),sP z x  can take any value within the complex plane.  Consequently, 
similar to the i.i.d. case discussed in Section II-4, we can determine the boundary probabilities 
by expressing that ( ),sP z x , as a (joint) probability generating function, is bounded whenever 
the complex variable z falls inside complex unit circle, i.e., { z∈^  : z ≤ 1}.  In view of 
(III.18a), this indicates that the zeroes of the denominators in the right-hand side of these 
expression that fall inside the complex unit circle { z∈^  : z ≤ 1}, must necessarily be 
removable singular points of ( ),sP z x , implying that such zeroes must also render the 
corresponding numerator equal to zero. 
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 In Section III.3.2, we have shown that |λi(z)|≤1 for { z∈^  : z ≤ 1}, implying that each of 
the functions ( )E zm  satisfies ( ) 1E z ≤m  as well for such values of z, which points to the 
property that none of these functions has poles inside the complex unit circle.  Unfortunately, 
as shown in Appendix D, (some of) the λi(z)’s may have branch points that fall inside the 
complex unit disk(3).  Hence, unlike the i.i.d. case, it is not possible to construct an irrefutable 
mathematical prove, based on Rouché’s theorem, to show that each of the equations 
 ( ) 0 ;cz E z− = ∈Ωm am    ,  
necessarily has c solutions inside the complex unit disk.  Nevertheless, although D-BMAP’s 
in many shapes and forms have been studied and applied for a wide variety of traffic 
scenarios in the course of this research (e.g., [5], [7], [10], [12], [14], [31], [52], [82], [91], 
[114]), an example where this is not the case has not been encountered up to now, and, to the 
best of our knowledge, such an example, if it exists, has yet to be constructed.  So for 
practical purposes, we can venture to state that the above equation has indeed c solutions 
inside the complex unit circle for each value of m , provided that the equilibrium condition 
ρ<1 is fulfilled.  We can even take this one step further with the premise that each of the 
equations 
 ( )1/ ; , 0 1c iz E z i c= η ∈Ω ≤ ≤ −m am    ,  (III.19a) 
has exactly one solution inside the complex unit disk.  Note that the z=1 is a zero of this 
equation for =m N  and i=0, since the PF eigenvalue λ1(z) satisfies λ1(1)=1 (and is the only 
eigenvalue to do so), while the other zeroes will lie inside the complex unit circle {z : |z|<1}. 
 Let us therefore, for each value of m , denote by ,iz m , 0≤i≤c-1, the solution of equation 
(III.19a) inside the complex unit circle.  By expressing that these quantities must be a zero of 
the respective numerators in expression (III.18a) for ( ),sP z x , we obtain a set of equations 
 ( ) ( ) ( )1, , ,
0




z F z z p j i c
−
=
− = ∈Ω ≤ ≤ −∑ ∑m m amlm
l
l m    ,    (III.19b) 
where the trivial equation for 0, 1z =N  must be replaced by the normalisation condition 
(III.16c).  This constitutes a set of c⋅ Ωa  linear equations for the set of c⋅ Ωa  unknown 
boundary probabilities that, in general, has a unique solution.   
 It should be pointed out however that some of the equations in (III.19b) may impose trivial 
relations on the ( ),p j l ’s, which is strongly related to the property that some of these 
                                               
(3) these branch points are removable singular points of ( ),sP z x ; see Appendix D 
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boundary probabilities may perforce be equal to zero.  This is best illustrated by considering a 
small example : assume that one of the states, say state Si, of the underlying Markov chain is a 
greedy state, by which we mean that a source that visits this state during a slot will generate at 
least one packet in that slot.  Remember that the entries of the probabilities ( ),p j l  contain the 
event that the system content at the beginning of an arbitrary slot does not exceed j, combined 
with the state of the underlying Markov chain during the foregoing slot.  Since packets that 
arrive during a slot are still part of the system content at the beginning of the next slot, we 
necessarily have that for such a scenario 
 ( ), 0 ip j l j= ⇔ >l    , 
expressing that, if more than j sources are in the greedy state Si during a slot, then the system 
content at the beginning of the next slot will necessarily exceed j as well.  Hence, for each 
value of j and li, the number of nonzero boundary probabilities is equal to the number of 
different combinations by which N-li sources can visit the remaining L-1 non-greedy states, 
multiplied by c, and their total therefore equals, similar to (III.9b) 






i ij l l
N L l N L l
c l
N l N l
− −
= = =
+ − − + − −   = −   − −   ∑ ∑ ∑    . 
On the other hand, if at least one packet is generated in state Si, then z will be a common 
factor of the i-the column of the pgm Q(z), which, in turn, implies that z=0 is a zero with 
multiplicity 1 of one of the L eigenvalues, say λk(z) (hence, ( )0 0kλ =  and ( )0 0k′λ ≠ ).  
Consequently, z=0 is a zero of the denominator ( )cz E z− m  with multiplicity min{c,mk}.  The 
nontrivial zeroes of the denominators are the ones that differ from 0, and their total equals 








N L m N L m
c c m c m
N m N m
−
= =
+ − − + − −   − = −   − −   ∑ ∑    . 
We can therefore only conclude that, also in a traffic scenario with a greedy state, the number 
of non-trivial linear equations equals the number of non-zero boundary probabilities that need 
to be computed.  A similar reasoning can be made if multiple greedy states exist, that each 
generates at least 1 (or more than 1) packet per slot.  The final conclusion remains valid : in 
the end, we obtain a set of (non-trivial) linear equations for the same number of (non-zero) 
boundary probabilities that has a unique solution.  The opposite of the general case with 
c⋅ Ωa  unknowns is the situation where the normalisation condition (III.16d) suffices for the 
calculation of just one single remaining unknown, which for instance occurs when, for c=1, 
all but one states are greedy states; e.g. [7], [137], [261], [265], [266] (note that if all states 
were greedy states, the equilibrium condition ρ<1 could never be met for N≥c). 
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 Nonetheless, it is clear that, depending on the values of N and L (and the number of non-
greedy states), the number of non-zero boundary probabilities can become extremely large, in 
which case solving the set of linear equations (III.19b) becomes infeasible from a practical 
point-of-view.  Also, when deriving numerical results for the performance measures 
considered further in this chapter, we evidently want to avoid all numerical calculations as 
much as possible.  Therefore we also present an approximation for the boundary probabilities 
( ),p j l  that reduces all numerical calculations to an absolute minimum.  As before, we denote 
by the random variables e and s the number of packet arrivals during a tagged arbitrary slot 
and the system contents at the beginning of the following slot; also, a  represents the state of 
the Markovian arrival process during the tagged slot.  We define the steady-state joint 
probability 
 ( ), Pr[ , ]q j e j≤ =l a l    . 
Obviously, s≤j  implies that there have been at most j packet arrivals during the tagged slot, 
i.e. s j e j≤ ⇒ ≤ .  It is therefore clear that the inequality ( ) ( ), ,q j p j≥l l  holds for all j≥0, 
∈Ωal .  We will show by some numerical examples that approximating the boundary 
probabilities by 
 ( ) ( ) ( ) ( )1 11
0 0




p j C q j C e j c j e j
− −−
= =
≅ ≤ = −∑ ∑l l     , (III.20a) 
yields excellent approximations for the performance measures of interest.  Observe that the 
factor Ca that appears in the right-hand side ensures that the normalisation condition (III.16c) 
is still valid when we substitute the ( ),p j l ’s by their approximate values. 
 From expression (III.8), it follows that the steady-state joint pgf that describes the number 
of packet arrivals and the state of the Markov process in a slot can be expressed as 
 ( )( ) ( )( )
0
Pr , = = =
Ni e T
i
z e i z z z
∞
= ∈Ω




x a l x x xQ QE E π    , 
and Pr ,e i= =  a l  can, in principle, be computed by identifying the coefficient of zj and lx  
in the right-hand side of this expression, which may be a complicated task.  Fortunately, we 
do not need to know the value of each individual probability ( ),q j l , but rather in the specific 
combination that appears in the expression for ( )zΨ m .  First, combining definition (III.17a) 
and the above expression, we can derive that 
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We then obtain an approximation ( ),a zΨ m  for ( )zΨ m , if we replace the ( ),p j l ’s by their 
respective approximation ( ),aC q j⋅ l  : 
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l    , 
which, in view of the penultimate relation, yields 
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 (III.20b) 
The advantage of adopting this approximation is two-fold : not only is there no need for the 
explicit numerical computation of neither the boundary probabilities ( ),p j l  nor the ( ),q j l ’s 
that appear in their approximation (III.20a), it also prevents the calculation of the functions 
( )F zlm  from equation (III.17a) that appear in expression (III.18a,b) for ( ),sP z x  and ( ),qP z x .  
The probabilities Pr[ ]e j≤  in the definition of Ca, can be extracted from the expression for 
E(z) given by (III.11).  Mark that this approximation is particularly attractive in the 
single-server case c=1, since the calculation of derivatives (with respect to y for y=0) is then 
avoided, and we obtain a closed-form expression for ( ),a zΨ m  that is quite easy to handle.  In 
case of an MMBP, these derivatives are relatively easy to calculate in closed-from for c>1. 
 As we will illustrate by means of some numerical examples later on, this approach to 
approximate the boundary probabilities can be further refined in the following way.  To start, 
let us focus on the single-server case c=1.  As indicated before, the condition s=0 that the 
buffer is empty during an arbitrary slot, is a (much) stronger one than the requirement e=0 of 
having no packet arrivals during the preceding slot – which is an arbitrary slot as well.  On the 
other hand, s=0 implies that the server is ‘idle’, and we can imagine that the length of these 
idle periods can take quite a number of slots, especially when the correlation between the 
number of packet arrivals during successive slots is ‘strong’, which results in a ‘bursty’ 
packet arrival process : under these circumstances, we expect that the non-idle periods will be 
relatively long, implying that the idle periods will be relatively long as well.  Hence, in such a 
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scenario, it is likely that an empty slot is preceded by more than one single slot during which 
no arrivals occur.  Therefore, if we represent by eM the number of packet arrivals during the M 
successive slots that precede an arbitrary slot, we will replace the condition s=0 by eM=0, 
whereby the parameter M is to be determined later on by some (hopefully) simple criterion.   
 If we apply this scheme in a similar way as discussed above for M=1, this means that we 
approximate the boundary probabilities ( )0,p l  by Ca⋅ ( )0,q l , where the latter quantities are 
now defined as 
 ( ) 10, Pr[ , 0] ; Pr 0M a Mq e C e−= ≤ =  l a l     , 
where eM represents the total number of packet arrivals during M consecutive slots, and a  the 
state of the modulating Markov chain during the last of these M slots.  Based on the previous 
results, it is then straightforward to show that the following relation holds : 






z e i z
∞
= ∈Ω




x a l xπ Q    ,  
which, in turn, yields a closed-form approximate formula for the functions ( )zΨ m  
 ( ) ( ) ( )( ) ( )( )1,
1
0 ; 0
lmL NM MT T
a a l a
l
Nz C z C −
=
 Ψ = =  ∏m u 1m π πQ Q    . (III.21a) 
where 1aC
−  represents the probability that no packet is generated during a period of M 
consecutive slots.  The quantities Q(0)M that occur in this expression can be calculated 
through the decomposition of Q(z) into its eigenvalues and –vectors, as in (III.7b). 
 
 Finally, by following an identical formal approach, this can be extended to the multi-server 
case if we replace the condition s≤j  at the beginning of an arbitrary slot, by the requirement 
that e≤j  during the previous slot, and no packets have arrived during the M-1 slots that 
precede the latter slot, which is represented by the condition eM-1=0 in the remainder of this 
section; this is also clarified in Fig. III-2.  This technique then leads to an approximation for 
the ( )zΨ m ’s that is similar to (III.20b), with the functions ( ),i zθ m  and the normalisation 
constant Ca now satisfying  
M-1 slots with no packet arrival s ≤ je ≤ j  
Figure III-2 : approximation of the boundary probabilities 
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The relation between s≤j  at the start of an arbitrary slot on the one hand, and the requirement 
that the previous slot with e≤j  is preceded by M-1 slots with no arrivals, is less intuitively 
clear when c>1, which is why we expect that the approximations that we obtain in the multi-
server case are less accurate.  Nevertheless, the numerical examples that we consider in 
Section III.3.5.4 for the moments and in Section III.3.6.3 for the tail behaviour of the buffer 
content will reveal that the approximations that we thus obtain, are more than acceptable in 
terms of accuracy, on top of being computationally efficient as can be deduced from the 
above approximate formulas for ( )zΨ m . 
 The final issue that needs to be resolved is to determine a good, if not optimal, choice for 
M.  First, note that Pr[e≤ j]>Pr[s≤ j], and that [ ]1Pr , 0Me j e −≤ =  becomes smaller as M 
increases.  Consequently, we will determine M such that (the sum of) the probabilities of the 
events s≤j , 0≤j≤c-1, and their replacements {e≤ j , eM-1=0}, match as closely as possible 
 [ ] [ ] ( )1 11
0 0




e j e s j c
− −
−= =
≤ = ≅ ≤ = −ρ∑ ∑    , 
i.e., in view of expression (III.21b) for Ca, we will determine M≥1 to be the smallest integer 
for which 
 ( )1 1aC c− ≤ −ρ    . (III.22) 
 To illustrate the impact of this approach, let us compare the values of ( ),p j l  with their 
approximation for some specific values of the traffic parameters.  We therefore describe each 
source by a 2-state ON/OFF process, with pgm 






p G z p
z G z z
p G z p
− = = −γ + γ − Q    , (III.23) 
i.e., packets are generated according to a Bernoulli process with rate γ during each slot where 
state S1 is visited, while no packets are generated when a source finds itself in state S2 during a 
slot.  Such a process is sometimes referred to as an interrupted Bernoulli process, or IBP.  
Evidently, a single source is characterised by a set of three parameters (γ, p12, p21), or, 
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equivalently, the set (ρ, κb, κs) with κc and κs as defined in Section III.2.4.  How these two 
parameter sets are related will be discussed later on but is not so important at this point; we 
just need to remember that increasing values of κb (and, to a lesser extent, κs) correspond to 
increasingly capricious packet arrival streams, while κb=1 represents an uncorrelated – and 
even i.i.d. – arrival stream in case of an IBP.  Also, in case of a 2×2 D-BMAP, we can 



























       (a) κb =2                                                                    (b) κb =20 






























       (a) c=1                                                                       (b) c=4 
       Figure III-4 : p( j,l) versus l; κs=κb=20, ρ=0.9, N=32 
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 In Figs. III-3a,b, for c=1, N=32, and κb=κs=2 (a) and 20 (b), we have plotted the boundary 
probabilities p(0,l) and their approximation that follows from (III.20b) (i.e., with M=1), versus 
l, for ρ=0.4 and 0.9 respectively, as indicated.  For low values of the burst factor, such as 
κs=2, there is little or no discernible difference between the values of i) the boundary 
probabilities for different values of the load ρ, and ii) the boundary probabilities and the 
proposed approximation.  For high values of the burst factor, such as κs=20, then we still have 
an accurate approximation for low values of ρ, while the accuracy appears to deteriorate for 
high values of ρ – particularly when l is high as well.  Nevertheless, observe that the 
approximation becomes less accurate when both the load ρ and the burst factor κb are high, 
which are exactly the circumstances under which the terms that contain the boundary 
probabilities in our expression for the mean and variance of the queue and/or system contents 
become less significant (e.g. the results of Section III.3.5); therefore we still expect this 
approximation to yield values that are sufficiently accurate under these traffic conditions. 
 In Fig. III-4a, considering the same (worst-case) parameter settings with ρ=0.9 and κs=20, 
we show the results for the approximation for the boundary probabilities that we obtain from 
(III.21b), for increasing values of M.  While the accuracy deteriorates a bit for low values of l, 
it becomes better for high values of l.  Similar results are shown in Fig. III-4b for the multi-
server case with c=4, where we compare the values of p( j,l) with their respective 
approximation, for j=0,3 and M=1,2.  These results indicate that, although there may still be a 
discrepancy between the approximate and exact data, the overall accuracy of the proposed 
approximation procedure does improve for increasing M, as we hoped for.  This will be 
confirmed when we investigate the impact of these approximations on the value of the 
performance measures such as the mean, variance, and tail distribution of the queue and 
system content, which will be discussed later on when expressions for these quantities will be 
derived. 
III.3.4 establishing expressions for S(z) and Q(z) 
In view of the definition of ( ),sP z x , an expression for S(z), the steady-state pgf of the system 
content at the beginning of an arbitrary slot, simply follows from the identity ( ) ( ),sS z P z≡ 1 .  
If we then rely on the property that ( )z =1 1W  – this is one of the key points where our 
preference for the ‘special’ solution for the eigenvectors in (III.7a,b,c) pays off – then we 
easily obtain from (III.18a) 










=  (III.24)  
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 An expression for Q(z), on the other hand, can be similarly established from 
( ) ( ),qQ z P z≡ 1 , which eventually produces the following formula : 






−ρ − Ψ−∑ mm m=    . (III.25) 
It is interesting to note the formal resemblance between these formulae for S(z) and Q(z), and 
expression (II.10) and (II.13) for S(z) and Q(z) respectively in case of an i.i.d. packet arrival 
process.  This likeness will be fully exploited when we derive expressions for the mean, 
variance, and tail distribution of the queue and system content in the subsequent sections. 
 In order to check our derivations yet again, let us consider the parameter set of 
expression (III.13a), for which the arrival pattern is an i.i.d. process, and verify that the above 
expressions for S(z) and Q(z) are indeed reduced to their respective i.i.d. counterpart, for 
which expressions were established in Chapter II.  As already pointed out in Section III.2.3, 
the pgm Q(z) of (III.13a) generates an i.i.d. arrival pattern, since the set of equations (III.12a) 
are indeed fulfilled.  Furthermore, the solution of the characteristic equation of this pgm leads 
to ( ) ( )1 iz E zλ = , as expected, and ( )2 0zλ ≡ , while the right eigenvectors are given by (see 
Appendix D) 
 ( ) 1 0 ,
1 0
z z ≡ ∀  U    . 
Therefore, the only term in the sum over m  in the expressions for S(z) (and Q(z)) that is 
nonzero is for =m N .  In addition, since ( ) 1F z ≡l N  under these circumstances, we find 
 ( ) ( )( ) ( )( ) ( ) ( ) ( ) ( ) [ ]
1 1
0 0
1 11 ; , Pr
1
N c cj ji
Nc j ji
z E zS z c z z z p j z s jcz E z
− −
= =
−= −ρ Ψ Ψ = = ≤−ρ− ∑ ∑ ∑N N l l    , 
which indeed corresponds to the steady-state pgf of the system content in case of i.i.d. 
arrivals; see expressions (II.10) and (II.23).  A similar result evidently also holds for Q(z). 
III.3.5 the moments of the buffer content 
III.3.5.1 closed-form expressions for the mean and variance 
From the expressions that were established in the previous section for the steady-state pgfs of 
the queue and system content, we can now derive closed-form expressions for the 
performance indices of these quantities.  Let us commence by calculating µq, by applying the 
 Multiserver buffers with correlated arrival processes 
 
III-32 
M[⋅]-operator on formula (III.25) for Q(z).  First, observe that, in view of definition (III.17a), 
and the solution (III.7d) for U(z) in case of z→1, the ( )F zlm -functions at z=1 become 
 ( ) 1 ,1 ;
0 , \
F




   ,  (III.26a) 
while we also find that  






F z u z
=
=∏lN    , (III.26b) 
an expression that we will rely upon in the subsequent derivations.  The identities (III.26a), 
among others, imply that 
 ( ) 1 ,1
0 , \
=Ψ =  ∀ ∈Ωm a
m N
m N
   . (III.26c) 
Therefore, in view of this relation and the factor (z-1) that accompanies each of these terms in 
the sum over m  that appears in the right-hand side of expression (III.25), we can state 
 ( )( )( ) ( )
( )( )
( ) ( )1
1 1 1 1
0 ; \c c
z
c z c zz zz z E z z E z=
 −ρ − −ρ −∂ Ψ Ψ = ∀ ∈Ω ∂ − −  m m am m
m N=M    , (III.26d) 
and the only term that yields a nonzero contribution in the calculation of µq is the one for 
=m N .  Consequently, due to ( )1 1 1λ =  and ( )1 1 eN ′λ =µ , definition (III.15b) for κb, and the 
similarity between (III.25) and (II.13) for Q(z), we immediately obtain (e.g. (II.19)) 








κ σ µ −µ = − + Ψ −−µ NM    , (III.27a) 
where 






z F z p j j l u p j
− −
= = =
   ′Ψ = = +    ∑ ∑ ∑ ∑ ∑N lNl ll lM M    . (III.27b) 
 For the calculation of expressions for the derivatives of the PF eigenvalue and right-
eigenvector with respect to z at z=1, we refer to the results and remarks listed in Appendix D. 
 An expression for the variance of the queue content can be obtained in a similar manner.  
First, observe that the general computation rules (II.15a) that apply for V[⋅], combined with 
the identities (III.26c), yield 




( ) ( )
( )( )
( ) ( )
( )( )
( ) ( )
( )










c z c zz z
z E z z E z
c z cz Ez E z
∈Ω
∈Ω
   −ρ − −ρ −σ Ψ + Ψ   − −     












Due to the similarity between the computation of the first term in the right-hand side of this 
expression, and the calculation of σq2 in the case of i.i.d. arrivals (e.g., (II.21)), we may write 
    ( ) ( )




1 1  2
3 2 2 12 1 1





κ µ   − −µ −ρκ σ κ σσ = + − + + Ψ + Ψ −µ −µ −  ∑a mN m N mV M  . (III.28a) 
Once more invoking the computational rules (II.15a), then the term [ ]ΨNV  in (III.28a) can be 
converted into 
 
[ ] ( ) ( )( ) ( ) [ ]




1 1 1 1
1 10
,





i i i i i i
i ij
z F z z F z p j





   Ψ = + − Ψ   









V V M M
M
 (III.28b) 
We need some additional derivations to bring the last term in the right-hand side of (III.28a) 
in a form that avoids the explicit calculation of the derivatives of the ( )F zlm –functions at 
z=1.  First, note that this term can be written as 
  
( )



































Due to definitions (III.18a) for ( )E zm  and (III.17a) for ( )F zlm , the coefficients ∆ l  can be 
converted into 
 
( ) ( )( ) ( )
( ) ( ) ( )
0 1
1







lL LL h l
ik k i
kh i i z
F z F zz




== = = =
 ∂  ∆ = − ∂  









where we in particular have made use of the property that ( )1 1E <m  if ≠m N  to ensure 
convergence of the sum over h.  Working out the derivative with respect to z, this becomes 
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 ( ) ( ) ( ) ( ) ( )1
0 1 1 0 1 2
1 1 1 1 1
L L L Lh h
i ik k i i ik k
h i k h i k
l u u l u
∞ ∞
= = = = = =
   ′ ′ ′∆ = λ − = λ∑ ∑ ∑ ∑ ∑ ∑      l    . 
Since the non-PF eigenvalues satisfy |λk(1)|<1 for 2≤k≤L, the sum over h in this expression 
converges, and we thus finally obtain 
 ( )( ) [ ] ( )
( )
( ) ( )
1
\ 0 1 2
1 1
1 ,
1 1 1 1
c L L ik
i
kj i k
c uc l p jE
−
∈Ω = ∈Ω = =
′ −ρ Ψ = −ρ  − −λ ∑ ∑ ∑ ∑ ∑a ammm N l
lM    . (III.28c) 
The combination of (III.28a–c) thus enables the numerical computation of the variance of the 
queue content, primarily in terms of the PF-eigenvalue and right-eigenvector – in particular 
their derivatives at z=1 – although the sum in (III.28c) requires some information concerning 
the non-PF-eigenvalues and –vectors as well.  These results exemplify the relevance and 
usefulness of our definition of the burst factor κb and κs in Section III.2.4.  Apparently, if we 
are able to compute / measure / estimate the first three moments of the total number of packet 
arrivals over a long time interval (divided by the length of the interval), then these quantities 
determine the moments of the queue and system content in a similar manner, as the moments 
of the number of packet arrivals per slot in case of an i.i.d. packet arrival process. 
 Finally, the above procedure can now be repeated as a whole to calculate the mean and 
variance of the system content as well.  It can then be shown that the following relations hold 
between the first two moments of the system and queue content : 
 ( ) ( ) ( )12 2 2 1
0 1
2 1 1 ,
s q e
c L
s q b e i i
j i
c l u p j
−
= ∈Ω =
µ = µ + µ
 ′σ = σ + κ σ + − ρ   ∑ ∑ ∑al
l
    . (III.29) 
The relation between the mean of the queue and system content immediately follows from the 
relation (II.11b) established in the previous chapter which relates the queue and system 
content at consecutive slot boundaries, which naturally remains valid in case of a non-
independent packet arrival process during consecutive slots. 
III.3.5.2 an approximation for the moments of the buffer content 
If we focus on [ ]Ψ NM  given by expression (III.27b), then we must come to the conclusion 
that it is not possible to impose strict bounds on the value of this quantity, due to the presence 
of the derivatives of the PF-eigenvalue at z=1 in this expression.  Indeed, notwithstanding 
equations such as (see the results for L=2 in Appendix D) 
` ( )1 0T k′ =uπ   ;  1≤k≤L   , 
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the individual values of ( )1 1ku′  can nonetheless take any particular value, depending on the 
system parameters that describe the packet arrival process.  Nonetheless, the extensive set of 
numerical examples that will be considered later on will demonstrate that if we replace 
( )zΨ m  by ( ),a zΨ m  given by (III.21a), then the outcome is an approximation for the 
performance measures that is fairly accurate and very easy to handle, in view of the closed-
form nature of the expressions that we obtain by adopting the procedures proposed in 
Section-III.3.3. 
 Let us illustrate this for the single-server case c=1.  With the use of the formulae presented 
in Section III.3.3, we then obtain after some elementary calculations 
 
[ ] ( ) ( )( )













′ Ψ ≅ Ψ = 
′′     Ψ ≅ Ψ = + Ψ − Ψ     
N N









   , (III.30a) 
where 1/NaC−  is easily calculated from (III.21a).  In addition, observe that the first derivative 
with respect to z of ( ),a zΨ m  for z=1 yields a nonzero result only if either m1=N or m1=N-1 
(with m1 the first component of m ).  Hence, if we replace ( )zΨ m  by ( ),a zΨ m  in (III.28c), 
we find the following approximation for this expression : 
 ( )( ) [ ] ( )



















   . (III.30b) 
 The formulae that we obtain for these quantities are somewhat more involved in the multi-
server case c>1, but lend themselves equally well for implementation in a numerical 
procedure. 
III.3.5.3 heavy-load approximations 
From the expressions for the mean and variance of the queue or system content, we can 
extract a heavy-load approximation in a entirely analogous way as was demonstrated in 
Section II.3.2.3 of the previous chapter.  As ρ comes closer to 1, the dominant terms in these 
expressions will be those that have ρ=1 as pole (with multiplicity 2 in case of the variance), 





, 1 , 1
22
2 2












κ σµ = µ = − ρ
 κ σσ = σ =   − ρ 
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Apparently, for fixed values of the load ρ (close to 1), the  heavy-load behaviour of both the 
mean and variance of the queue and buffer content is determined by the variance of the packet 
arrival process measured over a long time period, which can be regarded upon as a measure 
for the variability, or burstiness, that is induced in the arrival process by the D-BMAP. 
 From these results, we can already conclude that the burst factor κb will play a similar role 
as the clumping factor κc of the previous chapter, since, for high enough values of the load ρ, 
both the mean and standard deviation of the system and queue content are proportional to this 
parameter.  In addition, we also observe that the coefficient of variation of the queue and 
buffer content once again tends to 1 as the load ρ becomes close to 1  
 ,ρ 1 ,ρ 1,ρ 1







C → →→ → →
= = =    , 
similar to the i.i.d.-arrivals case treated in Section III.3.5.3. 
III.3.5.4 numerical examples 
 Let us, for the time being, confine ourselves to an IBP arrival pattern, defined by the pgm 
(III.23).  The stationary vector that corresponds to such a process, which is the solution of the 
set of equations defined by (III.4a), satisfies 
 21 121 2
12 21 12 21
;p pp p p pπ = π =+ +    , 
and the time during which a source resides in the states S1 and S2 is geometrically distributed 
with mean 1/p12 and 1/p21 respectively.  The source behaviour can be characterised by the set 
of three parameters (p12, p21, γ), or, equivalently, the set of parameters (ρ, κb, κs).  From the 
results that are summarised in Appendix D, we can deduce that the latter set of parameters can 





ρ = γ = π γ+    , (III.31a) 
in addition to 
 
( )
1 12 12 21













π γ − − κ = +  −π γ + 
κ − κ + π γ κ = + −π γ − − π γ + 
 (III.31a) 
Inversely, defining a and b as  
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 ( )( ) ( )( ) ( )( )( )1 1 11 1 1
1 1 1 1 1 1 2




κ − −π γ κ + −π γ κ − − π γ−π γ π γ π γ κ −     , 
we find that 
 ( ) ( ) 12 2112 21 21
1; ;
1 1
p pa b cp p N pb a b b a b
+− ρ= = γ =+ − + −    . (III.31b) 
From expressions (III.31a), we derive that the only non-trivial parameter setting(4) for which 
κb=κs=1 occurs when p12+p21=1, and it is not difficult to check that such a solution fulfils the 
set of equations (III.12a), and thus represents an i.i.d. arrival process.  On the other hand, 
from condition (III.14), one readily deduces that the arrival process will be uncorrelated – but 
not necessarily independent – if the relation (1-p12)γ=cρ/N holds, and a simple calculation 
reveals that this condition is indeed satisfied if p12+p21=1, which confirms that an independent 
arrival process is an uncorrelated one as well, as anticipated. 
 In the numerical examples that follow hereafter, we focus on the queue content, since the 
results for the system content look quite similar. 
 Figs. III-5a,b depict the mean (a) and stdv (b) of the queue content versus the burst factor 
κb, for κs=1.5, N=16 and c=1, and various values of the load ρ as indicated.  A conspicuous 
property of these two performance indices is their quasi-linear behaviour as a function of the 
value of the burst factor.  Whereas there is no perceptible dependence for low values of the 
load ρ (say lower than 0.6), this dependence becomes more pronounced as ρ increases, and is 
very strong for high values of ρ.  This the region where the mean and stdv of the queue 
content is for the largest part determined by the heavy-load behaviour mentioned in 
Section III.3.5.3, where the linear dependence of µq and σq on the value of κb becomes 
obvious.  In Figs. III-6a,b we have plotted analogous results for the multi-server case c=4, 
with N=64, thereby illustrating that a close-to-linear dependence of µq and σq on the value of 
κb exists in the multi-server case as well.  Whereas the observed behaviour is quite similar to 
the single-server scenario for low values of the load ρ, a much weaker dependence of µq and 
σq on the value of the burst factor exists for higher values of ρ; this appears to be particular 
true for intermediate values of ρ (e.g., the results for ρ=0.7 and 0.8).  Hence, a multi-server 
queuing system appears to be better able to handle capricious arrival patterns, compared to the 
single-server case.  Nevertheless, when the load is (too) high, large buffers will have to be 
provided in any case to absorb the bursts of packets that enter the system.  
 These observation are confirmed by the data presented in Figs. III-7a,b, where we show the 
mean (a) and stdv (b) of the queue content, relative to the value of these quantities in case the 
                                               
(4) a parameter value such as p12=0 yields a non-recurrent 2-state Markov chain, a scenario that we wish to 
exclude from our analyses  
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packet arrival process were an i.i.d. process with identical values of (ρ, c, N), versus the load 
ρ, for c=4 and N=64, and values of the burst factor κb=2,3,4,5.  As explained before, the 
mean and stdv of the queue and system contents in case of i.i.d. arrivals are the results for 
these quantities that correspond to κb=1 (=κs).  For low values of ρ, there is no discernable 
impact of the value of the burst factor, while for ρ→1, these ratios converge to κb.  Hence, a 
safe – albeit rather coarse if ρ is not too high – approximation for the (first two) moments of 
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(a) mean                                                                   (b) stdv 
Figure III-5 : moments of the queue content versus κb; c=1, N=16, κs=1.5 
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computed in the i.i.d. case by the burst factor κb.  This once again demonstrates that – in 
addition to the load ρ – the burst factor κb is the defining quantity in the calculations 
concerning the moments of the queue (and system) content. 
 The latter conclusion is exemplified by the results shown in Figs. III-8a,b, where we have 
plotted the mean (a) and stdv (b) of the queue content versus the skew factor κs, for κb=5, 
N=16, c=1, and various values of the load ρ as indicated.  We see that there exists a negligible 
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(a) mean                                                                   (b) stdv 
Figure III-7 : moments of the queue content, relative to the i.i.d. case, versus ρ; c=4, N=64, κs=κb 
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although not shown here, further examination of the numerical data has led to the 
ascertainment that this dependence weakens as κb increases (for instance for κb=20, this 
dependence on the skew factor κs becomes as good as nonexistent). 
 In the examples that were considered up to now, the exact values of the boundary 
probabilities were calculated.  In the remainder of this section, we make an effort to assess the 
accuracy of the results if we invoke an approximation such as (III.21a,b) for the boundary 
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(a) mean                                                                   (b) stdv 
Figure III-9 : exact and approximate moments of the queue content, versus ρ; c=1, N=16, κs=κb 
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σq (b), that have both been plotted versus ρ for N=16, c=1, and values of κs=κb as indicated.  
We observe that the approximations that we obtain, both for the mean and stdv of the queue 
content, are actually quite good, at least when the values of µq and σq are not too low.  In 
addition and equally important, the accuracy of the results is not influenced by the value of κb, 
again under the condition that ρ is not too low.  Note that the irregularities, or ‘bumps’, that 
we observe in the curves for the approximations, are due the search algorithm for M, based on 
criterion (III.22), that switches to a higher value of M at a certain point.  In Fig. III-9a, in case 
of κb=20, we have also added the approximation that one obtains for µq when applying a fixed 
value M=1 in the approximation algorithm for the boundary probabilities.  These results 
clearly show that the accuracy is indeed considerably enhanced when values of M larger than 
1 are adopted (for ρ sufficiently close to 1, a typical value for M that results from (III.22) 
would be M=4).  Nonetheless – although this can not be clearly viewed on these figures – 
analysis of the numerical data has confirmed that regardless of the value of M (and κb), the 
proposed approximation converges to the exact results for ρ→1, since the heavy-load 
behaviour discussed in Section III.3.5.3 then becomes predominant, and the terms in the 
expressions for µq and σq that contain the boundary probabilities become negligible. 
 Not unexpectedly, in view of the comments that were already made at the end of 
Section III.3.3, we must conclude that the accuracy of the proposed approximation somewhat 
deteriorates in the multi-server case, the results of which are shown in Figs. III-10a,b for c=4, 
N=64, and identical values as above for the traffic parameters that characterise the sources.  
Still, the above remark that the approximation converges to the exact values for sufficiently 
high values of ρ remains valid under these circumstances. 
III.3.6 tail behaviour of the buffer content distribution 
It has been stated on a number of occasions (see e.g. [118], [125], [184], [243], [244], [264], 
[265], [266], [271], [272], [274], among others) that, also for a buffer with a D-BMAP (or 
some continuous-time variant that resembles it), an accurate approximation of the tail 
distribution of the buffer content can be extracted from a dominant-pole approximation, 
similar to the approach that was followed in the i.i.d. case as discussed in Section II.3.3.  
Whereas this is true if the threshold Th – the parameter in Pr[X>Th] for some drv X – tends to 
infinity, the circumstances in a ‘real’ environment are not always such that Th is large enough 
to merit such an approach.  We will show by means of some numerical examples that, 
depending on the D-BMAP traffic parameters, the validity of this assumption is sometimes 
debatable, and needs to be refined in order to be generally applicable.  This, in an almost 
natural way, leads to the multiple-pole approximation technique presented next, which 
corresponds to considering a weighted sum of multiple geometric terms in the approximation 
for the buffer content (see also [14]). 
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III.3.6.1 the multiple-poles tail approximation 
We demonstrate in Appendix A that an approximation for the tail distribution of a drv can be 
obtained through a series expansion of the corresponding pgf around its poles.  If we consider 
the queue or system content in a buffer with a D-BMAP, then, generally speaking, it no 
longer suffices to merely adopt a single dominant pole approximation, and multiple poles of 
the pgf need to be taken into account.  The premise that we make is that, in virtually all cases 
that are of interest for us, the poles that are predominant in the tail behaviour of these drvs can 
be found on the positive real axis in the region ] [1,R , with R>1 the radius of convergence of 
the pgm Q(z) as defined in Appendix D (note that the moduli of these poles must perforce be 
larger than 1, since such a pgf is then a bounded function within the complex unit disk 
{ }:| | 1z z∈ ≤^ ).   
 In Appendix D we show that potential singularities of the pgf Q(z) (that describes the 
steady-state queue content) that are inherently connected to the decomposition of the pgm 
Q(z), such as the branch points of its eigenvalues, are in fact removable singularities of Q(z).  
Consequently, the non-removable poles of Q(z) (or S(z)) will be the zeroes of the 
denominators in the right hand side of expression (III.25) (or (III.24)) for this pgf, and hence 
are solutions of the equation ( )cz E z= m .  Then, for any value of m , each one of these 
equations may have either 0, 1, or even more than 1, solution(s) in the region ] [1,R .  Let us 
define the subset o,Ω a  of Ωa  (i.e., o,Ω ⊆ Ωa a ), as the set of values of m  for which at least 
1 such a solution exists.  We will then denote by zm  the smallest of these solutions, for each 
value of m .  Hence, the dominant poles of the pgf Q(z) (or S(z)) are the (real) solutions larger 
than 1 with the smallest modulus, of each of the equations  






z E z z z
=
= ≡ λ ∈ ∈Ω∏m m m m m amR    . (III.32a) 
In the subsequent section we show that the smallest of these poles will be found for =m N , 
i.e., is the solution of zc=λ1(z)N on the positive real axis with modulus larger than 1, and the 
existence of a solution for each of the above equations will be commented upon as well. 
 In a quite similar way as in the i.i.d. case (e.g. expressions (II.31b,c) and (II.32)), the series 
expansion around these poles of the pgf Q(z) then yields the following approximate 
expressions for the tail ccdf of the queue and system content : 








q T s T c z
−
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   ,   for large enough Th   , (III.32b) 
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with 
 ( ) ( )( )( ) ( )o,
o,
o,
o, o, o, o, o,
1 1
lim 1 cz z
c zz Q z z
z cz z E z→
− ρ − ζ − = − Ψ   ′− m
m
m m m
m m m m m
    . (III.32c) 
Note that one does not necessarily needs to calculate the solution o,z m  of (III.32a) for each 
and every value of o,∈Ω am .  More often than not, it is sufficient to start from the dominant-
pole contribution, i.e., =m N , and then, by gradually decreasing the first component m1 of m  
and increase the remaining component(s) accordingly, calculate subsequent terms in the sum 
over m  in the right-hand side of (III.32b) until some stopping criterion is met.  This criterion 
could e.g. express that the sum of the terms that correspond to the current value of m1, is 
negligible compared to the value of the total intermediate sum that has been obtained thus far. 
 In addition, we once more highlight the fact that the explicit calculation of the boundary 
probabilities can be avoided by applying an approximation such as (III.21a,b) for the quantity 
( )zΨm  in the above expression, which produces closed-form formulae for the constants ζm  
that are very efficient from a computational point-of-view.  These expressions are particularly 
appealing in the single-server case c=1, while still being quite accurate, as will be 
demonstrated in Section III.3.6.3. 
III.3.6.2 in search of multiple real dominant poles 
First, since Q(z) is a matrix with positive entries for all ] [1,z∈ R , it has one real and positive 
eigenvalue that exceeds the moduli of all other eigenvalues (e.g. [164]) for these values of z; 
this eigenvalue is the PF-eigenvalue λ1(z).  Also, remember that λ1(1)=1, ( )1 1′λ =cρ/N <1.  
Hence, if we consider increasing values of z in the interval ] [1,z∈ R , and take into account 
the inequalities 
 ( ) ( ) ( ) ] [1 , \ ; 1,NE z z E z z= λ > ∀ ∈Ω ∈m aN m N R    , 
then this explains why, if any of the equations (III.32a) has a solution for ] [1,z∈ R , the 
smallest one will be found for =m N .  Furthermore, using similar arguments as in [118], 
where a continuous-time MAP is considered, one can prove that the PF-eigenvalue of Q(z) is 
a strictly increasing and convex function for ] [1,z∈ R .  Hence, equation (III.32a) with =m N  
will have a unique solution in this region if (see also condition (C.4) in Appendix C) 




→ λ >R    , 
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a requirement that we assume to be satisfied from now on.  Observe that the smallest pole z N  
of Q(z) and S(z) that we thus obtain also designates the region of convergence of these pgfs. 
 Making any other claim on the existence of real solutions of equation (III.32a) for a 
general pgm Q(z) proves to be close to being impossible.  Observe for instance that, unless 
the number of states in the modulating Markov chain equals 2, we can, in general, not even be 
assured of the fact that the non-PF-eigenvalues of Q(z) are real-valued functions for ] [1,z∈ R .  
This, however, usually does turn out to be the case for the traffic scenarios that are of interest 
for us, and can be clarified as follows.  If we apply our models in a telecommunications 
environment, it is often so that the elementary time unit that we have adopted (i.e., 1 slot) is of 
the same order of magnitude of a packet’s transmission time, and is much smaller compared 
to the average residence time in any given state (which typically corresponds to the mean 
length of a session, talk spurt, video stream, silent period, …).  Consequently, this implies that 
the values of the diagonal elements of Q(1) lie relatively close to 1, i.e., for each 1≤i≤L,   
 1 ; 0 , 1    and   ii ijp p j L j i≅ ≅ ≤ ≤ ≠    . 
One can then readily deduce from the characteristic equation that, in particular for values of z 
on the positive real axis, the eigenvalues of Q(z) converge to the diagonal elements of this 
matrix, i.e., λ(z)→piiGii(z), and this correspondence becomes more pronounced as pii is closer 
to 1.  This does by no means prove, but gives a strong hint that the eigenvalues of Q(z) are 
indeed real-valued functions for values of ] [1,z∈ R  under these particular circumstances. 
 Let us illustrate this by a small example.  We consider a 3×3 MMBP arrival process, where 
the bgfs Gij(z) are of the form (III.6), with transition probabilities and arrival rates given by 





0.11 1/50 1/100 1/100
(1) 1/20 1 1/10 1/20 , 0.4 ; 1 3





 γ ≡ γ =−   = − γ ≡ γ = ≤ ≤     γ ≡ γ =
Q    . 
A source that is characterised by these parameters generates an average of 0.05 packets per 
slot; also, the radius of convergence of this Q(z) equals +∞ in such a situation.  In Fig. III-11, 
we have plotted the values of λj(z), 1≤j≤3, as functions of z>1.  Two observations become 
apparent from this figure : first, the eigenvalues are indeed real-valued functions for real 
values of z>1, for the reasons explained above.  Also, as z increases, the eigenvalues rapidly 
converge to a similar behaviour as the diagonal elements piiGii(z) of Q(z), which are also 
shown on this figure as functions of z.  Therefore, since λ1(z) and λ2(z) evolve to 
monotonically and linearly increasing functions of z, while λ3(z) becomes constant for 
increasing values of z>1, it should be obvious that, for each value of 
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( )[ ]2 3 2 3N m m m m= − −m T, equation (III.32a) has exactly one solution for ] [1,z∈ ∞  if N–
m3>c ,  since for these values m , the condition  




→ >mR    , 
is fulfilled.  Therefore, the requirement N–m3>c completely defines the set 0,Ω a  in 
(III.32b,c). 
 The above example gives a brief outline on how to deal with the calculation of the 
dominant poles of the pgfs Q(z) or S(z), provided that the eigenvalues of Q(z) are real valued 
functions on the positive real axis.  If such is not the case for all eigenvalues, it is a minor step 
to adapt the foregoing formulae in order to include the complex solution with the smallest 
modulus of each of the equations (III.32a), and taking into account that, if 0,z m  is such a 
solution for some value of m , then its complex conjugate ( 0,z m )* will be a solution as well. 
III.3.6.3 numerical examples 
In view of the multiple-pole approximation approach presented in the previous sections, there 
are two potential sources of inaccuracies that we may need to deal with when we calculate the 
tail distribution of the queue (or system) content according to the procedure that is outlined 
therein.  To highlight the efficacy of this method, we primarily focus on the 2-state IBP 
packet arrival process discussed in Section III.3.5.4. 
 First, numerical errors may be introduced by adopting the multiple-pole series expansion 
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z
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Figure III-11 : eigenvalues of Q(z), versus z 
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is illustrated in Figs. III-12a,b, where we compare the single-pole and multiple-pole 
approximation technique for the ccdf of the queue content Pr[q>Th], versus Th; we consider 
the single-server (a) and multi-server (b) case with N=80, ρ=0.7, and a burst factor of κb=2 
and 20 respectively (with κs=κb from now on, unless mentioned otherwise).  For a bursty 
arrival pattern with κb=20, we have also added the exact values of Pr[q>Th], obtained through 
simulation.  These curves clearly reveal that there is a very good correspondence between the 
multiple-pole tail approximation and the exact simulated values (at least in the probability 
region where the latter data points are reliable).  In the multi-server case there is a small 
discrepancy between the two curves, which can be explained by the fact that we have 
neglected the non-real solutions of (III.32a) for c>1, situated in the positive half-plane – with 
modulus larger than 1 – that may yield a minor contribution to (III.32b) if taken into account.  
However, the small difference between the simulated and approximate results indicates that 
only a marginal gain is to be expected from a numerical procedure that includes these 
additional terms; moreover, the correspondence is excellent in the single-server case c=1.  
Also, we need to conclude that a single-pole approximation by no means produces accurate 
predictions for the ccdf of the queue content, in particular when the traffic becomes more 
bursty, and these observations justify the multiple-pole approximation technique that was 
introduced. 
 A second source of numerical inaccuracies is rooted in the introduction of approximation 
(III.21a,b) for the boundary probabilities.  The parameter M-1 that plays a role in this 
approach – and denotes the length of a series of slots with zero arrivals, that precede a tagged 






























(a) c=1                                                                   (b) c=4 
Figure III-12 : exact and approximate results for Pr[q>Th], versus Th; ρ=0.7; N=80, κs=κb 
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(III.22) if not set equal to M=1.  Figs. III-13a,b show the results for the multiple-pole 
approximation for the queue content ccdf if the exact values of the boundary probabilities are 
plugged into our formulae, and compare it with the approximate results that we obtain for 
M=1 and M>1 (i.e., deduced from (III.22)).  The traffic parameters are set as N=80, ρ=0.7, 
κb=20, and we once more consider the single-server (a) and multi-server (b) case respectively.  
Obviously, whereas the approximation with M=1 already gives a more than decent prediction 
of the queue content ccdf that is conservative (i.e., worst-case), the accuracy of the 
approximation is clearly enhanced for M>1.  Even more so than when computing the 
moments of the queue content, these results highlight the efficacy of the approach that was 
followed for approximating the boundary probabilities, and will be further illustrated in the 
next couples of figures. 
 In Figs. III-14a,b we have plotted Pr[q>50] as a function of the burst factor κb for c=1 (a) 
and 4 (b), with N=80 and values of the load ρ as indicated.  Again, the comparison of the 
multiple pole approximation when using the exact values of the boundary probabilities, and 
the one that is deduced from their approximation (with M>1), leads to the ascertainment that 
the approximate technique yields a highly accurate and efficient way of predicting the ‘exact’ 
results, both in the single-server and multi-server scenario.  In addition, the queue content 
ccdf Pr[q>Th], for fixed Th, is a strictly increasing function of the burst factor κb as expected, 
but ‘flattens out’ and converges to a constant value as κb becomes larger and larger (note that 
the moments of the queue and system content become infinitely large for κb→∞).  
Determining this limit may prove to be an interesting topic for future research, since 






























(a) c=1                                                                   (b) c=4 
Figure III-13 : exact and approximate results for Pr[q>Th], versus Th; N=80, κs=κb=20 
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arrivals during a large time interval that tends to infinity, which is, in fact, related to topics 
such as long-range dependent packet arrival processes ([168], [225]).  Results for 
performance measures such as the steady-state distribution of the buffer content and/or packet 
sojourn time are notoriously difficult to obtain under such traffic conditions, and these 
observations once more demonstrate the efficacy of the computational approach that was 
followed in the foregoing sections.  Apparently, from these and previous figures we may also 
draw the conclusion that the value of c, the number of servers, does not have a significant  
impact on the tail behaviour of the queue content, which is the reason why we confine 
ourselves to the single-server case in the next couple of examples. 
 Whereas the burst factor has a significant impact on the queue content ccdf, this is not the 
case as far as the skew factor is concerned, as can be deduced from Fig. III-15a, where we 
have plotted Pr[q>50] versus κs for fixed values of ρ, c, N, and the burst factor as indicated.  
This emphasises the conclusion that was reached before when considering the moments of the 
buffer content, namely that the load ρ and the burst factor κb are by far the determining 
parameters in the assessment of the buffer performance. 
 The necessity of being able to identify sufficiently accurate approximations for the 
boundary probabilities that are easy to calculate is illustrated once more in Fig. II-15b, where 
we have plotted Pr[q>50] versus the number of sources N, for c=1, κs=κb=20, and values of 
the load ρ as indicated.  We again observe a very narrow correspondence between the results 
that adopt the approximate values for the boundary probabilities, and the curves that are 
produced by using the exact values of these quantities, at least for those parameter values 


































          (a) c=1                                                                       (b) c=4 
        Figure III-14 : Pr[q>50] versus κb; N=80, κs=κb 
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solution method breaks down, due to numerical problems that arise in the computations.  
These are due to a combination of two phenomena : on the one hand, the increasing size of 
the set of linear equations for the boundary probabilities that needs to be solved, and on the 
other hand, a huge – and increasing – difference of several orders of magnitude of the values 
that these boundary probabilities can assume.  Fortunately, the proposed ‘approximate’ 
methodology does not suffer from these drawbacks, thereby illustrating its usefulness and 
efficacy.  From this figure we also need to conclude that increasing the number of sources for 
constant κb and κs (and ρ) alleviates the burstiness of the aggregate arrival process 
(significantly, depending on the value of ρ) since the system performance becomes better, 
which may be a bit counterintuitive, because the opposite effect occurs when the arrival 
process is i.i.d.  From expressions (III.31a,b) one can deduce that doubling the value of N  
(roughly) halves the values of the arrival rate γ, but (roughly) doubles the average residence 
time in both the states as well.  Apparently, the lower arrival rate in state S1 preponderates 
compared to the longer residence times. 
 Finally, in Figs. III-16a,b we consider similar system parameters as in Fig. III-15b, and a 
traffic scenario where the arrival process in state S1 is no longer a Bernoulli process, but a 
‘clumped’ arrival process described by the pgf (II.30a), with a clumping factor equal to κc=1 
(a) and 5 (b) respectively.  For such an arrival pattern, the transition probabilities p12 and p21 
are related to κc and κb as 
 ( )( )1 1 12 121 12 21
1 2 1 2
1 1 ;2





























(a) versus κs; N=80                                                               (b) versus N; κs=κb 
Figure III-15 : Pr[q>50] for various values of ρ; c=1, κb=20 
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where we will set π1=π2=0.5; since the skew factor merely has a marginal impact on the 
system performance, so will the specific value of π1 for a fixed value of κb (this has been 
checked and confirmed by a wide range of numerical examples, not shown here).  Since p12-1 
and p21-1 represent the average residence times in states S1 and S2 respectively, these 
expressions indicate that these quantities are proportional to the values of both κb and κc.  
Comparison of these three figures reveals that, as the number of packet arrivals per slot 
becomes more ‘bursty’ (i.e., from a Bernoulli, over a Poisson, towards a clumped packet 
arrival process), there is indeed a significant performance degradation, especially when the 
number of traffic sources is low.  As the number of sources increases however, this 
performance loss is alleviated, and becomes close to being indiscernible for high values of N.  
This once again highlights the moderating effect of an increase of the number of traffic 
sources on the system performance, for fixed ρ and κb. 
III.4 The packet sojourn times 
In this section, we analyse the time that a packet spends in the multi-server output buffer with 
a correlated arrival process, for a FCFS queuing discipline.  By means of an appropriate use 
of the system equations and the (joint) probability generating functions that can be derived 
thereof, we will show that a surprisingly simple relation exists between the (steady-state 
distributions of) the packet sojourn time on the one hand, and the buffer occupancy on the 
other hand, independent of the specific type of correlations that is imbedded in the packet 




























      (a) κc=1                                                           (b) κc=5 
Figure III-16 : Pr[q>50] versus N; c=1, κb=20, π1=0.5 
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III.4.1 the steady-state pgf of the packet waiting time and delay 
Adopting the notational conventions of Section II.4, we can reiterate the derivations that led 
to relation (II.41), to show that the steady-state pgf W(z) that describes the waiting time of a 
randomly chosen packet satisfies the relation 




1 1 1 1
1 1
c cc c q fc n n
n nn n
z zW z R z z
c cz z
− −− − +
− −= =
− −  = η = η  − η − η
∑ ∑ E    , (III.33) 
with *r q f+ , where the drv q* denotes the queue content at the beginning of an arbitrary 
slot during which a randomly chosen packet enters the output buffer, and f the number of 
packets that have entered the buffer during the same slot and are positioned in the queue 
before the tagged one.   
 Under the assumption of an i.i.d. arrival process, it was argued in Section II.4.1 that i) the 
drvs q* and f are statistically independent, and ii) the drv q* is identically distributed as the 
drv q, which represents the queue content at the beginning of an arbitrary slot.  Evidently, 
these statements are no longer valid if the arrival process is a correlated one – such as the 
D-BMAP under consideration – and we therefore need to adapt and refine our approach.  If 
we denote by e* the total number of packet arrivals during the tagged packet’s arrival slot, 
then invoking the law of total probability, we obviously can write 
 [ ] [ ] [ ]
1
Pr * , Pr * , * Pr * , *
k j
q i f j f j q i e k q i e k
∞
= +
= = = = = = = =∑    . 
First, since the tagged packet has been chosen in a random fashion among a total of e* 
packets that have arrived during its arrival slot, its position among those packets is subject to 
a uniform distribution, yielding 
 [ ] 1Pr * , * ; 0 1f j q i e k j k
k
= = = = ≤ ≤ −    . 
Moreover, by means of a analogous reasoning as in Section II.4.1, one can show that the joint 
pmf of the couple (q*,e*) can be expressed in terms of the joint pmf of (q,e) (where q 
represents the queue content at the beginning of an arbitrary slot, and e the total number of 
arrivals during the same slot) as 
 [ ] [ ]Pr ,Pr * , * k q i e kq i e k
c
= == = = ρ   , 
where we let cρ represent the average number of packet arrival during an arbitrary slot, as 
before.  Hence, if we define H(z,x) as the steady-state joint pgf of the pair of drvs (q*,f), and 
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G(z,x) as the joint pgf of the pair (q,e) respectively, then the combination of the three previous 
expressions leads to  
 
( ) [ ]





, ,11 1Pr , .
1 1
q f i j




H z x z x z x q i e k
c
G z x G zxz q i e k
c x c x
∞ ∞ ∞
= = = +
∞ ∞
= =
  = = =  ρ





On the other hand, the evolution of the queue content at consecutive slot boundaries is 
governed by the system equation 
 ( )1n n nq q e c ++ = + −    , 
which immediately follows from (I.1a,b).  If we z-transform this expression assuming steady-
state conditions, and take into account that Q(z)≡G(z,1), we find that 






z G z G z z z z s j
−
=
= + − ∑    , 
where sc(j) represents the cdf of the system content s, as before, and where we have made use 
of the property 
 [ ] [ ] ( )1lim Pr lim Prn n n c
n n
q e j s j s j+→∞ →∞+ ≤ = ≤ =    . 
Consequently, since R(z), the steady-state pgf of q*+f, equals H(z,z), we obtain 












−= −ρ − ρ ∑    , 
and the quantities that appear in the right-hand side of this expression merely pertain to the 
queue and system content at the beginning of an arbitrary slot, and do not require any 
knowledge whatsoever that is related to the packet arrival process, apart from its mean rate.   
 Using this result, the previous expression for the steady-state pgf W(z) of the packet 
waiting time can then be transformed into 
 ( ) ( ) ( ) ( ) ( ) ( )1 11 1
0 0
1 1c c jc n n n n
c c c
n j




  = η η η − η   ρ   
∑ ∑    , 
where Uc(z) represents the pgf of a drv that is uniformly distributed between 1 and c, as in 
(II.42a).  The second term in the right-hand side can now be rewritten as 
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 ( ) ( ) ( ) ( ) ( )1 1 1 1 11 1 2
0 0 0 0 0
1 1c c c c cj j in n n
c c c
n j j i n
U z z s j z s j
c c
− − − − −− + −
= = = = =
 η η = η  ∑ ∑ ∑ ∑ ∑    . 
In view of the identity (II.40) and the summation boundaries for i and j, the sum over n is 
nonzero only if i=j (for each value of j).  We thus find 
 ( ) ( ) ( ) ( )1 1 11 1
0 0 0
1 1c c cjn n
c c c
n j j
U z z s j s j
c c
− − −− +
= = =
 η η =  ∑ ∑ ∑ =1–ρ   , 
where we have invoked the normalisation condition (II.8), which remains valid in case of a 
correlated packet arrival process.  We thus finally obtain 
 ( ) ( ) ( ) ( )1 1
0
1 1 cc n n n
c c
n
W z U z U z Q z
− −
=
− ρ  = − + η η η ρ ρ  ∑    , (III.34a) 
an identity that relates (the steady-state pgfs of) the waiting time of an arbitrary packet on the 
one hand, and the queue content at the start of an arbitrary slot on the other hand.  This 
relation can be viewed as an extension, and indeed refinement, of (II.42a) that was valid for 
an i.i.d. packet arrival process, to the case of a non-independent packet arrival stream. 
 A similar relation can be established for the steady state pgf S(z) that describes the system 
content at the beginning of an arbitrary slot, based on the relation  






Q z z S z z z z s j
−− −
=
= + − ∑    . 
Taking into account that (x-1)Uc(x)=x(xc–1)/c, then observe that we can also deduce that  
 
( ) ( ) ( ) ( ) ( ) ( ) ( )
( )( )
1 1 1 1 11
2





c c c c c j ij c n
n c n c n n c cx zn j j n i
c
x U x U x x s j z s j z
c
z
− − − − − −−
= η= = = = =
− = − η
= − − ρ
∑ ∑ ∑ ∑ ∑
 
Therefore, because the steady-state pgf D(z) of the packet delay satisfies D(z)=zW(z), then 
combining the above expressions results in  
 ( ) ( ) ( ) ( )1 1
0
1 1 cc n n n
c c
n
D z U z U z S z
− −
=
− ρ  = − + η η η ρ ρ  ∑    . (III.34b) 
An conspicuous feature of the expressions (III.34a,b) is that the steady-state pgfs of the packet 
waiting time and the queue content on the one hand, and the packet delay and the system 
content on the other hand, satisfy the same formal relationship.  Another crucial and 
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remarkable observation is that we have not in any way relied on the specific nature of the 
correlation between the packet arrivals during successive slots throughout the derivations in 
this section.  Therefore, since the relations (III.34a,b) contain no reference whatsoever with 
respect to the specifics of the arrival process (apart from the mean cρ), it will be valid no 
matter what the packet arrival pattern looks like (i.e., i.i.d., Markovian, long-range dependent, 
…).  Consequently, once performance measures – such as mean, variance and (tail) 
distribution – of the queue (or system) content have been determined, it is relatively 
straightforward to establish expressions for the mean, variance and (tail) distribution of the 
packet waiting time (or delay), as will be demonstrated next. 
III.4.2 (tail) distribution of the packet sojourn time 
From expression (III.34a) that relates the steady-state pgfs of the queue content and packet 
waiting time, we can also extract a corresponding relationship between their respective pmfs.  
Adopting similar techniques as above, this expression can be transformed into 
 ( ) ( ) [ ]( )1 1 1
0 0 0 0
11 Pr
c c c k j ic n
n k j i
c W z c q k z
c
− ∞ − − + −
= = = =
ρ = − − ρ + = η∑ ∑ ∑ ∑    . 
In view of (II.40), the sum over n will be equal to c if k+j–i is a multiple of c, and 0 
otherwise.  Hence, since k+j– i≥-(c-1) for all values of i , j ,k ,  the above expression can be 
rewritten as 
 ( ) ( ) ( ) [ ]1 1
0 0 0 0
1 Pr
c cc mc
m k j i
c W z c mc i j k q k z
∞ ∞ − −
= = = =
ρ = − − ρ + δ + − − =∑ ∑ ∑ ∑    . 
For m>0, there is exactly one value of k for which k=mc+i–j; for m=0, this is only the case if 
i≥j. We thus find 
 ( ) [ ] [ ] ( )1 1 1
1 0 0 0 0
Pr Pr 1
c c c ic mc
m j i i j
c W z q mc i j z q i j c
∞ − − −
= = = = =
ρ = = + − + = − − − ρ∑ ∑ ∑ ∑ ∑    . 
Consequently, if we identify the coefficients of zm in both hand sides of this equation, we 
finally obtain 
 [ ]
( ) [ ] ( )





Pr 1 , 0
Pr





c k q k c m
c w m





 − = − − ρ =ρ⋅ = =  ⋅ = − + + − ⋅ = + >
∑
∑
   . (III.35a) 
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From a similar treatment of expression (III.34b) for D(zc), combined with the normalisation 
condition (II.8) (which leads to the value Pr[d=0]=0 as expected, since the packet delay is at 
least one slot), we deduce that we may immediately write 
 [ ] ( )[ ] ( ) [ ]( )1
0
Pr Pr 1 Pr , 0
c
k
c d m k s m c k c k s mc k m
−
=
ρ⋅ = = ⋅ = − + + − ⋅ = + >∑    . (III.35b) 
Note that, due to Pr[s=i+c]=Pr[q= i] for i>0, we also find that Pr[w=m]=Pr[d=m+1], for 
m>0, as expected.  These results lead to the following expressions for the ccdfs of the packet 
delay and waiting time, in terms of the ccdfs (and pmfs) of the queue and system content 
 
[ ] ( )[ ] [ ]
[ ] ( )[ ] [ ]
1
1
Pr Pr 1 Pr
; 0







c w T c q c T k q cT k
T
c d T c s c T k s cT k
=
=
ρ⋅ > = > + + ⋅ = +
≥
ρ⋅ > = > + + ⋅ = +
∑
∑
   . (III.36a) 
In order to briefly verify our calculations, observe that it is straightforward to check that these 
pmfs and ccdfs of the packet waiting time and delay are normalised; if we, for instance, insert 
the value Th=0 in the above expression for Pr[d>Th], we obtain 
 












ρ > = ≥ + ⋅ = = ≥ − − ⋅ =
= − − ρ = ρ
∑ ∑
 
which indeed yields that Pr[d>0]=1.   
 Finally, if we adopt a multiple-pole approximation as in Section III.3.6.1 to calculate the 
probabilities in the right-hand side of (III.36a), then after some derivations we obtain the 
following expressions for the asymptotic tail behaviour of the queue and system content : 
 
[ ] ( ) ( )























ζ> ≅ ∑ρ −







   . (III.36b) 
These expressions indicate that o,
cz m  are the poles of the steady-state pgfs W(z) and D(z) 
outside the complex unit circle that determine the tail behaviour of the associated drvs. 
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III.4.3 mean and variance of the packet sojourn time 
If we take the first derivative with respect to z for z=1 of (III.34a), and take into account that 
Uc(ηn)=0 unless n=0, we can establish the following relation 
 ( ) ( )1 11 1
2 2
c cc W Q+ +′ ′ρ = − + +    , 






ρ⋅µ = µ    , (III.37) 
which shows that the pair of random variables (w,q) on the one hand and (d,s) on the other 
hand indeed satisfies Little’s theorem, as expected.  Note that these relations can also be 
easily deduced by multiplication by m of (III.35a,b) and taking the sum for all m>0, e.g., 
 
( )[ ] ( ) [ ]( )













c m k q m c k c k q mc k





ρ⋅µ = ⋅ = − + + − ⋅ = +




 The computations concerning the variance of the packet waiting time and delay are a bit 
more involved.  First note that with definition (II.14) of the V[⋅] operator, we may write 
 ( ) ( ) ( )2 2 2 2 2 2 2 2 2 2c w w w w w qW z c c c ρ = ρ σ + µ − ρ µ = ρ σ + µ − µ V    . 
Again relying on the property that Uc(ηn)=0 unless n=0, then, in view of expression (III.34a) 
and the computational rules (II.15a,b), we obtain 
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where we have also applied the property that the variance of a drv that is uniformly 












η = ≤ ≤ −η −∑  
and the formal resemblance between (III.34a,b) we thus find that  





22 2 2 12 2
2 2 2
1
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∑
∑
   . (III.38a) 
Thus, in order to calculate the variance of the packet waiting time and delay, we need to 
evaluate the pgfs Q(z) and S(z) in the c-1 complex solutions of zc=1 different from z=1, in 
addition to calculating the first two moments of the queue and system content.  Depending on 
the explicit form of Q(z) and S(z), calculating Q(ηn) and S(ηn) may or may not be feasible, 
and a computational task that we might wish to avoid.  For that purpose, we derive a tight 
upper and lower bound for the complex sum(s) in the right-hand side of expression (III.38a).  
 To that extent, let us define 
 ( ) [ ] ( ) ( )2 21 1 1 1 12
1 0 0 0 0 0
11 11 Pr
41
c c c c c n k j in
n
n m k n j i
cS Q q mc k ij
c
− ∞ − − − − + −
= = = = = =
−η = = + η −η −∑ ∑ ∑ ∑ ∑ ∑    , 
where the last term in the right-hand side reflects the term for n=0 in the preceding sum.  Let 
us first calculate 
 ( ) ( ) ( )1 1 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0
2
c c c c c k c c c cn k j i n k j i n k j i
n j i n j i n j c k i
S ij ij ij
− − − − − − − − − −+ − + − + −
= = = = = = = = − =
η = η + η∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑    . 
Since 0≤k+j≤c-1 for the first term in the right-hand side, i=k+ j is the only value of i  for 
which the sum over n in this term is nonzero, while i=k+j-c is the only value of i for which 
the sum over n in the second term is nonzero, due to c≤k+j≤2(c-1).  Therefore, we can 
derive that  
 
( )





1 2 1 1 .
6 2
c k c
j j c k
S c j k j c j k j c
c c c c ck
− − −
= = −
= + + + −
− − −= −
∑ ∑
 
Inserting the minimum and maximum value of k in the above expression, i.e., 0 and c-1 
respectively, results in a lower and upper bound for S2, and hence, S1, 
 ( )22 211 11
12 2 12
cc cS−− −− ≤ ≤    . 
In view of the definition of S1, inserting these bounds in (III.38a) then eventually yields 






















σ + µ −≤ σ + µ − ≤ρ ρ
σ + µ −≤ σ + µ − ≤ρ ρ
   , (III.38b) 
Note that these inequalities produce an exact relationship between the first two moments of 
the queue (system) content and the packet waiting time (delay) in the single-server case c=1.  
These bounds indicate that the margins between which the waiting time (delay) variance can 
vary, are actually very tight for relatively high loads (i.e., in the order of 1 slot2). 
 Finally, we point out that an approximate expression for the variance of the waiting time 
(delay) in terms of the first two moments of the queue (system) content can be derived as well 
from these result, by substituting the ‘average’ value of k, being (c-1)/2, in the latter 






















σ + µ −σ + µ ≅ +ρ ρ
σ + µ −σ + µ ≅ +ρ ρ
   . (III.38c) 
III.4.4 numerical examples 
We present just a few numerical examples, in order to illustrate the effect of multi-server 
queuing systems on the packet waiting time (and delay).  When considering the case of i.i.d. 
arrivals, we concluded that the main benefit of adopting multi-server queues stems from the 
reduction of the waiting times and delays, rather than the queue sizes.  A similar assessment 
can be made in case of correlated packet arrival processes such as a D-BMAP, as can be 
viewed on Figs. III-17a,b, where, for c=1,2,3,4, we have depicted the waiting time ccdf 
Pr[w>Th] versus Th, for values of N=80, κs=κb=10, and ρ=0.7 (a) and 0.8 (b) respectively.  
From these figures we can deduce that the 10-X quantile of the packet waiting time is 
(roughly) inversely proportional to the value of c, irrespective of the value the load ρ and/or 
X.  In addition, as before, these curves illustrate the strong correspondence between the 
‘exact’ results that have been obtained from using the exact values of the boundary 
probabilities in expression (III.36b) for the tail behaviour, and the approximate values that are 
computed by using approximation (III.21b) for these quantities.  Whereas the asymptotic tail 
behaviour of the waiting time is slightly overestimated by the proposed approximation for 
c=1, the opposite becomes true as c increases. 
 The accuracy of this approximation is further illustrated in Fig. III-18a,b as well, where we 
show Pr[w>50] versus the burst factor κb, for N=80, ρ=0.7 (a) and 0.8 (b) respectively, and 
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c=1,2,3,4, which basically yields similar conclusions as above with respect to the accuracy of 
the approximation technique.  These results also highlight the strong decline of the values of 
Pr[w>Th] as c increases, as expected in view of Figs. III-17a,b.  Finally, similar to the 
behaviour that we observed when we studied the tail distribution of the queue content, we 
must conclude that Pr[w>Th] converges to a horizontal asymptote as κb increases, an 































          (a) ρ=0.7                                                                       (b) ρ=0.8 
































       (a) ρ=0.7                                                                  (b) ρ=0.8 
        Figure III-18 : Pr[w>50] versus κb; N=80, κs=κb 
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III.5 Heterogeneous packet arrival processes 
Up to now we have primarily focused on queuing systems whereby the N sources that 
generate packets have the same (stochastic) characteristics, and hence, can be described by a 
single D-BMAP.  Depending on the communications environment this may not always be a 
realistic assumption, and it therefore stands to reason to extend the previous results to the case 
of heterogeneous, meaning non-identical, packet arrival processes that originate from the 
respective sources (see also [14]). 
III.5.1 a heterogeneous D-BMAP 
 Consider therefore an output buffer that is fed by N independent sources, as before.  These 
sources are grouped into K distinct classes or types, according to their traffic characteristics, 
each class comprising Nk,  1≤k≤K , independent and identical sources.  A source that belongs 
to class k is modelled as an Lk-state D-BMAP of the same type as described in Section III.2.1, 
where the states that can be visited by each of these sources are now labelled Si,k, 1≤ i≤Lk, 
1≤k≤K .   
 Similar to the case of a homogeneous D-BMAP, the so-called probability generating 
matrices Qk(z) will be central to the calculations in our analysis, and these matrices can be 
written as (e.g. (III.1)) 
 ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
11, 11, 12, 12, 1 , 1 ,
21, 21, 22, 22, 2 , 2 ,
,
1, 1, 2, 2, , ,
k k
k k
k k k k k k k k
k k k k L k L k
k k k k L k L k
k ij k
L k L k L k L k L L k L L k
p G z p G z p G z
p G z p G z p G z
z q z
p G z p G z p G z




# # % #
…
Q    , 
where pij,k represents the one-step transition probabilities that a source of class k transits from 
state Si,k to state Sj,k from the previous to the current slot, and where the bgfs Gij,k(z) describe 
the number of packet arrivals that are being generated in the current slot if such a transition 
occurs for a source of type k; 1≤i ,j≤Lk and 1≤k≤K .   
 We can now define al,n,k as the drv that equals the total number of inlets of class k that visit 
state Sl during slot n, and denote by the vector ,k na ≡[a1,k,n ⋅⋅⋅ , ,kL k na ]T the set of drvs that 






l k n k k
l k
a N N N
= =
= =∑ ∑   , (III.39) 
which expresses that during any slot, each of the Nk sources of type k visits one of the states 
Sl,k, 1≤l≤Lk, for all 1≤k≤K.  These considerations thus reveal that the set of vectors of drvs 
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{ ,k na  : 1≤k≤K} can be adopted to characterise the state of the N sources at the start of 
successive slots.  For increasing n, each set ,k na  forms a Markov chain with sample space  
 1, , , ,
1




k L k i k i k k
i
l l l l N k K
=
  Ω = ≥ ∧ = ≤ ≤∑   a
"    . 
Hence, the set (of sets of drvs) { ,k na  : 1≤k≤K} forms a Markov chain as well, with state 
space 
 { }1 1 , ,K KΩ = Ω Ωa a a a" "    , (III.40a) 









+ − Ω = ∏   a a    , (III.40b) 
which is the amount of different states that can be visited by this Markov chain, that 
determines the heterogeneous packet arrival process. 
 Moreover, if we define by ek,n the drv that describes the number of packet arrivals 
generated by the aggregation of Nk sources of class k, then through a similar reasoning as the 
one that led to (III.8), we can show that  
 ( )( ), , , 1k n k n k ne k k kz z −       a ax x= QE E    , (III.41a) 
with 1, ,k
T
k k L kx x  x  " , 1≤k≤K, and where we have adopted an identical notational 
shorthand convention as defined in equation (III.2).  Finally, denoting by the drv en the total 








∑    , 
then by invoking the independence of sources that belong to different classes, the penultimate 
expression can be readily extended to 
 ( )( ), , 1
1 1






   ∏ ∏      
a ax x= QE E    . (III.41b) 
As in the homogeneous traffic scenario, this expression is a shorthand matrix notation for an 
equation that governs the evolution at (i.e., just after) successive slot boundaries of both the 
packet arrival process and the state of the underlying Markov chain that defines it.  This 
equation will form the basis of the analysis of the multi-server queuing system with a 
heterogeneous D-BMAP that we currently investigate. 
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 Furthermore, if we define ( )k kA x  as the steady-state joint pgf that describes the state of 
the underlying Markov chain of the sources of type k, then with the aid of the results of 
Section III.2.2 one readily shows that 
 ( ),( ) lim ,kk n T Nk k k k k
n
A →∞
  =  
ax x x E π  (III.42) 
where kπ  is the stationary vector (with components πl,k, 1≤ l≤Lk) that describes the state of a 
source of type k during an arbitrary slot, which is the solution of 
 ( )1 ;T T Tk k k k k k=1 1π = π πQ    , 
where k1  is the Lk×1 vector whose components are all equal to 1.  Hence, the steady-state pgf 
E(z) associated with the drv e, that describes the (total) number of packet arrivals during an 
arbitrary slot, is given by 




k k k k k k k k
k
E z z E z E z A z z
=
  = =  ∏ 1 1  Q QE π     . (III.43a) 
Therefore, a straightforward calculation leads to the following expression for the average 
number of packet arrivals per slot, denoted by cρ as before : 




e k k k l k lm k lm k
k l m
c E c c N p G
= = =
′ ′ρ µ = = ρ ρ π∑ ∑ ∑     , (III.43b) 
where ρk represents the mean number of packet arrivals per slot and per output link, of type k.  
In addition, the variance of e can by similarly derived, and is given by 
 ( )2 , , ,
1 1 1 1
1 1
K L L K
k
e k l k lm k lm k k
kk l m k
cN p G c N= = = =
ρ ′′σ = π + ρ −  ∑ ∑ ∑ ∑    . (III.43c) 
The third central moment µ3,e of e can be computed analogously; e.g. (III.11d). 
 The properties of the heterogeneous D-BMAP described above, for instance with respect to 
correlation and (in)dependence, readily follow from the results that were presented in 
Section III.2.3 for the homogeneous case, and will not be explicitly recapitulated at this point; 
obviously, the aggregated heterogeneous D-BMAP will be an uncorrelated (independent) 
process if each of its homogeneous components is an uncorrelated (independent) process, and 
vice versa.  Let us just conclude by mentioning that the subsequent analysis will also (partly) 
rely on the decomposition of the pgms Qk(z) into their respective eigenvalues and –vectors, 
and the remarks with respect to the existence of these quantities that were made in Section 
III.2.1 and Appendix D naturally remain valid in the current scenario.  In the results that 
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follow hereafter, we will represent by Wk(z) (with rows ( ),i k zw  and elements wij,k(z)), and 
Uk(z) (with columns ( ),i k zu  and elements uji,k(z)), the Lk×Lk matrices that contain the left and 
right eigenvectors of Qk(z) respectively, while we will denote by Λk(z) the Lk×Lk diagonal 
matrix that contains the corresponding eigenvalues λi,k(z); 1≤i ,j≤Lk, 1≤k≤K.  The 
eigenvectors of Qk(z) are defined by analogous equations as (III.7a-c), and the associated 
remarks with respect to their properties and existence therefore are unabatedly applicable.  
The PF-eigenvalue of the pgm of type k, denoted as λ1,k(z), 1≤k≤K, will play an important 
part in our analysis as well, and the formulae for the performance indices that are deduced 
thereof.  Note, for instance, that the mean number of packet arrivals per slot of type k satisfies 
cρk=Nk ( )1, 1k′λ , while the burst factor κb, which serves as a measure for the burstiness of the 
heterogeneous D-BMAP and is still defined as in (III.15a), can now be calculated from 
 ( ) ( ) ( )( ) ( )22 2, 1, 1, 1, 1,
1 1 1
1 1 1 k
k
K K K N




 ′′ ′ ′κ σ κ σ = λ +λ −λ ≡ λ ∑ ∑ ∑ V    , (III.44a) 
where the burst factor κb,k of the individual traffic classes is defined in the same way as 
described in Section III.2.4.  Similarly, in accordance to (III.15c), the skew factor of the 
aggregate heterogeneous arrival process is now defined as 
 ( ) ( ) ( )( ) ( ) ( )( ) ( )( ){ }3, 1, 1, 1, 1, 1, 1,
1
1 3 1 1 1 1 1 1 1 2 1
K




′′′ ′′ ′ ′ ′ ′κ µ λ + λ −λ +λ −λ − λ∑    . (III.44b) 
 It will also be implicitly assumed that each of the pgms Qk(z) has a radius of convergence 
Rk larger than 1, which among others implies that – for a buffer with infinite storage capacity, 
c output links, and packet transmission times that equal 1 slot – the requirement ρ<1 is a 
necessary and sufficient condition for the system to reach a stochastic equilibrium.  The 
radius of convergence R (>1) that applies for the aggregate heterogeneous packet arrival 




k K≤ ≤R R    . 
III.5.2 analysis of the buffer content 
If we let sn denote the system content at the beginning of slot n, being the total number of 
packets in the output buffer at this time instant, then the system equation 
 ( )1 ,
1
K
n n k n
k
s s c e++ =
= − + ∑   , (III.45) 
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governs the evolution of the system content at consecutive slot boundaries.  For similar 
reasons as in Section III.3, we can use the vector (sn+1, 1, ,, ,n K na a" ), also called the state 
vector, to describe the state of this queuing system during consecutive slots, i.e., the system 
content at the start of slot n+1, and sets of drvs ,k na , that capture the state of the class-k 
Markov chain during slot n and steers the number of packet arrivals of type k during that slot, 
1≤k≤K.  If the condition ρ<1 is fulfilled, the system will reach a stochastic equilibrium, and 
we can define the steady-state joint pgf of the state vector as 
 ( ) , 11
1 1
, , , lim k nn k
K Ks s
s K k k
n k k
P z z z−→∞ = =
   =      ∏ ∏
a ax x x x"  E E    . 
Adopting the same analysis techniques as in Section III.3.1, a functional equation for this 
quantity can be constructed, which can be written as 
     ( ) ( ) ( )( ) ( ) ( )( ){ }1 1 1 1 1, , , , , , , , ,cs K s K K K KP z z P z z z R z z z− +x x x x x x" " "= Q Q Q Q   ,  (III.46a) 
with  










R z z z s j
−
= =




x x x a l a l
"
"  "   .    (III.46b) 
Observe that the drvs that appear in the right-hand side of the latter expression refer to the 
system content at the start of an arbitrary slot and the state of the packet arrival process during 
the preceding slot.  Unless indicated otherwise, the sum over 1 Kl l"  (and 1 Km m"  in the 
remainder) in these and forthcoming expressions runs over all possible values that belong to 
the sample space 1 KΩa a" . 
 Deriving a closed-form solution for this functional equation, not unexpectedly, proceeds 
along analogous lines as in Section III.3.2.  First, successive substitutions of the arguments in 
the last expression for ( )1, , ,s KP z x x"  allow us to write 
( ) ( ) ( )( ) ( ) ( )( )1 1 1 1 1
1
, , , , , , , , ,
HH H h hHc
s K s K K K K
h
P z z P z z z R z z z−
=
 + ∑  x x x x x x" " "= Q Q Q Q
 . 




   ( ) ( ) ( )( ) ( )
,









ij k j k k k k k
ji
u z x F z z F z
= ∈Ω=




l m l mm m
x x x U   . 
This equation then allows us to write 
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z F z z z
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x xQ WΛ    . (III.47) 
If we let H→∞ in the latter expression for the joint pgf of the state vector and consider values 
of z that belong to { z ∈^ : |z|=1 ∧ z≠1}, then the first term in the right hand side will vanish, 
while the sum for h in the second term will converge and can be worked out in a similar way 
as in the homogeneous-arrivals case, eventually leading to 
 ( ) ( )
( ) ( ) ( )( )






























  , (III.48a) 
and where, 
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Moreover, a similar derivation as the one that led to (III.18b) also yields an expression for the 
steady-state joint pgf of the queue content at the beginning of a slot, and the state of the 
D-BMAP during the previous slot 
 ( ) ( )
( ) ( )( )




























=  (III.48c) 
These expressions for the joint pgfs ( )1, , ,q KP z x x"  and ( )1, , ,s KP z x x"  that describe the 
queue and system content at the start of an arbitrary slot and the state of the packet arrival 
process during the foregoing slot, although a bit involved, still allow us to derive closed-form 
expressions for performance measures such as the mean and variance of the system and/or 
queue content that are easy to handle, once the boundary probabilities ( )1, , , Kp j l l"  have 
been computed.  Unfortunately, the number of boundary probabilities now, in general, equals 
1 Kc⋅Ωa a" which will be too high to be of any practical use in a considerable amount of 
heterogeneous traffic scenarios.  It therefore becomes increasingly important to provide 
approximations for these unknowns that are both accurate and computable without great 
additional effort. 
 Multiserver buffers with correlated arrival processes 
 
III-66 
III.5.2.1 calculation and approximation of the boundary probabilities 
Extending the techniques described in Section III.3.3, the boundary probabilities can, in 
principle, be calculated by expressing that the zeroes of the denominators of ( )1, , ,s KP z x x"   
and/or ( )1, , ,q KP z x x"  – which will be denoted by 1, Kiz m m"  and are the solutions of  
 ( ) { }
1 1
1/
1; , 0 1K K
c i
Kz E z i c= η ∈Ω ≤ ≤ −m m a am m" ""    , (III.49a) 
inside the complex unit circle { }: 1z z∈ <^  – must also be zeroes of the corresponding 
numerators.  Combined with the normalisation condition, this yields the following set of 
c⋅| 1 K⋅⋅⋅Ωa a | linear equations for the same number of boundary probabilities : 
 
( )





, , , 1
1 0 ; , 0 1 .
K










− Ψ = ∈Ω ≤ ≤ −
l l








Observe that the latter equation becomes trivial and can be omitted for 10, Kz N N" =1, where by 
convention 
kk ∈ΩaN  represents the set of integers { 1, kk L km m" } with m1,k=Nk, and mj,k=0; 
2≤ j≤Lk, ∀  1≤k≤K. 
 As explained in the homogeneous D-BMAP case, the number of boundary probabilities 
that we need to calculate, will be reduced if one or more of the states Si,k that can be visited by 
a source of type k are so-called greedy states; generally speaking however, the size of this set 
of linear equations quickly becomes very high.  As a small example, if we set K=2, 
N1=N2=50, c=4, then this would imply that a set of 10404 linear equations for the same 
number of unknowns needs to be solved.  To make things even worse, the value of the 
boundary probabilities in such a setting is likely to vary over an extremely wide range of 
values, which strongly indicates that numerically solving such a set of equations is close to 
being unfeasible.  We therefore resort to finding approximations for these quantities that are 
sufficiently accurate and easy to handle.  Fortunately, it is not difficult to show that the 
approach of Section III.3.3 can be readily extended to the heterogeneous case, by replacing 
the event s≤j  at the start of a slot by e≤j during the preceding slot, which, in turn, is preceded 
by a time period of M-1 contiguous slots during which no packets arrivals occur.  Also 
making use of the normalisation condition, this approach results in the following approxima-
tion for the functions ( )1 K zΨ m m"  that appear in the expression for ( )1, , , KP z x x"  : 
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an approximation that is especially easy to handle in the single-server case c=1, since the 
derivatives with respect to y in the latter formulae vanish.  In the multi-server case, the 
tractability of this approximation technique depends on the value of c and the specifics of the 
pgms Qk(z), but remains feasible if this matrices for instance all represent a MMBP arrival 
process.  As in the homogeneous arrivals case, the parameter M can be tuned to be the 
smallest integer for which 
 ( )1 1aC c− ≤ − ρ    . 
III.5.2.2 pgf, moments and tail distribution of the queue and system content 
If we insert k k=x 1 , for all 1≤k≤K, into the expression (III.48a) for ( )1, , ,s KP z x x"  and take 
into account that ( )k k kz =1 1W , then we immediately find a closed-form formula for S(z), the 
steady-state pgf that describes the system content at the beginning of an arbitrary slot,  



















=    . (III.51a)  
Analogously, result (III.48c) for ( )1, , ,q KP z x x" , with k k=x 1 , produces the following 
expression for the steady-state pgf Q(z) of the queue content at the start of an arbitrary slot : 





c zQ z z
z E z
−ρ − Ψ−∑ m mm m m m "" "=   . (III.51b) 
Hence, also in the case of a heterogeneous D-BMAP, there is a striking formal similarity 
between these two formulae, and expressions (II.13) and (II.10) for S(z) and Q(z) in case of an 
i.i.d. packet arrival process. 
 This resemblance will again be fully exploited in our derivations concerning the mean, 
variance, and tail distribution of the queue and system content.  Observe that relations such as 
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(III.26a,b) remain valid for the ( )( )
k k
kF zl m  that were defined in Section III.5.2, and we may thus 
write, similar to (III.26c) 







=Ψ = ; Ω Ω ∀ ∈Ωm m a a
m m N N
N N
m m" "
" "   ""    . 
Consequently, if we take the first derivative with respect to z of (III.51b) for z=1, then the sum 
over 1 Km m"  in the right-hand side yields a nonzero term only if { } { }1 1K K=m m N N" " , 
and we obtain for the mean queue content 
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−
= = =
κ σ µ − µ = − + Ψ − −µ










   , (III.52a) 
where the burst factor κb is computed as in expression (III.44a).  The mean system content 
can be similarly computed, leading to 
 s q eµ =µ +µ    . (III.52b) 
Furthermore, an identical approach towards the calculation of the variance of the queue 
content as in Section III.3.5.1 yields  
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 (III.53a) 
and one can show that (e.g. (III.28b,c)) 
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Finally, a rather straightforward calculation reveals that σs2, the variance of the system 
content, is related to σq2 via 
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Evidently, one needs to invoke approximation (III.50) for the boundary probabilities in those 
traffic scenarios for which their exact calculation is unfeasible.  If we confine ourselves to the 
single-server case c=1, then this produces the following approximations for the terms in the 
expressions for the mean and variance of the queue and system content that contain the 
boundary probabilities : 
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  . 
These approximate results can be relatively easy extended to the multi-server case and are 
well-suited for implementation in a computational algorithm; the formulae that are obtained in 
that case however are somewhat more tedious to write down, and will therefore not be 
explicitly recapitulated at this point. 
 A similar remark holds as far as the tail distribution of the queue and system content is 
concerned.  The arguments of Section III.3.6.1 can be unabatedly reiterated, whereby the 
indices, which consist of the (homogeneous) set of integers m , are replaced by the 
(heterogeneous) sets { }1 Km m" .  The poles that determine the tail behaviour of the queue 
and system content for instance will now be the solutions of  








= λ∏ ∏ m mm m ""    , (III.54a) 
on the positive real axis, and larger than 1.  Such a solution can be found in the region ]1,R[ 
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holds.  The associated coefficients then satisfy (e.g. (A.13b)) 
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The expressions (III.32c) that allow us to calculate an asymptotic approximation for the ccdf 
of the queue and system content basically remain unchanged,  
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 , for large enough Th , (III.54d) 
where the sum over 1 Km m" , in principle, runs over all sets for which (III.54b) is valid. 
III.5.3 the packet sojourn time 
From considerations such as the ones presented in Section III.4, it became apparent that the 
amount of time that a packet spends in the output buffer (under a FCFS queuing discipline) is 
determined by the queue content at the beginning of the packet’s arrival slot, and the number 
of packets that have arrived during the same slot but are positioned before it in the queue.  
Consider a heterogeneous packet arrival process, whereby the order in which the packets that 
arrive during a slot are positioned in the queue is arbitrary, regardless of the traffic class they 
belong to (i.e., each packet has equal probability of being placed first, second, third, etc…) – 
this scenario will be referred to as arbitrary order (AO).  However, in an ATM switching 
element, it can for instance be the case that the inlets are read into the output buffer in a fixed 
order during a slot.  Hence, another credible scenario would be that all packets of type t are 
positioned before all packets of type t' in an output buffer, if t< t', while all packet arrivals of 
the same type are placed in the queue in random order – this will be referred to as the fixed-
order-by-class (FOC) scenario.  Consequently, whatever the case, the sojourn time in the 
buffer of a packet of type t, 1≤ t≤K, will – if only slightly – depend on the value of t, due to 
the correlation and differentiation embedded in the traffic streams of different types. 
 Nevertheless, the waiting time and/or delay of a packet is most likely to be primarily 
determined by the amount of packets that were already in the system at the start of its arrival 
slot, and less so by the details of the ordering process of those packets that arrive during the 
same slot.  Hence, for practical purposes, it will in all likelihood suffice to focus on the delay 
of an arbitrary packet, regardless of the traffic class it belongs to or the specifics of the 
ordering process, to deduce the main sojourn time performance indices.  Moreover, if we 
consider an arbitrary packet under the AO ordering scheme, the results of Section III.4 can 
still be applied, implying that the waiting time / delay of an arbitrary packet can be 
unambiguously expressed in terms of the queue / system content at the beginning of an 
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arbitrary slot, and the relations between the moments and (tail) distribution of these drvs that 
were established in that section remain valid.  Notwithstanding these remarks, the derivation 
of the class-dependent waiting time and/or delay characteristics for a heterogeneous packet 
arrival process with an AO and FOC ordering process, and solving the computational 
difficulties that arise accordingly, remains an interesting topic.  In the course of this section, 
we will outline how these can be dealt with, without elaborating too much on all intricacies of 
the derivations.  The purpose is to highlight the path that needs to be followed in order to 
obtain performance results for the type-t packet waiting time, rather than to carry out all the 
calculations in each and every detail (in particular with respect to its variance). 
 First, consider a packet of type t that enters the buffer under either the AO of FOC ordering 
discipline.  Adopting similar notions as in Section III.4.1, with the addition of the subscript t 
to highlight the dependency on the traffic class t that the tagged packet belongs to, then from 
the relation  
 *;tt t t t
rw r q fc
 = +      , 
the following relations between the pmf and ccdf of the drvs wt and rt can be proved to hold 
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∑
   , (III.55a) 
where the details of the ordering process and the dependence on t will be reflected by the pmf 
of rt, and will be dealt with at the next stage of these derivations.  By z-transforming the 
former relation, an equivalent relation as (II.42a) can be derived between the steady-state pgfs 
of wt and rt, i.e.,  
 ( ) ( ) ( ) ( ) ( )*1 1
0 0
t tc cq fc c n n c n n
t c c t
n n
W z z U z z z U z R z
− −+− −
= =
 = η η = η η   
∑ ∑E    . 
Consequently, letting the M[⋅] and V[⋅] operators act upon this expression and applying 
similar calculation rules as in Section II.4.2, then the mean and variance of the type-t packet 
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Note that these relations do not depend on the specific nature of the (heterogeneous) packet 
arrival process, whether it is a D-BMAP or some other type of correlated in packet arrival 
stream.  In the single-server case c=1, these formulae reduce to trivial relations between the 
mean and variance of wt and rt due to wt≡rt under these circumstances, but unfortunately for 
c>1 require the evaluation of ( )tR ⋅  and ( )tR′ ⋅  in the points ηn, 1≤n≤c-1, that are positioned 
on the complex unit circle.  This may be a task that is computationally demanding, for 
instance in case of a D-BMAP with a large state space.  We would like to point out however 
that one can for instance prove the identity 







cR j r ic j
− ∞ −
= = =
η −η = − = +η −∑ ∑ ∑    , 
which allows us to establish an upper- and lower bound for this term that occurs in the 
expression for the mean type-t packet waiting time, by replacing the factor j that appears in 
the sum in the right-hand side by 0 and c-1 respectively.  Similar bounds, albeit less accurate, 
can be established as well for the sums that contain Rt(ηn) and Rt'(ηn) in the expression for the 
variance of the type-t waiting time, but are much harder to come by, and this topic will not be 
pursued here any further. 
 Equations (III.55a-c) make clear that the mean, variance and (tail) distribution of the class-
t packet waiting time can be computed provided that we are able to derive expressions for the 
corresponding performance measures of the drv rt , which, among others, will depend on the 
value of t and the ordering process under consideration, as explained before.  In the 
remainder, when appropriate, we will add the subscript a or f to the random variables wt, rt, 
*
tq and ft (which, as before,  represent the queue content at the beginning of an arbitrary type-t 
packet’s arrival slot, and the number of packets that have arrived during the same slot and will 
be transmitted before it respectively) in order to explicitly refer to either the AO or FOC 
ordering process of packets that arrive during the same slot. 
III.5.3.1 arbitrary order 
Consider an arbitrary packet that belongs to the t-th traffic class and enters the buffer under 
the AO paradigm.  The drv ft,a, defined above, will then be a uniformly distributed drv that is 
Multiserver buffers with correlated arrival processes III-73 
 
bounded by 0 and the total number of packet arrivals minus 1, regardless of the queue content 
at the start of the tagged packet’s arrival slot.  Hence, we may write 
 ( ), * * *, 1




t a t t tk
k
xx q j e i e i i i
i x=
  −= = = = ≥ >  − ∑E    . 
On the other hand, since the tagged packet has been arbitrarily picked among all type-t packet 
arrivals, we can use similar arguments as in Section II.4.1 to show that 
 * * *,
1 1
Pr , , Pr , ,
K Kt
t a t t k t tk
tk k
iq j e i e i q j e i e ic= =
   = = = = = = =   ρ   ∑ ∑    , 
where cρt represents the average number of type-t packet arrivals per slot.  Hence, if we 
denote by the drv e the total number of packet arrivals during an arbitrary slot, then the 
combination of the latter two expressions results in the following expression for the pgf of rt,a 










zR z z e zc e z
+  − = = ⋅ ⋅   ρ −   
E E    . 
If we define Ra(z) as the pgf of ra, the number of packets in the queue at the arrival epoch of 
an arbitrary packet (i.e., regardless of its type t) under the AO scheme, we may then write 
 ( ) ( ) ( ) ( ) ( ),1 11 1 11 11 1
eK K q q e
a tt t a
t t
zR z c R e z z zc c e z c zz= =
 −  ρ = ⋅ ⋅ = ⋅ −   ρ ρ − ρ − 
= ∑ ∑E E   , 
and a comparison with (III.33), combined with the calculations that follow thereafter, reveals that the waiti
arrivals case, implying that the results that were derived in Sections III.4.1-3 can still be 
applied, as indicated before. 
 By taking the appropriate derivatives with respect to z for z=1 of the penultimate identity, 
we can establish the following expressions for the mean and variance of rt,a  
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The latter two expressions for the moments of rt,a are generally valid, in the sense that they do 
not depend on the correlation structure of the packet arrival process.   
 In order to derive expressions for the expected values that occur in the right-hand sides of 
these formulae, we need to establish an expression for the joint pgf 
 ( ), , , .teq et aH z x y z x y  E  
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Observe that the set of drvs (q,e,et) relate to the queue content at the beginning of an arbitrary 
slot and the number of arrivals during the same slot, while the system’s state description, 
described by the joint pgf ( )1, , ,q KP z x x" , pertains to the queue content at the start of an 
arbitrary slot, and the state of the Markov chain that defines the packet arrival during the 
preceding slot.  Hence, we can invoke identity (III.41a) to write 
 ( ) ( ) ( ) ( ) ( ) ( )( ), 1 1 1 1 1 1, , , , , , , , ,t a q t t t t t t K KH z x y P z x x xy x x− − + += 1 1 1 1 1" "Q Q Q Q Q    , 
which, in view of (III.48c), becomes 
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Also note that the joint pgf of e and et is given by Ht,a(1,x,y), and satisfies 
 ( ) ( )( ) ( )( ),
1
1, , .t k
KN NT T
t a t t t t k k
k
k t
H x y xy x
=≠
∏1 1= Q Qπ π  
The mixed expected values that contain the drv q occurring in the right-hand side of (III.56a), 
can now be explicitly calculated by taking the appropriate derivatives of Ht,a(z,x,y).  For 
instance, if we take the derivative with respect to z and y for z=x=y=1, and keep in mind the 
computational guidelines that were mentioned in Section III.5.2.2 for calculating these kind of 
derivatives, we obtain the following expression for E[q⋅et] 
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where we have also taken into account the properties ( ) ( )1, 1,1 1 0t t t t′ ′′= =w 1 w 1  (due to 
( )1, 1t tz =w 1 ) in the evaluation of the second-order derivative with respect to z for z=1 of the 
relation ( ) ( ) ( ) ( )1, 1, 1,t t t t t tz z z z= λw 1 w 1Q .  The contribution tχ  stems from the derivative – 
with respect to z and y for z=y=1 – of the terms in the sum in the right-hand side of the 
expression for Ht,a(z,1,y), for which the first component of tm  is equal to Nt-1.  Deriving 
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closed-form expression for tχ  requires a punctual evaluation of these derivatives.  By making 
use (among others) of relations such as 
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which immediately follow from taking the appropriate derivatives of equations such as 
(III.7e), then one is able to establish after some tedious calculations that 
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"    . 
Consequently, the latter expression for E[q⋅et] and (III.56a) yield the following result for the 













κ σρµ =µ + + − + χρ ρ   . (III.56b) 
 An expression for the variance of rt,a can be derived in the same manner, but will not be 
pursued here.  Let us instead, as a check on our calculations, focus on the single-server case 
and derive an expression for µw, the mean waiting time of an arbitrary packet, regardless of 
the class it belongs to.  In view of the AO ordering mechanism, this quantity should satisfy 
Little’s result, i.e., ρµw=µq.  Considering c=1, then from (III.55a) and (III.56b), and the latter 
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where we have also taken equation (III.44a) for the burst factor κb and expression (III.52a) for 
1 K
 Ψ N N"M  (with c=1) into consideration.  Since the mean queue content in the single-
server case equals 





κ σ ρ  µ = − + Ψ −ρ N N"M    , 
it is easily verified that the latter two equations indeed imply that ρµw=µq.   
 As far as the calculation of the tail distribution of rt,a is concerned, let us commence by 
pointing out that Rt,a(z) can be calculated as 
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Adopting the multiple-pole approximation procedure for calculating the ccdf tail asymptote of 
rt,a, that has become the standard approach in this chapter, we thus obtain 
 

















   , (III.56c) 
where the dominant poles 
1o, Kz m m"  and the associated coefficients can be calculated as 
outlined in Section III.5.2.2.  If, for each traffic class k, the D-BMAP under consideration is a 
MMBP, then the integrand in the expression for ( )
1 , ,K t aΘ ⋅m m"  is a polynomial in the 
variable x of degree 1kk L −∑ , and the integration can, in principle, be carried out explicitly.  
For a general D-BMAP however, the integral cannot be worked out as a closed-form formula, 
and must be computed numerically. 
 Summarising, if we combine the equations (III.55a-c) with (III.56a-c), then this allows 
us, at least in principle, to calculate the mean, variance, and the asymptotic tail behaviour for 
the ccdf of the waiting time of an arbitrary packet of type t in case of an AO ordering 
procedure for those packets that arrive during the same slot as a tagged one.  However, if we 
want to calculate the per-class waiting time performance characteristics, a couple of 
difficulties arise that may inhibit the practical use of the formulae presented in this subsection.  
The first type is inherent to the multi-server nature of the model under consideration, and 
stems from the need to compute the pgf ( ),t aR ⋅  and its derivative ( ),t aR′ ⋅  in the arguments ηn, 
1≤n≤c-1, in the evaluation of the mean and variance of the type-t waiting time.  Another 
impediment that must be overcome is induced by the, possibly numerical, evaluation of the 
integral in the expression for ( )
1 , ,K t aΘ ⋅m m"  when we calculate the tail distribution of the 
type-t waiting time ccdf.  This is specific for the AO ordering mechanism that we have 
focussed on up to now, and can be alleviated by considering alternative ordering schemes, 
such as the one treated next. 
III.5.3.2 fixed-order-by-class  
We now consider an arbitrary packet of type t that enters the buffer during a slot under the 
FOC ordering scheme, meaning that all packets of type t', t'< t, that arrive during the same slot 
will be positioned in the queue before all type-t packet arrivals, while all packets of type t″, 
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t< t″, that arrive during the course of this slot will be placed in the queue behind the type-t 
packets.  Among the type-t packets that enter the system during the tagged packet’s arrival 
slot, an arbitrary ordering scheme remains valid.  This implies that ft,f, the drv that captures all 
packets that have arrived during the same slot as the tagged one and will be positioned before 
it in the queue, consists of the sum of all type t' packet arrivals with t'< t, and a second 
component that is a uniformly distributed drv which is bounded by 0 and the total number of 
type-t packet arrivals minus 1.  Hence, for this ordering scenario we may write 
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On the other hand, it remains so that the tagged packet has been arbitrarily picked among all 
type-t packet arrivals, meaning that the relation 
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holds.  Therefore, if we denote by the drv te , with mean tcρ , the sum of all type-t' arrivals, 
t'< t, during the tagged packet’s arrival slot, then the combination these two identities results 
in the following expression for the steady-state pgf Rt, f(z) of rt, f 
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E E    . 
By taking the appropriate derivatives with respect to z for z=1 of both hand sides of the above 
equation, we can deduce that the mean and variance of rt,f satisfy 
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We would like to point out once more that the latter two expressions for the moments of rt,f do 
not depend on the specifics of the (correlated) packet arrival process.  Naturally, the 
expression that was derived before for E[q⋅et] remains valid, which results in the following 








r q t t t
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κ σµ =µ + + ρ + ρ − + χρ ρ    . (III.57b) 
Observe that this implies that  
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 µ −µ = ρ − ρ−ρ = ρ − ρ∑ ∑     . 
Hence, since the type-t packet waiting time satisfies t tw r c=     for both paradigms, the 
difference between the respective mean packet waiting times will typically be no more than 
0.5 slots. 
 In order to calculate the remaining expected values that occur in the right-hand side of the 
expression (III.57a) for 
,
2
t frσ , we need to establish an expression for the joint pgf 
 ( ), , .t tq e et fH z y z y+  E  
Adopting a similar calculus as in the AO-case, we can show that  
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which, in view of (III.48c), can be transformed into 
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The remaining unknown quantities that occur in the right-hand side of expression (III.57a) for 
the variance of rt,f can then be computed by taking the appropriate derivatives of Ht, f(z,y) with 
respect to z and y, for z=y=1. 
 For the purpose of establishing a multiple-pole approximation for the ccdf of rt,f, note that 
Rt,f(z) can be calculated from 
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where we have exploited the property that ( ) ( ) ( ) ( ) ( )k k k k k k k kz z z z z= =1 1 1W Q WΛ Λ .  The 
multiple-pole approximation for calculating the ccdf of rt,f  thus yields 
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   . (III.57c) 
Contrary to the AO ordering scenario, the coefficients ( )1 , ,K t fΘ ⋅m m"  that occur in the right-
hand side of this expression can be explicitly calculated without great difficulty.   
 The conclusion of this section may be a good opportunity to briefly comment on an 
ambiguous reasoning that is sometimes encountered in discussions or comments concerning 
the packet waiting time and/or delay in buffers with this type of heterogeneous arrival 
patterns.  For the FOC ordering scheme, one could be inclined to intuitively accept that type t' 
packets typically experience smaller sojourn times in the buffer compared to type t packets if 
t'< t, since type t' packets have ‘priority’ over type t packets that arrive during the same slot.  
This, however, is not necessarily true.  This can be explained as follows : consider two types 
of traffic generated by 2-state IBP (i.e., ON/OFF) traffic sources.  Type-1 traffic is relatively 
bursty, which corresponds to ON and OFF periods that are typically long, while type-2 traffic 
is rather smooth.  Under the FOC ordering scheme, type-1 packet arrivals are up for 
transmission before the type-2 packets that arrive during the same slot.  Nonetheless, provided 
that there is a type-1 packet arrival, there are bound to have been a comparatively large 
number of type 1 packet arrivals during the preceding slots, due to the long ON periods for 
this specific traffic class.  In other words, there is a stronger positive correlation between an 
arriving type-1 packet and the amount of work in the buffer at the beginning of its arrival slot 
compared to the type-2 packet arrivals, which may all but undo the advantage of having FOC 
priority.  Focussing on the single-server case c=1, then from (III.57b) it immediately follows 




1 1 2 22 2 2
b e b eκ σ κ σχ χ ρ+ > + +ρ ρ ρ ρ    , 
and it is not too difficult to construct a traffic scenario where such is the case, by picking high 
enough values of κb,1 and ρ2, and low enough values of κb,2 and ρ1.  In the multi-server case, 
the relation between the mean waiting time of the two traffic types is somewhat more 
muddled (due to the presence of Rt,f(⋅) in expression (III.55a) for the mean waiting time, that 
needs to be evaluated at ηn, 0≤n≤c-1, for the two traffic types), but the (qualitative) 
comments made above remain valid. 
III.6 The tolerable load of a set of packet-based phones : a case study 
In order to demonstrate the efficacy and applicability of the results for a buffer with a 
D-BMAP that have been deduced up to now, in the performance assessment of specific 
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components of communication networks, let us consider a setup that was reported in [99].  In 
this section, we will consider a scenario of packet-based phones with and without silence 
suppression, and the purpose is to study the impact of parameters such as the link rate (i.e., 
the available bandwidth) Rlink, the activity grade α (i.e., the fraction of time that a phone is 
active), and the codec bit rate Rcod, on the maximum number of phones that can be supported 
by a network access node that is fed by such traffic. 
 Packetised voice transport (e.g., Voice-over-IP (VoIP), Voice-and-Telephony-Over-ATM 
(VTOA)) has several advantages over circuit-switched voice transport.  The former is more 
flexible than the latter, because an active phone does not occupy a trunk (i.e., a fixed portion 
of the capacity) for the entire duration of a phone call, but capacity is dynamically shared with 
all other active phones (and possibly with data sources). Unlike the (circuit-switched) Public 
Switched Telephone Network (PSTN) which handles 64kb/s voice streams encoded in the 
G.711 format, a packet-based voice network can carry any codec format that both 
communicating phones support.  This is particularly an advantage, because the codec 
technology is evolving to and aiming at ever-smaller bit rates. Moreover, in contrast to on a 
circuit-switched network, silence suppression can be exploited on a packet-based network, 
reducing the average codec bit rate even further.  However, a voice call routed over a packet-
based network risks experiencing a degraded quality, because more delay and distortion are 
likely to be introduced in comparison to a call switched over the PSTN.  The acceptable 
bounds on the delay and the distortion are known and reported in ([151], [187]).  The 
remaining issue is how to dimension the network elements (the packetiser, the network nodes, 
the dejittering mechanism, etc.) such that these bounds are met ([150], [255]). This analysis 
concentrates on the delay introduced in one (access) node in the network.  
 The problem tackled here has some similarities with the dimensioning of a PSTN switch. 
Consider (circuit-switched) phones (that generate voice streams in the G.711 format) with an 
activity grade α. The activity grade is determined by the average call duration and the average 
passive period.  Both the active and passive period are traditionally assumed to be 
exponentially distributed.  Each active phone requires a trunk in the switch.  If no trunk is 
available when a phone attempts a call, the call is blocked.  Consequently, the (inverse) 
Engset formula ([226]), which stems from the continuous-time M/M/NPSTN /NPSTN/N queuing 
model, calculates the number N of phones that can be supported by a switch with NPSTN trunks 
(i.e., of capacity Rlink=NPSTN⋅64kb/s) given a certain tolerated blocking probability.  In 
addition, the (inverse) Erlang-B formula ([195]) can be used instead of the (inverse) Engset 
formula, if the number N of phones is relatively high compared to the number of trunks NPSTN.  
In the current scenario however, we also consider phones with an activity grade α, which are 
now packet-based (hence, a discrete-time setting, with geometrically-distributed active and 
passive periods) and not necessarily encoded in the G.711 format.  Calls are (in principle) 
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never blocked, but the packet sojourn times in the node should be restricted, which limits the 
number of phones that can be supported.  Therefore, the number N of phones that can be 
supported by one packet-based multiplexing node of capacity Rlink will be calculated, given 
that a appropriately chosen quantile of the packet waiting time is bounded by a certain preset 
threshold, and the methodology that has been developed in this dissertation for calculating 
these quantiles will be adopted.  Naturally, although we concentrate on the converse problem 
(i.e., determine N given Rlink) here, the same methodology developed here can be used as well 
to determine the minimal capacity Rlink to support a given number N of phones. 
 It might be argued that because of the emergence of terabit networks, capacity will be for 
free, i.e., that future nodes will have so much capacity that they can support much more voice 
calls than they actually will have to.  Although this might be the case for backbone networks, 
for access networks, resources will remain very much limited in the near foreseeable future.  
Even for backbone nodes that will transport voice and data, voice traffic will be transported in 
(one of) the high priority classes and it is likely that not more bandwidth than what is strictly 
necessary will be reserved for voice traffic.   
III.6.1 packetised voice transport 
In the packetised transport of digital voice there are three essential stages, as depicted in 
Fig. III-19.  In the current scenario we focus on VoIP as an example, but it can be easily 
adapted for any type of packet-based network, albeit with different amounts of overhead per 
voice payload.  In the first stage, the digital voice signal (i.e., voice that is sampled at e.g. 8 
kHz and quantized with a uniform e.g. 13-bit quantiser) is encoded and packetised.  We 
consider four codec bit rates Rcod=64kb/s, 32kb/s, 16kb/s and 8kb/s.  In order to be able to 
easily compare the multiplexing behaviour of these different codecs, we settle for a payload 
size of 160B(ytes).  This means that the packetisation delay (i.e., the time that is required to 
fill 160B) will equal 20ms, 40ms, 80ms and 160ms, respectively.  A packetisation delay of 
20ms for the 64kb/s is quite reasonable, but a packetisation delay of 80ms and 160ms for the 
16kb/s and 8kb/s codec respectively is a bit on the high side. However, it is not our aim at this 
point to determine the optimal packetisation delay.  Because in VoIP the header consists of 20 
IP B(ytes), 8 UDP B and 12 RTP B, the size of all voice packets is equal to 200B.  As a result, 
when a phone is active (and talking), it produces a flow of IP packets of 200B with a inter-
packet time that is equal to 20ms, 40ms, 80ms and 160ms, for the 64kb/s, 32kb/s, 16kb/s and 
8kb/s codec, respectively. 




Figure III-19 : stages in the packetised transport of voice 
 In the second stage, this flow of packets is transported over an IP network consisting of 
several access and backbone nodes.  In the transport of the voice flow over this network some 
delay is incurred.  The network delay can be split into two parts : a deterministic part, referred 
to as the minimal network delay, and a stochastic part, referred to as the (total) packet waiting 
time.  The minimal network delay mainly consists of the propagation delay (of 5µs per km), 
the sum of all serialization delays, the route look-up delay, etc.  The total packet waiting time 
is the sum of the waiting times that a packet encounters in each node. The waiting time in one 
network node stems from the competition of the packets of several flows for the available 
resources in that particular node.  
 Our aim is to study the waiting time that the voice packets incur in one of the network 
nodes. We consider link rates Rlink from 512kb/s up to 10.24Mb/s, which are typical link rates 
in an access network.  Moreover, as will become clear from the results below, at a link rate of 
10.24Mb/s, the tolerable load reaches some sort of limiting behaviour.  If there is only one 
bottleneck node on the mouth-to-ear path, the waiting time incurred in this node practically 
solely determines the total waiting time.  If there are more than one nodes with a significant 
contribution to the total queuing delay, the individual sojourn time statistics need to be 
combined, e.g., by a convolution approach that originates from assuming that the packet 
sojourn times in consecutive nodes are (close to being) statistically independent.  
Nevertheless, such a scenario falls beyond the scope of this brief example.  
 In the final stage, the distorted packet flow is dejittered and decoded.  Since the decoder 
needs the packets at a constant rate, dejittering is absolutely necessary.  Dejittering a voice 
flow consists of retaining the fastest packets in the dejittering buffer to allow the slowest ones 
to catch up, and the fastest packets are the ones that do not have to wait for transmission in 
any of the nodes.  So, in principle, the fastest packets have to be retained in the dejittering 
buffer for a time equal to the maximal total waiting time.  Because voice codecs can tolerate 
some packet loss and because waiting for the slowest packet frequently introduces too much 
delay, it is often so that the fastest packets are retained in the dejittering buffer for a time 
one-way mouth-to-ear delay 
packet transport state over 
a packet-based network 
encoding and  
packetisation stage 
dejittering and  
decoding stage 
Multiserver buffers with correlated arrival processes III-83 
 
equal to the 10-X-quantile of the total waiting time, as defined by (II.34).  This means that a 
fraction 10-X of the packets will be lost, because they arrive too late.  It depends on the codec 
to what extent packet loss can be tolerated.  Typical values for 10-X lie in the interval 
[10-5,10-2] (see [151]).  Here, we take a value of X=4.  For more details on the dejittering 
paradigm, we refer to [42], [115], [240] and the references therein. 
 From the above explanation it is clear that the waiting time incurred in a network node 
contributes to the mouth-to-ear delay.  This example focuses on the waiting time introduced 
in a (bottleneck) access node.  More specifically, we determine up to which value of the load 
ρ the node can be loaded for the 10-X-quantile of the packet waiting time to reach a specific 
value Td.  In view of the previous, this also implies that if the voice packet stream is delayed 
in the dejittering buffer over an amount of time that is equal to Td, then no more than a 
fraction of 10-X packets will arrive too late for a timely playout.  In most cases we use 
Td=12.5ms.  The choice for this value is reasonable, although somewhat conservative.  It is 
well known that if the echo is perfectly controlled, the bound on the mouth-to-ear delay to 
ensure an interactive call is 150ms, although this bound is not strict and may be exceeded 
under certain circumstances ([151],[187]).  If we subtract the main components (i.e., the 
codec delay, the packetisation delay, the sum of all serialization delays, the propagation delay, 
etc.) from this available budget of 150ms, and take into account that additional network nodes 
might also (slightly) contribute to the total packet waiting time, we end up with a waiting time 
budget for the access node in the neighbourhood of the value of Td mentioned above. 
III.6.2 the queuing model 
III.6.2.1 modelling the phones 
In order to assess the delay incurred in one network node, we study the following discrete-
time queuing model.  The time unit (i.e. slot) is taken equal to the time to insert a voice packet 
on the link.  Hence, the transmission time for each packet is 1 slot.  Remark that the time unit 
depends on the link rate Rlink and the packet size (always equal to 200B here), and hence, 
ranges between 156.25µs and 3.125ms for Rlink 10.24Mb/s and 512kb/s, respectively.  The 
buffer in the network node has one channel that transmits packets at a rate of Rlink, and the 
buffer size is assumed to be sufficiently large to accommodate the incoming packets, which 
amounts to assuming that packet loss due to buffer overflow is small compared to the loss of 
information due to packets that arrive too late in the dejittering buffer at the receiver side.   
 We will model the traffic that is generated by a phone as a MMBP, where we let the states 
of the MMBP correspond with the possible modi of an IP-phone conversation.  If the phone is 
passive (or silent), it sends no packets at all.  When the phone is in the active (and talking) 
state, it behaves as a Bernoulli source, i.e., it generates a packet with probability 1/Ia during 
each slot, with Ia the (mean) inter-packet time (expressed in slots),  





RI R= φ    , (III.58) 
where φ represents the filling factor of the packets, which signifies the payload size divided 
by the packet size. In the current scenario, this parameter is equal to 0.8 (=160/200).  In the 
upcoming analysis, we consider phones that do not, and phones that do, use silence 
suppression respectively. 
 





Figure III-20 : state transition diagram for a phone without silence suppression. 
a phone without silence suppression 
 In this scenario, a phone can be either in an active or passive state.  We assume that a 
phone is in the active state ‘A’ with probability α (and in the passive state ‘P’ with probability 
1-α) and that the average duration of a call is 2 minutes (120s).  A benchmark value for α is 
0.1, which corresponds to a call attempt rate of 3 calls per hour.  In the following, quantities 
such as the average call duration TA and the average passive period TP are expressed in slots, 
and the conversion from seconds to slots can be made by multiplying the value (in s) of these 
quantities by Rlink /(8⋅200).  The average passive period, i.e. the average residence time in the 
passive state ‘P’, is then given by 
 1P AT T
−α= α    .  
Both the active and the passive sojourn times are assumed to be geometrically distributed, 
with mean TA and TP respectively.  The state transition diagram of such a MMBP source is 
depicted in Fig. III-20. 
The entries of the 2×2 pgm Q(z) that completely characterises the packetised voice source 
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Q    . (III.59a) 
Therefore, a phone that does not use silence suppression is completely described by three 
parameters : the (average) inter-packet time Ia, the average call duration TA and the activity 
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grade α.  The average number of packets per slot that one such a phone feeds to the node is 
equal to α/Ia; hence, the number of phones that is associated with a load ρ will equal 
 aN I=ρ α    . (III.59b) 
 









Figure III-21 : state transition diagram for a phone with silence suppression. 
a phone with silence suppression 
A phone that uses silence suppression can also be in an active ‘A’ or a passive ‘P’ state, but in 
the active state there are now two sub-states. An active phone with silence suppression can 
either be ‘talking’ or ‘listening’.  According to [186], the length of an average talking and 
listening period is about 1s and 1.5s, respectively.  In the former state, referred to as ‘T’, the 
phone generates packets as a Bernoulli source with the same rate 1/Ia as before, while in the 
latter state, referred to as ‘L’, as in the passive state ‘P’, no packets are generated at all. 
 Again, the sojourn times in the ‘T’, ‘L’, and ‘P’ states are geometrically distributed, with 
mean TT=1s, TL=1.5s and TP=(1-α)/α⋅120s respectively.  The state transition diagram of such 
a MMBP source is depicted in Fig. III-21.  For this source modelling scheme, one can verify 
that the entries of the pgm Q(z) are now given by 
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T Tσ = +    ,  
and equal to 0.4 (=1/(1+1.5)) in this traffic scenario. 
 A phone that uses silence suppression is completely described by five parameters: the 
(average) inter-packet time Ia, the average call duration TA, the activity grade α, the average 
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duration of a talk spurt TT and of a silence period TL.  The load that a single phone with 
silence suppression imposes on the network node is now equal to σα/Ia; consequently, the 
number of phones associated with a (aggregate) load ρ is given by 
 ( )aN I=ρ σα    . (III.60b) 
III.6.2.2 the burst factor 
Based on these parameter settings, we can calculate the burst factor κb that corresponds to 
these packetised voice sources with and without silence suppression.  First, for the case 
without silence suppression, the packet arrival process is basically an IBP, and if we carry out 
similar calculations as the ones leading to (III.31a), we can show that κb satisfies (see also 
[99]) 
 






−α  κ ≅ +  −ρ      , (III.61a) 
where we have taken into consideration that, under normal circumstances, we have that 
(1-α)TA>>1 since the average active period (of 120s) is typically very long compared to the 
slot length (tens up to hundreds of µs), and retained the most significant term in the power 
series of ((1-α)TA)-1 that shows up in the exact expression for the burst factor.  The second 
term in the right hand side accounts for the burstiness of the IBP, and the value of κb 
approaches 1 (i.e., the burst factor of an i.i.d. process) as α→1; this corresponds to the 
intuitive notion that, for α→1, the corresponding MMBP source almost always resides in the 
‘A’ state and therefore resembles an i.i.d. Bernoulli process.   
 Following an analogous approach for the scenario with silence suppression, we find the 
following approximate formula for the burst factor 
 





N I N I
−α σ −σ   κ ≅ + +   −ρ −ρ       . (III.61b) 
Observe that for σ→1 (which corresponds to a source that, when active, almost always 
resides in the ‘T’ state), this expression for κb becomes equal to (III.61a), in which case there 
is no silence suppression.  Also note the similar roles that are played by σ and TT in the third 
term in the right-hand side of this equation, compared to α and TA in the right-hand side of 
(III.61a). 
III.6.2.3 determining the tolerable load 
Since the VoIP sources, as described in the previous section, are described by a MMBP with 
either 2 or 3 states – depending on whether or not silence suppression is implemented – and 
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the packet transmission times equal 1 slot, the results of this chapter can be applied to assess 
the performance of the bottleneck access node.  In particular, for a variety of traffic scenarios, 
we will determine the maximum value of N (or, equivalently, ρ) such that the bound Td on the 
packet waiting time is exceeded by no more than a fraction of 10-X packets, i.e., 
 [ ]{ }max max Pr 10 Xd
N
N w T −= > <    , 
and the value of the tolerable load ρmax then readily follows from the relations (III.59a) or 
(III.60b).  In view of the previous remarks, we set Td=12.5ms and X=4, unless mentioned 
otherwise. 
 From the proportionality between the burst factor κb and the mean active period Ta that 
follows from (III.61a) (and (III.61b) as well), one could be under the impression that a 
primordial role will be played by Ta in the calculation of ρmax.  This however, turns out to not 
to be the case : although there is a distinct (proportional) relation between the burst factor of 
the D-BMAP arrival process and the mean and variance of the packet waiting time, the impact 
of κb (and the parameters that determine κb) on the tail behaviour of the packet waiting pmf 
and/or ccdf is far from obvious.  To illustrate this, we refer to the results that are plotted in 
Figs. III-22a,b for Pr[w>Td], in case of phones without silence suppression, and values of Rlink, 
Rcod, and the activity grade α as indicated.  The values of the load ρ of 0.2 (a) and 0.6 (b) have 
been picked in such a way that Pr[w>12.5ms] is approximately equal to, but slightly less than, 
10-4, for Ta=120s.  These results for the waiting time ccdf reveal that, due to this tail 
behaviour that is typical for the system under consideration, the moments of w will keep 
increasing as Ta becomes larger (and will indeed tend to infinity if Ta does so, in view of the  
‘horizontal’ tail of the ccdfs in such a case), whereas this conclusion does not hold with 
respect to the waiting time quantiles.  Indeed, as soon as Ta assumes a value that is 
sufficiently large (say tens of seconds), these plots indicate that a further increase of the load 
ρ will lead to a value of Pr[w>Td] that will be larger than 10-4, independent of the specific 
value of Ta (unless the bound Td is chosen unacceptably large, a situation that we want to 
avoid). Hence, for the range of values of Ta and Td that are of interest to us, the value of ρmax 
will be virtually independent of Ta, in spite of the proportionality of the burst factor to Ta.  
These observations also make clear that, for the D-BMAP under consideration, it will not be 
possible to establish a simple (approximate) relation between the quantile of the packet 
waiting time and its mean and variance, as opposed to the i.i.d. case; see equation (II.50b) in 
Section II.4.4.  In addition, this tail behaviour once more exemplifies the need for models that 
are highly accurate, since relatively small deviations in the system dimensioning may lead to 
considerable performance degradation. 
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 In the numerical results that follow hereafter, we consider both the case of homogeneous 
and heterogeneous traffic.  In the homogeneous case, all phones that compete for the available 
resources in one node use the same codec, and either all use silence suppression, or none do. 
In the heterogeneous case we consider a mix of traffic generated by phones that use one of 
two types of codecs, implying that we can identify two traffic classes.  For completeness, let 
us also mention that we adopt the FOC ordering paradigm in case of heterogeneous traffic, 
and require that the stochastic bound of the above equation that is imposed on the packet 
waiting time must be satisfied for both classes. 
 For the homogeneous case, we also compare the tolerable load according to the 
MMBP/D/1 model with the one derived from the M/D/1 model, which neglects the correlation 
in the packet arrival pattern.  Remark that once the tolerable load has been identified through 
the M/D/1 model, equations (III.59b) and (III.60b) can still be applied to calculate the number 
of phones that can be supported by the M/D/1 node for phones without and with silence 
suppression, respectively.  We expect the tolerable load obtained with the M/D/1 model to 
give an upper bound for the one obtained with the MMBP/D/1 model, since an aggregate of 
such MMBP sources is burstier than a set of Bernoulli sources.  This burstiness stems from 
the observation that a MMBP source generates packets at full rate during a time period that 
corresponds to a talk spurt, while for the M/D/1 model, packet arrivals are generated in a 
random manner (i.e., according to a Poisson process) at a rate that corresponds to the load ρ, 






























(a) Rlink=1.024 Mb/s, ρ=0.2                                                 (b) Rlink=10.24 Mb/s, ρ=0.6 
Figure III-22 : tail behaviour of the packet waiting time ccd; Rcod=64 kb/s, α=0.1 




III.6.3.1 the influence of the codec bit rate Rcod  
Figs. III-23a,b illustrate the effect of the codec bit rate Rcod on the tolerable load ρmax, versus 
Rlink, for Td=6.25ms (a) and Td=12.5ms (b) respectively.  Apparently, the tolerable load 
increases as Rlink increases, which points to the fact that the network resources are used in an 
efficient manner only if the available bandwidth Rlink is sufficiently high.  As the value of Rlink 
further increases, the tolerable load reaches a limiting value, and finding an efficient way to 
determine this value could be an interesting research topic as well, but has not been further 
pursued at this point.  Note for instance that, as Rlink increases further and further, the slot 
length, and hence the packet transmission times (expressed in seconds), converge to 0, while 
quantities such as the average length of an active or inactive period (expressed in slots) 
become infinitely long. 
 In addition, we also observe that the results that were depicted in Figs-III-23a,b indicate 
that the M/D/1 model overestimates the tolerable load, in some cases even by a factor 3, 
which highlights the need to use more sophisticated models than M/D/1 in the performance 
assessment of this kind of telecommunication network scenarios.  
 These figures reveal as well that the lower the bit rate of the codec, the larger the tolerable 
load on the node is.  This is corroborated by expression (III.61a) for the burst factor κb, which 
shows that the smaller the codec rate (i.e. the larger Ia), the closer an aggregate of MMBP 




























(a) Td=6.25ms                                                                       (b) Td=12.5ms 
Figure III-23 : tolerable load, versus Rlink, for phones without silence suppression; α=0.1 
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would also like to point out that when considering fixed values of the load ρ, then since Ia is 
inversely proportional to Rcod, so is N, i.e., the lower the codec bit rate, the larger the number 
of phones that can be supported.  Hence, on top of this gain that is inherent to using a low bit 
rate codec, an additional gain is achieved, because the node can be loaded up to a higher 
value.  For example, for Td=12.5ms and α=0.1 (see Fig. III-23a), the tolerable load for a link 
rate of 5.12Mb/s is 0.545 and 0.745 for the 64kb/s codec and the 16kb/s codec, respectively.  
The number of phones that can be supported for the codec with bit rate 16kb/s, is 1908, while 
it is only 349 for the codec with bit rate 64kb/s.  This results in a total gain of 5.47 
(=4⋅(0.745/0.545)) instead of the factor 4 that is anticipated, when the same delay quantile (of 
12.5ms) has to be respected.  We have to bear in mind as well, however, that the packet size 
for each codec bit rate was chosen the same (i.e. 200B).  This means that the packetisation 
delay for a codec with a bit rate of 16kb/s is 4 times higher than the one for the codec with bit 
rate 64kb/s.  If the packetisation delay would have been chosen the same for codecs with 
different bit rate, the filling factor φ for the 64kb/s codec would have been (a lot) larger than 
for the 16kb/s codec. From expression (III.59b) we can deduce that this filling factor φ too has 
a direct, and negative, impact on the number of phones that can be supported if the packet 
overhead increases.  Since it is beyond the scope of this limited study to identify the optimal 
packetisation delay, it is not quantitatively investigated here what the impact is of an increase 
in packet waiting time budget Td due to the fact that less packetisation delay is consumed 
keeping the mouth-to-ear delay budget equal to 150ms.  Remark that also the time unit and 
serialization delay change as well, if the packet size changes.  
 A comparison of Figs. III-23a and III-23b illustrates that if the packet waiting time 
constraint is relaxed (i.e., Td is increased from 6.25ms to 12.5ms), the tolerable load, and 
hence, the number of sources, increases, in particular for values of Rlink that fall in the lower 
range.  Also, and not unexpectedly, the tolerable load increases if the bound on the packet 
waiting time constraint is relaxed, i.e., if X decreases, as can be viewed in Fig. III-24a.  
However, the flip side of this trend is a decrease of conversation quality, due to the late arrival 
of an increasing fraction of packets. 
 Finally, for the sake of comparison, we would like to point out that, for Rcod=64kb/s, 
Rlink=5.12Mb/s, α=0.1 and TA=120s, then according to the (inverse) Engset formula, N=540 
phones can be supported with a call blocking probability of 10-4 in the circuit-switched case, 
as opposed to N=349 that follows from the above D-BMAP.  Hence, if the system 
dimensioning were to be merely based on the Engset queuing model, that is a bufferless 
model which does neglect the actual queuing phenomena, then the value for ρmax that one thus 
obtains would be far too high.  In view of the discussion that accompanied Figs. III-22a,b, we 
must conclude that this would lead to a considerable underestimation of the packet waiting 
times – or the packet loss due to buffer overflow if the buffer size were small compared to a 
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typical waiting time that would be encountered in an infinite-size buffer – in the network 
node, thereby inducing a severe performance degradation in comparison to the preset targets.  
This also demonstrates that the constraint that we impose on the waiting time of the individual 
packets in the packet-switched case is more severe compared to the constraint on the call 
blocking probability in the circuit-switched case.  
III.6.3.2 the influence of the activity grade α 
The influence of the activity grade α for phones without silence suppression is shown in 
Fig. III-24b.  It can be concluded that the higher the activity grade α, the better the M/D/1 
model matches the MMBP/D/1 model.  For α=0.95 (i.e., all phones are nearly always active) 
an MMBP source closely resembles a Bernoulli source, since during 95% of the slots, a 
packet arrival process is a Bernoulli process with rate 1/Ia. Since an aggregation of Bernoulli 
sources, in turn, can be closely approximated by a Poisson process (provided that N is not too 
low), the M/D/1 and MMBP/D/1 models are (nearly) equivalent in this case.  
 There is not a lot of difference in the tolerable load when the activity grade α decreases 
from 0.1 to 0.025. Hence, supporting a number of phones that are active 10% of the time is 
more or less equivalent to supporting 4 times this number of phones that are active only 2.5% 
of the time.  Therefore, if the activity grade is low enough, the number of phones that can be 
supported by the node is inversely proportional to the activity grade. However, if the activity 
grade takes values from 50% up to close to 100% (and in case no silence suppression is used), 
the number of phones that can be supported by the node is quite larger than suggested by this 



























       (a) impact of the bound 10-X; α=0.1                    (b) impact of the activity grade α; X=4 
Figure III-24 : tolerable load, versus Rlink, for phones without silence suppression; Td=12.5ms 




III.6.3.3 heterogeneous sources 
In Fig. III-25a we consider the case of a heterogeneous traffic mix, where no silence 
suppression is applied.  Again, we have set the activity grade α=0.1. In this figure we have 
plotted the tolerable load for a combination of two traffic classes that are multiplexed in a 
network node, for various values of the link rate Rlink.  Packets of the first traffic class are 
generated by 64kb/s codecs, while packets of the second traffic class are generated by 8kb/s 
codecs.  We have taken the two extremes (64kb/s and 8kb/s codecs) of the codec bit rate 
considered in this case study to maximally illustrate the effect of mixing traffic with divergent 
characteristics.  Since the packet size is the same (i.e. 200B) for both codecs, class 1 packets 
are generated every 20ms on average, while class 2 packets are generated every 160ms on 
average during an active period.  The tolerable load (denoted by ρ64 and ρ8 respectively) of 
both classes is again calculated by requiring that the fraction of packets of both classes having 
a queuing delay larger than 12.5ms may not exceed 10-4. 
 From this figure we again deduce that little multiplexing gain is to be achieved when the 
link rate Rlink is low.  Only when Rlink is at least a couple of Mb/s, the tolerable load of both 
classes reaches acceptable values.  Secondly, it becomes once more clear that the lower bit 
rate codecs have a higher multiplexing gain (at the expense of a larger packetisation delay) as 
explained before.  Most importantly, in view of the quasi-linear relation between the tolerable 
load combinations of both traffic classes, these curves could also have been easily and 
accurately derived from a linear interpolation of the results in the homogeneous case for 
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    (a) heterogeneous sources; α=0.1                         (b) silence suppression; Rcod=64kb/s       
Figure III-25 : tolerable load as a function of Rlink; Td=12.5ms, X=4 
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the slot-based FCFS service discipline under consideration regardless of the traffic class that a 
packet belongs to, which implies that there is little or no discernable difference between the 
packet waiting time performance of the two classes, as explained in Section III.5.3. 
III.6.3.4 the influence of silence suppression 
In Fig. III-25b, we have summarised some results for the case where the silence suppression 
feature is switched on.  First, we consider the case of the activity grade α=0.1, and compare 
the curves that correspond to the scenarios with and without silence suppression.  We observe 
that the tolerable load is about the same irrespective of the fact whether silence suppression is 
used or not.  Hence, the comparison of (III.59b) and (III.60b) reveals that there is a gain of 
1/σ (i.e., 1/0.4=2.5 for this particular traffic scenario) that can be achieved in terms of the 
number of phones that can be supported, when silence suppression is switched on for all 
phones.  The reason is that a value of α=0.1 already corresponds to a bursty source, because it 
injects packets into the network node at a full rate of Rcod for only 10% of the time, and 
remains passive for the rest of the time.  The silence suppression mechanism then merely has 
a marginal – and even smoothing – effect on the buffer behaviour, as can also be deduced 
from comparison of expressions (III.61a,b) for the burst factor κb for both scenarios. 
 Next, we consider the case of phones that are nearly always active, i.e. α=0.95.  
Comparing the relevant curves on Fig. III-25b leads to the conclusion that switching on 
silence suppression does have a significant effect on the tolerable load in this case.  When 
silence suppression is switched on, the network cannot be loaded up to the same value as in 
the case without silence suppression.  For example for a link rate Rlink of 5.12Mb/s the node 
can be loaded up to 0.89 when no silence suppression is used. When silence suppression is 
used the tolerable load drops to 0.63.  Hence, the naively expected gain of 2.5 (=1/σ) is for 
some part undone by the increased burstiness of the sources with silence suppression, and 
drops to a value of approximately 2.  Again, this qualitative behaviour can predicted by 
investigation of the dependence of expression (III.61b) for the burst factor κb on α and σ. 
III.6.4 concluding remarks 
We applied the results that were established in this chapter for the MMBP/D/1 queuing 
model, to determine the number of packet-based phones that can be supported by a 
multiplexing node. 
 We considered the case of homogeneous traffic generated by phones that either all use 
silence suppression or none of them do, as well as the case of heterogeneous traffic where the 
traffic is a mix generated by phones that use one of two possible bit rates. We investigated the 
impact of the activity grade, the codec bit rate and the link rate on the number of phones that 
can be supported by the packet-based node.  We came to the following conclusions.  
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 The M/D/1 model may considerably overestimate the number of sources that can be 
supported, even for large link rates where lots of phones can be supported.  Apparently, an 
aggregate of this type of packetised voice sources is burstier than a Poisson process.  
 If the activity grade is considerably smaller than 100%, then the tolerable load is more or 
less independent of the activity grade, which leads to the rule that the number of phones that 
can be supported by the node is inversely proportional to the activity grade. However, if the 
activity grade approaches 100 % (in the case no silence suppression is used), the M/D/1 model 
is a better approximation, the tolerable load increases, and hence, the number of phones that 
can be supported by the node is larger than suggested by this inverse proportionality rule.  
 The use of a low bit rate codec leads to a considerable gain in the number of phones that 
can be supported by the network node. The gain is larger than just the codec gain, because an 
aggregate (of the same total bit rate and of the same packet size) becomes less bursty as the 
codec bit rate of the contributing sources decreases.  However, we have to keep in mind that 
more packetisation delay is introduced for a low bit rate codec.  
 When mixing traffic with different profiles, the combinations of tolerable loads of the 
individual traffic classes practically follow a linear law.  Hence, this observation provides an 
easy rule to calculate the tolerable load combinations in the case of heterogeneous traffic, if 
the tolerable loads in case of homogeneous traffic are known.   
 In addition, we observed that the bit rate reduction introduced by silence suppression 
largely outweighs the possible decrease in tolerable load that may be introduced by the 
additional burstiness of the aggregate traffic (e.g. if the activity grade is close to 1).  
 Finally, we would like to highlight the efficacy of the numerical procedures that were 
introduced throughout this chapter to calculated the performance indices of the buffer 
behaviour.  Note for instance that the data point for ρmax in Fig. III-25b for Rlink=10.24Mb/s 
and α=0.1, corresponds to N=2217 packetised voice sources in case silence suppression is 
applied.  Since this point has been calculated using a three-state D-BMAP for each source, 
expression (III.9b) reveals that this corresponds to a state space with 2460871 different states 
that can be visited by the Markov chain that determines the packet arrival process.  First, it 
should be clear that the exact computation of the boundary probabilities, by solving a set of 
the same number of linear equations, is downright impossible.  Also, the number of poles (and 
residues) that must be calculated in the multiple-pole tail approximation for the waiting time 
ccdf is of the same order of magnitude.  Notwithstanding the huge size of this state space, we 
are still able to calculate the performance measures in a speedy and accurate manner. 
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III.7 Conclusions and unresolved issues 
In this chapter, we have studied a multi-server queuing model with single-slot packet 
transmission times, where packet arrivals were generated by N (≥1) D-BMAPs that were 
initially assumed to be identical.  Considering an infinite-capacity buffer, then via a rather 
particular solution technique, we have investigated the queue and system content, and closed-
form expressions for their steady-state pgfs were derived.  This allowed us to establish 
(semi-)analytic closed-form formulae for the mean and variance of these quantities, which 
were expressed to the largest possible extent in terms of the traffic parameters.  This has led 
to the insight that the so-called burst factor κb plays a central role in the performance 
assessment of this kind of queuing systems.  Moreover, our solution approach has also led to 
the multiple-pole approximation technique for the tail behaviour of the queue and system 
content ccdf.  In addition, we were able to establish a close relationship between the packet 
waiting time and delay pmf and pgf on the one hand, and the queue and system content pmf 
and pgf on the other hand, which is valid for any kind of packet arrival process.   
 Finally, considerable attention was devoted to the extension of these results to the case of a 
heterogeneous D-BMAP, where the results for the queue and system content pgfs bear a close 
resemblance to the homogeneous case.  As far as the calculation of the packet waiting time 
and delay were concerned, we considered two ordering schemes, AO and FOC, and it became 
apparent that generating results for the moments and tail distribution in the former case can be 
hindered by considerable computational obstacles; in the FOC case however, results can be 
generated without great additional difficulty compared to the homogeneous packet arrival 
scenario.   
 We concluded this chapter with a case study for a scenario of packetised telephone traffic 
that feeds an output buffer in a network node, with the purpose of acquiring a better 
understanding of such a system, as well as illustrating the efficacy and usefulness of the 
results that were derived thus far. 
 In the course of this chapter, we have also run into a number of issues that are still 
unresolved or that may need some additional attention : 
• due to the huge size of the state space that we occasionally encounter, we needed to 
establish close approximations for boundary probabilities, or, more precisely, the terms in 
our expressions for the mean, variance and tail distribution that contain the boundary 
probabilities.  Especially in the multi-server case, a refinement of the results that have 
been obtained thus far would be useful; 
• in the course of our analysis and the examples that accompany them, we encountered 
some intriguing properties concerning the buffer behaviour that may warrant further 
examination, such as the asymptotic behaviour of the buffer content and packet sojourn 
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time quantiles for increasing values of the burst factor κb; the (asymptotic) behaviour in 
our case study of the packet waiting time quantiles as the link rate becomes higher and 
higher; 
• in case of an i.i.d. packet arrival process, we were able to establish close and useful 
relationships between the quantities of interest in the case of a buffer with finite storage 
capacity on the one hand, and an infinite-sized buffer on the other hand.  We have not 
been able (yet) to derive similar relations for a buffer with a D-BMAP, and although some 




Chapter IV  




In the previous chapters, we have focussed on a variety of multi-server output buffer models, 
which had a constant packet transmission time, equal to one slot, in common.  In this chapter 
we extend these analyses to a queuing model with a generally distributed packet length and a 
correlated D-BMAP that generates packet arrivals.  We will consider the case of a 
homogeneous, as well as a heterogeneous D-BMAP.  This kind of model will be useful in 
assessing the performance of a packet-switched communication infrastructure, where 
messages carried by the network may have a variable transmission time, such as the current 
Internet, where the packet size ranges from a few tens of bytes up to 1500B (or even larger, 
for a very small percentage of packets; e.g. [156]).  The service time of a packet equals its 
transmission time and is proportional to the size of a packet, which is assumed to be a 
generally distributed (i.i.d.) discrete random variable in this chapter, whose pmf (and pgf) 
could depend on the traffic class that the packet belongs to in case of a heterogeneous D-
BMAP.  We confine ourselves to the single-server case (i.e., c=1); it is well-known that 
discrete-time multi-server buffer models with generally distributed service times are 
notoriously hard to solve ([165], [260]), and even for the case of i.i.d. arrivals, a closed-form 
solution for quantities such as the pgf of the buffer content and packet sojourn time has yet to 
be found.  
 Let us as usual represent by ρ the load of the system (i.e., the fraction of time that the 
transmission unit is occupied).  Due to the infinite buffer capacity, the system will reach a 
stochastic equilibrium only if the condition ρ<1 is fulfilled, and we will assume that such is 
the case in the remaining sections. 




IV.2 A homogeneous D-BMAP : analysis of the buffer content 
We will study a discrete-time queuing model, as depicted in Fig. IV-1, that consists of one 
single server (also called transmission line, or output channel) and an infinite-capacity queue 
for storage of those packets that await transmission.  Initially, we focus on the case where 
packet arrivals in the buffer are generated by N (identical, or homogeneous) sources that are 
each characterised by means of an L-state D-BMAP.  Such a packet arrival model has been 
extensively described in Section III.2, and the notations, definitions and properties that were 
discussed therein will be unabatedly copied to the current section.  Hence, the set 
( )1, ,, ,n n L na a=a "  of L drvs represents the numbers of sources that visit each of the L states, 
which constitutes a Markov chain that completely determines the packet arrival process, and 
is characterised by the pgm Q(z).  At a later stage, this will be extended to the case where 
packet arrivals are generated by a heterogeneous D-BMAP. 
 In addition, packets that arrive in the buffer are of variable length.  The transmission of a 
packet requires a positive integer number of slots, described by a general transmission time 
distribution, and can start (and end) at slot marks only, meaning that a packet transmission is 
synchronized with respect to the slot marks.  It is assumed that the transmission times of 
consecutive packets that arrive in the buffer form a set of independent and identically 
distributed random variables, denoted by the drv t, with common pgf 




T z z z t l
∞
=
  = =  ∑E    , 
where the average transmission time of a packet will be denoted by µt≡T '(1).  Obviously, we 
assume that the transmission time of a packet requires at least one slot.  For such a packet 
arrival pattern, it is obvious that the load ρ satisfies, in view of expression (III.11b) for µe 
 ( )1Tt e t N ′ρ=µ ⋅µ =µ ⋅ 1π Q    . 
 The analysis of this buffer model has been reported in [136] in case of an i.i.d. packet 
arrival process.  An analysis of the discrete D-BMAP/G/1 – or a particular case, such as the 
queue with infinite capacity




Figure IV-1 : infinite-capacity buffer with 1 output channel 
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IBP, also called SBBP (switched batch Bernoulli process) – via the matrix-analytic or spectral 
decomposition technique has been reported in [206], [129], [176], and the references therein, 
while the finite-buffer case has been tackled in [130], [181], [251].  The analysis that is 
presented here extends the results of the previous chapter, and has been reported and applied 
in [82], [110], [114]. 
IV.2.1 the system equations 
We first establish the system equations that control the evolution of the number of packets in 
the buffer during consecutive slots.  As before, we let the drv sn represent the system content 
at the beginning of slot n, which is the number of packets in the buffer at the beginning of slot 
n, including the one being transmitted (in case of a nonempty buffer), while en denotes the 
number of packet arrivals that are generated during slot n by the D-BMAP.  In addition to sn 
and the state of the Markov chain that controls the packet arrival process, we also need 
information about the amount of transmission time that the packet in service still requires at 
the beginning of slot n before being completely transmitted.  We therefore define the 
supplementary drv τn as the residual transmission time, which is the number of slots, starting 
to count from the beginning of slot n, to complete the transmission of the packet that resides 
in the transmission unit in case of a nonempty buffer; when sn=0, we automatically have that 
τn=0.  We can now establish the system equations that govern the buffer behaviour.  We must 
distinguish between the three following cases : 
1) τn=0 (⇔ sn=0) 
When the buffer is empty at the beginning of a slot, the number of packets in the buffer at the 
beginning of the next slot equals the number of new arrivals, and we find that 
 1n n ns s e+ = +    . (IV.1a) 
If no packets have entered the buffer during slot n, the residual transmission time remains 




0   if 0  






=τ =  > . (IV.1b) 
2) τn=1 
This implies that the packet in service is completely transmitted at the end of slot n and leaves 
the output buffer at this time instant 
 1 1n n ns s e+ = + −    . (IV.1c) 
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Similar to the previous case, if no packets have entered the buffer during slot n and the packet 
being transmitted was the only one in the buffer, then the buffer becomes empty and the 
residual transmission time equals zero at the beginning of the next slot, otherwise the 
transmission of a new packet commences, i.e.,  
 
( ) ( )
( ) ( )1
0   if 0  and 1






= =τ =  > > . (IV.1d) 
3) τn>1 
In this case, the packet being transmitted receives an extra slot of service without the 







= +τ = τ −    . (IV.1e) 
IV.2.2 derivation of a functional equation for the joint pgf of the state vector 
Clearly, in view of the system equations (IV.1a-e), we need to keep track of the random 
variables sn and τk in our state description, in order to capture the evolution of the system 
behaviour at (i.e., just after) consecutive slot boundaries.  Consequently, due to the Markovian 
nature of the process that controls the number of packet arrivals during a slot, it becomes clear 
that the set of random variables ( )1, ,n n ns −τ a  constitutes an (L+2)-dimensional state 
description of the system at the beginning of consecutive slots; this triplet will be referred to 
as the state vector in the remainder. 
 Let us now define the joint probability generating function of ( )1, ,n n ns −τ a  as 
 ( ) ,1 1 1 1, 1
1
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From system equations (IV.1a,b), and taking into account that τn=0 ⇔ sn=0, we then first of 
all derive that 
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In a similar way, equations (IV.1c,d) can be transformed into 
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Finally, (IV.1e) can be translated into a relation between z-transforms as well, yielding 
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Summation of the three foregoing equations then results in 
  
( ) ( )( ) { }
( )( ) { }





, , 1 0, 0
1
1 , , 0 ,










yP z y z y yT y z s
y T y z z





   = + − τ = =   
 + − τ = 










   
where we have incorporated the property that the drv t, which represents the length of a new 
packet whose transmission will commence at the beginning of slot n+1, depends neither on sn, 
en or na , nor on the particular value of τn (i.e., 0 or 1).  Similar to the corresponding 
derivations that were presented in the previous chapter, observe that, given that 1n−a  is 
known, then the value of na  (and the number of packet arrivals en) is not influenced by the 
actual value of the couple (sn,τn).  Therefore, by application of the identity (III.8), the previous 
relation can be converted into 
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   . (IV.2a) 
First of all, due to the foregoing definitions, we have ( ) ( ) ( )0, , 0,0,n n nP y P≡ =ϕx x x .  
Consequently, if we insert z=0 into the above expression for , 1( , , )s nP z y+ x , we derive that 
 ( ) ( )( ) ( )( )1 0 0, 0n n n+ϕ =ϕ + ϒx x xQ Q    .   
Let us now assume that the equilibrium condition is satisfied, implying that all the functions 
that occur in the two previous equations evolve to a steady-state limit, which will be reflected 
in the remainder by suppressing the subscript n that represented the time-dependence of the 
tagged quantities in the previous derivations.  Invoking the previous relation, we thus obtain 
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Equation (IV.2b), combined with definition (IV.2a), defines a functional equation 
for ( ), ,sP z y x , the steady-state joint pgf of the random variables (s,τ, a ), i.e., the system 
content and residual transmission time at the beginning of an arbitrary slot, and the state of 
the Markovian packet arrival process during the preceding slot.  From this result, by an 
analogous calculation as in Section III.3.2, we can derive a closed-from expression for 
( ), ,sP z y x  that enables us to establish expressions for the relevant performance measures 
concerning the buffer behaviour, such as the mean, variance and tail of the ccdf of the system 
and queue content. 
IV.2.3 solution of the functional equation 
If we substitute consecutive arguments ( ) , 0 1,hz h H= ≤ ≤ −x xQ  into expression (IV.2b), 
multiply both hand sides by y-h-1, and take the sum of the equations that result thereof, we find 
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We once again decompose the powers of the pgm Q(z) in this expression in terms of its 
eigenvalues and –vectors as ( ) ( ) ( ) ( )h hz z z z=Q W UΛ , and define the functions ( )F zlm , 
, ∈Ωal m , as in (III.17a).  If we now let H approach infinity, and consider values of y and z 
for which λ ( ) 1, 1i z y i L< ≤ ≤ ≤ , then the first term in the right hand side of the above 
expression, which can be written as 
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will converge to zero.   
 For the same reasons as explained in Section III.3.2 we can show that such values of y and 
z exist; consider for instance |y|=1 and z∈Cl={z : |z|=1 ∧ z≠1}.  Defining the steady-state 
boundary probabilities ( )p l  and the unknown functions ( )zϒl  as  
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   , (IV.3a) 
then by following a similar reasoning, as above, we can deduce that the three remaining terms 
in the right-hand side of the latter equation for ( , , )sP z y x  for H → ∞  converge to 
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where 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ); ;z F z z z F z p E z zΓ ϒ Ψ∑ ∑ mm m mlm l lm
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l 1   Λ    ,  (IV.3b) 
in accordance to the definitions of (III.18a).  Summarising, in view of these definitions and 
results, and taking the limit H→∞ in the previous equation for ( , , )sP z y x , we thus obtain 
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 This expression for the steady-state joint pgf ( , , )sP z y x  still contains the unknown 
constants ( )p l , as well as the unknown functions ( )zϒl , or, equivalently, the functions 
( )zΓm  and ( )zΨm .  Let us therefore, for each value of ∈Ωam , consider values of y for 
which ( )y E z= m , which will be represented by ( )y zm .  Then, in view of |λi(z)|≤1 for ,1≤z  
the inequality ( ) 1E z ≤m  also holds for values of z that fall within the complex unit disk, and 
hence, ( ) 1y z ≤m  for such values of z.  Consequently, the joint pgf ( ), ,sP z y x  is a bounded 
function for these values of z and y.  This means that, if we multiply both hand sides of the 
above relation by ( )y E z− m  and consider ( )y y z= m , then the left-hand side becomes equal 
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to zero, implying that the same must hold for the right-hand side.  For each value of ∈Ωam , 
this leads to the following equation : 
 ( ) ( )( )( ) ( ) ( )( ) ( )( ) ( )1 0E z T E z z z T E z E z z− Γ + − Ψ =m m m m m m    ,   ∈Ωam    , 
which, in effect, defines ( )zΓm  in terms of ( )zΨm  for each value of m .  Therefore, if we 
insert this result into the above expression for ( ), ,sP z y x , we finally obtain 
        ( ) ( ) ( )( ) ( )( ) ( ) ( )( )( )( )( ) ( )( )( ) ( )
1
, , 1 ρ . 1s
E z T y T E z
P z y z zy z
y E z z T E z
 − − = − + Ψ − −  
∑ m mm m
m m m
x xW  . (IV.4a) 
This final result for ( ), ,sP z y x  expresses the joint pgf of the state of the arrival process 
during an arbitrary slot, and the buffer content and residual transmission time at the beginning 
of the following slot, in terms of the unknown functions ( )zΨm , and hence, the unknown 
boundary probabilities ( )p l .  In the next section, it will become clear how these can be 
computed.  An expression for ( ), ,qP z y x , the joint pgf of the queue content and residual 
service time at the beginning of an arbitrary slot, and the state of the D-BMAP during the 
foregoing slot, ensues from the relation q=(s-1)+, yielding the equality 
 ( ) ( ) ( )( ) ( )( ) ( )1 1, , lim , , 1 1n n nqq s
n
P z y z y z P z y z z z−τ −→∞
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which produces the following result : 
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∑ m mm m
m m m
x xW  . (IV.4b) 
It is not difficult to check, by setting y=1 and T(z)=z, that these formulae indeed reduce to the 
corresponding respective pgfs ( ),sP z x  and ( ),qP z x  for the case of single-slot service times, 
i.e., (III.18a,b) with c=1. 
 Also, starting from these results, we will be able to establish closed-form expressions for 
the steady-state pgfs of the queue and system content, and their corresponding moments and 
asymptotic tail behaviour.   
 To conclude, let us take a brief look at the steady-state pgf of the residual transmission 
time of an arbitrarily chosen packet.  Once more making use of ( )1 0Ψ =m  unless =m N  
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(and the normalisation condition ( )1 1Ψ =N ; see also the remarks in the next section 
concerning this topic), we find that 
 ( ) ( ) ( ) ( )( ),0 ,0
1
1 ;
1r r r t
T yT y y T y T y y
y
τ −  = −ρ+ρ  µ − E    , (IV.5a) 
This equation, among others, reveals that the joint pgfs ( ), ,sP z y x  and ( ), ,qP z y x  are indeed 
normalised if we set y=z=1 and =x 1 .  We would like to point out as well that the pgf Tr,0(y), 
which represents the pgf of the drv τ0 – denoting the residual transmission time in case the 
buffer is nonempty – can also be derived through a similar reasoning as was done in 
Section II.4.1 for the drv f, since the residual transmission time of an arbitrary packet is equal 
to the number of slots between a randomly chosen transmission slot of the packet, and the end 
of its transmission epoch.  Exploiting this formal similarity between the drvs f and τ0, with 










3 2 2 12
t t
t




σ µ +µ = +µ
 µ σ σ µ −σ = − + +  µ µ 
   , (IV.5b) 
where µ3,t represents the third central moment of the packet transmission time, and 2tσ  its 
variance. 
IV.2.4 calculation of the boundary probabilities 
We can calculate the probabilities ( )p l , defined in (IV.3a), by expressing that the joint pgf 
( ), ,sP z y x  is an analytic function when the complex variables y and z both lie inside the 
complex unit circle, i.e., z ≤ 1 and y ≤ 1.  We have already expressed in the previous section 
that for y ≤ 1 and ( )y E z= m , P(z,y,x) is finite.  In view of expressions (IV.4a,b), the only 
remaining potential singularities inside the complex unit disk are those values of  z (and y) for 
which ( )( )z T E z= m .  Indeed, although it is not possible to prove by means of Rouché’s 
theorem, since the eigenvalues λl(z), 1≤l≤L, are not necessarily analytic inside the complex 
unit disk, it turns out that this equation has exactly one solution inside this region.  Let us for 
each value of ∈Ωam , denote this solution by zm , i.e.,  
 ( )( ) , 1 ,z T E z z= ≤ ∈Ωm m m m am    , (IV.6a) 
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with 1z ≡N .  Then, by expressing that zm  must also be a zero of the corresponding 
numerator in expression (IV.4a) for ( ), ,sP z y x , we obtain 
 ( ) ( )0 , \ ; 1 1zΨ = ∈Ω Ψ =m m a Nm N    ,    (IV.6b) 
where the trivial equation that is associated with 1z =N  has been replaced by the 
normalisation condition, which yields ( )1 1Ψ =N  in view of definition (IV.3a) and the 
property Pr[s=0]=1-ρ.  This result can be deduced in a similar way as in Section II.3.1 (e.g. 
equation (II.8)) by regarding a packet of length l as a concatenation of l ‘minipackets’ of 
length 1 (i.e., with single-slot transmission times).  These identities constitute a set of linear 
equations for the same number of unknowns – as explained in Section III.3.3 – that can be 
solved numerically if the size of this set remains within reasonable limits. 
 In case we want to altogether avoid the numerical computation of the boundary 
probabilities when deriving numerical results for the performance measures, we can adopt the 
same approach as in Section III.3.3, which once more yields approximation (III.21a) for the 
functions ( )zΨm  that contain these quantities.  In concurrence with the procedure that was 
outlined in that section, the parameter M that appears in these approximate formulae can now 
be determined as being the smallest integer for which 1 1aC
− ≤ −ρ . 
IV.3 The queue and system content 
IV.3.1 derivation of the probability generating function 
If we insert y=1 and =x 1  into expressions (IV.4a,b), we obtain an expression for the steady-
state pgfs S(z) and Q(z) of the system and queue content respectively :  
 ( ) ( ) ( ) ( )( )( )( ) ( )
1
1 ρ
z T E z
S z z











z T E z
−= − Ψ−∑ mmm    . (IV.7b) 
From these expressions, one can easily derive the performance measures of interest related to 
the queue and system content, as shown in the subsequent sections. 
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IV.3.2 mean and variance 
The mean and variance of the queue content q can be calculated by letting the M[⋅] and V[⋅] 
operators act upon the previous expression for Q(z).  First, consider the generic drvs f, g and h 
with pgfs F(z), G(z) and H(z) respectively, and suppose that H(z)=F(G(z)).  One can then 
show that  




h f g g f
h f g g f g g f
µ =µ µ
σ =µ σ +µ σ
µ =µ µ + µ σ σ +µ µ
   . 
Consequently, in view of the results that were generated in Section III.3.5.1, and the similar 
role that is now played by ( )( )T E zm , compared to ( )E zm  in the previous chapter, it is rather 
straightforward to show that 
 ( ) [ ]
2 2 2
2 1 2
t e b e t
q
µ σ κ +µ σ ρµ = − + Ψ−ρ NM    , (IV.8a) 








 ′Ψ =   ∑ ∑N l lM  
and 
 ( ) ( )
( )
[ ] ( )( )( ) [ ]
22 2 3 22 2 2 2 2 2
3, 3,2
\
3 1 1  




t e s e t e b e t t e b e t t e b e t
q
T E∈Ω
µ µ κ + µ σ σ κ +µ µ   − −ρµ σ κ +µ σ µ σ κ +µ σσ = + − + −ρ −ρ 






 [ ] ( ) ( ) ( )( ) ( ) ( ) [ ]2 221 1 1 1
1 1
1 1 1 1
L L
i i i i i i
i i
l u u u l u p
= =
   ′′ ′ ′ ′Ψ = + − + − Ψ∑ ∑     ∑N Nl lV M    , 
and where the last term in the right-hand side of (IV.8b) can be converted into 
 ( )( )( ) [ ] ( )
( )
( )( ) ( )\ 1 2
1 1
1





T E T∈Ω ∈Ω = =
′ −ρ Ψ = −ρ  − − λ ∑ ∑ ∑ ∑a ammm N l
lM    . 
 In addition, the mean and variance of the system content can be expressed in terms of the 
mean and variance of the queue content in a similar way as in (III.29), leading to 
 ( ) [ ]2 2 2 2 2 2 1
s q
s q t e b e t
µ = µ + ρ
σ = σ + µ σ κ + µ σ + − ρ ΨmM
   . (IV.8c) 
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, 1 , 1
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t b e e t
q s




µ κ σ + µ σµ = µ = − ρ
 µ κ σ + µ σσ = σ =   − ρ 
 (IV.8d) 
and from these formulae, it becomes clear that the variance of the packet transmission times 
plays a similar role in the calculation of these quantities as κb and 2eσ .  Note however that 
with µt≥1 we necessarily have that µe<1 due to the equilibrium condition µt ⋅µe<1, and the 
larger the value of µt , the smaller the value of µe will be.  Consequently, the numerator of the 
above expressions is likely to be dominated by the term 2t b eµ κ σ  – unless 2tσ  assumes 
extremely high values – which shows that the system performance is still largely dominated 
by the burstiness of the packet arrival process under these circumstances.  Also, these 
expressions illustrate that it is still so that the coefficients of variation of both the queue and 
system content evolve to 1 for ρ→1. 
 Finally, if we wish to shun the explicit numerical computation of the boundary 
probabilities, we can invoke the approximation (III.21a) for ( )zΨm , which also in this case 
leads to expressions such as (III.30a,b), where we need to replace ( )1Em  and λk(1) by 
( )( )1T Em  and T(λk(1)) respectively in both hand sides of (III.30b). 
IV.3.3 tail distribution 
The ccdf of the queue and system content can be approximated by adopting a similar 
multiple-pole tail approximation as in Section III.3.6.1, where the poles that determine this 
tail behaviour are now the solutions of the equations  






z T E z T z z
=
 = ≡ λ ∈ ∈Ω∏   m m m m m a
mR    . (IV.9a) 
If we let Rt and Rq represent the radii of convergence of T(z) and the pgm Q(z) respectively, 
then the radius of convergence R is presently equal to the minimum of Rq, and the value z* 
defined by ( )* tE z =m R  (if such a solution exists for z*< Rq).  These equations will have a 
solution for those values of m  for which the inequality 
 ( )( )lim 1
z
T E z z
<
→ >mR    , 
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holds, and we let o,Ω a  represent this set of values.  Thus, with the coefficients ζm  of Q(z) 
that correspond to these poles now being equal to  







z zz Q z z
z E z T E z→
− ρ − ζ − = − Ψ   ′ ′− m
m m
m m m
m m m m m
    , (IV.9b) 
expressions (III.32b) (with c=1) for the ccdf of the queue and system content remain 
unabatedly applicable.  As before, the calculation of these quantities can be considerably 
facilitated by invoking approximation (III.21a) for ( )zΨm . 
IV.4 The unfinished work 
An additional quantity that is of interest in the performance evaluation of buffers with sources 
that generate variable-length packets, is the so-called unfinished work, sometimes also 
referred to as the virtual waiting time.  The unfinished work in the buffer at the beginning of a 
slot is defined as the amount of work in the buffer at the beginning of the slot, which is the 
number of slots required to empty the buffer if no more packets were to arrive during the 
subsequent slots.  Hence, in case of single-slot packet transmission times, the unfinished work 
is equal to the system content.  As we will see later on, the analysis of the unfinished work 
can be regarded as a useful intermediate step in the analysis of the packet waiting time and 
delay. 
IV.4.1 derivation of the pgf 
The number of slots that are required to process a packet whose transmission has not started 
yet is given by its entire transmission time, described by the pgf T(z).  On the other hand, at 
the beginning of a slot, the packet currently being transmitted (if any) still requires an amount 
of slots – before it is completely sent – that is equal to its residual transmission time.  The 
unfinished work un at the beginning of slot n is therefore given by 
 1
1
0 , if  0, 0











= τ == τ + > ∑
   , 
where each of the ti’s represents a complete packet transmission time, and is therefore 
described by the pgf T(z).   Consequently, the z-transform of these system equations for the 
unfinished work reveals that the corresponding steady-state pgf U(z) satisfies 
 ( ) ( ) ( )( ) ( )( ) ( ){ }1 , , 1 0,0,s sU z T z P T z z T z P−= + −1 1    . 
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The property that ( )0,0,sP 1 =Pr[s=0]=1-ρ can be written as 
 ( ) ( ) ( )( )0,0,sP p T z= = Ψ∑ ∑ m
l m
1 l    , 
combined with the previous identity and expression (IV.4a) for ( ), ,sP z y x , leads to the 
following result for the steady-state probability generating function describing the unfinished 
work at the beginning of an arbitrary slot : 
 ( ) ( ) ( ) ( )( )( )( ) ( )( )
1
1 ρ
z E T z
U z T z





   . (IV.10a) 
We would like to underscore that each of the denominators in the above expression also has a 
zero inside the unit disk{ }: 1z z∈ ≤^ , which leads to a an additional set of linear equations for 
the boundary probabilities ( )p l , since the pgf U(z) is bounded inside this region as well.  
However, if we denote the zero that stems from the denominator ( )( )z E T z− m  by o,z m , then 
in view of the equation (IV.6b) for o,z m , we may then write 
 ( ) ( )( )( ) ( )o, o, o, o,T z T E T z T z z= ⇒ =m m m m m      , 
which demonstrates that the set of linear equations for the boundary probabilities that we thus 
obtain,  
 ( )( )o, 0T zΨ =m m    , 
is in fact equivalent to (IV.6b), and does not impose additional conditions on these quantities.   
 In addition, we would also like to point out that expression (IV.10a) can also be directly 
derived from the results that were presented in the previous chapter.  Indeed, the unfinished 







u u t++ =
= − + ∑    , (IV.10b) 
which is equal to the system equation for the system content in a single-server queuing 
system, with ‘minipacket’ arrivals of length 1 that are generated by the pgm Q(T(z)) instead 
of Q(z).  Hence, if we take expression (III.18a) of the previous chapter for c=1, and take into 
consideration that the argument z of the eigenvalues and –vectors must be replaced by T(z), 
we thus find 
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 ( ) ( ) ( ) ( )( ) ( )( )( )( )( ) ( )( )1
1
, lim 1n nuu
n
z T z T z
P z E z T z
z E T z
−
→∞






x x Λ W    . (IV.10c) 
Obviously, this reduces to expression (IV.10a) if we set =x 1 , which confirms the 
correctness of the foregoing calculations concerning the queue and system content on the one 
hand, and the unfinished work on the other hand. 
IV.4.2 mean and variance 
Closed-form formulae for the mean and variance of the unfinished work u can be computed 
by applying the M[⋅] and V[⋅] operators on expression (IV.10a) for U(z), and adopting 
analogous computational rules as in Section IV.3.2.  This yields the following results for the 
mean unfinished work 
 ( ) [ ]
2 2 2
2 1 2
t e b e t
u t
µ σ κ +µ σ ρµ = + +µ Ψ−ρ NM    , (IV.11a) 
and its variance 
 
( ) ( )
( ) [ ] ( )( ) [ ]( ) ( )( ) [ ]





3   
3 1 2 1 2
1 1 1
2 1 2 ,
12 1 1
t e s t t e b e t t e e t b t e b e t
u
t t t t E∈Ω
µ µ κ + µ σ σ κ +µ µ  µ σ +µ σ κ µ σ κ +µ σσ = + + −ρ −ρ 






where the expressions for [ ]ΨNM  and [ ]ΨNV  are of course the same as before, and where 
the last term in the right-hand side satisfies (III.28c) with c=1. 












t e b e t
u




µ σ κ + µ σµ = − ρ
 µ σ κ + µ σσ =   − ρ 
 (IV.11c) 
Using a similar argument as in the discussion concerning the heavy-load approximation of the 
mean and variance of the system and queue content, we observe that the numerator of this 
expression is likely to be dominated by the term 2 2t b eµ κ σ , in which case the mean and stdv of 
the unfinished work is (roughly) equal to respectively the mean and stdv of the queue and/or 
system content, multiplied by the mean packet length µt . 
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 Finally, expressions such as (III.30a,b) can be invoked once again if we want to 
circumvent the numerical computation of the boundary probabilities. 
IV.4.3 tail distribution 
The tail distribution of the unfinished work ccdf can be approximated by applying the 
multiple-pole tail approximation technique introduced in Section III.3.6.1.  The poles of U(z) 
that ascertain this tail behaviour, for each value of m  denoted by o,z m , will now be the 
solutions of the equations  






z E T z T z z
=
= ≡ λ ∈ ∈Ω∏m m m m m am     R    , (IV.12a) 
where o,Ω a  contains those values of m  for which the condition 
 ( )( )lim 1
z
E T z z
<
→ >mR    , 
is satisfied.  The radius of convergence R is now equal to the minimum of Rt, and the value 
z* defined by T(z*)=Rq (if such a solution exists for z*< Rt).  Since T(z) and, generally 
speaking (e.g., the arguments and examples that were put forward in Section III.3.6.2), 
( )E zm , are monotonically increasing functions in the region ] [1,R , it becomes apparent that 
in that case 
 ( )( ) ( )( )( ) ( ) ( )( )1 1 1E T z z T E T z T z T E z z> ⇔ > ⇔ >m m m   , 
and, therefore, o, o,Ω ≡ Ωa a .  Consequently, one can deduce that the poles of Q(z) and S(z) on 
the one hand and of U(z) on the other hand are related by 
 ( ) ( )o, o, o, o, o,; ,T z z E z z= = ∀ ∈Ωm m m m m am     . 
In addition, the coefficients ,uζ m  that are associated with its poles are given by  







zz U z T z
z T z E T z→
− ρ − ζ − = − Ψ   ′ ′− m
m
m m m
m m m m
        , (IV.12b) 
where the computational complexity can be considerably reduced by invoking approximation 
(III.21a) for ( )zΨm  when calculating these quantities.  We ultimately obtain the following 
approximate expression for the ccdf of the unfinished work : 



















    , 
that can be invoked for high enough values of the threshold Th. 
IV.5 The packet waiting time and delay 
In accordance to the definitions of the previous chapters, we denote by the packet delay the 
number of slots that an arbitrary packet resides in the queuing system, including its 
transmission time, whereas the packet waiting time does not include the packet’s transmission 
time.  Both the packet waiting time and delay start at the beginning of the slot that follows on 
the packet’s arrivals slot, as depicted in Fig. IV-2, where we have also shown some of the 
quantities that play a role in the analysis of the sojourn time of a packet in the system.  The 
service discipline under consideration is FCFS for packets that do not arrive during the same 
slot, while packets that do arrive in the same slot will be transmitted in random order.  An 
analysis of the waiting time and/or delay, by means of a pgf-based solution approach, has 
been reported in [136] and [197] in case of an i.i.d arrival process. 
 
IV.5.1 derivation of the pgfs W(z) and D(z) 
 Consider an arbitrary tagged packet that enters the buffer during slot n.  For the same 
reasons as in the analysis of the packet sojourn time in case of single-slot transmission times, 
slot n is not an arbitrary slot, but a slot where an arbitrary packet arrives (which for instance 
implies that at least one packet arrives).  Due to the FCFS service discipline, the waiting time 
of a packet is determined by the amount of work in the buffer upon the tagged packet’s 
arrival.  In particular, if we denote by the drv u* the unfinished work at the beginning of the 
slot during which the arbitrary packet arrives, and by f the number of packets that have 
arrived during the same slot as the tagged one and will be transmitted before it, then the 























Figure IV-2 : packet waiting time and delay 
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where the random variables ti, 1≤i≤ f, represent the transmission times of the f packets that 
have arrived during its arrival slot and will be transmitted before it, which are all described by 
the pgf T(z).  Let us denote by G(z,x) the steady-state joint pgf of the couple of drvs (u, e) that 
represent the unfinished work at the beginning, and the number of packet arrivals during, an 
arbitrary slot.  Similarly, H(z,x) represents the steady-state joint pgf of the pair (u*,f).  Then a 
completely analogous derivation as in Section III.4.1 shows that these two functions are 
related by : 




G z x G zH z x
x
−= µ −   . 
 Moreover, system equation (IV.13a) that determines the packet waiting time can be 
transformed into a relation between z-transforms, which in combination with the above result, 
leads to an expression for the steady-state pgf W(⋅) describing the waiting time of an arbitrary 
packet, in terms of G(⋅,⋅) 
 ( ) ( )( ) ( )( ) ( )
( )( ) ( ), ,1 0, 0,11 1 ( ) 11e
G z T z G z G T z G
W z zz T zT z
− − = + − µ −−     . 
On the other hand, since the unfinished work satisfies the system equation (IV.10b), and 
assuming that a stochastic equilibrium is reached, this implies that the pgf U(z) can also be 
written as  
 ( ) ( )( ) ( ) ( )( ){ }1 , 1 0,U z z G z T z z G T z−= + −    . 
Inserting this relation into the previous expression for W(z), and making use of U(z)=G(z,1) 
and U(0)=G(0,1), this eventually leads to 




t zW z z U zT z
− µ −= −    , (IV.13b) 
where, in view of U(0)=Pr[u=0]=Pr[s=0]=1-ρ, the (conditional) pgf U0(z) is defined as 
 ( ) ( )( )10( ) 0 0uU z z u U z U− > =ρ − E  (IV.13c) 
This formula for W(z), which expresses the waiting time of an arbitrary packet in terms of the 
unfinished work at the beginning of an arbitrary slot, and which, apart from the mean arrival 
rate, apparently is independent of the details of the packet arrival process (type of correlation, 
etc…) was also derived in [259] via an alternative analysis.  From this result, it is not difficult 
to express the performance measures concerning the packet waiting time in terms of the 
corresponding performance measures for the unfinished work, as shown later on.   
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 The delay of an arbitrary packet on the other hand, is then easily derived from the relation 
d=w+t, and the observation that the transmission time of an arbitrary packet is by no means 
dependent on the waiting time in the queue that it has experienced (and vice versa).  We may 
therefore write 




pT zT zD z T z W z U zz T z
−= = −    . (IV.13d) 
It is worth noting that the factor that precedes the pgf U0(z) in expression (IV.13b) for W(z) is 
equal to Tr,0(z)-1, where Tr,0(⋅) represents the pgf of an arbitrary residual transmission time in a 
nonempty buffer, given by (IV.5a).  This enables us to express performance indices such as 
the mean and variance of the packet waiting time and delay in terms in terms of the moments 
of u and τ0 in a straightforward manner, as shown next. 
IV.5.2 moments of the packet waiting time and delay 
If we apply the M[⋅] and V[⋅] operators on both hand sides of the identity W(z)=U0(z)/Tr,0(z), 











µ =ρ µ −µ
σ =ρ σ −ρ −ρ µ +σ    . (IV.14a) 
In addition, the relations for the mean and variance of the packet delay 




σ = σ +σ    . (IV.14b) 
immediately ensue from the equation D(z)=T(z)W(z). 
 As a powerful check on the calculations that were presented in this chapter, let us verify 
that the mean queue (and system) content on the one hand, and the mean packet waiting time 
(and delay) on the other hand satisfy Little’s theorem, i.e., that the relations 
 q e w
s e d
µ =µ ⋅µ
µ =µ ⋅µ    , 
are indeed valid.  In view of the above expression for µw, and (IV.5b) for 0τµ , the relation 







σ µ +µ µ +ρ +ρ =µµ    , 
and in view of expressions (IV.8a) and (IV.11a) for µq and µu respectively, it only takes a 
minor calculation to ensure oneself that this is indeed the case. 
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IV.5.3 tail distributions of the packet waiting time and delay 
If we adopt the multiple-pole approximation technique on the pgf W(z)=U0(z)/Tr,0(z), it is 
clear that the poles of W(z) that determine its tail behaviour, are those of U0(z), and hence 
U(z), and we therefore immediately find that, for high enough values of the threshold Th  




















    . (IV.15a) 
In addition, in view of D(z)=T(z)W(z), we readily also find that 




















     , (IV.15b) 
where the poles o,z m  and the coefficients ,uζ m  can be calculated – and approximated as far as 
the latter are concerned – as explained in Section IV.4.3. 
 Making use of the analysis that was presented in Section III.5 for the case of a 
heterogeneous D-BMAP with single-slot transmission times, in combination with the results 
that were deduced in this chapter up to now, it is not too difficult to extend the latter to the 
case of a heterogeneous D-BMAP with K traffic classes.  For reasons that will become clear 
later on however, we need to distinguish between the case where on the one hand all packets 
still have the same (i.i.d.) packet transmission time distribution in common that is 
characterised by a single pgf T(z), and on the other hand the situation where the packet 
transmission time of a packet of class k depends on the traffic class it belongs to, and is 
described by the pgf Tk(z), 1≤k≤K.  Before resuming to the analysis of such models, let us 
first consider a few examples. 
IV.5.4 some numerical examples 
By means of a small set of numerical examples, based on the case study of Section III.6, we 
will examine the impact of the slot length, represented here by Sl, on the system performance.  
In that section, Sl was equal to (8⋅200)/Rlink for packet sizes of 200B, and single-slot packet 
transmission times.  We should emphasise that the slot length Sl, which is the basic time unit 
in our discrete-time model, is not a parameter that is an inherent characteristic of the 
packetised phone traffic specifications; therefore we expect that our results concerning the 
buffer performance are (nearly) independent of our specific choice for Sl.  In order to 
investigate this, we will consider decreasing values of Sl in the model for phones without 
silence suppression, while simultaneously increasing the (constant) packet transmission times 
µt and the traffic parameters TP, TA, and Ia (expressed in slots) accordingly.  Or, inversely, 
increasing the packet transmission time µt (expressed in slots) becomes equivalent to 
decreasing the slot length Sl (expressed in seconds).  
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 In Figs. IV-3a,b, for a scenario with Rlink=5Mb/s, Rcod=64kb/s and an activity grade α=0.2, 
we have plotted the mean waiting time (expressed in seconds) versus the packet transmission 
time µt (expressed in slots), for values of the load ρ as indicated, and TA=10s (a) and 120s (b) 
respectively.  It becomes clear from these two figures that, although there is a slight 
dependence for low values of µt, our results are as good as independent from the slot length Sl 
that we choose in our model, as expected.  Since we have expressed µw in seconds in these 
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(a) TA=10s                                                                   (b) TA=120s 
Figure IV-3 : mean packet waiting time versus µt; α=0.2, Rlink=5Mb/s, Rcod=64kb/s 
 Buffers with a D-BMAP and general packet transmission times 
 
IV-22 
observation that there is in fact a small dependence on Sl, and that the mean waiting time 
increases as Sl decreases is explained by the following reasoning.  First, note that a closer 
inspection of expression (III.61a) for the burst factor κb reveals that this quantity is 
completely independent of the value of Sl, since the ratio TA/Ia remains unchanged for varying  
values of Sl.  Secondly, the factor Sl(µt⋅σe)2=N⋅(Slµt)⋅(µt/Ia) (1-1/Ia) that, along with κb, appears 
in the numerator of expression (IV.11a) for µu (and hence, µw), (slightly) increases for 
decreasing values of Sl, and becomes equal to N⋅(Slµt)⋅(µt/Ia), a quantity that is independent of 
the specific value of µt.  Hence,  this accounts for the horizontal asymptote to which each of 
the curves in Figs. IV-3a,b evolves to.  Also, observe that these curves indicate that the mean 
packet waiting times are proportional to TA, since corresponding data points for TA=10s and 
TA=120s respectively, are scaled by a proportionality factor that is almost exactly equal to 12. 
 Similar qualitative conclusions can be drawn as well from Figs. IV-4a,b, where we have 
plotted the 10-3 quantile of the packet waiting time versus the packet length µt.  The 
dependence on µt of these results is marginal, since these quantities almost immediately reach 
their limiting value for increasing µt.  For low values of the load ρ, the quantiles exhibit a 
slightly decreasing tendency for increasing µt, while the opposite is true if the values of the 
load become closer to 1.  For values of the quantiles that are sufficiently low, there is virtually 
no dependence on the specific value of TA – an observation that was already touched upon in 
the discussion of Figs. III-22a,b – while a mild dependency exists for high values of the 
quantiles (and ρ). 
 Once gain, an interesting topic is the limiting behaviour that is shown in these figures for 
increasing µt. As Sl becomes (infinitesimally) small, the discrete-time queuing model 
converges to a continuous-time queuing model, with N arrival streams and exponentially 
distributed active and passive periods with mean TA and TP; during the active periods, packets 
are generated with rate 1/Ia, while the packet transmission times are deterministic and equal to 
(8⋅200)/Rlink.  This amounts to a so-called MMPP/D/1 queue (MMPP = Markov modulated 
Poisson process), and an algorithmic solution method for this kind of queuing model, based 
on a matrix-analytic approach, can for instance be found in [161]. 
IV.6 A heterogeneous D-BMAP with class-independent packet transmission times 
Let us from now on focus on the situation where the sources that generate the packet arrivals 
can be subdivided into K traffic classes, where each of the classes comprises Nk sources, 
1≤k≤K, and where each source of type k is characterised by means of a Markov chain with Lk 
states, that is fully captured by the pgm Qk(z), with state space kΩa .  This is the traffic 
scenario that was expounded upon in Section III.5.1, and the definitions and notations that 
were developed there, will also be adopted in the current section.  Furthermore, we now 
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assume that each packet that enters the output buffer requires a transmission time that is 
described by the pgf T(z) regardless of the class that it belongs to, and that the transmission 
times of subsequent packets constitute a series of i.i.d. drvs.  The load of such a system can 









′ρ=µ ⋅µ =µ ∑ 1π Q    . 
IV.6.1 the joint pgf of the state vector 
 For this kind of packet arrival process, the analyses that have been reported throughout this 
work have made clear that, in addition to the system content and the residual transmission 
time (if the buffer is nonempty) at the beginning of a tagged slot (say slot n+1), we will also 
have to keep track of the number of sources of type k in each of the possible states during the 
preceding slot, which shows that the set of 2 kk L+∑  drvs ( )1 1 1, ,, , , ,n n n K ns + +τ a a"  will serve as 
the state vector for this queuing model.  Therefore, our objective is to derive a closed-form 
expression for the steady-state joint pgf 
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1 1
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The system equations (IV.1a-c) that were introduced and discussed in Section IV.2.1 still 
provide a valid description of this system’s evolution in time, provided that we let en represent 








= ∑    , 
where ek,n denotes the number of packet arrivals during slot n of type k.  Then the analysis 
presented in Section IV.2.2 can be extended to show that the functional equation (IV.2b) is 
expanded into 
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for describing the current system. 
 This functional equation can now be solved via similar techniques as the ones developed in 
Section IV.2.3, and related sections of Chapter III, which involve the decomposition of the 
pgms Qk(z) into their corresponding eigenvalues and –vectors by means of the formula  
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k k k k k
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z F z z z
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x xQ WΛ    , 
e.g. (III.47).  These derivations will not be explicitly repeated here, but can be reiterated on a 
step-by step basis from Section IV.2.3, by expanding the state space of the underlying 
Markov chain from the homogenous Ωa  into the heterogeneous 1, , K⋅⋅⋅Ωa a  and by taking into 
account relations such as the above one for the decomposition of powers of Qk(z).  This 
approach eventually yields a closed-form expression for the steady-state joint pgf of the state 
vector : 
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 (IV.16b) 
where the sum over 1 K⋅ ⋅ ⋅m m  runs over all possible values which belong to the state space 
{ }1 , , KΩ ⋅⋅⋅ Ωa a , with 
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   , 
and where ( )1 KE zm m"  is defined in the same way as before in (III.48b). 
 The boundary probabilities ( )1, , Kp l l"  that appear in the above expressions can be 
computed by imposing the property that the joint pgf ( )1, , , ,s KP z y ⋅ ⋅ ⋅x x  is a bounded function 




K⋅⋅⋅Ψ =N N , yields the set of equations 
 ( ) { }1 1 11 10 , \K K KK Kz ⋅⋅⋅Ψ = ∀ ∈Ω Ω ⋅⋅⋅m m m m a am m N N" " "     ,  (IV.17a) 
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and where the zeroes 
1 K
zm m"  are the solutions (with modulus less than 1) of 
 ( )( ) { }1 1 1 1 1, 1 ,K K K K Kz T E z z= < ∈Ωm m m m m m m m m m" " " " "    . (IV.17b) 
Also in this case, an approximation such as (III.50) for ( )1 K zΨ m m"  can be introduced, 
which yields 
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where M is determined to be the smallest integer for which Ca-1≤1-ρ.  This kind of approach 
reduces all numerical computations to a minimum. 
IV.6.2 the queue and system content 
By inserting the arguments k k=x 1 , 1≤k≤K, and y=1 into (IV.16b), one can readily deduce 
the following expression for S(z), the steady-state pgf of the system content 
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In addition, combination of the z-transform of the relation q=(s–1)+ with this formula yields 
the steady-state pgf Q(z), that describes the queue content at the beginning of an arbitrary slot 







z T E z
⋅⋅⋅
⋅⋅⋅ ⋅⋅⋅
−= − Ψ−∑ m mm m m m       . (IV.18b) 
 Furthermore, if we invoke the computational rules that have been developed throughout 
this work when applying the M[⋅] and V[⋅] operators on pgfs such as the above expression for 
Q(z), we obtain, for the average queue content 
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   , (IV.19a) 
and for its variance 
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where the burst and skew factors κb and κs of the heterogeneous D-BMAP that appear in the 
above expressions are defined in the same way as in Section III.5.1 (e.g. (III.44a,b)), and 
where 
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Moreover, the moments of the queue and system content are currently related by 
 ( ) 12 2 2 2 1 K
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s q b e
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   . (IV.19c) 
If we invoke approximation (IV.17c) for the terms in the above formulae that contain the 
boundary probabilities, then we obtain approximations that are equivalent to (III.53c), where 
the last of these three equations must presently be replaced by  
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   . 
Also observe that the heavy-load limits of the mean and variance of the queue and system 
content are given by the same formal expressions as in the homogeneous case, e.g. 
expressions (IV.8d). 
 Finally, as far as the tail distribution of the queue and system content is concerned, we can 
again adopt a multiple pole approximation technique; which basically means that we extend 
the state space from Ωa  to 1 K⋅⋅⋅Ωa a  for the results that were reported in Section IV.3.3 (hence, 
the column vector m  is replaced by the set of vectors 1 K⋅ ⋅ ⋅m m ).  Due to the close 
resemblance of the formulae that one thus obtains, they will not be explicitly recapitulated at 
this instance. 
Buffers with a D-BMAP and general packet transmission times IV-27 
 
IV.6.3 the unfinished work and packet sojourn times 
From the discussion in Section III.5.3, it became apparent that in the case of a heterogeneous 
packet arrival process, we need to specify the order by which the packets that arrive during 
the same slot and belong to a different traffic class will be transmitted.  This has induced us to 
consider the so-called AO and FOC ordering schemes, whereby the former corresponds to a 
random ordering over all traffic classes, while the latter assigns priority to packets of traffic 
class k over packets of traffic class k ' that enter the buffer during the same slot, if k<k '.  We 
normally start from the premise that packets that belong to the same class are 
‘indistinguishable’, i.e., treated in an equal manner, and therefore transmitted in random order 
if they have their arrival slot in common. 
 Hence, as demonstrated in Section III.5.3, the following step would be to produce an 
analysis of the unfinished work for the current traffic scenario, and from there on, construct 
the relevant equations that express the packet waiting time and delay in terms of this quantity.  
As it turns out however, the results that we would thus obtain are, in effect, merely a special 
case of those that are generated by analysing the model that is considered in the next part, 
which is why we choose not to explicitly present them at this point.  Whenever appropriate, 
we will indicate how the results of the next section can be reduced to the current traffic 
scenario. 
IV.7 A heterogeneous D-BMAP with class-dependent packet transmission times 
In this section, we consider an identical heterogeneous D-BMAP as in the previous one, with 
the additional modelling assumption that any packet that belongs to traffic class k has a 
transmission time that is described by the pgf Tk(z) with mean ktµ , 1≤k≤K, and is therefore 
class-dependent.  Consequently, the transmission times of consecutive packets are still 
assumed to constitute a series of independent random variables, but that are no longer 










′ρ= µ ⋅µ = µ ⋅∑ ∑ 1π Q   . 
 Unfortunately, by doing so, we introduce an insuperable difficulty in our model, at least as 
far as the analysis of the queue and system content is concerned.  Indeed, in view of the 
system equations (IV.1a-c) that govern such a system, each time that the transmission of a 
packet is terminated and the queue is not empty (i.e., for τn=1 and sn>0), we need to be able to 
determine the traffic class that the next packet belongs to, in order to be able to fix the value 
of τn+1.  Therefore, for this traffic scenario, it does not suffice to keep track of the total system 
content, or even the system content of each traffic class, in our state vector : we also need 
information on the precise order in which packets of different classes are stored in the queue.  
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Only then can we determine the type of the next packet that is to be transmitted after the 
previous one has ended.  It should be clear that such a system description will produce a state 
vector that is incredibly difficult to keep track of at successive slot boundaries, and the 
corresponding (steady-state) analysis of such a vector is close to being unfeasible to the best 
of our knowledge.  Obviously, for Tk(z)≡T(z), 1≤k≤K, this difficulty does not occur, and the 
current model (and corresponding results) is reduced to the one that was analysed in 
Section IV.6.  This also explains why a separate analysis for the queue and system content 
was provided in that section, since such an analysis cannot be carried out for the present 
traffic scenario. 
 Nevertheless, we are still able to analyse this system through the amount of work that it 
contains at the start of consecutive slot boundaries, as shown next. 
IV.7.1 the unfinished work 
If we regard a packet of any type and length t, as an entity that brings an amount of work into 
the buffer that is equal to t (or, equivalently, a packet of length t consists of t minipackets of 
length 1), then the unfinished work un, which represents the amount of work (or, equivalently, 
the number of minipackets) in the buffer at the beginning of slot n, will at subsequent slot 
boundaries satisfy the system equation 




n n i k
k i
u u t++ = =
= − + ∑ ∑   , 
where en,k represents the number of packet arrivals of type k during slot n, and where ti,k (with 
pgf Tk(z)) denotes the length, or transmission time, of the i-th packet of type k that enters the 
output buffer during the tagged slot.  Since each type-k packet arrival generates an amount of 
work describe by the pgf Tk(z), then, in view of the definition of the pgm Qk(⋅) in 
Section III.5.1, it is not difficult to deduce that the matrix Qk(Tk(z)) fully describes the 
Markovian arrival process of the amount of work of type k that joins the buffer during 
consecutive slots, and this matrix will play an identical role as the pgm Qk(z) in the analysis of 
the output buffer with a heterogeneous D-BMAP presented in Section III.5. 
 Thus, the above system equation for the unfinished work is in fact equivalent to that of the 
system content in case of single-slot transmission times, e.g. (III.45), whereby arrivals (of 
minipackets instead of packets) are now generated by the pgm Qk(Tk(z)).  Therefore, if we 
define the steady-state joint pgf ( )1, , ,u KP z ⋅⋅⋅x x  of the unfinished work at the beginning of a 
random slot, and the state of the heterogeneous D-BMAP during the foregoing slot,  
 ( ) ,11
1
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Buffers with a D-BMAP and general packet transmission times IV-29 
 
we can adopt the result (III.48a) for this joint pgf, keeping in mind that we must replace the 
argument z of the pgm Qk(z), and its eigenvalues and –vectors, by Tk(z).  Following this 
approach, we obtain 
      ( ) ( )
( ) ( )( ) ( )( )( )










k k k k k
k
u K












 ,  (IV.20a) 
where we now have that  
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   . (IV.20b) 
Another quantity, that will prove to be useful in the analysis of the packet waiting time, is the 
drv uq, defined as 
 ( )1qu u +−    , 
which is reminiscent of the relation between the queue and system content in case of single-
slot transmission times, and can be interpreted as the amount of work that resides in the 
system at the beginning of an arbitrary slot, not including the work unit being processed (if 
any) during this slot.  Making use of the relation that 
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   . (IV.20c) 
Consequently, substitution of the arguments k k=x 1 , 1≤k≤K, into (IV.20a,c), produces an 
expression for the steady-state pgfs Uq(z) and U(z), of the drvs uq and u respectively 
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   . (IV.21b) 
 The boundary probabilities ( )1, , Kp l l"  that appear in the above expressions can once more 
be computed by expressing that the joint pgfs ( )1, , ,u KP z ⋅ ⋅ ⋅x x  and ( )1, , ,qu KP z ⋅ ⋅ ⋅x x , or 
equivalently, the pgfs U(z) and Uq(z), are bounded functions for values of { }: 1z z∈ ≤^ , which, 
together with the normalisation condition ( )
1
1 1
K⋅⋅⋅Ψ =N N , yields the set of equations 
 ( ) { }1 1 10 ,K K KzΨ = ∀ ∈Ωm m m m m m" "  "    ,  (IV.22a) 
where Ω  is defined as in (IV.17a), and where the zeroes 1 Kzm m"  are now the solutions 
(with modulus less than 1) of 
 ( ) { }1 1 1 1 1, 1 ,K K K K Kz E z z= < ∈Ωm m m m m m m m m m" " " "    "    . (IV.22b) 
Also in this case, an approximation such as (IV.17c) for ( )1 K z⋅⋅⋅Ψm m  can be introduced, which 
leads to 
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where the normalisation constant Ca satisfies the same equation as in (IV.17c), and where the 
parameter M is determined in an identical manner. 
 In addition, taking the appropriate derivatives with respect to z for z=1 of (IV.20c), while 
taking into account related results that have been derived throughout this work, yields an 
expression for the mean value of uq 
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and the variance of this quantity 
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Furthermore, the moments of the unfinished work u can be expressed in terms of the moments 
of uq by making use of the relations 
 ( ) ( ) 12 2 2 2 2,1 2 1
q
k Kq k k k
u u
K
u b k eu t e t
k =
µ = µ + ρ
 σ = σ + µ κ σ + µ σ + − ρ Ψ ∑ N N"M
   . (IV.23c) 
Obviously, these results can be reduced to that of a state-independent packet transmission 
time scenario, by inserting 
 2 2 3, 3,; ;k kkt t t t tt
µ ≡µ σ ≡ σ µ ≡µ    , 
into these relations.  Furthermore, in a similar way as before, we can establish approximations 
for the terms that contain the boundary probabilities in these expressions for the moments of 
the queue content, by taking the appropriate derivatives with respect to z for z=1 of the 
approximate formula (IV.22c) for ( )1 K z⋅⋅⋅Ψm m , as demonstrated before on several occasions.   
 As far as the heavy-load limit of the mean and variance of the unfinished work is 
concerned, we now obtain 
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Apparently, the coefficient of variation of these drvs also evolves to 1 for ρ→1, as in the 
previous traffic scenarios investigated in this and the foregoing chapters.   
 To conclude, a multiple-pole tail approximation for the unfinished work ccdf can be 
deduced by applying similar approximation techniques as introduced in Section III.3.6.1.  The 
poles of Uq(z) and U(z) that determine its tail behaviour, for each value of 1 K⋅ ⋅ ⋅m m  denoted 
by 1o, Kz ⋅⋅⋅m m , will now be the (smallest real) solutions of the equations  
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 , (IV.24a) 
where 1o, , , K⋅⋅⋅Ω a a  is the set that contains those values of 1 K⋅ ⋅ ⋅m m  for which the inequality 
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is fulfilled, and where R is defined as in (IV.12a).  The coefficients 1,q Ku ⋅⋅⋅ζ m m  that 
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 , (IV.24b) 
where the computational complexity can be considerably reduced by adopting approximation 
(IV.22c) for ( )1, , K z⋅⋅⋅Ψm m  when calculating these quantities.  We ultimately obtain the 
following approximate expression for the ccdf of the drvs u and uq that represent the amount 
of work at the beginning of an arbitrary slot, respectively with and without the work unit that 
is being processed : 
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    , (IV.24c) 
that is usable for high enough values of the threshold Th. 
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IV.7.2 packet waiting time and delay 
The results of Section III.5.3, albeit for the single-server case c=1, can now be extended to 
include the current scenario of class-dependent packet transmission times with a general 
distribution. 
 First, consider a packet of type k that enters the buffer under either the AO of FOC 
ordering discipline, which were defined and discussed in Section III.5.3.  Adopting similar 
notations, with the addition of the subscript k to highlight the dependency on the traffic class k 
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where we let *,q ku  represent the unfinished work in the output buffer at the start of the tagged 
packet’s arrival slot (not including the work unit that is being processed during this slot, if 
any), *re  the total number of packet arrivals of type r during the tagged slot, fk,r the number of 
packet arrivals of type r that have arrived during the same slot, and will be transmitted before 
it, and ti,r, with pgf Tr(z), their respective transmission times.  The drvs *,q ku  and fk,r are 
dependent on the AO of FOC ordering process under consideration, as will become clear in 
the next two sections. 
IV.7.2.1 arbitrary order 
Consider an arbitrary packet that belongs to the k-th traffic class and enters the buffer under 
the AO paradigm.  The total number of packets entering in the same slot that will be 
transmitted before the tagged one is still a uniformly distributed drv that is bounded by 0 and 
the total number of packet arrivals minus 1, regardless of the queue content at the start of the 
tagged packet’s arrival slot.  Hence, we may write 
 * * *, 11,
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Furthermore, the system equation (IV.25) shows that it does not suffice to know the sum of 
the fk,r’s, due to the differentiation in the amount of work that is generated by packets of 
different types.  It is therefore necessary to know the individual values of the drvs fk,r, 1≤r≤K, 
and we can show that 
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which corresponds to the fraction of combinations by which the remaining l1,⋅⋅⋅,lk-1,⋅⋅⋅,lK 
arrivals can be rearranged in such a way that i1,⋅⋅⋅,iK of them will be transmitted before the 
tagged one. 
 On the other hand, since the tagged packet has been arbitrarily picked among all type-k 
packet arrivals, we can use the same arguments as in Section III.5.3 to show that 
 * * *1 1 11,Pr , , , Pr , , ,
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where keµ  represents the average number of type-k packet arrivals per slot, as usual.  Hence, 
the combination of the latter three expressions with the system equation (IV.25)) results in the 
following expression for the pgf of wk 
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Observe that this expression for the pgf Wk(z) is indeed normalised, due to the property that  
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Also, it is not difficult to verify that this indeed reduces to the homogeneous result for K=1.  
Unfortunately, the combinatorial factors that appear in the sum of the penultimate equation, 
preclude a further simplification of this result into a closed-form expression for the joint pgf 
of the drvs uq and e1,⋅⋅⋅,eK.  Therefore, we also consider the alternative FOC scheduling 
mechanism in the following section, which does allow us to derive closed-form expressions 
for the relevant performance characteristics, such as the mean value and/or the asymptotic tail 
behaviour of the waiting time of a class-k packet.  As explained before, we do not expect that 
major differences will occur between the performance indices in case of AO ordering on the 
one hand and FOC ordering the other hand, in particular if the heterogeneous D-BMAP 
represents a bursty packet arrival process. 
IV.7.2.2 fixed-order-by-class  
We once more focus on an arbitrary packet of type k that enters the buffer during a slot, under 
the FOC ordering scheme, meaning that all packets of type r, r<k , that arrive during the same 
slot will be positioned in the queue before all type-k packet arrivals, while all packets of type 
r, r>k , that arrive during the course of this slot will be placed in the queue behind the type-k 
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packets.  As indicated before, among the type-k packets that enter the system during the 
tagged packet’s arrival slot, an arbitrary ordering scheme remains valid.  This implies that, as 
in the case of single-slot transmission times, fk,r presently will be equal to er if r<k and 0 if 
r>k , while fk,k is a uniformly distributed drv which is bounded by 0 and the total number of 
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and with the aid of (IV.25) and (IV.26), we can also show that 
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 By taking the appropriate derivatives with respect to z for z=1 of both hand sides of this 
expression for the steady-state pgf Wk(z), we can deduce that the mean and variance of the 
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 Again, it is interesting to note that these two expressions do not depend on the specifics of 
the (correlated) packet arrival process.  In order to calculate the remaining expected values 
that contain the drv uq in the right-hand side of these formulae, we need to establish an 
expression for the joint pgf 
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Adopting a similar calculus as in Section III.5.3.2 for the derivation of this kind of function, 
we can deduce that  
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which, in view of (IV.20c), becomes 
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The remaining unknown quantities that occur in the right-hand side of expression (IV.28) for 
the mean and variance of the type-k packet waiting time can then be computed by taking the 
appropriate derivatives of the above joint pgf.  For instance, by taking the first-order 
derivative with respect to z and yk for z=y1= ⋅⋅⋅=yk=1, we are able to show that, in an 
analogous way as the calculations that led to equation (III.56b) 
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Expressions for the expected values that remain to be determined in formula (IV.28) for the 
variance of the type-k waiting time can be derived in a similar manner, although the 
calculations become somewhat more tedious. 
 Finally, for the purpose of establishing a multiple-pole approximation for the ccdf of wk, 
we first observe that equation (IV.27) shows that Wk(z) can be calculated from 
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where we have made use of the property that ( )( ) ( )( ) ( )( )r r r r r r r rT z T z T z=1 1W Q Λ , for all 
1≤r≤K.  The multiple-pole approximation for calculating the ccdf of wk thus yields 
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 Consequently, contrary to the AO ordering scenario, these results reveal that the moments, 
as well as the tail approximation of the type-k waiting time ccdf in case of FOC ordering, can 
indeed be calculated by an expedient application of the computational techniques that have 
been introduced throughout this work. 
  
Chapter V  
Conclusions and main results 
 
In this work we have presented the analysis of a number of queuing models, with the purpose 
of deriving (semi-)analytic closed-form expressions for the main performance indices related 
to the buffer content and packet sojourn time, that provide useful tools for the performance 
assessment of buffers that occur in a variety of components in telecommunication network 
nodes.  To the best of our ability, the emphasis has been put on deriving formulae that are 
both efficient, accurate, and sufficiently easy to implement, rather than aspiring to justify 
every single step in our analyses by means of a irrefutable mathematical proof.  The analyses 
were carried out by means of a pgf-approach, which allows us to express the quantities of 
interest, as far as possible, as functions of the system parameters. 
 We took off in Chapter II by investigating a relatively basic queuing model, that laid the 
foundations for some of the computational algorithms and solution techniques that proved to 
be useful in the remainder of the work.  In this model, packet arrivals were generated by N 
(identical) sources, and the aggregate packet arrival process was described by means of a 
series of i.i.d. drvs.  The packet size was set equal to 1 slot, with multiple servers (i.e., c>1) 
that provide their transmission.  At first we considered an infinite-capacity buffer, and for this 
model, we investigated the buffer content and packet sojourn time, which ultimately led to 
closed-form expressions for the mean and variance of these quantities.  We also provided 
accurate lower and upper bounds (at least if c is not too high) and a close approximation, for 
the terms that contain the boundary probabilities in our formulae, that reduce all numerical 
calculations to an absolute minimum.  In addition, the asymptotic tail behaviour of the buffer 
content and packet sojourn time pmf and ccdf was calculated as well, based on a single 
dominant-pole approximation technique.  Moreover, we also examined the case of a finite-
capacity buffer, and presented a detailed analysis for the loss process.  Specifically, we were 
able to express the main performance measures related this loss process in a finite-capacity 
buffer, in terms of the performance indices in an infinite-capacity buffer, which resulted in 
efficient computational procedures for calculating these quantities. 
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 Next, in Chapter III, we then extended these results to a general framework where the N 
sources are all described by a D-BMAP with L (≥2) states.  Focussing on the model with 
infinite storage capacity, we again derived semi-analytic closed-form expressions for the 
mean, variance, and tail distribution of the buffer content and the packet sojourn time.  This 
was done by adopting a somewhat particular solution technique, based on a comprehensive 
use of pgfs to represent the quantities of interest and the equations that relate them.  This 
forced us to devote some special attention to the potential – albeit removable – singularities of 
these pgfs that were inherent to this approach, but had the considerable advantage that results, 
such as the aforementioned means and variances, could be expressed, to the largest possible 
extent, in terms of the parameters that determine the packet arrival process.  We thus found 
that the burst factor, represented by κb, plays a primary role in the evaluation of these 
performance indices.  Moreover, the solution technique that we applied led, in an almost 
natural way, to a multiple-pole approximation procedure for the pmf and ccdf of the buffer 
content and packet sojourn time as well.  Furthermore, due to the potentially huge size of the 
state space of the Markov chain that describes the arrival process, finding accurate 
approximations for the terms in our formulae that contain the boundary probabilities became 
even more urgent, and we indicated how this can be done in an efficient manner, that is 
reasonably accurate in the single-server case; for c>1 however (and especially for c much 
larger than 1), there is still some room for improvement.  Finally, we extended the main 
results to the case of a heterogeneous D-BMAP, by focussing on the AO and FOC ordering 
schemes respectively.  It should be noted that deriving numerical results in the AO case can 
become computationally demanding compared to the FOC case.  This chapter was then 
concluded with a case study for a scenario whereby a buffer in a network node is fed by 
packetised telephone traffic, with the purpose of acquiring a better understanding of such a 
system, as well as illustrating the efficacy and usefulness of the results that were derived thus 
far. 
 Finally, in Chapter IV, we extended the analysis and results of the foregoing chapter to the 
case where the packet sizes were represented by a generally distributed drv.  We therefore had 
to confine ourselves to the single-server case c=1, since such models with multiple servers 
are notoriously hard to solve.  The analysis of the buffer content and packet sojourn time, yet 
again based on an expedient and adequate application of pgfs and their properties, was 
presented.  Making an extensive use of the analyses techniques that were adopted thus far, we 
once more obtained (semi-)analytic expressions for the mean, variance, and tail distribution, 
of the buffer content and packet sojourn times, in the case of AO ordering, as well as for the 
FOC ordering algorithm.  Similarly as before, numerical results are much harder to come by 
in the former case compared to the latter one. 
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 In the course of this monograph, we have illustrated the main results by means of a 
considerable number of numerical examples that (hopefully) provided some insight in the 
underlying mechanisms that govern this kind of system’s buffer behaviour and performance.  
We also encountered a number of issues that are still unresolved, or only partly resolved.  Just 
to mention the most important ones : 
• the results presented in Chapter II suggested that there is a close resemblance between the 
10-X quantile of a drv such as the queue content or packet waiting time on the one hand, 
and its moments – and the standard deviation in particular – on the other hand.  This 
phenomenon raises a numer of questions that deserve further investigation; 
• when studying a packet stream that traverses multiple ATM switching elements, 
generating end-to-end results, as well as results for the shared buffer memory, is still quite 
a challenge; 
• due to the huge size of the state space (i.e., 106 or more in some examples) that we 
occasionally encounter in case of a D-BMAP, it becomes obvious that establishing close 
approximations for the terms that contain the boundary probabilities in our formulae for 
the mean, variance and tail distribution of the buffer content and packet sojourn time, is 
crucial.  Especially in the multi-server case, a refinement of the results that have been 
obtained thus far would be welcomed; 
• phenomena, such as the asymptotic behaviour of the buffer content and packet sojourn 
time quantiles for increasing values of κb, or the (asymptotic) behaviour in our case study 
of the packet waiting time quantiles as the link rate becomes higher and higher, are quite 
intriguing, and warrant further attention; 
• in case of an i.i.d. packet arrival process, we were able to establish close and useful 
relationships between the quantities of interest in the case of a buffer with finite storage 
capacity on the one hand, and an infinite-sized buffer on the other hand.  For a buffer fed 
by a D-BMAP however, this issue has not been fully resolved up to now; 
• finding analytic solutions for multi-server models with generally distributed packet 









Discrete random variables and their pgfs 
 
 Formally, a stochastic or random variable X is defined as a measurable real-valued 
function from the set of outcomes (or sample space) of X, represented by Ω, to a measurable 
space. This measurable space is the space of possible values of the function, and it is usually 
taken to be the set of real numbers R .  
 Consider the probability space (Ω, E, Pr[⋅]) where the set of events E, which is a set of 
subsets of Ω, satisfies the properties of a σ-algebra.  Pr[⋅] is a suitable probability measure 
that assigns a probability to each element of E, and let the elements of the sample space Ω be 
represented by ω.  Formally, a function X : Ω→R  is a (real-valued) random variable, if for 
every subset Er={ω : X(ω) ≤ r} of Ω, where r∈R , the property Er∈E also holds.  
 This rather formal definition enables the construction of the cumulative distribution 
function FX(x) of the random variable X, with FX(x)=Pr[X≤ x]. 
 A discrete random variable (drv), is a random variable for which the sample space Ω is a 
countable space.  In all cases encountered in this work, the drv X will represent a counting 
process (the number of packet arrivals during a slot, the number of packets in a buffer at some 
given time instant, the number of slots between the arrival and departure slot of a packet, …) 
implying that Ω={0, 1, 2, 3, …} ≡` .  The probability mass function (pmf) x(n) of X then is 
shorthand for 
 x(n) ≡ Pr[X = n] = FX(n)–FX(n-1)   , 0 ≤ n     ,  
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The probability generating function (pgf) that is associated with a drv X, which is a function 








zX z z z X n
∞
=
∈ = = =  ∑E C    , (A.2) 
where the E[⋅] operator represents the expected value of the argument, which is, in general, a 
function of one or more (discrete) random variables.  Hence, the pgf X(z) is the (complex) 
z-transform of the pmf x(n), and the expression in the right-hand side is valid for all z in the 
complex plane for which the power series in the right-hand side converges.  Mark that, due to 
the normalisation condition (A.1), the power series in the right-hand side of (A.2) converges 
for z=1.  If we denote by R the radius of convergence of X(z), then from this observation one 
can easily infer that R≥1.  For reasons that will be clarified below, we will solely deal with 
pgfs for which R>1 in this dissertation.  The situation where R=1 demands an adjusted case-
by-case approach, and falls outside the scope of this work. 
 In the following sections of this appendix, we will derive and discuss some properties of 
the drv X and its pgf.  Let us conclude this part by pointing out that there is a one-to-one 
correspondence between the pmf of a drv and its pgf, i.e., each pgf is uniquely defined by the 
associated pmf, and vice versa.  Throughout this work, it will be abundantly illustrated that 
carrying out calculations with pgfs, i.e., in the so-called transform or z-domain, often is 
advantageous compared to calculations in the probability domain. 
 This is exemplified by the extension of the foregoing notions and definitions to the 
multivariate case, where for two drvs X1 and X2, a joint pmf Pr[X1=n, X2=m] is now used to 
characterise these quantities and their mutual dependence.  It is not difficult to show, for two 
statistically independent drvs X1 and X2 – meaning that Pr[X1=n, X2=m]=Pr[X1=n]⋅Pr[X2=m], 
,m n∀  – that their joint pgf then satisfies 
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a property that will be extensively relied upon in the course of this monograph, and (partly) 
explains the latter remark concerning calculations in the z-domain. 
A.1  Moments of X 
The characteristics of a drv are often represented by its (central) moments.  Let us, as is 
usually the case, denote by µX, 2Xσ  and µ3,X the mean, variance and 3rd central moment 
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The circumstances under which the sums in these expressions converge will be commented 
on hereafter.  For completeness, let us also define the coefficient of variation of a random 
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This is a dimensionless number that allows the comparison of the variation of random 
variables that have significantly differing mean values. 
 Finally, in the multivariate case, the correlation coefficient of two random variables X1 and 
X2 is in general defined as  
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and whenever this quantity is equal to 0, the two drvs are said to be uncorrelated. 
A.2  Properties of X(z)  
Let us derive a couple of properties of X(z) that will turn out to be useful in the analyses 
presented throughout this document : 
• The normalisation condition (A.1) implies that  
 1)1( =X    . (A.6) 
• The pgf X(z) is bounded for all z that fall within the closed complex unit disk : for values 
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which proves this statement. 
 Also, since the power series in (A.2) converges for all z that fall inside the complex unit 
circle, the radius of convergence of any pgf X(z), represented by R, is at least 1, i.e., R≥1.  It 
can be shown that the following three properties hold (see [188]) : 
• X(z) has for its domain of convergence the open disk { z ∈^  : |z|<R}; 
• for any number r, 0<r<R, the pgf X(z) is analytic in the closed disk { z ∈^  : |z |≤r}; 
• the pgf X(z) may be differentiated as often as required within its domain of convergence 
{ z ∈^  : |z|<R}, and the differentiated series has the same domain of convergence as the 
original one. 
Consequently, since z=0 falls within the domain of convergence of X(z), we may differentiate 
X(z) any number of times with respect to z for z=0, which induces the probability generating 
property 
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which, in principle, allows one to retrieve the pmf x(n) from the pgf X(z). 
From the third previous property, it becomes clear that, if we preclude the case R=1, i.e., if 
 R>1  , (A.9) 
then z=1 falls within the domain of convergence of X(z), and we may differentiate X(z) any 
number of times with respect to z for z=1, which induces the moment generating property 
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This, for instance, implies that the first three (central) moments of the drv X can be calculated 
from the first three derivatives of X(z) at z=1, as 
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 (A.11) 
where we use primes as the standard shorthand notation to represent derivatives with respect 
to the argument of a single-valued function.   
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 The condition (A.9) ensures that these derivatives exist, or, equivalently, that the sums in 
expressions (A.3) for the moments converge.  Moreover, also note that under such 
circumstances, X(z) is an analytic function at least for those values of z that satisfy |z |≤1.  In 
this document, we will solely consider pgfs whose radius of convergence satisfies (A.9), 
implying that all moments of the corresponding drv are finite.  For R=1, (some of) the 
moments of X may be infinitely large, a situation that demands a specialized in-depth 
approach that depends on the specific form of X(z), and that we do not wish to explore any 
further at this instance. 
A.3 Tail distribution of  X 
In many environments where queuing analysis is employed to assess the system performance, 
we need information on the whole pmf x(n) of a random variable X, rather than its first few 
moments.  In particular the situation where n is ‘large’ is of interest, since this may relate to 
an event that rarely occurs, but potentially has grave consequences (such as a system disaster).  
The behaviour of x(n) when n becomes large is often referred to as the asymptotic behaviour 
of x(n), or the tail distribution of the drv X (e.g., [118]). 
 The probability generating property (A.8), in principle, allows the extraction of x(n) from 
X(z).  However, even when X(z) is know as a closed-form formula, the calculation of its n-th 
derivative with respect to z for z=0 – both analytically as well as numerically – in most cases 
quickly becomes unfeasible as n increases. 
 An often followed approach is to consider the right-hand side of (A.2) as the Laurent series 
expansion of the function X(z), which converges for |z |<R, and from which we can deduce 
that 
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where the contour C0 can be any circle centred on the origin z=0 and traversed in the positive 
direction, with radius r such that 0<r<R.  The numerical calculation of this integral 
(frequently after some carefully chosen transformation of the variable u in this expression), is 
the approach of choice of the (inverse) discrete Fourier transform (DFT), and the fast Fourier 
transform (FFT) technique (see also [145], [201], [236]).  However, these numerical 
calculation tools once again suffer from the drawback that they become increasingly 
unreliable as n becomes larger and larger. 
 Let us therefore follow a different approach, and from now on focus on the situation that is 
outlined in Appendix C, where X(z) is such that its singularities stem from the zeroes of a 
denominator of the form zc–E(z).  Then, as shown in Appendix C, provided that c>E'(1) and 




real pole, denoted by zo, with zo>1.  Suppose that X(z) has M isolated singularities, denoted by 
zo,i, 1≤i≤M, and we rearrange these quantities such that zo≡|zo,1|≤|zo,2|≤…≤|zo,M|.  Now, suppose 
that zo is the only singularity of X(z) with modulus zo, i.e., |zo|<|zo,2|≤…≤|zo,M|.  This will, 
generally speaking, be the case if L=1, where L denotes the highest common factor (hcf) of 
the set of integers ( ){ }0: ≠nxn  (see the concluding remarks of Appendix C).  If we take the 
contour integral over a circle CR with radius R centred around z=0, CR={z∈C  : |z|=R}, then 
with R→∞, we can resort to the residue theorem to transform (A.12) into 







x n z I
z +=
 = − + +ϑ  ∑   , 
where In equals the contour integral at infinity 




= ∫v    , 
and ϑn encompasses the terms that stem from branch cuts that we may need to take in the 
complex plain to close the contour at infinity.  In this expression, X(z) must be regarded upon 
as the analytic continuation of the power series (A.2) outside its domain of convergence.  
Assuming that zo,i is a pole of X(z) with multiplicity mi, we find that  
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which leads to 
 ( ) o,
1
M n
i i n n
i
x n z I−
=
= ζ + + ϑ∑    . 
Under the assumptions described above, it is obvious that, provided that n is large enough, the 
sum in the above expression is dominated by the term associated with zo.  Although it is 
impossible to prove in general, this will also be true with respect to the value of ϑn, since all 
singularities of X(z) that are not poles have a modulus larger than zo as well.  In addition, one 
can often prove, as will be illustrated later on by some examples, that In=0 for large enough 
values of n.  Bearing in mind that zo is a simple pole of X(z), we thus obtain the following 
expression that captures the asymptotic behaviour of the pmf x(n) 
 ( ) o nx n z−≅ ζ    , (A.13a) 









  ζ = −    
 (A.13b) 
SOME REMARKS 
It is straightforward to extend the previous analysis to cover the case where X(z) has multiple 
poles with modulus zo.  It suffices to add an appropriate term to (A.13a,b) for each of these 
additional poles, taking into account their respective multiplicity.  
 A class of interesting pgfs is the situation where X(z) is a meromorphic function in the 
complex plane, i.e., X(z) can be written as the ratio f(z)/g(z), whereby both f(z) and g(z) are 
analytic in the complex plane (and of course g(z) not a constant equal to zero). Then all 
singularities of X(z) perforce are poles, which are the zeros of g(z).  If this is the case, the 
contour CR can be closed without branch cuts, implying that ϑn=0.  This for instance occurs if 
X(z) stands for the pgfs Q(z) or S(z) – of the steady-state queue or system contents 
respectively, that were calculated in Chapter II of this thesis – provided that the pgf E(z), that 
describes the i.i.d. packet arrival process, is a meromorphic function in the complex plane as 
well.  With respect to the evaluation of In, the following theorem comes in handy (see also 
[188]) : 
 
THEOREM : conditions for the vanishing of an integral around an arc 
Let f(z) be a function that may or may not be analytic within and on CR, and define 
( ) ( )max
rz C
M r f z
∈
= , where Cr can be any arc on the circle in the complex plane around the 
origin with radius r, which does not intersect with a branch cut of f(z).  Then,  
 ( ) ( )lim 0 lim 0
RCR R
RM R f z dz→∞ →∞= ⇒ =∫v   .    
If X(z) does not have branch cuts in the complex plane, then from this theorem and the 
definition of In, we can distil the following criterion for which In=0 : 
 [ [ 0,2,0,0).(lim =⇒π∈θ∀=−ιθ∞→ nnR IReRX   . (A.14) 
 Let us illustrate this for the pgf Q(z), representing the steady-state pgf of the queue content, 
that was derived in Chapter II : 
 ( ) ( )( ) ( )zzEz
zczQ c Ψ−




with Ψ(z) a polynomial of degree c-1; we also point out that the coefficient of zc-1 in this 
polynomial is equal to Pr[s ≤ c-1]/(c(1-ρ)), where the drv s represents the system content, and 
where the load ρ satisfies ρ < 1. 
 If we let E(z) represent a Poisson arrival process with arrival rate cρ, i.e., 
( ) ( ){ }1exp −ρ= zczE , then the behaviour of ).( ιθeRQ  on CR depends on whether or not 
cos(θ)>0, leading to, for 0≤θ<2π,   
 
[ [ ] [
[ ] [ ]
ιθ
0 , θ 0,π 2 3π 2,2π
lim ( . )
Pr 1 , θ π 2,3π 2R
Q R e
s c→∞
 ∈ ∪=  ≤ − ∈
      . 
Consequently, whatever the value of θ, this implies that 
 .20,0).(lim 1 π<θ≤=−ιθ∞→ ReRQR  
Therefore, in view of (A.14), we conclude that In=0, for all n≥ 1. 
 As a second example, consider the case that E(z) is a rational function, with E′(1)<c.  Let 
dN and dD be the degree of the numerator and denominator respectively, and let aN (aD) denote 
the coefficient of Ndz  ( Ddz ) in the numerator (denominator).  Then one can easily verify 













s cQ R e d d c
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ιθ
→∞
> + ≤ −= = + − ≤ − < +
   . 
For completeness, note that dN=dD+c, aN=aD would cause some of the probabilities Pr[e=n] to 




  , 
once again leading to the conclusion that In=0 for all n≥1. 
 These examples illustrate that in a lot of interesting cases, the tail approximation (A.13a,b) 
will provide accurate results, as soon as the values of n are such that |zo,i|-n, 2≤ i≤M, can be 
neglected compared to o nz − .  Throughout this work, the validity and accuracy of such an 
approach (and the ones derived thereof) will be confirmed by means of a considerable amount 















 Rouché’s theorem and its application 
 
Rouché’s theorem can be formulated as follows (e.g. [188]) : 
 
Let f(z) and g(z), z ∈C , be analytic inside a simply connected bounded domain D in the 
complex plane, as well as on its boundary C, and let these functions be such that 
 ( ) ( )f z g z>    , (B.1) 
on the boundary C.   
Then the functions f(z) and f(z)+g(z) have the same number of zeros in D, if each zero is 
counted according to its multiplicity. 
 
 We will now apply this to prove that 
the equation 
 ( ) 0cz E z− =    , 
 has c solutions inside the closed 
complex unit disk { }: 1z z∈ ≤^  – 
including z=1 – with E(z) a pgf that 
describes the number of packet arrivals 
per slot, and by assumption satisfies   
 ( )1E c′ <    . 
Adopting the above notations, we set  f(z)=zc  and g(z)=–E(z).  Furthermore, as shown in 
Fig. B-1 consider the boundary C as the circle around the origin z=0 with radius 1+ε, i.e.,  




for infinitesimal small values of the positive real number ε.  Under the condition that R, the 
radius of convergence of E(z), satisfies (A.9), then ε can be chosen such that the domain D 
bounded by C falls within the domain of convergence of E(z), implying that g(z) is an analytic 
function in D and on C; and obviously so is f(z).  We now prove inequality (B.1) : 
 ( ) [ ]?
0





+ ε > + ε < + ε =∑   , 
which, for sufficiently small values of ε, will be satisfied if 
 ( ) [ ] ( )?
0
1 1 Pr 1 1
i
c i e i E
∞
=
′+ ε> + ε = = + ε∑   , 
and in view of ( )1E c′ < , this inequality is indeed valid. 
 We can therefore conclude that the function zc–E(z) has c solutions within C.  Apparently, 
z=1 is one of these solutions.  In general, this will be the only solution with modulus equal to 
1 (see also the closing remark of Appendix C).  Letting ε→0, this implies that zc–E(z) has c-1 









In search of the dominant pole 
 
Let us consider the equation 
 ( ) 0cz E z− =    ,   z∈C  (C.1) 
where E(z) represents the pgf of an i.i.d. packet arrival process, i.e., 




E z z e i
∞
=
= =∑   . (C.2) 
We consider pgfs E(z) for which the corresponding i.i.d. packet arrival process from time to 
time generates more than c arrivals, i.e.,  
 [ ]{ }: Pr 0n n c e n∈ > ∧ = ≠ ≠ φ`    . (C.3) 
Observe that his condition in fact expresses that the queuing system under consideration in 
Chapter II is a non-trivial one. 
 We also assume that the equilibrium condition (I.4), implying that ( ) 11' <ρ⇔<µ= cE e , 
is satisfied.  Let R be the radius of convergence of E(z), with R>1 by assumption (see (A.9) 
in Appendix A and related comments), and suppose that the following inequality is valid : 




→ >R   . (C.4) 
Note that if this condition is satisfied, then (C.3) automatically holds as well.  
 To set our mind, we first take a look at the situation where R is finite. We define the real-
valued function F(z), z∈R , on the open interval ]1, R[, as  
 ( ) ( )( ) ] [, 1,1
c
c
z E zF z z
z z




Since E(z) is a continuous function in the open interval ]1,R[ (which immediately follows 
from the series expansion (C.2), and the fact that ]1,R[ falls within its domain of 
convergence), so is F(z).  Evidently, the roots of F(z) in ]1,R[ are also zeroes of (C.1) in this 
region, and vice versa. 
We can now prove the following properties : 
 
PROPOSITION 1 : F(z)  has at least one zero zo >1 in the interval ]1,R[ 











= − ρ >
<
R
  , 
where the latter inequality follows from (C.4), we can invoke Bolzano’s theorem, which states 
that, under these circumstances, there is at least one u∈]1,R[ that satisfies F(u)=0.     
 Let us denote by zo any of these solutions. 
 
PROPOSITION 2 : zo is the only zero of F(z) in the interval ]1,R[ 
This immediately follows from the observation that F(z) is a strictly decreasing function for 
z∈]1,R[.  Indeed, due to expressions (C.2) and (C.5), F(z) can be rewritten as 
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Because values z∈]1,R[ fall within the domain of convergence of F(z), these sums (and their 
derivatives) converge for these particular values of z, and we may conclude that  
 ( ) [ ] [ ] ] [1 11 1
0 1 0
Pr Pr 0 , 1, .
c c i i cj j
i j i c j
F z jz e i jz e i z
− − ∞ − −− − −
= = = =
 ′ = − = + =  < ∈  
∑ ∑ ∑ ∑ R    
Note that at least one of the terms in the sums between parentheses necessarily is nonzero, in 












Figure C-1: contour C for applying Rouché’s theorem
PROPOSITION 3 : zo is a zero of F(z) with multiplicity 1 
From ( )oF z , expression (C.5) for F(z), and ( )oF z′ , we deduce that  
 ( ) ( ) ( )1o o o o o1
0 ,
c ccz E z z z F z− ′ ′− = −
<  (C.6) 
which proves that zo is a zero of ( )zEzc −  with multiplicity 1; otherwise the equality 
( )1o o 0ccz E z− ′− =  would hold.   
 
PROPOSITION 4 :  Equation (C.1) has no solutions outside the complex unit disk with modulus 
less than zo 
In order to prove this property, we appeal 
to Rouché’s theorem discussed in 
Appendix B, with f(z)=zc and g(z)=-E(z). 
As depicted in Fig. C-1, let us consider 
the boundary C as the circle around the 
origin z=0 with radius zo-ε, i.e.,  
 C={z∈C  : |z|=zo–ε}    , 
for infinitesimal small values of the 
positive real number ε.  Since zo>1, we 
are sure that we can choose ε such that 
zo-ε>1.  Note that, as the domain D, bounded by C, falls within the domain of convergence of 
E(z), g(z) is an analytic function in D and on C, and obviously so is f(z).  What remains to be 
proven is inequality (B.1) : 




z E z z e i
∞
=
− ε > − ε < − ε =∑   , 
which, for sufficiently small values of ε, will be satisfied if 
 ( ) [ ] ( ) ( )?1 1o o o o o o
0
Prc c i i
i
z c z z i z e i E z E z
∞− −
=
′− ε > − ε = = − ε∑   . 
As zo is a zero of ( )cz E z− , this reduces to the condition 




which we know to be valid, e.g. equation (C.6).   
 This proposition is confirmed by Vivanti’s theorem : 
If τ is the radius of convergence of a power series X(z) with real and positive 
coefficients, then z=τ necessarily is a singularity of X(z). 
Indeed, if the equation (C.1) would have a solution outside the complex unit disk with 
modulus less than zo, this would be a singularity for the pgf (say Q(z)) of which ( )zEzc −  is 
the denominator.  Hence, the radius of convergence of Q(z) would be less than zo, and from 
Vivanti’s theorem we deduce that there would be another solution of (C.2) in the interval 
]1,zo[.  We have proved by means of Proposition 2 that the latter is false; hence, equation 
(C.2) has no solution outside the complex unit disk with modulus less than zo. 
CONCLUSIONS 
 Summarizing, taking into account the abovementioned properties, we conclude that zo is 
the  only solution of (C.1) that is located outside the complex unit disk and falls within the 
region of convergence of E(z).  The root zo is a positive real number, and has multiplicity 1. 
 In this document, we will only deal with pgfs E(z) that satisfy the inequality (C.4), 
implying that these results are of interest for any pgf (say Q(z)) for which zc-E(z) is the 
denominator.  Provided that all singularities of Q(z) stem from the zeros of zc-E(z), this means 
that the zero z=zo will be the dominant singularity of Q(z).  Its radius of convergence is equal 
to zo as well, and its domain of convergence coincides with the open disk with radius zo, i.e., 
{z∈^  : |z|< zo}. 
SOME REMARKS 
• Up to now, we have tacitly assumed that R is finite.  Nevertheless, it is not difficult to 
check that the above derivations and properties do not drastically change when the radius 
of convergence of E(z) becomes infinite.  The zero zo then is the only solution of (C.1) on 
the positive real axis with modulus larger than 1. 
• The above derivations are valid under quite general conditions :  
– E(z) has a radius of convergence R>1, i.e., we exclude the case where R=1; 
– the inequality (C.4) holds. 
• Let us briefly take a look at some situations where (C.4) is not valid.  This will either be 
the case when E(z) is a polynomial of degree no larger than c – a situation that we 
preclude provided that (C.4) (and hence (C.3)) is satisfied – or whenever z=R is a branch 
point of E(z) with Rc≤E(R).  Such pgfs exist; a class that for instance could fit this 
description is given by  
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   ,   a>1   , (C.7a) 
where the parameters (c, ρ,  a, R) must satisfy  
 ( )
1
1 1 1 01
a
ac




   , (C.7b) 
in order to ensure that all probabilities that correspond to the pgf in (C.7) are positive 
quantities.  This situation is illustrated in Fig. C-2, where we have plotted F(z)/c versus z 
for c=1,2,3,4, with E(z) in the expression for F(z) given by (C.7a), for parameter values 
(ρ, a, R)=(0.4, 5, 1.5).  If c=1,2, the condition (C.4) is satisfied and F(z)/c has a zero in 
the interval ]1,R[, as we observe from the intersect of these two curves with the abscis.  
For c=3,4, the condition (C.4) is no longer satisfied, and the function F(z)/c does not have 
a zero within ]1,R[; consequently, neither will zc-E(z).  In this case, the branch point z=R 
will be the dominant singularity of any pgf for which zc-E(z) is the denominator, and 














Figure C-2 : F(z)/c versus z 
• It is, in theory, possible that the equation (C.1) has solutions different from zo but with 
modulus equal to zo.  This can for instance be the case if L>1, where we define L to be the 
hcf of the set of integers { } [ ]{ }{ }: Pr 0c n e n∪ ∈ = ≠N .  Indeed, since zc-E(z) can be 
regarded as a function of zL under these circumstances, then if zo is a zero of zc–E(z), so 
will { }o, o.exp 2 /kz z k= πι L , 1≤k≤L-1, and these zeros obviously have a modulus equal to 









The eigenvalues and –vectors of Q(z) 
 
D.1  calculation and general properties 
As became clear from the analysis throughout Chapters III and IV, an important role is played 
by the eigenvalues and –vectors of the pgm Q(z).  Let us denote by Λ(z) the L×L diagonal 
matrix containing the eigenvalues λi(z) of a general Q(z), given by (III.1), which are the 
solutions of the characteristic equation 
 ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
11 11 12 12 1 1
21 21 22 22 2 2




L L L L LL LL
p G z z p G z p G z
p G z p G z z p G z
z z
p G z p G z p G z z
− λ




# # % #
…
Q I    , 
where I represents the L×L diagonal identity matrix.  This characteristic equation can be 
formally written as 







λ =∑    , (D.1) 
where, without loss of generality, we can set C0(z)≡1.  The functions Cl(z), 1≤l≤L, are linear 
combinations of the l×l minors of Q(z), with CL(z)≡±|Q(z)|.  Let us denote by Rlm (with Rlm>1 





R R    . 
We will refer to R as the radius of convergence of the pgm Q(z), in the sense that each of the 
entries of Q(z) is an analytic function in the open disk { }: | |z z∈ <^ R .  Consequently, the 
Cl(z)’s will be analytic functions in the region { }: | |z z∈ <^ R  as well.  For these values of z, 
the characteristic equation can be regarded upon as a polynomial of degree L (with finite 




know that this equation has exactly L solutions.  Consequently, Λ(z) can be uniquely 
determined for all { }: | |z z∈ <^ R , and since the Cl(z)’s have no poles within this area, neither 
will λl(z), 1≤ l≤L.  However, this does not prohibit the λl(z) of having branch points for 
certain values of z within this region, a matter that will be commented upon in Section D.2.  
Since, for z=1, Q(1) is the stochastic matrix of the modulating Markov chain that is recurrent 
and aperiodic by assumption (and therefore ergodic), this implies that one of the 
corresponding eigenvalues, say λ1(z), satisfies λ1(1)=1, while the others fulfil the inequality 
(see [164]) 
 ( )1 1 ; 2 .l l Lλ < ≤ ≤  (D.2) 
In the remainder, λ1(z) will be referred to as the Perron-Frobenius (PF)-eigenvalue of Q(z). 
 In addition, let us also define W(z) as the L×L matrix containing the respective 1×L left-
eigenvectors ( )l zw  with eigenvalue λ l(z) of ( )zQ , and U(z) as the inverse matrix of W(z), 
meaning that these matrices satisfy the following equations : 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
z z z z
z z z z
 = =
W Q W
U W W U I
= Λ
   . (D.3a) 
(with I the L×L diagonal matrix with all elements equal to 1) implying that  
 ( ) ( ) ( ) ( )z z z z=Q U U Λ     , (D.3b) 
which shows that U(z) is the L×L matrix whose columns ( )i zu  are the L×1 right-eigenvectors, 
with eigenvalue λ i(z), of Q(z).  The respective left- and right-eigenvectors can be determined 
from these relations upon some constant factor, which can be fixed by requiring that the rows 
of either W(z) or U(z) are normalised (the former implies the latter, and vice versa) 
 ( ) ( )z z= ⇔ =1 1 1 1W  U    , (D.3c) 
with 1  the L×1 column vector with all entries equal to 1.  We then also obtain 
 ( ) ( ) ( ) ( )z z z zQ U W= Λ    . (D.3d) 
We need to emphasise that, although the solution for the eigenvectors that follows from the 
set of equations (D.3a-c) works well for arbitrary values of z, it nevertheless degenerates if 
z=1.  First notice that the equations for ( )1 1w , namely ( ) ( ) ( )1 11 1 1=w wQ  and ( )1 1 1=w 1  are 
exactly the ones that determine the stationary vector Tπ  defined in Section III.2.1.  Also, we 
easily deduce that ( )1 1 =u 1  is the right eigenvector of Q(1), if we require that ( ) ( )1 11 1 1=w u  
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(see also [164]).  However, for 2≤l≤L, and ( )1lw  being the left eigenvector associated with 
λ l(1) of the stochastic matrix Q(1) (with ( )1 =1 1Q ), we can establish the relation 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 1 1 1l l l l l l=λ ⇒ =λw w w 1 w 1Q    . 
Since, for 2≤l≤L, the non-PF eigenvalue ( )1lλ  satisfies the inequality (D.2), the above 
relation can only hold if ( )1 0l =w 1 , which contradicts the equality ( )1 1l =w 1  that follows 
from the normalisation requirement (D.3c).  This explains why the entries of the solution for 
( )l zw  that derives from (D.3a,c) tend to ±∞ for z→1.  As a consequence, the relations (D.3a) 
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   , (D.4) 
where 0  and ∞  are L×1 column vectors whose L entries are equal to 0 and ±∞ respectively.  
Although this solution for 2≤l≤L seems impossible to work with at first sight, we will not 
shun away from it.  The reason is that, throughout the derivations presented in this work, we 
do not make use of the value of the individual components of ( )l zw  (and ( )l zu ), but rather of 
specific combinations of these quantities, such as the ones in equations (D.3a-d).  For 
instance, as a small example, although the elements on the l-th row of W(z) tend to infinity 
for 2≤l≤L and z→1, the sum of each row still equals 1 under these circumstances, i.e., 
( )1 1l =w 1 , 2≤ l≤L.  Also, as indicated in Section III.2.1, if we denote by uij(z) the entries of 
U(z) (and hence, the i-th component of ( )j zu ), then observe that the identities  
 
( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ,
ij j j ij j
ij j ij
u z z z z u z z
u z z u z





show that ( ) ( )ij ju z z⋅w  is a left-eigenvector of Q(z) with eigenvalue λj(z), and the solution of 
this set of equations indeed does yield a finite value at z=1.  Our calculations in Chapter III 
(and IV) will reveal that the products ( ) ( )ij ju z z⋅w  are exactly the ones we need in our 
derivations concerning the buffer analysis.  In Section D.4 of this Appendix, we will highlight 
the specific case L=2, from which it will become clear that the eigenvalues and –vectors still 
satisfy each of the relations of (D.3a-d) for z→1.  Our calculations will further reveal that the 
solution for the eigenvectors that is proposed here leads to some considerable simplifications 
in the representation of the results that are generated throughout this monograph, which 




D.2  Branch points of the eigenvalues 
In view of the characteristic equation (D.1), the first derivative of the eigenvalues of Q(z) can 
be calculated in an unambiguous way from 
 ( )
( ) ( )

















′λ = ≤ ≤
λ∑
   . (D.5) 
Since the Cl(z) functions are analytic for all { }: | |z z∈ <^ R , then the λi(z), viewed as a 
function of z, are differentiable, and hence analytic in this area, except for the zeroes of the 
denominator in this expression.  These values of z are the branch points of the corresponding 
eigenvalues; let z* be such a value, and assume that { }* : | |z z z∈ ∈ <^ R .  Notice that the 
requirement of the denominator in the above expression being zero, is equivalent to the 
property that λi(z*) is a solution of the characteristic equation with multiplicity larger than 1, 
i.e., at least one value of j, 1≤j≤L, can be found for which 
 ( ) ( )* * ;i jz z j iλ =λ ≠    . 
These remarks reconfirm the observations that were also made in [163], [198], namely that 
the λi(z)’s, { }: | |z z∈ <^ R , are analytic functions in this region, except for those values of z 
for which they are not distinct. 
 Such (either real or complex) values z* exist, and may even fall within the complex unit 
circle.  To illustrate this, it suffices to focus on a small example, whereby Q(z) is a 2×2 matrix 
of the following form : 





p G z p
z
p G z p
− =  − Q    , 
with 0<p1,p2<1, and G(z) any pgf that describes the number of packets that are generated 
when a source visits state S1.  Observe that if p1+p2≠1, this is not an i.i.d. process, i.e., there is 
dependence between the number of packets that are generated during subsequent slots.  From 
the results that are presented in Section D.4 for a general two-state D-BMAP arrival process, 
we can deduce that ( ) ( )1 2* *z zλ =λ  implies that 
 ( ) ( )( )( ) ( )22 21 1 2 1 2 22 2 1 1 0p G z p p p p G z p− − − − + =    . 
As an example, for p1=p2=0.375, this yields the two solutions G(z*)=-9 and G(z*)=-1/9 
respectively.  If G(z) for instance represents a Bernoulli arrival process with rate γ, then one 
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can readily check that for γ>5/9, one of these solutions for the branch points z* falls within 
the complex unit circle.  The observation that these branch points may be situated inside the 
complex unit disk already points to the fact that these are not essential singularities of pgfs 
such as Q(z) and S(z) that describe the steady-state queue and system content, since these are 
perforce analytic functions for |z |<1.  This issue will be discussed next in more detail. 
 To make matters even worse, inspection of results such as the ones presented in 
Section D.4 for L=2 reveals that these branch points of the eigenvalues are also singularities 
(i.e., poles) of the corresponding right-eigenvectors.  Nevertheless, we can prove that these 
branch points are removable singular points (see [188]) of the main results that were derived 
throughout Chapter III and IV, such as the steady-state pgfs Q(z) and S(z).  Considering L=3, 
we will demonstrate this for Q(z), satisfying (III.25), by showing that both Q(z*) and Q ' (z*) 
exist and can be calculated in an unambiguous way.  The arguments that are hereafter 
developed for L=3, are exemplary for any arbitrary value of L.   
 To set our mind, consider a point in the complex plane that falls within the region of 
convergence of Q(z), { }* : | |z z z∈ ∈ <^ R .  Hence, a (finite) solution for λi(z*), 1≤i≤3, exists, 
and assume that  
 λ1(z*)≠λ2(z*)=λ3(z*)   , 
i.e., z* is a branch point of λ2(z) and λ3(z), but not of λ1(z).  Hence, this implies that λ1(z) is 
differentiable at z=z*, and from relation (D.3b), we deduce that the same holds for the 
corresponding right-eigenvalue ( )1 zu .  The value z=z* is a pole of ( )2 zu  and ( )3 zu , but 
from the normalisation requirement ( )z =1 1U , we can still deduce that the following limits 
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exist.  First, taking into account that λ2(z*)=λ3(z*), then the steady-state pgf Q(z) of the queue 
content can, for z=z*, be written as (with [ ]1 2 3m m m=m T, and 3 1 2m N m m= − −  ) 






* 1 * *
* lim
* * *
m N m N mN
m N mc z zm m




− λ λ= Ψ−λ λ∑ ∑ m    ,   
and in view of expression (III.18a) for ( )zΨ m , this quantity can be uniquely determined if 
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exists.  From definition (III.17a) for ( )F zlm , we can conclude that ( )10,f ml  (with 
[ ]1 2 3l l l=l T and 3 1 2l N l l= − − ) is the coefficient of 11mx in the expression 
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which, in view of the previous considerations, yields a finite and unambiguous result. 
 In an analogous way, one can show that Q'(z) exists for z=z*, if the following limits exist : 
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,   ∀ l    . 
Based on the definitions (and existence) of ( )0, *is z  and ( )1, *is z , the existence of ( )11,f ml  
can be demonstrated by an identical derivation as above, so let’s focus on the calculation of 
( )1mε l .  Again, due to the definition of ( )F zlm , this quantity is the coefficient of 11mx  in the 
formula 
 ( ) ( ) ( ) ( ) ( )[ ]( )3 1 1 2 2 3 3
* 1
lim ili i i
z z i y z
d u z x u z y u z ydy→ = =
 + λ + λ∏      .  
In view of the identity ( ) ( ) ( )z z z=1 1ΛU Q  (which also holds for z→z*), we may write 
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and since the expressions in the right-hand side of these two formulae can be unambiguously 
calculated and are finite for { }* : | |z z z∈ ∈ <^ R , the limits in the left-hand side exist, and 
hence, so does the limit in the penultimate expression. 
 Summarising, Q(z) and its first derivative exist for z=z*, and the same approach can be 
adopted to show that the n-th order derivative of Q(z) exists.  Consequently, although z=z* is 
a branch point of two of the eigenvalues, and a pole of the corresponding right-eigenvectors, 
it is not a singularity of Q(z), but a so-called removable singular point.  Clearly, the same can 
be said of all branch points of the eigenvalues that fall within the region { }: | |z z∈ <^ R .  
Similar arguments can be developed for other pgfs of interest (such as the steady-state pgf 
S(z) of the system content), and/or other values of L. 
Appendix A-23 
 
D.3  Derivatives of the PF-eigenvalues and –vectors 
In the derivations concerning the mean and variance of such drvs as the queue and system 
content, it became obvious that the derivatives with respect to z for z=1 of the PF-eigenvalues 
(and right-eigenvectors) play a primary part in the results that we eventually obtain.  In this 
section, we briefly outline a procedure that allows us to calculate these quantities. 
 We will commence by showing that ( )1 1′λ  is equal to the mean number of packet arrivals 
during an arbitrary slot (generated by a single source).  We start by proving that  
LEMMA :  
 ( )1 0 ; 1T i L′ = ≤ ≤iuπ    . (D.6) 







′ =∑ uπ    . (*) 
On the other hand, taking into account that ( )1i =u 0  for 2≤ i≤L, we deduce from the 
eigenvalue equation ( ) ( ) ( ) ( )i i iz z z z=λu uQ  that 
 ( ) ( ) ( ) ( ) ( )( ) ( )1 1 1 1 1 1 1 0 ; 2T T Ti i i i i i L′ ′=λ ⇔ −λ = ≤ ≤u u uπ π πQ    . 
In view of the property (D.2), this leads to the conclusion that  
 ( )1 0 ; 2T i i L′ = ≤ ≤uπ    . 
Making use of equation (*), this implies that this equality also holds for i=1; consequently, 
(D.6) is indeed valid.   
 Then, from the matrix relation ( ) ( ) ( ) ( )z z z z=Q U U Λ , we derive that 
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which, in view of the previous lemma indeed reduces to 
 ( ) ( )1 1 1T c N′ ′λ ρ1 =Q= π    , (D.7a) 
in accordance to expression (III.11b).  Note that this result can, in principle, also be obtained 
from (D.5) with λ1(1)=1. 




successive derivatives of the characteristic equation (D.1).  We, for instance, obtain for the 
second-order derivative 
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∑
   , (D.7b) 
and a similar procedure can be followed for the calculation of ( )1 1′′′λ  that is required in the 
expressions for the variance of the queue and system content.  Also remember that we have 
already established that the value z=1 is not a branch point of λ1(z), which implies that the 
denominator in the above expression is perforce nonzero. 
 The first- and second-order derivatives of the PF-eigenvector with respect to z for z=1 can 
then be calculated from taking the first two derivatives at z=1 of the characteristic equation 
( ) ( ) ( ) ( )1 1 1z z z z=λu uQ , which leads to 
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    , 
i.e., the calculation of ( )1 1′u  and ( )1 1′′u  each time requires solving a set of L linear equations 
for the L unknowns. 
 The expressions for the variance of the queue and system content also contain the first-
order derivatives of the non-PF-eigenvalues and –vectors with respect to z for z=1.  These 
can be computed in a completely analogous way as above for the PF-eigenvalue and –vector. 
D.4  The two-state D-BMAP arrival process 
Taking into account expression (III.1) for Q(z) (with [qij(z)]≡[pijGij(z)]), the characteristic 
equation of this L×L matrix in case of L=2 can be written as 
 0)()()()()())()(()( 211222112211
2 =−+λ+−λ zqzqzqzqzzqzqz    .  
Solution of this characteristic equation leads to 
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which indicates that )(1 zλ  is the PF-eigenvalue of Q(z), introduced in the preceding sections. 
 In addition, solving (D.3a,b) yields the following expression for W(z) : 
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One can now check that these results for U(z) and W(z) fulfil each of the expressions 
(D.3a-d), in particular for z=1, which is a pole of the components of ( )2 zw , and values z=z* 
that satisfy λ1(z*)=λ2(z*), which are branch points of these eigenvalues and poles of the right 
eigenvectors of Q(z).  In addition, note that the components of ( ) ( )ij ju z z⋅w  are indeed finite, 
as stated in the comments concerning (III.7e). 
 In our expressions for the mean and variance of drvs such as the queue and system content, 
we require the first, second and third order derivatives with respect to z for z=1 of the 
PF-eigenvalue.  Taking the appropriate derivatives of the characteristic equation with λ1(1)=1, 
we obtain (since all derivatives are taken with respect to z for z=1, we temporarily omit the 









′ ′λ = π = ρ∑ ∑     ,  (D.9a) 
in accordance to (D.7a).  Furthermore, we find 
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The n-th derivative of ( )2 zλ  with respect to z for z=1 on the other hand, is readily calculated 
in terms of the n-th derivative of )(1 zλ , from the relation )()()()( 221121 zqzqzz +=λ+λ . 
 Similarly, we also require the first and second-order derivatives with respect to z for z=1 
of the PF right-eigenvector.  First of all, we point out that in view of (D.8c), U(1) satisfies 
 ( ) 1 01
1 0
 =   U    ,  
in concurrence with (D.4).  Then, taking the appropriate derivatives of the equations that 
follow from (D.3b,c) and the relation Q(z)U(z)=U(z)Λ( z), we obtain 
 2 20
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