Abstract All-atom molecular dynamics computer simulations were used to blindly predict the hydration free energies of a range of small molecules as part of the SAMPL4 challenge. Compounds were parametrized on the basis of the OPLS-AA force field using three different protocols for deriving partial charges: (1) using existing OPLS-AA atom types and charges with minor adjustments of partial charges on equivalent connecting atoms and derivation of new parameters for a number of distinct chemical groups (N-alkyl imidazole, nitrate) that were not present in the published force field; (2) calculation of quantum mechanical charges via geometry optimization, followed by electrostatic potential (ESP) fitting, using Jaguar at the LMP2/cc-pVTZ(-F) level; and (3) via geometry optimization and CHelpG charges (Gaussian09 at the HF/6-31G* level), followed by twostage RESP fitting. The absolute hydration free energy was computed by an established protocol including alchemical free energy perturbation with thermodynamic integration. The use of standard OPLS-AA charges (protocol 1) with a number of newly parametrized charges and the use of histidine derived parameters for imidazole yielded an overall root mean square deviation of the prediction from the experimental data of 1.75 kcal/mol. The precision of our results appears to be mainly limited by relatively poor reproducibility of the Lennard-Jones contribution towards the solvation free energy, for which we observed large variability that could be traced to a strong dependence on the initial system conditions.
Introduction
The change in Gibbs free energy for the transfer of a molecule from the gas phase to aqueous solution at constant temperature and pressure, the Gibbs hydration free energy DG hyd , is an important quantity to describe and model the distribution of molecules in chemical and biological systems. It has also become a standard test case for the evaluation of the predictive power of quantitative computational methods, namely the SAMPL challenges [1] [2] [3] [4] . Solvation free energies are also a key quantity in the parametrization of computational models such as classical additive force fields used in molecular mechanics [5] [6] [7] and serve as crucial benchmarks for the evaluation of existing force fields [8, 9] .
In this SAMPL4 challenge [10] we employ classical allatom molecular dynamics (MD) simulations in explicit solvent with additive and transferable force fields for the prediction of hydration free energies. Beyond the immediate task of accurately modelling small molecule-water interaction we are particularly interested in improving parameters for small and drug-like molecules so that their interactions with proteins are sufficiently well described to Electronic supplementary material The online version of this article (doi:10.1007/s10822-014-9727-1) contains supplementary material, which is available to authorized users.
be useful in computational drug design. Classical all-atom MD simulations have been shown to be capable of yielding precise predictions for hydration free energies [11] and current force fields are believed to be accurate to 1-2.5 kcal mol -1 for the prediction of hydration free energies of typical small organic molecules [12] [13] [14] [15] [16] [17] [18] [19] [20] .
The data set provided for the SAMPL4 challenge consisted of a blind set (compounds 1-24) and a supplementary set (Fig. 1) [21] . The blind set consisted of a diverse set of small molecules whose hydration free energies had not been published but were known to the SAMPL4 organizers. Hydration free energies for the supplementary set exist in the literature or could be calculated from literature data. In our study we treated both sets in the same manner and blindly predicted hydration free energies for all 52 compounds.
We used a windowed alchemical free energy perturbation approach to compute the hydration energy from the interactions between the solute and water. Interactions were parametrized on the basis of the OPLS-AA force field [6, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Electrostatic interactions between solute and water typically dominate the solvation free energy. The OPLS-AA force field philosophy prescribes that atomic partial charges are initially determined for small model compounds. These charge can be directly transferred to an atom in another molecule that experiences the same chemical environment as the atom in the model compound. Thus, an OPLS-AA atom type is characterized by both its Lennard-Jones potential parameters and its fixed partial charge. Therefore, OPLS-AA contains a much large number of atom types than other force fields, which typically generate partial charges on a per-molecule basis. One possible advantage of rich, fine-grained atom typing is the relative ease with which new molecules can be parametrized using chemical rules. Within the SAMPL4 challenge we tried to answer the question of how the transferable partial charge assignment philosophy in OPLS-AA compares to non-transferable charges based on ab-initio quantum mechanical (QM) calculations. To this end we tested three different protocols P1-P3 for generating atomic partial charges. Protocol P1 employed native OPLS-AA charges whereas protocols P2 and P3 computed the charges at the QM level for each compound with two different methods.
Methods
Chemical structures 1-52 were converted from SMILES format to PDB format with CORINA version 3.44 (http://www. molecular-networks.com). MD trajectories were analyzed with Gromacs tools (http://www.gromacs.org) [36] and MDAnalysis [37] . The OPLS-AA force field files that are part of Gromacs 4.5.5 [36] were used as a basis for the parametrization of all compounds. Topologies were generated using the MOL2FF algorithm developed by our groups (manuscript in preparation). The MOL2FF tool is based on the CACTVS Chemoinformatics Toolkit (http://www.xemistry. com/) and is thus ''chemically-aware'' so that it can automatically assign OPLS-AA atom types based on the chemical function. The hydration free energy depends strongly on the partial charges and hence three different protocols P1-P3 were tested for charge generation. We considered the use of these three protocols since we previously showed [20] that in some cases P2 and P3 outperform P1 (which is based on the the standard OPLS-AA charges, see below). However, the charges from P2 and P3 are not transferable to other compounds containing similar chemical functions, but they can be useful for the parametrization of new OPLS-AA atom types with transferable charges [20] . The Lennard-Jones and bonded interactions were kept the same for protocols P1 to P3.
P1: OPLS-AA charges For parametrization protocol P1, the native charges from OPLS-AA were used. When these were missing, they were parametrized using experimental hydration free energy data available (see below).
P2: LMP2/cc-pVTZ(-F) QM charges For protocol P2, the charges were obtained after geometry optimization and electrostatic potential (ESP) fitting, using Jaguar (http:// www.schrodinger.com) at the LMP2/cc-pVTZ(-F) level. This methodology has been previously used for the OPLS-AA force field development (protein amino acids and small organic molecules) [23, 28, 29] . The charges for chemically equivalent atoms obtained from the Jaguar calculations output were generally not identical, and they were adjusted manually before further use.
P3: HF/6-31G* QM charges For P3, the charges were obtained after geometry optimization and CHelpG charges calculation using Gaussian09 (http://www.gaussian.com) [38] at the HF/6-31G* level, then a two-stage RESP fitting using AmberTools (http://ambermd.org). This methodology has been previously used for heterocycles parameterization in the OPLS-AA force field [25, 26] .
Hydration free energy calculation
Hydration free energies were calculated as described previously [20] via alchemical free energy perturbation (FEP) MD simulations of each molecule in a water box. All simulations were performed with Gromacs 4.5.5 [36] . Each molecule was solvated with TIP4P water [39] in a dodecahedral periodic simulation cell with at least 1.0 nm between the solute and the box surfaces, then an equilibrium simulation at constant temperature and pressure (T = 300 K, P = 1 bar) was carried out for 10 ns. The simulations were run as Langevin dynamics (integration time step 2 fs) for temperature control, with the friction coefficient for each particle computed as mass/0.1 ps. The average pressure was held constant with an isotropic Berendsen barostat (relaxation time constant s p = 1 ps and compressibility j T = 4.6 9 10 -5 bar -1 ). The grid-based neighbor list was updated every five time steps. LennardJones interactions were calculated up to a cutoff of 1 nm and a dispersion correction (implemented in Gromacs) was applied to energy and pressure to account for van der Waals interactions beyond the cutoff in a mean field manner [40] . Coulomb interactions were handled with the SPME method [41] (short range cutoff 1 nm, 0.12 nm Fourier grid spacing, sixth order spline interpolation, relative tolerance 10 -6 ). Bonds containing hydrogen atoms were constrained with the P-LINCS algorithm [42] (fourth order expansion with a single iteration). The last frame of the NPT simulation was used as the input for the FEP simulations. FEP calculations were performed in the NVT [12] (a = 0.5, power 1, and r = 0.3 nm). The calculations made use of the ''couple-intramol = no'' feature in Gromacs [36] , which maintains intramolecular interactions while decoupling all intermolecular ones. Helmholtz free energies and statistical errors for the discharging and decoupling process were calculated with thermodynamic integration (TI)
over the averaged derivative of the Hamiltonian with respect to the coupling parameter k; oH=ok; as described previously [20] . oH=ok was saved for every time step (1 ps). Eq. 1 was integrated with the composite Simpson's rule [43] as implemented in SciPy (http://www.scipy.org).
The error on the hydration free energy was estimated from the errors of the individual hoH=oki of each FEP window. The error d of the mean hoH=oki was calculated as
where C(t) is the autocorrelation function of the fluctuations around the mean (oH=ok À hoH=oki), t c the correlation time (assuming an inital exponential decay of the autocorrelation function CðtÞ $ expðÀt=t c Þ), and s the total length of the simulation [44] . The error on each TI integral was calculated analytically via propagation of errors through Simpson's rule. The final error on DA hyd was thus
The total hydration free energy (transfer from gas phase to aqueous phase at the 1M/1M Ben-Naim standard state) was calculated as DA hyd ¼ ÀðDA Coul þ DA vdW Þ. We are directly comparing computed Helmholtz free energies of hydration to experimental Gibbs free energies because the difference in free energy between DG hyd and DA hyd is only on the order of 0.1 kcal/mol for the systems simulated here as judged from a thermodynamic analysis of cavity formation (O. Beckstein, unpublished) .
In some cases, for simulations of the same compound using the charges generated with protocols P1-P3, we observed relatively poor reproducibility of the LennardJones contribution DA vdW towards the solvation free energy (see Supplementary Information file for a detailed presentation of the computed hydration free energy results). Such behavior was somewhat unexpected since the LennardJones parameters are identical for all simulations of the same compound and only the partial charges and hence the Coulomb contribution was expected to differ substantially. After the SAMPL4 challenge, we carried out a number of additional simulations to better understand under which circumstances DA vdW was reproducible, as reported below.
Parametrization of missing OPLS-AA parameters
Force field parameters were not available for N-substituted imidazoles (compound 21), alkyl nitrates (compounds 27-29) and peroxides (compound 40) in the original OPLS-AA force field, and these parameters were generated as described below. However, as the compound 40 was discarded from the final data set by the SAMPL4 organizers, the OPLS-AA parametrization of the peroxide group will not be described here. When necessary, missing angle and dihedral bonding parameters were obtained in a manner similar with the published OPLS-AA protocol [23] .
N-Substituted imidazoles
We started by computing the hydration free energy for the simplest imidazole-containing chemical group available in the OPLS-AA force field, the imidazole itself (53 in Fig. 2 ), using two different sets of charges. Table 1 shows that the imidazole parameters from histidine provide a better agreement with the available experimental values [1, 14, 45 ] (\1 kcal mol À1 unsigned error) than those originally present in the OPLS-AA force field. The calculated van der Waals term is practically the same in both cases, and the difference between these two value is solely due to the Coulomb term.
In the next step, the hydration free energy was computed for N-methyl imidazole (54), using the same two sets of charges as before and, in each case, two different approaches to incorporate the charge of the hydrogen atom replaced by the methyl group: this supplementary charge was added either on the endocyclic nitrogen atom bearing the methyl group or on the exocyclic carbon atom from the methyl group. Calculations were also carried out using non-transferable parameters obtained with protocols P2 and P3 (see Table 1 ). The parameters with charge modified on the exocyclic carbon atom reproducibly give the best results (Table 1 , entries 4 and 6) and among them, as already noticed above, the imidazole OPLS-AA parameters taken from histidine give the closest value to the experimental one [14] , with an unsigned error of 0:3 kcal mol À1 ( Table 1 , entry 6). These last parameters were then used for the parametrization of compound 21, with an additional modification of the charge on the exocyclic carbon atom to take into account the influence of the phenyl group.
Nitrates
In the first step, we calculated the partial charges for the two simplest alkyl nitrates, methyl nitrate 55 and ethyl nitrate 56 (Fig. 3) , using the protocols P2 and P3. This provided initial estimates for the magnitude of these charges and how they are influenced by the substitution in the a position. The results in Table 2 show that most of the atoms are influenced by this substitution, with the notable exception of the nitrogen and oxygen atoms of the NO 2 group. In order to limit the number of new OPLS-AA force field parameters to be introduced and given the chemical similarity and the relatively good partial charge compatibility, we decided to use the ester OPLS-AA parameters for the 'RO' fragment of alkyl nitrates (opls_467 for oxygen, opls_468 for carbon and opls_469 for a hydrogen atoms), and to derive new parameters for the 'NO 2 ' fragment, using the nitro group parameters as a starting point. Six transferable trial charge sets C1-C6 were defined (Table 2) , containing fixed charges for the 'RO' fragment and variable charges for the 'NO 2 ' fragment. C1-C6 were tested for their ability to reproduce experimental values for the hydration free energy.
We were able to identify from the literature six alkyl mono-and dinitrates for which experimental hydration free energy values were available, none of them being present in the SAMPL4 data set. The compounds 57-62 (Fig. 3) were then selected for further evaluation. In Table 3 we compare the experimental and computed values of hydration free energy for these compounds. The charge set C5 was able to reproduce the experimental values for alkyl mononitrates 57-60 very well (unsigned error of \0:5 kcal mol À1 ). Charge set C6 appeared better suited for the alkyl dinitrates 61 and 62. However, in order to provide a single charge set to be used for all nitrates, the C5 charge set was selected and subsequently used for the simulations of compounds 27-29.
Results and discussion
The two main results of our study are validated new OPLS-AA atom types for N-substituted imidazoles and alkyl nitrates and an evaluation of the accuracy of transferable OPLS-AA charges in comparison to non-transferable QMderived partial charges.
Parametrization and validation of new OPLS-AA atom types
The new OPLS-AA atom-types generated during this study are presented in Table 4 . They were validated by comparison of experimental and computed hydration free energies values, which showed unsigned errors \1 kcal mol À1 for unsubstituted imidazole 53, 0:3 kcal mol À1 for N-methyl imidazole 54 (Table 1) and \0:5 kcal mol À1 for alkyl mononitrates (29 in Table 5 and 57-60 in Table 3 ). However, for N-benzyl imidazole 21 (Table 5 ) and for alkyl dinitrates 27, 28, 61 and 62 (Tables 5 and 3 ) much higher unsigned errors ( [ 2 kcal mol À1 ) were observed. In the latter case the results are likely the consequence of the use of C5 charge set (see Table 2 ) that is more compatible with alkyl mononitrates than with dinitrates. The former result was unanticipated because the hydration free energy for the smaller fragments of N-benzyl imidazole 21, namely toluene and N-methyl imidazole, are very well reproduced by the OPLS-AA force field. We are currently investigating this issue.
Predicted hydration free energies
For each molecule, hydration free energy calculations were carried out using the three topologies generated with protocols P1-P3. The corresponding three sets of results (DA ð1Þ hyd to DA ð3Þ hyd in Table 5 ) were submitted to the SAMPL4 challenge. The accuracy of the computed hydration free energies was quantified by computing the root mean square error (RMSE) from the experimental hydration free energies DG exp hyd published after the conclusion of SAMPL4 (Table 5) .
The native, transferable OPLS-AA parameters (P1) produced much better agreement with experiment than the nontransferable ab-initio charges (Fig. 4) , with an R 2 correlation coefficient of 0.84 compared to 0.61 for P2 and P3. P1 also better described the relative ordering of compounds as judged from a higher Kendall's tau rank correlation coefficient (s) of 0.70 compared to 0.51 for P2 and 0.43 for P3.
Taking only those compounds into account for which SAMPL4 provided accurate experimental data (compounds 1-6, 9-17, 19-30, 31-39, 41-52), the overall RMSE for the OPLS-AA (P1) calculations was 1:75 kcal mol À1 . The nontransferable charge sets showed substantially worse agreement with 2:50 kcal mol À1 (P2) and 2:76 kcal mol À1 (P3), as seen in Table 5 . Notably, for all three approaches, the agreement between predicted and experimental free energies was similar across the blind and the supplementary data set, with variations in RMSE of 0:43 kcal mol À1 between data sets. Thus, our parametrization do not appear to be inherently biased towards compounds for which hydration free energies are already known. Hydration free energies for compounds for which we had to parametrize atom types to be used in protocol P1 (21, 27-29) were predicted to a similar level of accuracy as compounds for which published OPLS-AA atom types were available (Fig. 4) . Table 2 Partial charges for methyl nitrate 55 and ethyl nitrate 56 computed with protocols P2 and P3, and transferable trial charge sets C1-C6 for hydration free energy calculations of alkyl nitrates (see Table 3 ) Protocol P1, the standard OPLS-AA parameters with the addition of our new atom types, performed better than the non-transferrable ab-initio charges (protocols P2 and P3). In the previous SAMPL3 challenge, P3 produced the best results because it turned out that OPLS-AA was missing specific chloro-substituent parameters [20] . We interpret the relative success of the native OPLS-AA atom types to mean that the chemical space of the SAMPL4 compounds was more evenly covered by the available OPLS-AA parameters. It is encouraging that transferable OPLS-AA parameters provide reasonably accurate predictions of solvation free energies if appropriate atom types already exist. We previously showed for the case of a more restricted set of chlorinated compounds that a simple introduction of a new atom type for chloro-substituents could improve the accuracy of standard OPLS-AA from 2:4 kcal mol À1 to 1:0 kcal mol À1 RMSE compared to experiment [20] . The value in performing hydration free energy calculations with non-transferable ab-initio charges lies in the fact that cases when transferable OPLS-AA atom types are missing can be detected and new atom types can be introduced using these charges as a starting point [20] . It appears that classical transferable force fields such as OPLS-AA can be made accurate for water-solute Table 3 Experimental and computed hydration free energy values (in kcal mol À1 ) for nitrates 57-62, using the charge sets C1-C6 from Table 2 C5 was considered the best compromise for representing both mono-and di-nitrates. The standard error in the last significant digits is given in parentheses interactions to about 1:5 kcal mol À1 by relatively small and localized adaptations. Similar strategies have been adopted to more accurately model cation-p interactions in the CHARMM force field, which enabled the identification of specific protein-drug interactions for a number of allosteric modulators of a class A GPCR, the M2 muscarinic receptor [46] .
Reproducibility of the van der Waals contribution to the free energy We observed that the van der Waals contribution DA vdW for protocols P1, P2, and P3 could vary by a few kcal/mol (Table S1 ), even though the protocols only differed by the partial charge assignment and hence in principle only the Coulomb contribution DA Coul should have varied substantially. We investigated this behavior for selected compounds 5, 22, 23, and 44, which showed relatively high unsigned errors for DA hyd ( Table 5 ). The FEP simulations for all three protocols were repeated with a length of 10 ns per FEP window instead of 5 ns (entries ''B'' in Table S2 ). These simulations used the same starting conformation as the simulations ''A'', which are the same as reported in Table 5 . In all cases, both the Coulomb and the van der Waals term are fully reproducible to within \0:1 kcal mol À1 (comparable to the statistical errors computed from the FEP windows themselves) and thus they do not seem to be dependent on the length of FEP windows. An additional set of simulations (''C'') was performed in which the initial NPT equilibrium simulation was also repeated. Therefore, the FEP windows (run length 10 ns each) were initialized from a different conformation than the previously described simulations. For the three protocols, DA vdW differed between ''B'' and ''C'' by between 0.55 and 1:87 kcal mol À1 while DA Coul was much less affected (Table S2) .
Thus, our simulations clearly show that the hydration free energies (and in particular the van der Waals contributions) are fully reproducible provided that the initial conformation considered for the FEP calculations is identical. Different starting frames, as used for the different protocols, which each performed their own equilibrium MD, lead to large variations in the van der Waals term. It is possible that by choosing the last frame of the NPT simulation for the FEP NVT simulations far from the equilibrium volume V 0 an error is introduced. In our case, the largest relative deviation from V 0 was 2.7% although the unsigned mean average 0.5% was much smaller (the average V 0 over all equilibrium simulations was 16.2nm 3 with a standard deviation of 3.1nm
3 ). However, we did not find an obvious correlation between the van der Waals terms and the deviations from V 0 . Another possible source of heterogeneity is the conformational flexibility of the solute. An initial analysis in terms of solute conformers showed that small and rigid compounds (e.g. 44) present the same initial conformation for all ''A'', ''B'' and ''C'' FEP calculations (Table S2) . For bigger and more flexible compounds (e.g. 22) we identified different initial conformations for the simulations ''A''/''B'' and ''C'' with the protocols P1-P3, and in this case the variability of the DA vdW term could be the result of the two factors mentioned above. We are currently investigating how to separate multiple sources of heterogeneity in order to improve g Energy well depth of the OPLS-AA Lennard-Jones potential V LJ (r) our current protocol and reliably predict hydration free energies regardless of the initial conformation of the solute.
Conclusion
Hydration free energies for the SAMPL4 data set were predicted using molecular dynamics simulations with the OPLS-AA force field and three different protocols to generate partial charges to model the electrostatic interactions of the solute with water. The best results were obtained with the transferable OPLS-AA charges (P1) with a RMSE of 1:75 kcal mol À1 from experimental data. Non-transferable charges calculated ab-initio at the QM level resulted in worse predictions with RMSEs of 2.50 kcal mol À1 and 2:76 kcal mol À1 , which indicates that the available set of OPLS-AA atom types (including the new parameters introduced here) already covers a reasonable portion of the chemical space required to represent the SAMPL4 compounds. Together with previous results that showed that classical fixed-charge transferable force fields can be made chemically accurate by relatively small interventions, our study suggests that one can expect an accuracy of around 1 kcal mol À1 to 2 kcal mol À1 from appropriately parametrized transferable OPLS-AA atom types. The simulations suffered from poor reproducibility of the van der Waals component of the free energy, which could be traced back to sensitivity to the initial conditions. Further work is required to understand the underlying source of this effect. In summary, the SAMPL challenges provide an ideal arena to push forward not only computational methods but also to improve existing force fields. Table 5 for Kendall's tau rank correlation coefficient (s) and coefficient of determination (R 2 ) values]. The computed free energy (computed at constant volume) is shown against the experimental value for each parametrization protocol P1-P3. Perfect agreement is shown by the diagonal line in each plot and AE1 kcal mol À1 from ideal is indicated by the shaded area. Error bars denote the experimental or computational error at one standard deviation from the mean. Computational errors are typically smaller than the marker symbols (\0:15 kcal mol À1 ). Compounds in the blind prediction subset are shown as filled black symbols whereas compounds in the supplementary data set are depicted as empty symbols. Chemical classes of molecules for which new OPLS-AA atom types had to be derived for protocol P1 are highlighted as different symbols as indicated in the legend
