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Abstract
The functions in exponential Takagi class are similar in construc-
tion to the continuous, nowhere differentiable Takagi function described
in 1901. They have one real parameter v ∈ (−1; 1) and for any real
point x are defined by the series Tv(x) =
∑∞
n=0 v
nT0(2
nx), where T0(x)
2
is the distance between x and the nearest integer point. If v = 1/2 then
Tv coincides with Takagi function. In this paper, for different values of
the parameter v, we study the global extremums of the functions Tv,
as well as the sets of extreme points. All functions Tv have a period 1,
so they are investigated only on the segment [0; 1]. This study is based
on the properties of so called consistent and anti-consistent functions
(polynomials or series), which the first half of the work is devoted to.
Keywords: continuous nowhere differentiable Takagi function; global ex-
trema of functions in exponential Takagi class; polynomials and series con-
sistent with real numbers.
Mathematics Subject Classification: 26A15, 26A27, 26C10, 30B10.
Preface. The Russian version of the proposed paper was written in 2016
and edited in 2018, but was not published. This English version is a draft
of a future article. It is just a translation of the 2018 text and does not
yet take into account those results, which were independently obtained by
other authors on similar topics in 2016 or later (see, for example, [1], [2], [3]
and references in them). We plan to analyze mentioned results in the next
versions of our paper.
1 Introduction
The work is devoted to the search for global extremes, as well as the points
where they are reached, for functions from one single-parameter family con-
taining the Takagi function. We call this family exponential Takagi class.
Our research is based on the properties of the so-called consistent and anti-
consistent unitary polynomials and series, which are covered in the first half
of the work.
Teiji Takagi defined his function T (x) in 1901 in [6], where he also proved
that T (x) on R is everywhere continuous and nowhere differentiable. This
function can be set by the series
T (x) =
∞∑
n=0
1
2n
T0(2
nx), x ∈ R,
where T0(x) = |x − [x + 1/2]| = |{x + 1/2} − 1/2| = ρ(x,Z) is the distance
between the point x and the nearest integer point, [y] is the integer part
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(respectively {y} is the fractional part) of the number y ∈ R. Obviously, the
equalities T0(x) = x for x ∈ [0; 1/2] and T0(x) = 1 − x for x ∈ [1/2; 1] are
correct.
Hata and Yamaguchi [7, Sec. 2] replaced the sequence of coefficients
{1/2n} in the definition of the Takagi function with an arbitrary sequence
of constants {cn} and got a new family of functions, calling it Takagi class.
The object of our study is the real functions Tv(x) belonging to a narrower
family. They have on the parameter v and are defined by the equality
Tv(x) =
∞∑
n=0
vnT0(2
nx), x ∈ R. (1)
Since the coefficients cn = v
n in this formula depend on n according to the
exponential law, then we will call the set of functions of the form (1), where
v ∈ (−1; 1), exponential Takagi class.
Note that for v = 0, the function Tv(x) matches T0(x), and for v = 1/2
it matches with the Takagi function T (x).
Obviously, functions Tv have a period of 1 on R for all v ∈ (−1; 1), so we
study their properties only on the segment [0; 1].
For each v ∈ (−1; 1), we denote by Mv the global maximum of the Tv
function on the segment [0; 1], and denote by Ev the set of points from [0; 1],
where it is reached.
Throughout this work, the maximum, minimum, or extremum will be
understood in a global sense and taken along the segment [0; 1].
Binary rational numbers are numbers of the form x = p/2k, where p ∈ Z,
k ∈ N ∪ {0}.
In this article, we find global extremes of the functions Tv on the segment
[0; 1] and the set of points of global extremes for all values of the parameter
v ∈ [0; 1]. For this purpose, in the first half of the work, we define and study
the properties of so-called consistent and anti-consistent unitary polynomials
and series.
We can say that the problem of finding extremes for Tv was set by J. Ta-
bor and J. Tabor (see [20, Problem 1.2, p. 731]. In order to accurately
estimate continuous semi-convex functions, they introduced the functions
ωp, which can be set as ωp(x) = 2 · T1/2p(x), and obtained the formula for
global maxima of the functions ωpn on [0; 1] for one specific sequence {pn}.
Given our notations, their result [20, Theorem 3.1] can be represented as
follows:
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Theorem A (J. Tabor and J. Tabor, 2009) Let vn be the unique posi-
tive solution of the equation 2v + 4v2 + . . . + 2nvn = 1 for each n ∈ N, and
cv = 1/(1− (4v − 1)log2v v) for v ∈ (1/4; 1/2). Then
a). v1 = 1/2, the sequence {vn} decreases and converges to 1/4.
b). max
x∈[0;1]
T1/4(x) = 1/2 = lim
v→1/4+0
Cv; max
x∈[0;1]
T1/2(x) = 2/3 = lim
v→1/2−0
Cv.
c). max
x∈[0;1]
Tvn(x) = Cvn for n ∈ N, n > 2.
Here are some more results about the extremes of the Tv functions.
1) In the case of v = 1/2 Kahane (see [11, Lieu 1]) found points of local
and global extremes for Tv(x) = T (x). In particular, he proved the following
statement:
Theorem B (Kahane, 1959) The set of points where the Takagi function
T (x) reaches its global maximum is the set of points that have a binary ex-
pansion x = . . . , x1x2 . . . xn . . . and satisfy the condition x2k+1 + x2k+2 = 1
for k = 0, 1, . . ..
2) Further results on local extremes and sets of the Takagi function level
can be found in the reviews [12] and [14]. See also [27].
3) For v = 1/
√
2, it follows from the results of [16, Lemma 5] that the
global maximum of the Tv function by [0; 1] is (2+
√
2)/3 and is reached only
at points 1/3 and 2/3.
4) In [4, Theorem 4] it is proved that for v ∈ [−1/2; 1/4], the point
1/2 is the point of the global maximum of the function Tv on [0; 1], and for
v ∈ (−1;−1/2)∪ (1/4; 1) is not.
5) In the case of v = −1/2, it follows from Allaart’s remark [27, Remark
5.6, p.28] that the set of minimum points of the function Tv is a Cantor type
set obtained by removing the «middle half», and therefore is uncountable.
The Takagi function and its generalizations are used in various fields
of mathematics: mathematical analysis, probability theory, number theory,
and others. A large number of publications are dedicated to these functions,
and this number continues to increase. Lots of interesting results and links
available in the reviews [12] and [14].
One of the applications of the Takagi function in number theory is its use
in the Trollope formula (see [31, Theoreme 1]), which can be written as:
1
N
N−1∑
n=1
s(n)− log2N
2N
=
1− {log2N}
2
− T (2
{log2 N}−1)
2{log2N}
,
5
where N > 2, and s(n) is the sum of the binary digits of the number n.
Kruppel in [30, eq. 2.13] found the global extremes of the right side of this
formula. This allowed him to get an accurate estimate for the left side (pre-
viously such estimate was obtained in other ways, see the links in [30]).
Let us briefly describe the structure and main results of the work. The
work consists of six sections. Section 1 is an introduction. Section 2 con-
tains reminder about some well-known properties of functions in exponential
Takagi class, given in [4]. In section 3 polynomials and series, consistent and
anti-consistent with real numbers are introduced, and their properties are
studied. In section 4 usage of consistent polynomials and series to finding
the global maxima of Tv functions, and usage of anti-consistent polynomials
and series to finding their global minima are described. In section 5 the
results of the previous sections are used to calculate the global minima of
the Tv functions and the sets where they are reached. Similarly, in the last
section 6 the global maxima of the Tv functions, as well as the sets where
they are reached, are studied and calculated, when possible. At the end of
this section, there are several examples of searching for global maxima.
2 Some important properties of functions in
exponential Takagi class
In this section, we present some properties of the Tv functions that are nec-
essary for further research (see [12], [14], [4] and links in them).
Domain of definition, evenness and continuity
For any v ∈ (−1; 1), the function Tv on R is obviously even and satisfies
the identity Tv(1 − x) = Tv(x). In addition, in [4, Theorem 1] it is shown
that
1) if |v| < 1, then the series (1) that sets the function Tv(x), converges
uniformly on x, its sum Tv(x) is continuous, and |Tv(x)| 6 1/(2 − 2|v|) for
all x ∈ R;
2) if |v| > 1, then the series (1) converges if and only if x is a binary
rational point. In this case, the function Tv(x) is discontinuous everywhere
on the set of binary rational points.
Functional equation for Tv(x)
From the formula (1), which defines the function Tv(x), it immediately
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follows that for all v ∈ (−1; 1), N ∈ N and x ∈ R, the equality is met
Tv(x) =
N−1∑
n=0
vnT0(2
nx) + vNTv(2
Nx). (2)
Explicit formula for Tv when v = 1/4
Hata and Yamaguchi in [8, p. 335] showed that in the case of v = 1/4,
for all x ∈ [0; 1] the equality holds Tv(x) = T1/4(x) = 2(x− x2).
Differentiability
1) For v = 1/2, the function Tv is nowhere differentiable on R (see [6]).
2) For v = 1/4, this function is differentiable at all points of x ∈ R, except
for integers (it follows from the explicit formula of Hata – Yamaguchi).
3) For v = 0, the function Tv is differentiable at all points from R, except
for half-integers.
4) For 1/2 ≤ |v| < 1, the function Tv is not differentiable at any point
from R (follows from Kono’s theorem [9, Theorem 2] on functions in Takagi
class).
5) For all |v| < 1/2 except v = 1/4, the function Tv is not differentiable
at binary rational points and is differentiable at the other points of R (see
[9, Theorem 2], [24, Proposition 1.1.2], [4, Theorem 3]).
3 Unitary polynomials and series that are con-
sistent and anti-consistent with numbers
The importance of studying consistent and anti-consistent polynomials and
series that this section is devoted to, will be seen from the theorem 10.
3.1 Definitions of consistent and anti-consistent polyno-
mials and series, and related notions
Definition 1 Polynomial c0 + c1x + . . . + cnx
n or power series c0 + c1x +
c2x
2 + . . . is called unitary if the free term c0 equals 1, and other coefficients
equal either −1 or 1. Any polynomial can be considered as a power series
with a finite number of non-zero coefficients.
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Definition 2 1) Power series F (x) = c0 + c1x + c2x
2 + . . . is called (lexi-
cographically) less than power series G(x) = d0 + d1x + d2x
2 + . . ., if there
exists such n ∈ N that cn < dn and ck = dk for all k = 0, 1, . . . , n − 1. This
fact is denoted by F ≺ G.
2) The convergence of power series is understood as their coefficient-wise
convergence.
Definition 3 Let w ∈ R.
1) The unitary polynomial P (x) = c0 + c1x+ . . .+ cnx
n is called polyno-
mial consistent with the point w, and w is called point consistent with the
polynomial P (x), if P (w) = 0 and for any k = 1, . . . , n the next inequalities
are met:
ck · (c0 + c1w + . . .+ ck−1wk−1) < 0. (3)
In this case, two unitary series F+w (x) and F
−
w (x), which have the form
F+w (x) = c0 + c1x+ . . .+ cnx
n + c0x
n+1 + c1x
n+2 + . . .+ cnx
2n+1+
+ . . . = P (x)(1 + xn+1 + x2(n+1) + . . .),
(4)
and
F−w (x) = c0 + c1x+ . . .+ cnx
n − c0xn+1 − c1xn+2 − . . .− cnx2n+1−
− . . . = P (x)(1− xn+1 − x2(n+1) − . . .), (5)
are called attached (to the polynomial P and point w) series. Intermediate
series for the polynomial P and point w are defined as any unitary series
(including attached ones), that have the form
(c0 + c1x+ . . .+ cnx
n)± (c0xn+1 + c1xn+2 + . . .+ cnx2n+1)± . . . =
= P (x)(1± xn+1 ± x2(n+1) ± . . .), (6)
where any combinations of «+» and «−» characters are allowed.
2) The unitary series F (x) = c0+c1x+c2x
2+. . . is called series consistent
with the point w, and w is called the point consistent with the series F (x), if
the inequalities (3) are met for any k ∈ N. In this case, an attached and an
intermediate series for the point w are assumed to be equal to the consistent
series.
3) A function consistent with the point w is defined as either polynomial
or series that is consistent with that point.
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Remark 1 1) The consistent function c0 + c1x+ . . . always has c0 = 1 (due
to the definition 1) and c1 = −1 (due to the inequality (3) with k = 1).
2) Two different points from R can be consistent with the same func-
tion (see theorem 2). However, different points from the segment [1/2; 1] are
always consistent with different functions (see theorem 5).
3) For any w ∈ R, the next lexicographic inequalities hold for the consis-
tent function Fw and the attached series F
±
w : F
−
w  Fw  F+w (by virtue of
the definitions 2 and 3).
Definitions of anti-consistent functions are similar to the definitions of
consistent functions:
Definition 4 Let w ∈ R.
1) The unitary polynomial Q(x) = c0 + c1x+ . . .+ cnx
n is called polyno-
mial anti-consistent with the point w, and w is called point anti-consistent
with the polynomial Q(x), if Q(w) = 0 and for any k = 1, . . . , n the next
inequalities are met:
ck · (c0 + c1w + . . .+ ck−1wk−1) > 0. (7)
2) The unitary series A(x) = c0 + c1x + c2x
2 + . . . is called series anti-
consistent with the point w, and w is called point anti-consistent with the
series A(x), if the inequalities (7) are met for any k ∈ N.
3) A function anti-consistent with the point w is defined as either poly-
nomial or series that is anti-consistent with that point.
Now let us prove the existence and uniqueness of consistent and anti-
consistent functions.
Proposition 1 For any real point, there exists a unique function (a polyno-
mial or a series) that is consistent with it, as well as a unique function (a
polynomial or a series) that is anti-consistent with this point.
Proof. Let w ∈ R.
1) The coefficients of the function consistent with w can be constructed
by induction. First, we put c0 = 1. Further, if the coefficients c0, c1, . . . , cn
have already been constructed, then we denote Sn(x) = c0 + c1x+ . . .+ cnx
n
and consider two possible cases:
a) if Sn(w) = 0, then Sn(x) is the desired consistent polynomial;
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b) if Sn(w) 6= 0, then put cn+1 = −sign(Sn(w)).
As a result, either in a finite number of steps we get a polynomial that is
consistent with the point w, or in an infinite number of steps we get a series
that is consistent with the point w.
2) The construction of an anti-consistent function is similar, but in the
case of Sn(w) 6= 0 you need to take cn+1 = sign(Sn(w)). 
In the following statement, we find out when rational numbers are (anti-
)consistent with polynomials.
Proposition 2 Rational numbers cannot be the roots of unitary polynomials
(hence they cannot be consistent or anti-consistent with them), except in two
cases: the number 1 is consistent with the polynomial 1− x, and the number
−1 is anti-consistent with the polynomial 1 + x.
Proof. Let the rational number is represented by the irreducible fraction p/q,
and let p/q be the root of the unitary polynomial P (x) = c0+c1x+. . .+cnx
n.
Then by [28, Theorem 6, p. 256 ] the numbers p and q are divisors for c0 = 1
and cn = ±1, respectively. So p/q = ±1. 
3.2 Formulae for anti-consistent polynomials and series
for all real numbers
In this section, we calculate anti-consistent functions for each point of the
numeric axis.
Theorem 1 1). All points w > −1 are anti-consistent with the same series
1 + x+ x2 + . . .. If |x| < 1, then its sum is 1/(1− x).
2). The point w = −1 is anti-consistent with the polynomial 1 + x.
3). All points w < −1 are anti-consistent with the same series 1 + x −
x2− x3+ x4+ x5− . . . having alternating pairs of signs. For |x| < 1, its sum
is (1 + x)/(1 + x2).
Proof. The anti-consistency of the point w = −1 with the polynomial 1+ x
is obvious. In the other two variants, due to the definition 4, it is enough to
check whether the next inequality is correct for any k ∈ N:
Dk = ck · (c0 + c1w + . . .+ ck−1wk−1) > 0.
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If w > −1, then, by condition of theorem, ck = 1, k = 0, 1, . . .. So
Dk = 1 + w + . . . + w
k−1. For w > 0, the inequality Dk > 0 is obviously
satisfied, and for −1 < w < 0 we have: Dk = (1− wk)/(1− w) > 0.
If w < −1, then the following four cases are possible for the number k:
a). If k = 4i, where i ∈ N, then ck = 1 and
Dk = 1+w−w2−w3+. . .−w4i−1 = (1+w)(1−w2)(1+w4+w8+. . .+w4i−4) > 0.
b). If k = 4i+ 1, where i ∈ N, then ck = 1 and
Dk = 1 + w − w2 − w3 + . . .− w4i−1 + w4i = D4i + w4i > 0.
c). If k = 4i+ 2, where i ∈ N, then ck = −1 and
Dk = −(1 + w − w2 − w3 + . . .− w4i−1 + w4i + w4i+1) =
= −(1 + w)(1− (1− w2)(w2 + w6 + . . .+ w4i−2)) > 0.
d). If k = 4i+ 3, where i ∈ N, then ck = −1 and
Dk = −(1+w−w2−w3+. . .−w4i−1+w4i+w4i+1−w4i+2) = D4i+2+w4i+2 > 0.
So, Dk > 0 for all k ∈ N, that is what we needed to check. 
3.3 Properties of consistent functions that are common
for all real numbers
Lemma 1 (the criterion of consistency of the polynomial) Let poly-
nomial P (x) = c0 + c1x + . . . + cnx
n be unitary and w ∈ R. Then P (x)
is consistent with the point w ∈ R if and only if: P (w) = 0 and for any
k = 1, . . . , n the inequality is satisfied
ck · (ckwk + ck+1wk+1 + . . .+ cnwn) > 0.
Proof follows from the definition 3 of a consistent polynomial and from the
equality
c0 + c1w + . . .+ ck−1wk−1 = P (w)− (ckwk + ck+1wk+1 + . . .+ cnwn) =
= −(ckwk + ck+1wk+1 + . . .+ cnwn). 
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Proposition 3 (on the analyticity of the sum of the consistent series)
1) In the complex plane, the convergence region of any unitary series (includ-
ing consistent, attached, and intermediate ones) is the unit circle {z ∈ C ∣∣
|z| < 1}.
2) In the circle {z ∈ C ∣∣ |z| < 1}, the sums of unitary series are analytic
functions. In particular, the sums of the attached series F+ and F− for
consistent polynomial P of degree N , have the form
F+(z) = P (z)/(1−zN+1) and F−(z) = P (z)·(1−2zN+1)/(1−zN+1). (8)
Proof. By virtue of the Cauchy-Hadamard formula (see [23, ch. II, §3, p. 5,
p. 63]), the radius of convergence of any unitary series F (z) = c0 + c1z +
c2z
2 + . . . is 1/limn→∞ n
√
|cn| = 1. At any point z ∈ C with |z| = 1, such a
series diverges, since the common member of the series does not tend to 0.
So, the unit circle {z ∈ C ∣∣ |z| < 1} is a convergence region for this series,
and its sum F (z) is analytic within this circle (see [23, ch. II, §4, p. 6, p. 77]).
The formulae (8) follow from the formulae (4) and (5). 
Lemma 2 (about the number of identical coefficients) If m ∈ N, w
is positive and 1 − w − . . . − wm < 0, then no more than m of identical
non-zero coefficients can go in a row in the function (polynomial or series)
which is consistent with the point w.
Proof. According to item 1) of remark 1 we have: c0 = 1, c1 = −1. There-
fore, it is sufficient to prove that after any block of (m+1) coefficients having
the form cn = −1, cn+1 = cn+2 = . . . = cn+m = 1, the following coefficient
cn+m+1 is equal to −1 (for a block with opposite signs, the proof is similar).
If there is such a block, the function that is consistent with the point w has
the form:
Fw(x) = c0 + c1x+ . . .+ cn−1xn−1 − xn + xn+1 + . . .+ xn+m + . . . .
From the inequality (3) for k = n, we have: c0 + c1w + . . . + cn−1wn−1 > 0.
From here and from the inequality 1− w − . . .− wm < 0 we get:
c0+c1w+. . .+cn+mw
n+m = c0+c1w+. . .+cn−1wn−1−wn(1−w−. . .−wm) > 0.
Therefore, cn+m+1 = −sign(c0 + c1w + . . .+ cn+mwn+m) = −1. 
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Proposition 4 (on convergence of unitary functions) If the sequence
of unitary functions Fm, m ∈ N, converges coefficient-wise to the unitary
function F at m → ∞, then for any z ∈ C, such that |z| < 1, Fm(z)
converges to F (z) at m→∞.
Proof. Let |z| < 1, Fm(x) = c0(m) + c1(m)x+ c2(m)x2 + . . . when m ∈ N,
and F (x) = d0 + d1x+ d2x
2 + . . .. Then
|Fm(z)−F (z)| 6
∞∑
k=0
|ck(m)− dk| · |z|k 6
n∑
k=0
|ck(m)− dk| · |z|k +2
∞∑
k=n+1
|z|k.
For any ε > 0, there exists some n ∈ N, such that the second term will be
less than ε/2, since the series
∑∞
k=0 |z|k converges. Let’s fix this n. Then for
some M ∈ N, for all m > M the first term will also be less than ε/2, since
ck(m)→ dk for m→∞, k = 1, . . . , n. So |Fm(z)−F (z)| < ε for all m >M .

3.4 Consistent functions for all points satisfying the con-
dition w 6 1/2 or w > 1
The situation with consistent polynomials and series is more complicated
than with anti-consistent ones. In this section, we find consistent functions
only for points that lie in the intervals (−∞; 1/2] or [1; +∞). The points of
the remaining interval (1/2; 1) are considered in the following subsections.
Theorem 2 1). All points w > 1 are consistent with the same series 1 −
x+ x2− x3+ x4− . . ., whose signs alternate. If |x| < 1, its sum is 1/(1+ x).
2). The point w = 1 is consistent with the polynomial 1− x.
3). All points w ∈ [−1; 1/2] are consistent with the same series 1 − x −
x2 − x3 − . . .. If |x| < 1, its sum is (1− 2x)/(1− x).
4). Consistent functions for points w < −1 can be described as follows:
4a) For any k ∈ N, the polynomial P2k(t) = 1−t−t2−. . .−t2k has a single
negative root t = wk, and wk belongs to the interval (−2;−1). The sequence
{wk} strictly increases and converges to −1, so that the next asymptotic
equality is true:
wk = −1− ln 3/(2k) + O(1/k2) (k →∞). (9)
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4b) If k ∈ N, and w ∈ (wk−1, wk) (where w0 = −∞), then the point w is
consistent with the series
Fk(x) = 1−
2k∑
n=1
xn +
∞∑
n=0
(−1)n(x2k+2n+1 + x2k+2n+2). (10)
For |x| < 1, its sum is (1− 2x)/(1− x) + 2x2k+1/((1− x)(1 + x2)).
4c) For any k ∈ N, the point wk is consistent with the polynomial
P2k(x) = 1− x− x2 − . . .− x2k. (11)
Proof. Due to the definition 3, in each of the four cases, it is sufficient to
check that the next relations are met for all i ∈ N:
Di = ci · (c0 + c1w + . . .+ ci−1wi−1) < 0. (12)
1). In the first case, w > 1 and ci = (−1)i for all i ∈ N, so
Di = (−1)i · (1− w + . . .+ (−1)i−1wi−1) = (−wi + (−1)i)/(1 + w) < 0.
2). The consistency of the point w = 1 with the polynomial 1 − x is
obvious.
3). Let w ∈ [−1; 1/2], c0 = 1, ci = −1 for all i ∈ N. Then 1− w > 0 and
2w − 1− wi < 0 (that is true due to the inequality 2w − 1− wi < −1 − wi
when −1 6 w < 0, due to 2w − 1 − wi 6 2w − 1 when 0 6 w < 1/2,
and due to the equality 2w − 1 − wi = −1/2i when w = 1/2). Hence
Di = −(1− w − . . .− wi−1) = (2w − 1− wi)/(1− w) < 0.
4). Let w < −1 and k ∈ N. Next, let us prove items 4a)-4c).
4a) For any t < 0, the equality P2k(t) = (1− 2t+ t2k+1)/(1− t) is met, so
the polynomials P2k(t) and Q2k+1(t) = 1− 2t+ t2k+1 have the same negative
roots. The derivative Q′2k+1(t) = −2 + (2k + 1)t2k has roots ±tk, where
tk = (2/(2k + 1))
1/(2k) ∈ (0; 1). Therefore, Q2k+1 grows when t 6 −tk and
decreases when −tk 6 t 6 0. So Q2k+1(t) > Q2k+1(−1) = 2 > 0 when
−1 6 t 6 −tk, Q2k+1(t) > Q2k+1(0) = 1 > 0 when −tk 6 t 6 0. Then
Q2k+1(t) is positive when −1 6 t 6 0 and increases when t 6 −1. Also,
Q2k+1(−2) = 5 − 22k+1 < 0. Therefore, Q2k+1 (and hence P2k) has exactly
one negative root wk, moreover wk ∈ (−2;−1).
Now let’s show that wk < wk+1. We have: Q2k+1(wk) = Q2k+3(wk+1) = 0.
Then
Q2k+3(wk) = Q2k+1(wk)−w2k+1k +w2k+3k = w2k+3k −w2k+1k = w2k+1k (w2k−1) < 0.
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Hence wk < wk+1, because Q2k+3(t) increases when t 6 −1.
Let’s move on to the proof of the formula (9). To do this, we find the
asymptotic sequence Q2k+1(−1− ln 3/(2k)− a/k2) for an arbitrary a ∈ R up
to members of the order of 1/k:
Q2k+1(−1− ln 3/(2k)− a/k2) = 1− 2(−1− ln 3/(2k)− a/k2)+
+(−1−ln 3/(2k)−a/k2)2k+1 = 3+ln 3/k−e(2k+1) ln(1+ln 3/(2k)+a/k2)+o(1/k) =
= (ln 3(3 ln 3− 2)− 24a)/(4k) + o(1/k).
From here we get, for sufficiently large values of k:
if a = 0, then Q2k+1(−1− ln 3/(2k)) = ln 3(3 ln 3− 2)/(4k) + o(1/k) > 0,
so wk < −1− ln 3/(2k);
if a = 1, then Q2k+1(−1− ln 3/(2k)−1/k2) = (ln 3(3 ln 3−2)−24)/(4k)+
o(1/k) < 0, so wk > −1− ln 3/(2k)− 1/k2.
Hence, the asymptotic equality (9) is satisfied.
4b) Here we show that all numbers w ∈ (wk−1, wk) are consistent with
the series Fk(x) =
∑∞
i=0 cix
i of the form (10). In this case, Q2k−1(w) > 0,
Q2k+1(w) < 0. To check the relations (12) for i ∈ N, consider five sub-cases.
4b1) Let 1 6 i 6 2k. Then for odd i = 2j − 1 6 2k − 1 we have:
Q2j−1(w) > Q2j−1(wk−1) > Q2j−1(wj−1) = 0. So
Di = D2j−1 = −(1− w − . . .− w2j−2) = −Q2j−1(w)/(1− w) < 0.
Therefore, for even i = 2j 6 2k we get:
Di = D2j = −(1− w − . . .− w2j−1) = D2j−1 + w2j−1 < 0.
The remaining four sub-cases are devoted to the option i > 2k.
4b2) Let i = 2k + 4j − 3, where j ∈ N. Then ci = c2k+4j−3 = 1, and
Di = D2k+4j−3 = 1−
2k∑
n=1
wn +
2j−3∑
n=0
(−1)n(w2k+2n+1 + w2k+2n+2) =
= Q2k+1(w)/(1− w) + w2k+1(1 + w)(1− w2(2j−2))/(1 + w2) < 0.
4b3) Let i = 2k + 4j − 2, where j ∈ N. Then ci = 1, and
Di = D2k+4j−2 = D2k+4j−3 + c2k+4j−3w2k+4j−3 = D2k+4j−3 + w2k+4j−3 < 0.
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4b4) Let i = 2k + 4j − 1, where j ∈ N. Then ci = c2k+4j−1 = −1, and
Di = D2k+4j−1 = −(1−
2k∑
n=1
wn +
2j−2∑
n=0
(−1)n(w2k+2n+1 + w2k+2n+2)) =
= −(1−
2k−2∑
n=1
wn)−
2j−2∑
n=−1
(−1)n(w2k+2n+1 + w2k+2n+2) =
= Q2k−1(w)/(w− 1) + w2k−1(1 + w)(1− w2(2j))/(1 + w2) < 0.
4b5) Let i = 2k + 4j, where j ∈ N. Then ci = −1, and
Di = D2k+4j = D2k+4j−1 − c2k+4j−1w2k+4j−1 = D2k+4j−1 + w2k+4j−1 < 0.
4c) For any k ∈ N, the check of consistency of point w = wk with the
polynomial (11) is the same as in item 4b1) of this proof. 
3.5 Any point in the interval [1/2; 1) is the root of its
consistent function
It is not possible to get explicit formulae of consistent functions for all points
w ∈ [1/2; 1). For this reason, the current and following subsections of the
this section are devoted only to analysis of some properties of these functions.
Theorem 3 (on roots of the consistent series) If the point w belongs
to half-open interval [1/2; 1) and is consistent with a series (not a polyno-
mial), then w is the root of this consistent series.
Proof. Let the series Fw be consistent with the point w. We must show
that Fw(w) = 0. If w = 1/2, then according to item 3) of the theorem 2 for
|x| < 1 we have: F1/2(x) = (1− 2x)/(1− x). So F1/2(1/2) = 0.
If w ∈ (1/2; 1), then F1/2(w) = 1−w−w2− . . . = (1−2w)/(1−w) < 0, so
for somem ∈ N it will be 1−w−w2−. . .−wm < 0. Then, due to lemma 2, the
series Fw cannot have more than m identical coefficients in a row. Therefore,
the sign of the coefficients of the series changes an infinite number of times.
If we denote by Nk the increasing numbers of terms, which changes its sign,
then cNk = −cNk−1 for any k ∈ N. So for any ε > 0, there exists a number
K ∈ N, such that wNK < ε. It remains for us to show that for any n > NK
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the partial sum Sn = c0 + c1w + . . .+ cnw
n satisfies the inequality |Sn| < ε.
From here the required equality will follow: Fw(w) = limn→∞ Sn = 0.
So let n > NK . Then Np < n 6 Np+1 for some p > K, so w
Np < ε. Next,
we have: SNp = SNp−1 + cNpw
Np . First, consider the case of cNp = 1. Then
cNp+1 = −cNp < 0 by definition Np. Therefore, due to the consistency of the
series Fw, SNp > 0 and SNp−1 < 0. So 0 < SNp < w
Np . Similarly, we get
that −wNp+1 < SNp+1 < 0. Further, since Np < n 6 Np+1, then cn = −1 and
Sn = SNp −wNp+1− . . .−wn. Hence, on the one hand, Sn < SNp < wNp. On
the other hand, we have: Sn > SNp−wNp+1− . . .−wNp+1 = SNp+1 > −wNp+1 .
So, |Sn| < wNp < ε.
The similar reasoning is true for cNp = −1. 
The following criterion follows from the proved theorem.
Lemma 3 (the criterion of consistency of the series) The unitary se-
ries F (x) = c0 + c1x + c2x
2 + . . . is consistent with the point w ∈ [1/2; 1) if
and only if F (w) = 0 and for any k ∈ N the inequality is satisfied
ck · (ckwk + ck+1wk+1 + . . .) > 0.
Proof Given the theorem 3, the proof of this lemma is similar to the proof
of the lemma 1. 
3.6 Changing the consistent functions when extracting
the square root or squaring
Theorem 4 (about extracting the square root) 1) If w ∈ [1/√2, 1),
then the function that is consistent with the point w has the form Fw(x) =
(1−x)Fw2(x2), where function Fw2 is consistent with the point w2 ∈ [1/2, 1).
2) If the point w ∈ [1/2, 1) is consistent with the function Fw, then the
point
√
w ∈ [1/√2, 1) is consistent with the function F√w(x) = (1−x)Fw(x2).
3) If w ∈ [1/ 2n√2, 1), then the function consistent with w has the form
Fw(x) = (1− x)(1− x2) · · · (1− x2n−1)Fd(x2n), (13)
where Fd is the function consistent with the point d = w
2n ∈ [1/2, 1). In
this case, if Fd is a polynomial, then Fw is a polynomial too, and degFw =
2n(degFd + 1)− 1.
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Proof. 1) We assume that the function Fw2(x) = c0 + c1x + . . . + ckx
k +
. . . which is consistent with the point w2, is a series, since if Fw2(x) is a
polynomial, then the proof is similar. Let us show that the function F (x) =
(1− x)Fw2(x2) is consistent with the point w. We have:
F (x) = c0−c0x+c1x2−c1x3+. . .+ckx2k−ckx2k+1+. . . = b0+b1x+b2x2+. . . ,
where b2k = ck, b2k+1 = −ck when k = 0, 1, 2, . . .. Therefore, the series F (x)
is unitary. In addition, F (w) = (1−w)Fw2(w2) = 0 by the theorem 3. Thus,
by virtue of the lemma 3, in order to prove the consistency of F (x) with the
point w, it remains to check the next inequalities for any i ∈ N:
Ri = bi · (biwi + bi+1wi+1 + . . .) > 0. (14)
If i = 2k, we have:
Ri = b2k · (b2kw2k + b2k+1w2k+1 + . . .) =
= ck · (ckw2k − ckw2k+1 + ck+1w2k+2 − ck+1w2k+3 + . . .) =
= (1− w) · ck · (ck(w2)k + ck+1(w2)k+1 + . . .).
Since the series Fw2(x) is consistent with w
2, then ck ·(ck(w2)k+ck+1(w2)k+1+
. . .) > 0 by lemma 3. Hence, Ri > 0.
If i = 2k + 1, we have:
Ri = b2k+1 · (b2k+1w2k+1 + b2k+2w2k+2 + . . .) =
= −ck · (−ckw2k+1 + ck+1w2k+2− ck+1w2k+3 + ck+2w2k+4− ck+2w2k+5 + . . .) =
= w2k+1 · (1− ck · (1− w) · (ck+1w + ck+2w3 + . . .)) >
> w2k+1 · (1− (1− w) · (w + w3 + . . .)) = w2k+1/(1 + w) > 0.
So, the inequality (14), and the item 1) of the theorem are proved.
2) The statement of item 2) of the theorem can be obtained from the
statement of item 1) by replacing the number w with
√
w.
3) The formula (13) can be proved by n–multiple application of the state-
ment of item 1). This formula implies the equality
degFw = 1 + 2 + . . .+ 2
n−1 + degFd · 2n = 2n(degFd + 1)− 1.
The theorem 4 is proved. 
In the next lemma, we estimate the degree of a consistent polynomial.
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Lemma 4 If the number w ∈ (1/2; 1) is consistent with a polynomial of
degree N > 2, then the next two inequalities are met: N > logw(1/2) (that
is equivalent to 2wN < 1), and N > logw(2− 1/w).
Proof. 1) Let us put n = [− log2(− log2w)]+1. Then w ∈ [1/21/2n−1, 1/21/2n).
So, according to item 3) of the theorem 4, the equality N = 2n−1(degFd +
1) − 1 is true, where d = w2n−1 < 1. Since degFd = 1 only if d = 1, then
degFd > 2. From here N > 2
n−1 ·3−1 > 2n > logw(1/2). The first inequality
is proved.
2) Let the polynomial P (x) = c0 + c1x + . . . + cnx
N be consistent with
the number w. Then P (w) = 0 and the following relations are true:
0 = P (w) > 1− w − w2 − . . .− wN = (1− 2w + wN+1)/(1− w).
From here wN+1 6 2w − 1, so N > logw(2w − 1)− 1 = logw(2− 1/w).
That’s what we needed to prove. 
3.7 Negativity of the derivative of consistent functions
and uniqueness of consistent points at the segment
[1/2; 1]
First, we present a lemma containing the technical estimates, which is nec-
essary to prove the theorem 5.
Lemma 5 1) For all x ∈ [1/2; 0.6] the next inequality is true: −1 + 10x4 −
8x5 < 0.
2) For all x ∈ [1/2; 0.62] the next two inequalities are true:
−1 + 8x3 − 16x4 + 20x5 − 10x6 < 0,
−1 + 8x3 − 6x4 − 12x5 + 24x6 − 12x7 < 0.
3) For all x ∈ [0.61; 0.665] the next inequality is true: −1 + 6x2− 12x3 +
6x4 + 12x5 − 10x6 < 0.
4) For all x ∈ [0.61; 0.7] the next two inequalities are true:
−1 + 6x2 − 12x3 + 16x4 − 20x5 + 10x6 + 16x7 − 14x8 < 0,
−1 + 6x2− 12x3 + 16x4− 20x5 + 24x6− 28x7 + 14x8 + 20x9− 18x10 < 0.
5) For all x ∈ [0.61; 0.721] the next inequality is true:
−1+6x2−12x3+16x4−20x5+24x6−28x7+32x8−36x9+40x10−20x11 < 0.
Proof. The derivative will be applied in the proof.
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1) Let x ∈ [1/2; 0.6]. Put y1(x) = −1 + 10x4 − 8x5. Therefore, y′1(x) =
40x3(1− x) > 0, so y1(x) increases. So y1(x) 6 y1(0.6) = −0.32608 < 0.
2) Let x ∈ [1/2; 0.62]. Put y2(x) = −1 + 8x3 − 16x4 + 20x5 − 10x6 and
z2(x) = −1+8x3−6x4−12x5+24x6−12x7. Then y′2(x) = 4x2(1−x)(15x2−
10x+ 6) > 0 and
z′2(x) = x
2(1− x)(19.5 + 3(x− 1/2) + 66(x− 1/2)2 + 84(x− 1/2)3) > 0.
Therefore, the functions y2(x) and z2(x) increase. For this reason y2(x) 6
y2(0.62) = −0.1933264518 < 0 and z2(x) 6 z2(0.62) = −0.1387036567 < 0.
3) Let x ∈ [0.61; 0.665] and y3(x) = −1+ 6x2− 12x3+6x4+12x5− 10x6.
Then y′3(x) = x(1−x)(7.5+21(x−1/2)+90(x−1/2)2+60(x−1/2)3) > 0, so
y3(x) is increasing. Consequently y3(x) 6 y3(0.665) = −0.0064637084 < 0.
4) Let y4(x) = −1 + 6x2 − 12x3 + 16x4 − 20x5 + 10x6 + 16x7 − 14x8 and
z4(x) = −1+ 6x2− 12x3 +16x4− 20x5 +24x6− 28x7 +14x8 +20x9− 18x10.
Then at x ∈ [0.61; 0.7] the next relations are correct: y′4(x) = x(1 − x)(6 +
6(x−1/2)+90(x−1/2)2+220(x−1/2)3+280(x−1/2)4+112(x−1/2)5) > 0
and z′4(x) = x(1 − x)((6.8125 − 2.3125x) + 54.125(x − 1/2)2 + 221.75(x −
1/2)3+591.5(x−1/2)4+833(x−1/2)5+630(x−1/2)6+180(x−1/2)7) > 0.
Therefore, the functions y4(x) and z4(x) increase. It follows that y4(x) 6
y4(0.7) = −0.00871334 < 0 and z4(x) 6 z4(0.7) = −0.0724555682 < 0.
5) Let x ∈ [0.61; 0.721]. Put y5(x) = −1+6x2−12x3+16x4−20x5+24x6−
28x7 + 32x8− 36x9 + 40x10− 20x11. Therefore y′5(x) = x(1− x)((6.421875−
0.9375x) + 49.125(x− 1/2)2 + 179.25(x− 1/2)3 + 519(x − 1/2)4 + 915(x −
1/2)5 + 1054(x − 1/2)6 + 700(x − 1/2)7 + 220(x − 1/2)8) > 0. So y5(x) is
increasing. Then y5(x) 6 y5(0.721) = −0.0517022846 < 0. 
Theorem 5 (on derivative and uniqueness) Let the function F be con-
sistent with the point w lying in the segment [1/2; 1]. Then F ′(w) < 0 and w
is the unique point in [1/2; 1] that is consistent with F .
Proof. If w = 1, then obviously F (x) = 1−x. In this case, F ′(w) = −1 < 0.
Also, w = 1 is the unique point consistent with the 1− x polynomial, since
it has no other roots.
Let now w ∈ [1/2; 1). Denote w1 = w. In order to prove the theorem, it
is sufficient to show that if the point w2 ∈ [w1; 1) is also consistent with F ,
then w1 = w2 and F
′(w1) < 0 (both in the case when F is a polynomial and
in the case when F is a series).
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Since 1−w1 > 0, then F (x) begins with the members 1−x−x2± . . .. For
further proof, we divide the set of all consistent functions F with the specified
beginning into three types. Then for functions of the first and second types,
we prove that F ′(x) < 0 for any x in the segment [w1, w2]. It follows that
F decreases on [w1, w2]. Therefore, since F (w1) = F (w2) = 0 (by virtue of
the theorem 3), we get the necessary relations w1 = w2 and F
′(w1) < 0.
For functions of the third type, we prove these relations using the results
obtained for the first two types.
1) Let us assign the first type to the functions F of the form F (x) =
1 − x − x2 − x3 ± . . .. Then 1 − wi − w2i > 0 for i = 1, 2. Hence w1, w2 ∈
[1/2, (
√
5−1)/2) and the inclusions [w1, w2] ⊂ [1/2, (
√
5−1)/2) ⊂ [1/2; 0.62]
are true.
1.1) Consider the first subtype, where F (x) = 1− x− x2 − x3− x4± . . ..
Then 1 − wi − w2i − w3i > 0 for i = 1, 2. Hence, w1, w2 ∈ [1/2; 0.6]. Next,
evaluate the derivative F ′(x) for x ∈ [w1, w2] ⊂ [1/2; 0.6], using item 1) of
lemma 5:
F ′(x) = −1− 2x− 3x2 − 4x3 ± . . . 6 −1− 2x− 3x2 − 4x3 +
∞∑
n=5
nxn−1 =
= (1+x+x2+. . .)′−2(1+2x+3x2+4x3) = 1/(1−x)2−2(1+2x+3x2+4x3) =
= (−1 + 10x4 − 8x5)/(1− x)2 < 0.
1.2) Consider the second subtype, where F (x) = 1−x−x2−x3+x4± . . ..
1.2.1) Consider a subtype, where F (x) = 1− x− x2− x3 + x4− x5± . . ..
Again, evaluate the derivative F ′(x) for x ∈ [w1, w2] ⊂ [1/2; 0.62], using now
item 2) of lemma 5:
F ′(x) = −1−2x−3x2+4x3−5x4±. . . 6 −1−2x−3x2+4x3−5x4+
∞∑
n=6
nxn−1 =
= (1+x+x2+. . .)′−2(1+2x+3x2+5x4) = 1/(1−x)2−2(1+2x+3x2+5x4) =
= (−1 + 8x3 − 16x4 + 20x5 − 10x6)/(1− x)2 < 0.
1.2.2) Consider the last remaining subtype of the first type. Let F have
the form F (x) = 1 − x − x2 − x3 + x4 + x5 ± . . .. Due to the relations
1 − wi − w2i − w3i + w4i + w5i = (1− w3i )(1− wi − w2i ) > 0 when i = 1, 2, in
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fact F has the form F (x) = 1− x− x2 − x3 + x4 + x5 − x6 ± . . .. Evaluate
F ′(x) for x ∈ [w1, w2] ⊂ [1/2; 0.62], using item 2) of lemma 5:
F ′(x) = −1− 2x− 3x2 + 4x3 + 5x4 − 6x5 ± . . . 6
6 −1− 2x− 3x2 + 4x3 + 5x4 − 6x5 +
∞∑
n=7
nxn−1 =
= (1+x+x2+. . .)′−2(1+2x+3x2+6x5) = 1/(1−x)2−2(1+2x+3x2+6x5) =
= (−1 + 8x3 − 6x4 − 12x5 + 24x6 − 12x7)/(1− x)2 < 0.
2) Let us assign the second type to the functions F of the form F (x) =
1−x−x2+x3±. . ., with some exceptions, which will be discussed below. Then
1 − wi − w2i < 0 for i = 1, 2. Hence, w1, w2 ∈ [(
√
5 − 1)/2; 1), so [w1, w2] ⊂
[(
√
5 − 1)/2; 1) ⊂ [0.61; 1). Since 1 − wi − w2i + w3i = (1 − wi)(1− w2i ) > 0
for i = 1, 2, then in fact all functions of the second type have the form
F (x) = 1− x− x2 + x3 − x4 ± . . ..
2.1) Consider a subtype where F (x) = 1−x−x2+x3−x4−x5± . . .. Then
1 − wi − w2i + w3i − w4i > 0 for i = 1, 2, so w1, w2 ∈ [0.61; 0.665]. Evaluate
F ′(x) for x ∈ [w1, w2] ⊂ [0.61; 0.665], using item 3) of lemma 5:
F ′(x) = −1− 2x+ 3x2 − 4x3 − 5x4 ± . . . 6
6 −1− 2x+ 3x2 − 4x3 − 5x4 +
∞∑
n=6
nxn−1 =
= (1+x+x2+. . .)′−2(1+2x+4x3+5x4) = 1/(1−x)2−2(1+2x+4x3+5x4) =
= (−1 + 6x2 − 12x3 + 6x4 + 12x5 − 10x6)/(1− x)2 < 0.
2.2) Consider a subtype where F (x) = 1 − x − x2 + x3 − x4 + x5 ± . . ..
A part of this subtype where F has the form
F (x) = 1− x− x2 + x3 − x4 + x5 + x6 ± . . . , (15)
we refer to the third type and consider below. So here we will only consider
the case where F has the form F (x) = 1− x− x2 + x3 − x4 + x5 − x6 ± . . ..
2.2.1) Consider the subtype where F (x) = 1−x−x2+x3−x4+x5−x6−
x7±. . .. Then 1−wi−w2i+w3i−w4i+w5i−w6i = (1−w2i+w3i )(1−wi−w3i ) > 0 for
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i = 1, 2. Hence, w1, w2 ∈ [0.61; 0.7]. Estimate F ′(x) for points x ∈ [w1, w2] ⊂
[0.61; 0.7], using item 4) of lemma 5:
F ′(x) = −1− 2x+ 3x2 − 4x3 + 5x4 − 6x5 − 7x6 ± . . . 6
6 −1− 2x+ 3x2 − 4x3 + 5x4 − 6x5 − 7x6 +
∞∑
n=8
nxn−1 =
= (1 + x+ x2 + . . .)′ − 2(1 + 2x+ 4x3 + 6x5 + 7x6) =
= 1/(1− x)2 − 2(1 + 2x+ 4x3 + 6x5 + 7x6) =
= (−1 + 6x2 − 12x3 + 16x4 − 20x5 + 10x6 + 16x7 − 14x8)/(1− x)2 < 0.
2.2.2) Consider the subtype where F (x) = 1 − x − x2 + x3 − x4 + x5 −
x6 + x7 ± . . .. A part of this subtype where F has the form
F (x) = 1− x− x2 + x3 − x4 + x5 − x6 + x7 + x8 ± . . . , (16)
we also refer to the third type and consider below. So here we consider only
the case where F (x) = 1− x− x2 + x3 − x4 + x5 − x6 + x7 − x8 ± . . ..
2.2.2.1) Consider a subtype where the consistent function F has the form
F (x) = 1−x−x2+x3−x4+x5−x6+x7−x8−x9± . . .. Then 1−wi−w2i +
w3i − w4i + w5i − w6i + w7i − w8i > 0 for i = 1, 2. Hence, w1, w2 ∈ [0.61; 0.7].
Evaluate F ′(x) for x ∈ [w1, w2] ⊂ [0.61; 0.7], using item 4) of lemma 5:
F ′(x) = −1− 2x+ 3x2 − 4x3 + 5x4 − 6x5 + 7x6 − 8x7 − 9x8 ± . . . 6
6 −1− 2x+ 3x2 − 4x3 + 5x4 − 6x5 + 7x6 − 8x7 − 9x8 +
∞∑
n=10
nxn−1 =
= (1 + x+ x2 + . . .)′ − 2(1 + 2x+ 4x3 + 6x5 + 8x7 + 9x8) =
= 1/(1− x)2 − 2(1 + 2x+ 4x3 + 6x5 + 8x7 + 9x8) =
= (−1+6x2−12x3+16x4−20x5+24x6−28x7+14x8+20x9−18x10)/(1−x)2 < 0.
2.2.2.2) Consider the last subtype of the second type, where F has the
form F (x) = 1− x− x2 + x3 − x4 + x5 − x6 + x7 − x8 + x9 ± . . .. A part of
this subtype where F has the form
F (x) = 1− x− x2 + x3 − x4 + x5 − x6 + x7 − x8 + x9 + x10 ± . . . , (17)
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we will also refer to the third type. So here we will analyze only the variant
where F has the form F (x) = 1−x−x2+x3−x4+x5−x6+x7−x8+x9−x10±. . ..
Thus 1− wi − w2i +w3i − w4i +w5i − w6i +w7i − w8i +w9i = (1− wi)(1− w2i −
w4i −w6i −w8i ) > 0 for i = 1, 2. Hence, w1, w2 ∈ [0.61; 0.721]. Estimate F ′(x)
for points x ∈ [w1, w2] ⊂ [0.61; 0.721], using item 5) of lemma 5:
F ′(x) = −1− 2x+ 3x2 − 4x3 + 5x4 − 6x5 + 7x6 − 8x7 + 9x8 − 10x9 ± . . . 6
6 −1− 2x+ 3x2 − 4x3 + 5x4− 6x5 + 7x6− 8x7 + 9x8− 10x9 +
∞∑
n=11
nxn−1 =
= (1 + x+ x2 + . . .)′ − 2(1 + 2x+ 4x3 + 6x5 + 8x7 + 10x9) =
= 1/(1− x)2 − 2(1 + 2x+ 4x3 + 6x5 + 8x7 + 10x9) =
= (−1 + 6x2 − 12x3 + 16x4 − 20x5 + 24x6 − 28x7+
+32x8 − 36x9 + 40x10 − 20x11)/(1− x)2 < 0.
So, if the function F has the form of the first or (except for three cases)
the second type, and the points w1 ∈ [1/2; 1), w2 ∈ [w1; 1) are consistent
with F , then w1 = w2 and F
′(w1) < 0.
3) Let us assign the third type to the functions F , which were deferred
when considering the second type, that is the functions having the form (15),
(16) or (17).
If F has the form (15), that is F (x) = 1− x− x2 + x3 − x4 + x5 + x6 . . .,
then 1 − wi − w2i + w3i − w4i + w5i = (1− wi)(1− w2i − w4i ) < 0 for i = 1, 2.
Hence, w1, w2 ∈ [0.71; 1).
If F has the form (16), that is, 1−x−x2+x3−x4+x5−x6+x7+x8 . . .,
then 1−wi−w2i +w3i −w4i +w5i −w6i +w7i = (1−wi)(1−w2i −w4i −w6i ) < 0
for i = 1, 2. Hence, w1, w2 ∈ [0.71; 1).
If F has the form (17), that is, F (x) = 1− x− x2 + x3 − x4 + x5 − x6 +
x7−x8+x9+x10 . . ., then 1−wi−w2i +w3i −w4i +w5i −w6i +w7i −w8i +w9i =
(1− wi)(1− w2i − w4i − w6i − w8i ) < 0 for i = 1, 2. Hence, w1, w2 ∈ [0.71; 1).
So, in all the remaining variants we have w1, w2 ∈ [0.71; 1) ⊂ [1/
√
2; 1).
Next, put n = [− log2(− log2w1)]. Then n ∈ N, d1 = w2n1 ∈ [1/2, 1/
√
2)
and d2 = w
2n
2 ∈ [d1; 1). Therefore, the function Fd1, which is consistent with
the point d1, is of the first or second type. Since w1, w2 ∈ [1/ 2n
√
2, 1), then
according to item 3) of the theorem 4, the equality is satisfied
F (x) =
n−1∏
k=0
(1− x2k) · Fd1(x2
n
) =
n−1∏
k=0
(1− x2k) · Fd2(x2
n
). (18)
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Therefore, the functions Fd1 and Fd2 are the same. So, according to the
proven for the first and second types, d1 = d2 and F
′
d1
(d1) < 0. So w1 = w2.
It remains to show that F ′(w1) < 0. From the formula (18) we get:
F ′(w1) =
(n−1∏
k=0
(1− x2k)
)′∣∣∣
x=w1
Fd1(d1) +
n−1∏
k=0
(1− w2k1 ) · F ′d1(d1) · 2nw2
n−1
1 .
Hence, taking into account the relations Fd1(d1) = 0 and F
′
d1
(d1) < 0, we
find that F ′(w1) =
∏n−1
k=0(1 − w2
k
1 ) · F ′d1(d1) · 2nw2
n−1
1 < 0. The theorem is
proved. 
3.8 Consistent polynomials for one particular sequence
of numbers
Theorem 6 (cf. with the theorem A of J. Tabor and J. Tabor [20, Theo-
rem 3.1]).
1) For each n ∈ N, the polynomial Pn(x) = 1 − x − x2 − . . . − xn has a
single positive root un, moreover u1 = 1 and un ∈ (1/2; 1/
√
2) for any n > 2.
2) The sequence {un} decreases and has asymptotics
un = 1/2 + 1/2
n+2 +O(n/22n) (n→∞). (19)
3) For each n ∈ N, the polynomial Pn(x) is consistent with the point un.
Proof is similar to the proof of item 4) of the theorem 2:
1) The case n = 1 is obvious. For any x > 0 we have: P ′n(x) = −1 −
2x − . . . − nxn−1 < 0, so Pn(x) decreases. Also, if n > 2 then Pn(1/
√
2) =
(
√
2 + 1 − √2n+1)/√2n < 0 and Pn(1/2) = 1/2n > 0. Therefore, for any
n > 2 the polynomial Pn has the only positive root un, and un ∈ (1/2; 1/
√
2).
2) If n ∈ N then Pn+1(un) = Pn(un) − un+1n = −un+1n < 0 = Pn+1(un+1).
Hence, due to the polynomial Pn+1(x) decreases by x, the inequality un >
un+1 follows for all n ∈ N. So, the sequence {un} decreases.
In order to obtain the asymptotic formula (19), first let us find for any
a ∈ R the asymptotics of the sequence {Qn(xn)}, where Qn(x) = 1−2x+xn,
xn = 1/2 + 1/2
n+1 + an/22n (up to the members of the order n/22n):
Qn(xn) = 1− 2(1/2 + 1/2n+1 + an/22n) + (1/2 + 1/2n+1 + an/22n)n =
= −1/2n − an/22n−1 − en ln(1+1/2n+an/22n−1)/2n = (1− 2an)/22n + o(n/22n).
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So Pn(xn+1) = Qn+1(xn+1)/(1 − xn+1) = (1 − 2a(n + 1))/22n+1 + o(n/22n).
From here, for sufficiently large values of n, we get the relations:
if a = −1, then Pn(xn+1) = (3 + 2n)/22n+1 + o(n/22n) > 0 = Pn(un), so
un > xn+1 = 1/2 + 1/2
n+2 − (n+ 1)/22n+2;
if a = 1, then Pn(xn+1) = (−1− 2n)/22n+1 + o(n/22n) < 0 = Pn(un), so
un < xn+1 = 1/2 + 1/2
n+2 + (n+ 1)/22n+2.
Hence, the asymptotic equality (19) is satisfied.
3). Let 1 6 k 6 n. Then due to the decreasing of the polynomial Pk−1 and
the sequence {un}, we have: ck · (c0 + c1un + . . .+ ck−1uk−1n ) = −Pk−1(un) <
−Pk−1(uk−1) = 0. So, by definition 3, the polynomial Pn(x) is consistent
with the point un. That’s what we needed to prove. 
3.9 The set of points which are consistent with polyno-
mials, is everywhere dens on the segment [1/2; 1]
Theorem 7 On the segment [1/2; 1], the set of points which are consistent
with polynomials, is countable and everywhere dense.
Proof. Let us denote the set of points w ∈ [1/2; 1] that are consistent with
polynomials, by WP .
1) First, we show that the set WP is countable.
By definition 3, any point that is consistent with some polynomial, is its
root. Since the coefficients of consistent polynomials are ±1, the set of such
polynomials is no more than countable. Therefore, due to each consistent
polynomial has only finite number of roots, the set WP is no more than
countable too.
On the other hand, by the theorem 6, the polynomial 1−x−x2− . . .−xn
for any n ∈ N has the root un ∈ (1/2; 1/
√
2), and un is consistent with this
polynomial. Therefore, the set WP is at least countable.
2) In order to prove the density of the set WP on the segment [1/2; 1], we
just need to show that for any ε > 0 any subinterval (w− ε, w+ ε) ⊂ (1/2, 1)
contains some point, which is consistent with a polynomial. In the case,
where the point w itself is consistent with the polynomial, w is the desired
point. So consider the remaining case where w is consistent with some series
F (x) = c0 + c1x+ c2x
2 + . . ..
According to proposition 3, the convergence region of the series F (z) =
c0+c1z+c2z
2+ . . . is the circle {z ∈ C ∣∣ |z| < 1}. So due to the properties of
power series (see [23, Ch. II, §3, p. 6, p. 66]), the polynomials Fn(z) = c0 +
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c1z+ . . .+cnz
n, n = 0, 1, 2, . . . converge to the function F (z) uniformly in the
circle {z ∈ C ∣∣ |z| 6 1−ε/2}, and thus in circleKε = {z ∈ C ∣∣ |z−w| 6 ε/2}.
Next, F (w) = 0 by the theorem 3. Since F (z) is not identically zero, then,
according to the uniqueness theorem (see [23, Ch. V, §2, p. 4, p. 202]), the
point w is an isolated root of the function F (z). Therefore, we can consider
the number ε > 0 so small that F (z) in the circle Kε has no roots other than
w. This means that the value µε = inf |z−w|=ε/2 |F (z)| is positive. Due to the
uniform convergence of Fn(z) to F (z) in the circle Kε, there exists such a
number N ∈ N that the inequality |FN (z) − F (z)| < µε is satisfied on the
contour Cε = {z ∈ C | |z − w| = ε/2}.
By virtue of the theorem 5, we have F ′(w) < 0, so w is the root of F (z)
of multiplicity 1. Now let us apply Rouchet’s theorem (see [23, Ch. VII, §2,
p. 2, p. 245]). Since |FN (z)−F (z)| < µε 6 |F (z)| on the contour Cε, then the
functions F (z) and F (z) + (FN(z) − F (z)) = FN(z) have the same number
of zeros (taking into account the multiplicity) inside Cε (that is, inside the
circle Kε). Since z = w is the only root (of multiplicity 1) of F (z) inside
the circle Kε, then FN(z) also has exactly one root zN inside Kε, and its
multiplicity equals 1.
The unitary polynomial FN(z) has real coefficients, so the number zN ,
which is complex conjugate to zN , is also the root of FN(z). It is clear that
zN , like zN , lies inside the circle Kε, where FN (z) has only one root. So
zN = zN , that is, zN is real. Hence, zN ∈ (w − ε, w + ε).
Now let us find in the interval (w−ε, w+ε) a point that is consistent with
some polynomial (we do not claim that this is the point zN ). To do this, we
form the set Zε of all those roots of the polynomials F0, . . . , FN , which fall
within the interval (w−ε, w+ε). Zε contains, in particular, the point zN . In
the set Zε, take the element z∗ closest to the point w, and then select from
F0, . . . , FN the polynomial Fm of minimal degree m, which has z∗ as its root.
Let us show that the point z∗ is consistent with the polynomial Fm (and is
the desired one). Indeed, according to the construction of z∗ and Fm, the
polynomials F0, . . . , Fm−1 have no roots on the segment between the points
z∗ and w. Therefore, the values F0(z∗), . . . , Fm−1(z∗) have the same signs as
F0(w), . . . , Fm−1(w). Further, since the point w is consistent with the series
F , then by definition 3 for any k = 1, . . . , m inequalities (3) are met, that is
ck · (c0 + c1w + . . .+ ck−1wk−1) = ckFk−1(w) < 0.
Since for all k = 1, . . . , m the values Fk−1(w) and Fk−1(z∗) have the same
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signs, the inequalities follow
ckFk−1(z∗) = ck · (c0 + c1z∗ + . . .+ ck−1zk−1∗ ) < 0.
Therefore, by definition 3, the polynomial Fm is consistent with the point
z∗ ∈ (w − ε, w + ε) ⊂ (1/2, 1). That’s what we needed to prove. 
3.10 Single-ended coefficient-wise limits of functions that
are consistent with points from the segment [1/2; 1]
In this subsection, we describe the behavior of functions Fw that are consis-
tent with points w ∈ [1/2; 1], and also the behavior of attached to Fw rows
F±w (see definition 3), when w tends to the limit on one side.
Theorem 8 1) For any w0 ∈ [1/2; 1) in the sense of coefficient-wise conver-
gence, the next chain of equalities is true: limw→w0±0 Fw = limw→w0±0 F
−
w =
limw→w0±0 F
+
w = F
±
w0
, where the function Fw is consistent with w, and the
series F+w , F
−
w are attached to Fw . Moreover, if the point w0 is consistent
with a series (not with a polynomial), then limw→w0 Fw = limw→w0 F
±
w = Fw0.
2) The following formula is сorrect: limw→1−0 Fw(x) = limw→1−0 F±w (x) =∏∞
k=0(1− x2
k
).
Proof. 1) Let w0 ∈ [1/2; 1). For each n ∈ N, we can select the number δn > 0
so that any point w ∈ (w0 − δn, w0 + δn) \ {w0} is consistent either with a
polynomial of degree at least n, or with a series. This is possible because
there are only a finite number of points that are consistent with polynomials
of degree lower than n. Then for any w ∈ (w0 − δn, w0 + δn) \ {w0}, the sets
of the first n coefficients of the functions Fw, F
−
w and F
+
w will be the same,
as follows from the definition 3. Therefore, the following limits are equal (if
they exist): limw→w0±0 Fw = limw→w0±0 F
−
w = limw→w0±0 F
+
w . So all we have
to do is to prove that limw→w0±0 Fw = F
±
w0
.
1a) First, we prove the equality limw→w0 Fw = Fw0 in the case when the
number w0 is consistent with some series Fw0(x) = c0 + c1x+ c2x
2 + . . .. For
this purpose, it is sufficient for each n ∈ N to find such a δ ∈ (0; δn) that for
any w ∈ (w0 − δ, w0 + δ) the first n coefficients of the consistent functions
Fw and Fw0 are the same. By the definition 3, the required matching of
coefficients is equivalent to performing inequalities
ck(c0 + c1w + . . .+ ck−1w
k−1) < 0, k = 0, 1, . . . , n− 1 (20)
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for all w ∈ (w0 − δ, w0 + δ). Since the series Fw0 is consistent with the point
w0, the inequalities (20) are satisfied when w = w0. Due to the continuity of
polynomials ck(c0 + c1w + . . .+ ck−1wk−1) by w , these inequalities will also
be satisfied for all w ∈ (w0 − δ, w0 + δ) if δ ∈ (0; δn) is small enough.
1b) Now we prove that if the number w0 is consistent with the polynomial
Pw0(x) = c0 + c1x + . . .+ cNx
N , then limw→w0−0 Fw = F
−
w0
(the proof of the
equality limw→w0+0 Fw = F
+
w0
is similar). According to the definition 3 we
have:
F−w0(x) = c0 + c1x+ . . .+ cNx
N − c0xN+1 − c1xN+2 − . . .− cNx2N+1 − . . . =
= Pw0(x)(1− xN+1 − x2(N+1) − . . .) =
∞∑
k=0
bkx
k,
where bk = ck when k = 0, . . . , N ; bi(N+1)+j = −cj when i ∈ N and j =
0, . . . , N .
It is enough for us to prove for any n ∈ N the existence of such a δ ∈ (0; δn)
that for any w ∈ (w0−δ, w0) the first n coefficients of the consistent function
Fw and of the series F
−
w0
coincide. By the definition 3, the required matching
of coefficients is equivalent to performing inequalities
bk(b0 + b1w + . . .+ bk−1w
k−1) < 0 (21)
for all k = 0, 1, . . . , n− 1 and w ∈ (w0 − δ, w0). Consider 3 cases:
I) If 0 6 k 6 N , then the inequalities (21) coincide with the inequali-
ties (20) from item 1), and the proof is the same as there.
II) Let k = i(N + 1), where i ∈ N. Then bk = −c0 = −1, and the
inequality (21) is equivalent to the inequality
−(c0 + c1w+ . . .+ cNwN )(1−
i−1∑
p=1
wp(N+1)) = −Pw0(w)(1−
i−1∑
p=1
wp(N+1)) < 0.
We have: Pw0(w0) = 0 by definition 3, (Pw0)
′(w0) < 0 by the theorem 5 and
2aN < 1 by the Lemma 4. Therefore, there exist such a δ ∈ (0; δn) that for
all w ∈ (w0 − δ, w0) there will be Pw0(w) > 0 and 2wN < 1. This leads to
the necessary inequality:
−Pw0(w)(1−
i−1∑
p=1
wp(N+1)) < −Pw0(w)(1−
∞∑
p=1
wp(N+1)) =
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= −Pw0(w)(1− 2wN+1)(1− wN+1) < 0.
III) Let k = i(N + 1) + j, where i ∈ N and 1 6 j 6 N . Then
bk(b0 + b1w + . . .+ bk−1wk−1) =
= −cj
(
Pw0(w)(1−
i−1∑
p=1
wp(N+1))− wi(N+1)(c0 + c1w + . . .+ cj−1wj−1)
)
.
Hence, for w = w0, due to the consistency of the point w0 with Pw0 , we get:
bk(b0 + b1w + . . .+ bk−1w
k−1) = w0
i(N+1)cj(c0 + c1a+ . . .+ cj−1w0
j−1) < 0.
In view of the continuity of bk(b0+b1w+ . . .+bk−1wk−1) by w, this inequality
will also hold for all w ∈ (w0 − δ, w0) if δ ∈ (0; δn) is small enough.
2) By virtue of item 3) of the theorem 4, Fw(x) =
∏n−1
k=0(1− x2
k
)Fd(x
2n)
when w ∈ [1/ 2n√2, 1), where d = w2n . Therefore, since Fd(x2n) = 1+ c1x2n +
. . ., it follows that for any w ∈ [1/ 2n√2, 1) the first 2n coefficients of the series
Fw(x) and
∏∞
k=0(1−x2
k
) coincide. So limw→1−0 Fw(x) =
∏∞
k=0(1−x2
k
). The
equality of the limits limw→1−0 Fw(x)± = limw→1−0 Fw(x) can be proved in
the same way as in point 1). 
3.11 On lexicographic increase of consistent functions
Fw relative to w ∈ [1/2; 1)
In this subsection, we talk about lexicographically increasing dependence of
the consistent functions Fw for points w ∈ [1/2; 1).
Theorem 9 If 1/2 6 a < b < 1, then F+a ≺ F−b (see definition 2).
Proof. For any i = 0, 1, 2, . . . we will denote through ci(w) the coefficients
of functions Fw, that is consistent with points w ∈ R, and through c±i (w) the
coefficients of attached functions F±w .
a) First, we prove the non-strict inequality F+a  F−b from the opposite.
Let F+a ≻ F−b . Then there exists such a number n that c+i (a) = c−i (b) when
i = 0, 1, . . . , n − 1, but c+n (a) > c−n (b), that is c+n (a) = 1 and c−n (b) = −1.
According to the item 1) of the theorem 8, there is some δ ∈ (0, (b− a)/2),
such that whatever i = 0, 1, . . . , n is, for all w ∈ (a, a + δ) the equality
ci(w) = c
+
i (a) is true and for all w ∈ (b− δ, b) another equality ci(w) = c−i (b)
is true. Let’s select the points w1 ∈ (a, a + δ) and w2 ∈ (b − δ, b), which
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are consistent with the series (this is possible due to the theorem 7). Then
ci(w1) = ci(w2), i = 0, 1, . . . , n− 1, but cn(w1) > cn(w2).
Denote by k the smallest number for which the coefficient ck(w) changes
when w increases from w1 to w2. It is clear that 2 6 k 6 n (see item 1 of
the remark 1). Then for i = 0, 1, . . . , k− 1, the coefficients ci(w) = ci do not
depend on w ∈ [w1, w2]. Put Pk−1(x) = c0 + c1x+ . . .+ ck−1xk−1. By virtue
of the definition 3, we have the equalities sign(Pk−1(w1)) = −ck(w1) = −1
and sign(Pk−1(w2)) = −ck(w2) = 1. Therefore, the polynomial Pk−1 has at
least one root on [w1, w2]. Then by definition 3 any such root d ∈ [1/2; 1)
is consistent with Pk−1. By the theorem 5, the consistent point d is unique
and P ′k−1(d) < 0. Consequently, Pk−1(w) > 0 for any w ∈ [w1, d), and
Pk−1(w) < 0 for any w ∈ (d, w2]. So ck(w1) = −sign(Pk−1(w1)) = −1 and
ck(w2) = −sign(Pk−1(w2)) = 1. Hence k = n, since ck(w1) = ck(w2) when
k < n. Then the equalities cn(w1) = −1 and cn(w2) = 1 are true, which
contradicts the inequality cn(w1) > cn(w2). This contradiction implies that
F+a  F−b .
b) Next, we prove that F+a ≺ F−b . As in item a), select the points
w1 < w2 in the interval (a, b), that are consistent with the series Fw1 and
Fw2 respectively. Since each of these series is consistent with only one point
(according to the theorem 5), then Fw1 6= Fw2. So the relations F+a  Fw1 ≺
Fw2  F−b are fulfilled according to the non-strict inequalities of item a).
Hence, F+a ≺ F−b . 
Remark 2 At the point w = 1, the lexicographic increment of consistent and
attached functions, which is indicated by the theorem 9, is violated, and these
functions seem to make a jump down. Indeed, by item 2) of the theorem 8 we
have: limw→1−0 Fw(x) =
∏∞
k=0(1−x2
k
) = 1−x−x2+x3−x4+x5+x6− . . ..
At the same time, since the point 1 is consistent with the polynomial 1− x,
by virtue of the definition 3 and the example 2 we have: F−1 (x) = 1 − x −
x2 + x3 − x4 + x5 − x6 + . . . = F1/√2(x) ≺ limw→1−0 Fw(x).
3.12 Several examples of consistent series and polyno-
mials for points of the interval (1/2; 1)
Example 1 The point (
√
5− 1)/2 ≈ 0.618034 is consistent with the unitary
polynomial P2(x) = 1− x− x2.
Proof. This is a special case of the theorem 6 for n = 2. 
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Example 2 The point 1/
√
2 ≈ 0.707107 is consistent with the unitary series
F1/
√
2(x) = 1 − x − x2 + x3 − x4 + x5 − x6 + . . ., whose signs alternate
starting with the term −x2. For |x| < 1, its sum is equal to F1/√2(x) =
(1− x)(1− 2x2)/(1− x2) = (1− 2x2)/(1 + x).
Proof. This follows from item 3) of the theorem 2 and item 2) of the
theorem 4. 
Example 3 The point w = 1/ 4
√
2 =
√
1/
√
2 ≈ 0.840896 is consistent with
the series
Fw(x) = (1−x)F1/√2(x2) = 1−x−x2+x3−x4+x5+x6−x7−x8+x9+x10−. . . .
Here, the periodicity of signs begins with the term −x4. For |x| < 1, the sum
of the series is equal to Fw(x) = (1−x)F1/√2(x2) = (1−x)(1−2x4)/(1+x2).
Proof. This follows from the example 2 and item 2) of the theorem 4. 
Example 4 The number 2/3 is consistent with some series F2/3(x) (not a
polynomial). As the calculations show, its beginning has the form:
F2/3(x) = 1− x− x2 + x3 − x4 + x5 − x6 − x7 + x8 − x9 + x10 − x11 + x12+
+x13 − x14 − x15 + x16 − x17 + x18 − x19 + x20 + x21 − x22 − x23 + x24 − . . . .
We were not able to find any regularity in the signs of the members of this
series.
Proof. Consistency with a series, not a polynomial, follows from the propo-
sition 2, since the number 2/3 is rational and is not equal to ±1. 
Example 5 The number w = 1/
√
3 ≈ 0.577350 is also consistent with a
series. The beginning of this, according to the calculations, has the form:
F1/
√
3(x) = 1− x− x2 − x3 + x4 − x5 + x6 + x7 − x8 + x9 + x10 − x11 + x12−
−x13 + x14 + x15 − x16 + x17 − x18 + x19 + x20 − x21 + x22 + x23 − x24 − . . . .
Patterns of signs were also not found here. Here we did not find any regularity
too.
Proof. If w = 1/
√
3 were consistent with the polynomial c0 + c1x + . . . +
cnx
n, then the rational number w2 = 1/3 6= ±1 would be the root of the
unitary polynomial c0 + c2x+ c4x
2 + . . .+ c2[n/2]x
[n/2]. But, according to the
proposition 2, this is impossible. 
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4 Relation between consistent and anti-consistent
functions, and global extremes of functions in
exponential Takagi class
The only theorem 10 of this section shows how consistent and anti-consistent
polynomials and series can be used to find global extremes of functions Tv in
exponential Takagi class (see formula (1)).
In order to prove the theorem 10, we need the following lemma.
Lemma 6 Let v ∈ (−1; 1), m ∈ Z, n ∈ {0, 1, 2, . . .} and [a, b] is one of two
segments [m/2n − 1/2n+1, m/2n] or [m/2n, m/2n + 1/2n+1]. Then
a) the function Sv,n(x) =
n∑
k=0
vkT0(2
kx) is linear on [a, b], and its deriva-
tive S ′v,n is constant on the interval (a, b);
b) the sets of points of the global maximum of the functions Sv,n and Tv
on the segment [a, b]
- are in the right half of the segment [a, b] if S ′v,n > 0;
- are in the left half of the segment [a, b] if S ′v,n < 0;
- are symmetric about the middle of the segment [a, b] if S ′v,n = 0.
Proof. It follows from the equality T0(x) = ρ(x,Z), that the function T0 is
linear on the intervals [m− 1/2, m] and [m,m+1/2] and is symmetric about
the point m/2 (i.e. T0(m/2 + x) = T0(m/2 − x) when x ∈ R). It follows,
that for any n = 0, 1, 2, . . . the function T0(2
nx) is linear on the segments
[m/2n−1/2n+1, m/2n] and [m/2n, m/2n+1/2n+1], and is symmetric about the
pointsm/2n+1. Therefore, for anym ∈ Z and n = 0, 1, 2, . . . the function Sv,n
is linear on the segments [m/2n− 1/2n+1, m/2n] and [m/2n, m/2n + 1/2n+1],
and the function Rv,n(x) =
∑∞
k=n+1 v
kT0(2
kx) is symmetric about points
m/2n+2, including about the midpoints of the specified segments. Hence, by
virtue of the equality Tv(x) = Sv,n(x)+Rv,n(x), the lemma statement follows.

Theorem 10 Let v ∈ (−1; 1) and Ev be the set of points of the global maxi-
mum (respectively minimum) of the function Tv on the segment [0; 1]. Then
the following statements are true:
1) If the point 2v is consistent (respectively anti-consistent) with a series
F2v(x) = c0 + c1x+ . . .+ cnx
n + . . ., then
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1a) The set Ev contains only two (possibly coinciding) points: x
−(v) ∈
[0; 1/2] and x+(v) ∈ [1/2; 1]. The first point and its binary expansion have
the form
x−(v) = 1/2− F2v(1/2)/4 = 0.x−1 x−2 . . . , (22)
where
x−n = (1− cn−1)/2, n ∈ N. (23)
The second point and its binary expansion have the form
x+(v) = 1− x−(v) = 1/2 + F2v(1/2)/4 = 0.x+1 x+2 . . . , (24)
where
x+n = 1− x−n = (1 + cn−1)/2, n ∈ N. (25)
1b) The global maximum (respectively minimum) of the function Tv can
be calculated using the following formulae:
Tv(x
±(v)) =
1
2(1− v) −
1
4
∞∑
n=0
cn · (2v)n
∞∑
p=n
cp
2p
(26)
and
Tv(x
±(v)) =
1
2(1− v) −
1
4pii
∫
|z|=r
F2v(z)F2v(v/z)
2z − 1 dz, (27)
where r is any number from the interval (max(1/2, v), 1).
2) If the point 2v is consistent (respectively anti-consistent) with a poly-
nomial P2v,N (x) = c0 + c1x + . . . + cnx
N , and F±2v are attached series, then
the following statements are true :
2a) The set Ev,N of points of the global maximum (respectively minimum)
of the function Sv,N(x) =
∑N
n=0 v
nT0(2
nx) on the segment [0; 1] has the form
Ev,N = [aN , bN ] ∪ [1− bN , 1− aN ], where
aN (v) = 1/2− P2v,N (1/2)/4− 1/2N+2, bN(v) = aN (v) + 1/2N+1. (28)
In this case, the binary expansions of both points aN (v) and 1 − aN (v) are
finite: aN (v) = 0.x
−
1 x
−
2 . . . x
−
N+1, 1− aN (v) = 0.x+1 x+2 . . . x+N+1, where
x−n = (1− cn−1)/2, x+n = 1− x−n = (1 + cn−1)/2, n = 1, . . . , N + 1. (29)
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The global maximum (respectively minimum) Mv,N of the function Sv,N on
the segment [0; 1] can be calculated using the formulae
Mv,N =
1− vN+1
2(1− v) −
1
4
N∑
n=0
cn · (2v)n
N∑
i=n
ci
2i
(30)
and
Mv,N =
1− vN+1
2(1− v) −
1
4pii
∫
|z|=r
Pv,N (z)Pv,N(v/z)
2z − 1 dz, (31)
where r is any number from the set (0; 1/2) ∪ (1/2; 1).
2b) In the case of vN+1 > 0 (that is, v > 0 or N is odd) the set Ev is
infinite. Moreover, Ev has Hausdorff dimension 1/(N + 1) and consists of
all the points x, that have the binary expansion of the form
x = 0.
[
x−1 x
−
2 . . . x
−
N+1
x+1 x
+
2 . . . x
+
N+1
[
x−1 x
−
2 . . . x
−
N+1
x+1 x
+
2 . . . x
+
N+1
. . . . (32)
Any point x of the set Ev can also be written in the form
x = 1/2± F (1/2)/4, (33)
where F is some intermediate series for the number 2v. And vice versa, any
point of the form (33) belongs to Ev. Besides that, the following formulae
are correct:
inf Ev = 0.x
−
1 . . . x
−
N+1x
−
1 . . . x
−
N+1 . . . =
= 1/2− P2v,N (1/2)/(4− 1/2N−1) = 1/2− F+2v(1/2)/4, (34)
sup(Ev ∩ [0; 1/2]) = 0.x−1 . . . x−N+1x+1 . . . x+N+1x+1 . . . x+N+1 . . . =
= 1/2− P2v,N (1/2) · (1− 1/2N)/(4− 1/2N−1) = 1/2− F−2v(1/2)/4, (35)
supEv = 1− inf Ev = 0.x+1 . . . x+N+1x+1 . . . x+N+1 . . . =
= 1/2 + P2v,N (1/2)/(4− 1/2N−1) = 1/2 + F+2v(1/2)/4. (36)
In this case, the global maximum (respectively minimum) Mv of the function
Tv on the segment [0; 1] can be calculated using the formula
Mv =
Mv,N
1− vN+1 . (37)
35
2c) In the case of vN+1 < 0 (that is, v < 0 and N even), the set Ev
consists of all points x of the form
x = 1/2± (P2v,N (1/2)/4 + 1/2N+2 − y/2N+1), (38)
where y is any point of the global minimum (respectively maximum) of the
function Tv on the segment [0; 1].
In this case, the global maximum (respectively minimum) Mv of the func-
tion Tv on the segment [0; 1] can be calculated using the formula
Mv = Mv,N + v
N+1mv, (39)
where mv = miny∈[0,1] Tv(y) (respectively, mv = maxy∈[0,1] Tv(y)).
Proof will be done for maxima only, since the proof for minima is similar.
1). Let’s consider the first case, where the point 2v is consistent with a
series (not polynomial) F2v(x) = c0 + c1x+ . . .+ cnx
n + . . ..
1a). First, find the set Ev ∩ [0; 1/2]. To do this, we build a sequence
of nested segments [an, bn] containing it. For any n = 0, 1, . . . put Pn(t) =
c0 + c1t + . . . + cnt
n and set the numbers an = 1/2 − Pn(1/2)/4 − 1/2n+2,
bn = an + 1/2
n+1. Hence, the next properties (1.0n)–(1.2n) follow from the
inequality (3):
(1.0n) bn − an = 1/2n+1;
(1.1n) [an, bn] has the form [m/2
n−1/2n+1, m/2n] or [m/2n, m/2n+1/2n+1]
for some m ∈ Z;
(1.2n) cn+1 · Pn(2v) < 0.
Now let’s prove by induction, that for any n = 0, 1, . . . the following
properties (1.3n)–(1.5n) also hold:
(1.3n) S
′
v,n(x) = Pn(2v) for any x in the interval (an, bn);
(1.4n)
(
Ev,n ∩ [0; 1/2]
) ⊂ [an, bn] and (Ev ∩ [0; 1/2]) ⊂ [an, bn];
(1.5n) if n > 1 then [an, bn] ⊂ [an−1, bn−1].
In the case of n = 0, we have: an = 0, bn = 1/2, Sv,n(x) = T0(x) = x when
x ∈ [an, bn], an+1 = (1 − c1)/8 = 1/4, bn+1 = (3 − c1)/8 = 1/2. Therefore,
the properties (1.3n)–(1.5n) are met.
Now assume that the properties (1.3n)–(1.5n) are met, and prove that the
properties (1.3n+1)–(1.5n+1) are met. We have: an+1 = 1/2− Pn+1(1/2)/4−
1/2n+3 = an + (1− cn+1)/2n+3, bn+1 = an+1 +1/2n+2 = bn− (1+ cn+1)/2n+3.
From the properties (1.2n) and (1.3n), it follows that for any x ∈ (an, bn) the
equality sign(S ′v,n(x)) = sign(Pn(2v)) = −cn+1 is true. Let’s first consider
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the case when cn+1 = −1. In this case, an+1 = an + 1/2n+2 and bn+1 = bn.
Therefore, [an+1, bn+1] is the right half of the segment [an, bn], that means the
property (1.5n+1) is fulfilled. In addition, for any x in the interval (an+1, bn+1),
the equalities T ′0(2
n+1x) = −1 = cn+1 and
S ′v,n+1(x) = S
′
v,n(x) + (2v)
n+1T ′0(2
n+1x) = Pn(2v) + (2v)
n+1cn+1 = Pn+1(2v)
are true. Therefore, the property (1.3n+1) is also met. Since sign(S
′
v,n(x)) =
−cn+1 > 0 in this case, then, by virtue of property (1.1n) and item b) of the
lemma 6, the property (1.4n+1) is also fulfilled. Thus, in the case cn+1 = −1,
the properties (1.3n+1)–(1.5n+1) are proved. In the case of cn+1 = 1, they can
be proved in a similar way.
So now, the sequence [an, bn], n = 0, 1, . . . with the properties (1.0n)
- (1.5n) is constructed. Then it follows from Cantor’s theorem on nested
segments, that the set Ev ∩ [0; 1/2] consists of a single point x−(v), and
x−(v) = lim
n→∞
an = lim
n→∞
(1/2− Pn(1/2)/4− 1/2n+2) = 1/2− F2v(1/2)/4.
Thus, the formula (22) is proved. Then the formula (23) follows from the
next chain of equalities:
∞∑
n=1
x−n
2n
= x−(v) =
1
2
− F2v(1/2)
4
=
∞∑
n=1
1
2n+1
−
∞∑
n=0
cn
2n+2
=
∞∑
n=1
1− cn−1
2n+1
.
Now find the set Ev ∩ [1/2; 1]. Due to the identity Tv(x) = Tv(1 − x),
this set also consists of a single point x+(v) = 1 − x−(v). Therefore the
formula (24) for x+(v) and the formula (25) for its binary digits are true.
1b). Next, we prove the formulae for the global maxima Mv of the
functions Tv. Since T0 has the period 1, T0(x) = x for x ∈ [0; 1/2] and
T0(x) = 1−x for x ∈ [1/2; 1], then for any n = 0, 1, . . . the following equality
are met:
T0(2
nx−(v)) = T0(x−1 . . . x
−
n .x
−
n+1x
−
n+2 . . .) = T0(0.x
−
n+1x
−
n+2 . . .) =
=
{
0.x−n+1x
−
n+2 . . . when x
−
n+1 = 0
1− 0.x−n+1x−n+2 . . . when x−n+1 = 1 =
= x−n+1+(1−2x−n+1) ·0.x−n+1x−n+2 . . . = x−n+1+2n(1−2x−n+1)
∞∑
k=n+1
x−k
2k
. (40)
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By virtue of the formula (23), x−n = (1− cn−1)/2 for any n ∈ N, so
T0(2
nx−(v)) =
1− cn
2
+ 2ncn
∞∑
k=n+1
1− ck−1
2k+1
=
1
2
− 2ncn
∞∑
i=n
ci
2i+2
.
From here we get the proved formula (26):
Tv(x
−(v)) =
∞∑
n=0
vnT0(2
nx−(v)) =
∞∑
n=0
vn
(1
2
− 2ncn
∞∑
i=n
ci
2i+2
)
=
=
1
2(1− v) −
1
4
∞∑
n=0
cn(2v)
n
∞∑
i=n
ci
2i
.
Now let’s proof the formula (27). Take any number r from the interval
(max(1/2, v); 1). Then, applying the following formula for the coefficients of
the Taylor series (see [23, Ch. V, §2, p. 1, p. 196]):
cn =
F
(n)
2v (0)
n!
=
1
2pii
∫
|z|=r
F2v(z)
zn+1
dz, (41)
we find:
∞∑
i=n
ci
2i
=
1
2pii
∫
|z|=r
∞∑
i=n
F2v(z)
2izi+1
dz =
1
pii
∫
|z|=r
F2v(z)
(2z)n(2z − 1)dz.
Substituting this expression to (26), we get the equality (27):
Tv(x
−(v)) =
1
2(1− v) − 1/4
∞∑
n=0
cn(2v)
n 1
pii
∫
|z|=r
F2v(z)
(2z)n(2z − 1)dz =
=
1
2(1− v) −
1
4pii
∫
|z|=r
F2v(z)
2z − 1
∞∑
n=0
cn(v/z)
ndz =
=
1
2(1− v) −
1
4pii
∫
|z|=r
F2v(z)F2v(v/z)
2z − 1 dz.
2). Let’s move to the second case, where the point 2v is consistent with
the polynomial (not series) P2v,N (x) = c0 + c1x + . . .+ cNx
N .
2a) As in the case 1) (when 2v was consistent with a series), we construct
a sequence (at this time, finite) of nested segments [an, bn] with properties
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(1.0)n-(1.5)n for any n = 0, 1, . . . , N . In particular, the equalities (28) are
true: aN = 1/2− P2v,N (1/2)/4− 1/2N+2, bN = aN + 1/2N+1.
Since P2v,N (2v) = 0, then, by virtue of the property (1.3N), S
′
v,N = 0 on
the interval (aN , bN). Therefore, the function Sv,N is constant on the segment
[aN , bN ]. By property (1.4N), the sets Ev,N∩[0; 1/2] and Ev∩[0; 1/2] lie on the
segment [aN , bN ]. So Ev,N ∩ [0; 1/2] = [aN , bN ]. Hence, due to the symmetry
of the function Sv,N , we get the equality Ev,N = [aN , bN ] ∪ [1− bN , 1− aN ].
From the property (1.1N), it follows that aN has a finite binary expansion
aN = 0.x
−
1 x
−
2 . . . x
−
N+1, the points of the segment [aN , bN ] have a binary ex-
pansion of the form y = 0.x−1 x
−
2 . . . x
−
N+1 . . ., and the points of [1−bN , 1−aN ]
have binary expansion z = 0.x+1 x
+
2 . . . x
+
N+1 . . ., where x
+
i = 1 − x−i for
i = 1, . . . , N + 1, and 1 in the period is allowed in binary expansions of
the points y and z. Thus, the set Ev,N consists of all points x whose binary
expansion has the form
x = 0.
[
x+1 x
+
2 . . . x
+
N+1
x−1 x
−
2 . . . x
−
N+1
. . . . (42)
The relations (29) follow from the formulae x+i = 1− x−i for i = 1, . . . , N +1
and the equalities
N+1∑
n=1
x−n
2n
= aN =
1
2
− 1
2N+2
− 1
4
P2v,N
(1
2
)
=
N+1∑
n=1
1− cn−1
2n+1
.
Let’s go to the proof of the formulae (30) and (31). Similar to the for-
mula (40), for any n = 0, 1, . . . , N we get the equality
T0(2
naN ) = (1− 2x−n+1)2n
N+1∑
k=n+1
x−k /2
k + x−n+1.
Therefore, since x−n = (1− cn−1)/2 by virtue of the formula (29), we find:
T0(2
naN ) = 1/2− cn2n
N∑
i=n
ci/2
i+2 − cn2n/2N+2.
Hence, in view the equality P2v,N (2v) = 0, the formula (30) follows:
Mv,N = Tv(aN ) =
∞∑
n=0
vnT0(2
naN ) =
N∑
n=0
vnT0(2
naN ) =
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=
N∑
n=0
vn/2−
N∑
n=0
cn(2v)
n
N∑
i=n
ci/2
i+2 − P2v,N (2v)/2N+2 =
= (1− vN+1)/(2(1− v))− 1/4
N∑
n=0
cn(2v)
n
N∑
i=n
ci/2
i.
Now we prove the formula (31). Let r ∈ (0; 1/2)∪ (1/2; 1). Applying the
formula (27), as in the proof of equality (41), we get:
N∑
i=n
ci/2
i =
1
2pii
∫
|z|=r
N∑
i=n
F2v(z)
2izi+1
dz =
1
pii
∫
|z|=r
F2v(z)
2z − 1
( 1
(2z)n
− 1
(2z)N+1
)
dz.
Substituting this expression into (30), swapping the sum and integral and
taking into account the equality F (2v) = 0, we come to the formula (31):
Mv,N =
1− vN+1
2(1− v) −
1
4
N∑
n=0
cn(2v)
n 1
pii
∫
|z|=r
F2v(z)
2z − 1
( 1
(2z)n
− 1
(2z)N+1
)
dz =
=
1− vN+1
2(1− v) −
1
4pii
∫
|z|=r
F2v(z)
2z − 1
( N∑
n=0
cn
(v
z
)n
− F (2v)
(2z)N+1
)
dz =
=
1− vN+1
2(1− v) −
1
4pii
∫
|z|=r
F2v(z)
2z − 1F (v/z)dz.
2b) Let vN+1 > 0, that is, v > 0 or N is odd. Write Tv(x) like this:
Tv(x) =
∞∑
k=0
k(N+1)+N∑
n=k(N+1)
vnT0(2
nx) =
∞∑
k=0
N∑
i=0
vk(N+1)+iT0(2
k(N+1)+ix) =
=
∞∑
k=0
vk(N+1)
N∑
i=0
viT0(2
i2k(N+1)x) =
∞∑
k=0
vk(N+1)Sv,N (2
k(N+1)x).
Hence the estimation follows: Tv(x) 6
∞∑
k=0
vk(N+1)Mv,N = Mv,N/(1 − vN+1).
Equality is achieved in this estimation only if Sv,N(2
k(N+1)x) = Mv,N for any
k = 0, 1, 2, . . .. Let x = 0.x1x2 . . .. Then, due to the periodicity of the
function Sv,N , we have:
Sv,N(2
k(N+1)x) = Sv,N(x1x2 . . . xk(N+1).xk(N+1)+1xk(N+1)+2 . . .) =
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= Sv,N(0.xk(N+1)+1xk(N+1)+2 . . .).
So Sv,N(2
k(N+1)x) = Mv,N only if 0.xk(N+1)+1xk(N+1)+2 . . . ∈ Ev,N . The
last condition is equivalent by the formula (42) to the fact that the set
{xk(N+1)+1, xk(N+1)+2, . . . , xk(N+1)+N+1)} coincides with one of two following
sets: {x−1 , x−2 , . . . , x−N+1)} or {x+1 , x+2 , . . . , x+n+1)}. Therefore, the function Tv
reaches a global maximum on the segment [0; 1] at the point x if and only if
its binary expansion has the form (32). In this case, Mv = Mv,N/(1− vN+1),
that is, we proved the equality (37).
It follows from the proven formula (32) that
inf Ev = 0.x
−
1 x
−
2 . . . x
−
N+1 x
−
1 x
−
2 . . . x
−
N+1 . . . = aN/(1− 1/2N+1).
Therefore, taking into account the formulae (8) and (28), we get the equal-
ity (34). Next, according to the item b) of the lemma 6, the set Ev ∩ [0; 1/2]
is symmetric about the middle of [aN , bN ], so sup(Ev ∩ [0; 1/2]) = aN + bN −
inf(Ev ∩ [0; 1/2]). From here, and from the equalities (8), (28), (34), we get
the formula (35). The formula (36) follows from (34) and from the equality
supEv = 1− inf Ev.
2c) Let vN+1 < 0, that is, v < 0 and N even. Then, using the functional
equation (2), we rewrite Tv(x) in the following form:
Tv(x) = Sv,N(x) + v
N+1Tv(2
N+1x). (43)
By virtue of item 2a) we have: Ev ∩ [0; 1/2] ⊂ Ev,N ∩ [0; 1/2] = [aN , bN ].
Therefore, the set Ev ∩ [0; 1/2] consists of those points x of the segment
[aN , bN ], in which the function Tv(2
N+1x) is minimal. These points have
the form x = aN + y/2
N+1, where y is the point of the lowest value of the
function Tv on [0; 1]. From here, taking into account the formula (28) and
the symmetry of the set Ev about the point 1/2, we get that Ev consists of
all points of the form (38).
From the constancy of Sv,N on the segment [aN , bN ] and the equality (43),
it follows that
Mv = Mv,N + v
N+1 min
x∈[aN ,bN ]
Tv(2
N+1x) = Mv,N + v
N+1 min
y∈[2N+1aN ,2N+1bN ]
Tv(y).
Hence, given that the length of the segment [2N+1aN , 2
N+1bN ] is equal to the
period of the function Tv, i.e. 1, we get the equality (39). The theorem is
proved. 
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Note that although the maximum of the Tv function is expressed through
its minimum and vice versa in some cases in the theorem 10, there is no
vicious circle here. This will be seen from the theorem 11 of the next section.
Example 6 For v = 1/(2
√
2) ≈ 0.353553, the Tv function has two maximum
points on the segment [0, 1]: 5/12 ≈ 0.41667 and 7/12 ≈ 0.58333. In this
case, Mv = (26 + 3
√
2)/56.
Proof. As shown in the example 2, the point 2v = 1/
√
2 is consistent with
the series F2v, that have the sum F2v(x) = (1 − 2x2)/(1 + x) for |x| < 1.
Then, using the formulae (22) and (24), we get the maximum points of Tv on
the segment [0, 1]: x−max = 1/2−1/4 ·F2v(1/2) = 5/12 and x+max = 1−x−max =
7/12. Next, using the formula (27) with r = 3/4 we have:
Mv =
1
2(1− v) −
1
4pii
∫
|ξ|=3/4
F2v(ξ)F2v(v/ξ)
2ξ − 1 dξ =
=
1
2(1− v) −
1
4pii
∫
|ξ|=3/4
(1− 2ξ2)(1− 2v2/ξ2)
(2ξ − 1)(1 + ξ)(1 + v/ξ)dξ =
=
2
4−√2 +
1
4pii
∫
|ξ|=3/4
(2ξ2 − 1)(2ξ + 1)
ξ(ξ + 1)(4ξ +
√
2)
dξ.
Calculating the integral, we get the equality Mv = (26 + 3
√
2)/56. 
5 Global minima of the functions Tv in the gen-
eral case v ∈ (−1; 1)
In the single theorem 11 of this section, we find the global minima of the
functions Tv for all points v ∈ (−1; 1), using the theorem 10.
Theorem 11 The following statements are true:
1) If v ∈ (−1/2; 1), then the global minimum of the function Tv on the
segment [0; 1] is equal to 0 and is achieved only at two points: x−min = 0 and
x+min = 1.
2) (Cf. with section 6 of 2) If v = −1/2, then the set of points of
the global minimum of the function Tv on the segment [0; 1] has a Hausdorff
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dimension 1/2 and consists of all points xmin with a binary expansion of the
form
xmin = 0.
[
00
11
[
00
11
. . . , (44)
that is, having the expansion xmin = 0.y1y2 . . ., where y1, y2, . . . ∈ {0; 3}, in
a system with base 4. In this case, minx∈[0;1] Tv(x) = 0.
3) If v ∈ (−1;−1/2), then the function Tv reaches the global minimum
on [0; 1] at only two points: x−min = 1/5 and x
+
min = 4/5. In this case,
minx∈[0;1] Tv(x) = Tv(1/5) = (1 + 2v)/(5(1− v2)).
Proof. 1). If v ∈ (−1/2; 1), then 2v ∈ (−1; 2). Therefore, it follows from
item 1) of the theorem 1 that the point 2v is anti-consistent with the series
A(x) = 1+x+x2+ . . ., and A(x) = 1/(1−x) for |x| < 1. Due to item 1a) of
the theorem 10, there are two minimum points, which can be calculated using
the formulae (22) and (24): x−min = 1/2−A(1/2)/4 = 0, x+min = 1−x−min = 1.
2) If v = −1/2, then 2v = −1. By the theorem 1, the point 2v is anti-
consistent with the polynomial P (x) = 1 + x. Then according to item 2) of
the theorem 10 we have:
2a) Since N = 1, then aN (v) = 1/2 − P (1/2)/4 − 1/2N+2 = 0. In this
case, the binary expansion of the length N + 1 of the point aN (v) has the
form aN (v) = 0.00.
2b) Since N = 1 is odd, then the set Ev has Hausdorff dimension 1/(N +
1) = 1/2 and consists of all points xmin, having the binary expansion of the
form (32), where x−1 = x
−
2 = 0, x
+
1 = x
+
2 = 1− x−1 = 1. Therefore we get the
formula (44). Since 0 ∈ Ev, then minx∈[0;1] Tv(x) = Tv(0) = 0.
3) If v ∈ (−1;−1/2), then 2v ∈ (−2;−1). So, according to item 3)
of the theorem 1, the point 2v is anti-consistent with the series A(x) =
1 + x − x2 − x3 + x4 + x5 − . . ., and A(x) = (1 + x)/(1 + x2) for |x| < 1.
According to item 1a) of the theorem 10, there are two points of the global
minimum of the function Tv on the segment [0; 1]. These points can be
calculated using the formulae (22) and (24): x−min = 1/2 − A(1/2)/4 = 1/5
and x+min = 1− x−min = 4/5.
To calculate the minimum value of Tv(1/5), we could use the formula (27),
but instead we will use the functional equation (2) for x = 1/5 and N = 1:
Tv(1/5) = T0(1/5)+ vT0(2/5)+ v
2Tv(4/5). Hence, by virtue of the equalities
T0(1/5) = 1/5, T0(2/5) = 2/5, and Tv(4/5) = Tv(1/5), we get the equation
Tv(1/5) = 1/5+2v/5+ v
2Tv(1/5). Solving it with respect to Tv(1/5), we get
the required formula Tv(1/5) = (1 + 2v)/(5(1− v2)). 
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6 Global maxima of the functions Tv in the gen-
eral case v ∈ (−1; 1)
In this section, we study the global maxima Mv of the functions Tv on the
segment [0; 1], as well as the set Ev of points of the global maximum, for
v ∈ (−1; 1). In the case where v ∈ (−1; 1/4]∪ [1/2; 1), the situation is much
simpler than in the case of v ∈ (1/4; 1/2). The first case is fully discussed in
the first subsection of this section. All further subsections of this section are
devoted to the second case.
6.1 Global maxima of the functions Tv in the case when
v ∈ (−1; 1/4] ∪ [1/2; 1)
Here, as in the section 5, we will base on the theorem 10.
Theorem 12 The following statements take place:
1) If 1/2 < v < 1, then Ev = {1/3, 2/3} and Mv = 1/(3(1− v)).
2) If v = 1/2, then the set Ev consists of points xmax having a binary
expansion xmax = 0, x1x2 . . . xn . . . satisfying the condition x2k+1 + x2k+2 = 1
for k = 0, 1, . . . (see [11, Lieu 1] or the theorem B). These points also can be
written as
xmax = 0.
[
01
10
[
01
10
. . . . (45)
Also, Mv = 2/3 (see [29, Prop. 4.2]), and the next equalities are true:
inf Ev = 1/3, sup(Ev ∩ [0; 1/2]) = 5/12, supEv = 2/3.
3) If −1/2 ≤ v ≤ 1/4, then Ev = {1/2} and Mv = 1/2.
4) If −1 < v < −1/2, then
4a) for any k ∈ N polynomial P˜2k(x) = 1 − 2x − 4x2 − . . . − 22kx2k has
a single negative root x = vk, and vk belongs to the interval (−1;−1/2).
The sequence of roots {vk}∞k=1 strictly increases, and the asymptotic equality
vk = −1/2− (ln 3)/(4k) +O(1/k2) is satisfied for k →∞.
4b) If k ∈ N and v ∈ (vk−1, vk) (here v0 = −1), then the set Ev consists
of two points: Ev = {x−max,k, x+max,k}, where
x−max,k =
1
2
− 1
5 · 22k−1 ; x
+
max,k =
1
2
+
1
5 · 22k−1 . (46)
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Besides,
Mv =
1
2
+
4v − 1
5 · 22k−1(1− 2v) −
3v2k+1
5(1− v2)(1− 2v) . (47)
4c) If k ∈ N, and v = vk, then Ev = {x−max,k, x−max,k+1, x+max,k+1, x+max,k},
where the points x±max,k, x
±
max,k+1 are defined by the formulae (46). The value
of Mv can be calculated using the formula (47).
Proof. 1). If 1/2 < v < 1, then 1 < 2v < 2. So, according to item 1) of
the theorem 2, the point 2v is consistent with the series, that has the sum
F (x) = 1/(1+x) for |x| < 1. According to item 1a) of the theorem 10, the set
Ev consists of two points x
−
max and x
+
max, which can be calculated using the
formulae (22) and (24): x−max = 1/2− F (1/2)/4 = 1/3, x+max = 1 − x−max =
2/3.
To calculate the value of Mv = Tv(1/3), we apply the functional equa-
tion (2) for x = 1/3 and N = 0: Tv(1/3) = T0(1/3) + vTv(2/3). Hence, by
virtue of the equalities T0(1/3) = 1/3 and Tv(2/3) = Tv(1/3), we get the
equation Tv(1/3) = 1/3 + vTv(1/3). So we find from it: Mv = Tv(1/3) =
1/(3(1− v)).
2) For v = 1/2, the structure of the set Ev is described by Kahane (see
theorem B or [11, Lieu 1]). The value Mv is calculated in [29, Prop. 4.2].
To search for sup(Ev ∩ [0; 1/2]), note that the point 2v = 1 is consistent
with the polynomial P (x) = 1 − x of degree N = 1. Therefore, according
to the formulae (34), (35) and(36) of the theorem 10 we have: inf Ev =
1/2−P (1/2)/(4−1) = 1/3, sup(Ev∩ [0; 1/2]) = 1/2−1/2 ·P (1/2)/3 = 5/12,
supEv = 1− inf Ev = 2/3.
3) If −1/2 ≤ v ≤ 1/4, then −1 ≤ 2v ≤ 1/2. So, according to item 3)
of the theorem 2, the point 2v is consistent with a series, which has the
sum F (x) = (1 − 2x)/(1 − x) for |x| < 1. According to item 1a) of the
theorem 10, there are two maximum points (they coincide in this case):
x−max = 1/2 − F (1/2)/4 = 1/2 and x+max = 1 − x−max = 1/2. Moreover,
obviously, Mv = Tv(1/2) = 1/2.
4) If −1 < v < −1/2, then −2 < 2v < −1.
4a) The statement of this item follows from item 4a) of the theorem 2,
where it is necessary to set t = 2x. Then we get vk = wk/2 for all k ∈ N.
4b) According to item 4b) of the theorem 2, for any k ∈ N and v ∈
(vk−1, vk) (where v0 = −1), the point 2v is consistent with the series Fk,
having the sum Fk(x) = (1 − 2x)(1 − x) + 2x2k+1/((1 − x)(1 + x2)) for
|x| < 1. According to item 1a) of the theorem 10, Ev consists of two maximum
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points x−max and x
+
max, which can be calculated by the formulae (22) and
(24): x−max,k = 1/2 − Fk(1/2)/4 = 1/2 − 1/(5 · 22k−1), x+max,k = 1 − x−max =
1/2 + 1/(5 · 22k−1).
The valueMv can be calculated using the formula (27) of the theorem 10:
Mv =
1
2(1− v) −
1
4pii
∫
|z|=r
Fk(z)Fk(v/z)
2z − 1 dz =
=
1
2(1− v) −
1
4pii
∫
|z|=r
( 1
z − 1 +
2z2k+1
(2z − 1)(1− z)(1 + z2)
)
·
·
(z − 2v
z − v +
2v2k+1
z2k−2(z − v)(z2 + v2)
)
dz.
Calculating this integral using residues, we get the necessary formula (47).
4c) If v = vk for some k ∈ N, then, according to item 4b) of the theorem 2,
the point 2v is consistent with the polynomial P2k(x) = 1−x−x2− . . .−x2k
of degree N = 2k. For x 6= 1, we have: P2k(x) = (1 − 2x + x2k+1)/(1 − x).
So, according to item 2b) of the theorem 10, the set Ev consists of all points
xmax of the form (38):
xmax = 1/2± (P2k(1/2)/4 + 1/22k+2 − y/22k+1) =
= 1/2±
(
(1−
2k∑
n=1
1/2n)/4 + 1/22k+2 − y/22k+1
)
= 1/2± (1− y)/22k+1,
where y is any point of global minimum of the function Tv on [0; 1]. According
to item 3) of the theorem 11, the global minimum is reached only at two
points in this case: y− = 1/5 and y+ = 4/5. Therefore, Ev consists of two
pairs of points: the first pair is 1/2±(1−1/5)/22k+1 = 1/2±1/(5 ·22k−1) and
the second pair is 1/2± (1− 4/5)/22k+1 = 1/2± 1/(5 · 22k+1). According to
the formulae (46), these points coincide with x±max,k and x
±
max,k+1 respectively.
That’s what we needed to prove. 
An example of the application of the proved theorem is given in the
subsection 6.6.
6.2 On rational points of the global maximum
Theorem 13 1) Suppose that v ∈ (1/4; 1/2), the point 2v is consistent with
the series F (x) = c0 + c1x+ c2x
2 + . . ., and the point of the global maximum
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of the function Tv on [0; 1/2] is rational (it is the only one by the item 1a of
the theorem 10). Then F (x) can be represented as the following ratio of two
polynomials for any |x| < 1:
F (x) =
c0 + c1x+ . . .+ cm−1xm−1 + b0xm + b1xm+1 + . . .+ bnxm+n
1− xm , (48)
where m ∈ N; n ∈ {0, 1, 2, . . .}; b0, b1, . . . , bn ∈ {−2, 0, 2}; c0, c1, . . . , cm−1 ∈
R.
2) Suppose that v ∈ (−1; 1) and some point of the global maximum of the
function Tv on [0; 1] is binary rational. Then v ∈ [−1/2; 1/4], Ev = {1/2}
and Mv = 1/2.
Proof. 1) Let the global maximum point xmax of the function Tv on the
segment [0; 1/2] have a binary expansion xmax = 0.x1x2 . . .. Then xk =
(1 − ck−1)/2 for all k ∈ N, according to the formula (23). So due to the
rationality of xmax, the sequence c0, c1, c2, . . . is periodic with some period m
starting from some number n. Therefore, for any |x| < 1 the function F (x)
can be represented as
F (x) = c0 + c1x+ . . .+ cnx
n +
∞∑
k=0
(cn+1x
n+km+1 + . . .+ cn+mx
n+km+m) =
= c0 + c1x+ . . .+ cnx
n +
cn+1x
n+1 + . . .+ cn+mx
n+m
1− xm =
=
c0 + c1x + . . .+ cm−1xm−1 + (cm − c0)xm + . . .+ (cn+m − cn)xn+m
1− xm .
Taking bi = ci+m−ci ∈ {−2, 0, 2} for i = 0, 1, . . . , n, we get the equality (48).
2) If the point xmax = 0.x1x2 . . . is a binary rational point of the global
maximum, then xn = xn+1 for any n > N for some N ∈ N. Due to the items
1), 2) and 4) of the theorem 12, this is not possible for v ∈ (−1;−1/2) ∪
[1/2; 1). Therefore v ∈ [−1/2; 1/2). We have Ev = {1/2} and Mv = 1/2 for
any v ∈ [−1/2; 1/4], by virtue of item 3) of the theorem 12. So it remains
to show that the case of v ∈ (1/4; 1/2) is also impossible. Let’s consider two
sub-cases.
2a) If the point 2v is consistent with the series F (x) = c0 + c1x+ c2x
2 +
. . ., then xn = (1 − cn−1)/2 for any n ∈ N, according to the formula (23).
Therefore, cn−1 = cn for n > N . So for any m ∈ N the inequality 1 − 2v −
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. . .− (2v)m > 0 is satisfied, by virtue of the lemma 2. If m→∞, then we get
an estimation 1− 2v − (2v)2− . . . = (1− 4v)/(1− 2v) > 0. Hence, v 6 1/4.
2b) If 2v is consistent with the polynomial P (x) = c0 + c1x+ . . .+ cNx
N ,
then the formula (32) implies that x1 = . . . = xN+1. So c0 = . . . = cN
according to the formula (29). But this is also impossible, since c0 = 1 and
c1 = −1 by the item 1) of the remark ZamSoglFun. The theorem is proved.

6.3 How do the maximum points of the function Tv
change when replacing v with
√
v/2 or 2v2
Before answering the question contained in the title of this subsection, let’s
define and study the properties of the number χ and the mapping of H on
[0; 1).
Further if x is a number, then x will denote the number 1− x.
Definition 5 Let’s define χ as a real number that has the binary expansion
χ = 0.x1x2 . . ., where x1 = 0, and the subsequent binary digits x2, x3, . . . are
calculated using the recurrent relations x2k = xk = 1 − xk and x2k+1 = xk+1
for each k ∈ N.
Remark 3 1) By definition 5, the binary and decimal expansions of the
number χ begin as follows: χ = 0.0110100110010110 . . .2 = 0.412454033 . . .10.
2) The sequence of binary digits of the number χ satisfies the equalities
x2n+i = xi for each n ∈ N and i = 1, . . . , 2n. That is a peculiar property of
self-similarity.
3) The set x1, . . . , x2n+1 can be obtained from the set of binary digits
x1, . . . , x2n by replacing each digit 0 with the pair of digits 0, 1 and each
1 with the pair 1, 0.
4) The continued fraction for the number χ begins as:
χ = [0; 2, 2, 2, 1, 4, 3, 5, 2, 1, 4, 2, 1, 5, 44, 1, ...].
5) The first few convergents of the continued fraction for the number χ
look like this:
1/2, 2/5, 5/12, 7/17, 33/80, 106/257, 563/1365, 1232/2987, 1795/4352, . . . .
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Definition 6 Let’s define the mapping H : [0; 1) → [0; 1) as follows: if the
point x ∈ [0; 1) has the expansion x = 0.x1x2 . . . (where periodical 1 is forbid-
den for unambiguity of the display), then put H(x) = 0.x1x1x2x2 . . .. That
is, in order to get H(x), each 0 is replaced by the pair 01 and each 1 by 10.
Example 7 H(1/2) = 7/12, H(7/12) = 47/80.
Proof. Since the point 1/2 has the binary expansion 1/2 = 0.1000 . . .,
then H(1/2) = 0.10 01 01 01 . . . = 7/12. Furthermore we find: H(7/12) =
0.1001 0110 0110 0110 . . . = 47/80. 
Proposition 5 1) The function H strictly increases on [0; 1).
2) The mapping H : [0; 1)→ [0; 1) has only two invariant points: χ (spec-
ified in the definition 5) and 1− χ.
3) For any x ∈ [0; 1/2) it is true that |Hn(x) − χ| < 1/22n for each
n ∈ N, and limn→∞Hn(x) = χ. Similarly, for any x ∈ [1/2; 1) it is true that
|Hn(x)− (1− χ)| < 1/22n for each n ∈ N, and limn→∞Hn(x) = 1− χ.
4) The image H([0; 1)) of the semi-interval [0; 1) by mapping H lies in
the set E1/2 of points of the global maximum of the Takagi function T1/2 on
[0; 1].
Proof. 1) If the number x = 0.x1x2 . . . is less than the number y = 0.y1y2 . . .,
then the formulae xk = yk (k = 1, . . . , n − 1) and xn < yn are true for
some n ∈ N. Therefore, the number H(x) = 0.x1x1 . . . xnxnxn+1xn+1 . . . is
less than the number H(y) = 0.y1y1 . . . ynynyn+1yn+1 . . .. So the function H
strictly increases.
2) Let x be an invariant point of H. Equating the binary digits of the
expansions x = 0.x1x2x3x4 . . . andH(x) = 0.x1x1x2x2 . . ., we get that for any
k ∈ N, the equalities x2k = xk and x2k+1 = xk+1 are satisfied. If x ∈ [0; 1/2),
then x1 = 0, so by virtue of the definition 5, the point x coincides with the
point χ. Similarly, if x ∈ [1/2; 1), then x1 = 0 and x coincides with 1− χ.
3) Since any number x ∈ [0; 1/2) has x1 = 0, so the first 2n binary digits
of Hn(x) coincides with the first 2n digits of χ. This leads to the inequalities
|Hn(x) − χ| < 1/22n, which lead to the equality limn→∞Hn(x) = χ. For
x ∈ [0; 1/2), the reasoning is similar.
4) The statement of item 4) follows from item 2) of the theorem 12. 
Theorem 14 1) Suppose v ∈ (1/(2√2); 1/2). Then 2v2 ∈ (1/4; 1/2) and the
equality Ev = H(E2v2) is fulfilled. Moreover, the functionH (see definition 6)
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bijectively maps the set E2v2 to the set Ev, and the inclusion Ev ⊂ E1/2 is
true.
2) Suppose v ∈ (1/4, 1/2). Then√v/2 ∈ (1/(2√2); 1/2) and the function
H bijectively maps the set Ev to the set E√v/2. In addition, the inclusion
E√
v/2
⊂ E1/2 is true.
3) Suppose v ∈ (1/21+2−n; 1/2) for some n ∈ {0, 1, 2, . . .}. Then q =
22
n−1v2
n ∈ (1/4; 1/2) and the function Hn bijectively maps the set Eq to the
set Ev. In addition, for any x ∈ Ev ∩ [0; 1/2) the inequality |x − χ| < 1/22n
is satisfied.
4) Suppose v ∈ (1/4; 1/2) and n ∈ {0, 1, 2, . . .}. Then u = 22−n−1v2−n ∈
(1/21+2
−n
; 1/2) and the function Hn bijectively maps the set Ev to the set Eu.
In addition, for any x ∈ Ev ∩ [0; 1/2) the inequality |Hn(x)− χ| < 1/22n is
satisfied.
5) Suppose v ∈ (1/4; 1/2). Then for any point x ∈ Ev ∩ [0; 1/2) the
inequalities |x− χ| < 21/ log2(4v2) < 2−1/(4(1−2v)) are satisfied.
Proof. 1) Let v ∈ (1/(2√2), 1/2). Then 2v ∈ (1/√2, 1). We consider
here only the case when the point 2v is consistent with the series F2v(x) =
c0+ c1x+ c2x
2+ . . .. The case when the point 2v is consistent with the point
2v is treated similarly.
According to item 1) of the theorem 4, the series F2v(x) has the form
F2v(x) = (1 − x)F4v2(x2), where F4v2 = b0 + b1x + b2x2 + . . . — a series
consistent with the point 4v2. Equating the coefficients of the series F2v(x)
and (1− x)F4v2(x2), we get the formulae
c2k = bk, c2k+1 = −bk when k = 0, 1, 2, . . . . (49)
Next, according to item 1a) of the theorem 10, the set Ev contains two
(possibly matching) points x− ∈ [0; 1/2] and x+ = 1 − x− ∈ [1/2; 1]. The
points x− and x+ can only match if x− = x+ = 1/2. However, due to [4,
Theorem 4], for v ∈ (1/4; 1), the function Tv does not have a global maximum
at 1/2. Therefore, the points x− and x+ are different. Similarly, since 2v2 ∈
(1/4, 1/2), the set E2v2 also contains two different points y
− ∈ [0; 1/2] and
y+ ∈ [1/2; 1]. It is enough for us to show that x− = H(y−) and x+ = H(y+).
According to the formula (23) we have: x− = 0.x1x2 . . . and y− =
0.y1y2 . . ., where xn = (1 − cn−1)/2 and yn = (1 − bn−1)/2 for any n ∈ N.
Hence, using the formulae (49), we get the equalities x2k−1 = (1− c2k−2)/2 =
(1 − bk−1)/2 = yk and x2k = (1 − c2k−1)/2 = (1 + bk−1)/2 = 1 − yk = yk
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for any k ∈ N. Therefore, by virtue of the definition 6, we have: x− =
0.x1x2x3x4 . . . = 0.y1y1y2y2 . . . = H(y
−). The equality x+ = H(y+) can be
proved similarly.
Finally, the inclusion Ev ⊂ E1/2 follows from the proven equality Ev =
H(E2v2) and item 4) of the proposition 5.
2) For the case of v ∈ (1/4, 1/2), the statement of item 2) follows from
the statement of item 1) by replacing v with
√
v/2.
3) Let v ∈ (1/21+2−n; 1/2), where n ∈ {0, 1, 2, . . .}. If n = 0, then the
statements being proved are obvious. If n > 1, then we get that Hn bi-
jectively maps Eq to Ev, by applying statement of item 1) n times. This
implies the equality Ev = H
n(Eq). Therefore, by virtue of item 3) of the
proposition 5, the inequality |x−χ| < 1/22n is true for any x ∈ Ev ∩ [0; 1/2).
4) If v ∈ (1/4; 1/2), then the statement of item 4) of the theorem can be
derived from the statement of item 3) through replacing v by 22
−n−1v2
−n
.
5) If v ∈ (1/4; 1/2) then set n = −[log2(− log2 v − 1)]. Therefore n ∈ N
and v ∈ (1/21+2−n+1; 1/21+2−n]. Hence 1/22n−1 6 21/ log2(4v2). So, since the
inequality |x − χ| < 1/22n−1 is true for any x ∈ Ev ∩ [0; 1/2) under item 3),
then we get the required inequalities: |x− χ| < 21/ log2(4v2) < 2−1/(4(1−2v)). 
Note that in the case v = 1/(2
√
2), the equality Ev = H(E2v2) does not
hold. Indeed, E2v2 = E1/4 = {1/2} by virtue of item 3) of the theorem 12,
so H(E2v2) = H({1/2}) = {5/12} (see example 7). At the same time,
Ev = {5/12; 7/12} (see example 6).
Theorem 15 The following formula is correct:
χ = 1/2− 1/4 ·
∞∏
n=0
(1− 1/22n).
Proof. Let’s take some number d ∈ (1/2; 1) that is consistent with the
series, for example d = 2/3 (see example 4). Then, by virtue of item 3) of
the theorem 4, for any n ∈ N the number wn = d2−n is consistent with the
number Fwn(x) = (1 − x)(1− x2) · · · (1 − x2n−1)Fd(x2n). If we put x = 1/2
here and move to the limit as n→∞, then we get:
lim
n→∞
Fwn(1/2) =
∞∏
n=0
(1− 1/22n) · lim
n→∞
Fd(1/2
2n) =
∞∏
n=0
(1− 1/22n). (50)
According to item 1a) of the theorem 10, the set Ewn/2∩ [0; 1/2] consists of a
single point zn = 1/2 − Fwn(1/2)/4. Next, since wn/2 ∈ (1/21+2−n; 1/2),
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then the estimate |zn − χ| < 1/22n is correct, according to item 3) of
the theorem 14. This implies the equality χ = limn→∞ zn = 1/2 − 1/4 ·
limn→∞ Fwn(1/2). Consequently, taking into account the relation (50), we
get the required formula. 
6.4 Single-ended limits and monotonous decrease of the
sets Ev ∩ [0; 1/2] by parameter v
Denote by E˜v the set Ev ∩ [0; 1/2] consisting of the points of the global
maximum of the function Tv on the segment [0; 1/2].
Definition 7 Suppose v0, y0 ∈ R.
1) We say that the sets E˜v tend to the point y0 as v → v0 − 0, and write
limv→v0−0 E˜v = y0, if limv→v0−0 ρ(y0, E˜v) = 0.
2) The relation limv→v0+0 E˜v = y0 is defined similarly.
Theorem 16 1) Let v0 ∈ [1/4; 1/2). Then limv→v0−0 E˜v = sup E˜v0 and
limv→v0+0 E˜v = inf E˜v0. In particular, if the set E˜v0 consists of a single point
(when the point 2v0 is consistent with a series), then limv→v0±0 E˜v = E˜v0.
2) The following estimations are correct: 1/3 = inf E˜1/2 < limv→1/2−0 E˜v =
χ < sup E˜1/2 = 5/12.
3) If v0 ∈ [1/4; 1/2], then the Hausdorff dimension dimH(Ev) of the set
Ev satisfy the equality limv→v0 dimH(Ev) = 0.
Proof. 1) Let v0 ∈ [1/4; 1/2). Then we have by item 1) of the theorem 8
and by the proposition 4: limv→v0−0 F
±
2v(1/2) = F
−
v0
(1/2). In addition, for all
v ∈ (−1; 1) the following equations are true, due to the formulae (22), (34),
and (35) of the theorem 10:
inf E˜v = 1/2− F+2v(1/2)/4; sup E˜v = 1/2− F−2v(1/2)/4. (51)
Moving v to v0 − 0, we get: limv→v0−0 inf E˜v = limv→v0−0 sup E˜v = sup E˜v0.
Hence the required equality limv→v0−0 E˜v = sup E˜v0 is true.
The equality limv→v0+0 E˜v = inf E˜u can be proved similarly.
2) It follows from item 2) of the theorem 8 and the proposition 4, that
limw→1−0 F±w (1/2) =
∏∞
k=0(1 − 1/22
k
). Therefore, approaching v to 1/2− 0
in (51), we get: limv→1/2−0 inf E˜v = limv→1/2−0 sup E˜v = 1/2 −
∏∞
k=0(1 −
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1/22
k
)/4. Then, this equation and theorem 15 lead us to the required formula
limv→1/2−0 E˜v = χ.
3) By virtue of the theorem 10, for any v ∈ (0; 1) only two cases are
possible: a) either the point 2v is consistent with a series, then Ev contains
no more than two points and dimH(Ev) = 0; b) or 2v is consistent with a
polynomial of degree N , then dimH(Ev) = 1/(N + 1). Since for any N ∈ N
only a finite number of points is consistent with polynomials of degree N ,
then dimH(Ev) will be arbitrarily small for any v 6= v0, which is close enough
to v0. So limv→v0 dimH(Ev) = 0. 
The following theorem tells about the monotonicity of sets E˜v.
Theorem 17 If 1/4 6 u < v < 1/2, then inf E˜u > sup E˜v (that is, the set
E˜u lies strictly to the right of the set E˜v).
Proof. By virtue of the theorem 10, we have: inf E˜u = 1/2−F+2u(1/2)/4 and
sup E˜v = 1/2− F−2v(1/2)/4. Therefore, we only need to prove the inequality
F+2u(1/2) < F
−
2v(1/2). According to the theorem 9, the relation F
+
2u ≺ F−2v
is true. Let c+k (u) and ck(v)
− (k = 0, 1, 2, . . .) be coefficients of the series
F+2u and F
−
2v, respectively. Then, in according with the definition 2, there
exists such n ∈ N, that cn(u) = −1, cn(v) = 1, and ck(u) = ck(v) for all
k = 0, 1, . . . , n− 1. So,
F−2v(1/2)−F+2u(1/2) =
∞∑
k=0
c−k (v)− ck(u)+
2k
=
2
2n
+
∞∑
k=n+1
c−k (v)− c+k (u)
2k
. (52)
Let’s show the equality c−N (v) = 1 for some N > n (from which it follows
that c−N (v)− c+N (u) > −2). If the point 2v is consistent with the polynomial,
then this follows from item 1) of the remark 1 and item 1) of the definition 3.
If the point 2v is consistent with a series, then this follows from the lemma 2,
because 2v > 1/2 and 1 − 2v − . . . − (2v)m < 0 for some m ∈ N. So then,
c−N (v)− c+N (u) > −2 for some N > n and c−k (v)− c+k (u) > −2 for any k > n.
Whereupon, the desired estimation follows from (52): F+2v(1/2)−F−2u(1/2) >
1/2n−1 +
∑∞
k=n+1(−2)/2k = 0. 
6.5 Calculation of v by the maximum point of the func-
tion Tv
In this section, we present an algorithm of searching for an unknown parame-
ter v ∈ (1/4; 1/2) in the case, when at least one point of the global maximum
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of the function Tv on the segment [0; 1] is known. In addition, examples of
using this algorithm are provided.
Theorem 18 (algorithm for finding v by the maximum point) Suppose
parameter v ∈ (1/4; 1/2) is unknown, but some point of the global maximum
xmax ∈ [0; 1] of the function Tv is known. Then the parameter v can be found
using the following algorithm:
Step 1) If xmax > 1/2, then replace xmax with 1− xmax ∈ [0; 1/2].
Step 2) Write xmax in binary form: xmax = 0.x1x2x3 . . ..
Step 3) Build a unitary series F (x) = c0 + c1x + . . . + cnx
n + . . . with
coefficients cn = 1− 2xn+1, n = 0, 1, 2, . . .. For any |x| < 1 its sum can also
be written as
F (x) = 1/(1− x)− 2(x1 + x2 · x+ . . .+ xn+1 · xn + . . .). (53)
Step 4) Find on the interval (1/2; 1) all the roots x of the function F , in
which the derivative F ′(x) is negative.
Step 5) Select from these roots the only root w for which the series F is
intermediate (see definition 3).
Step 6) Calculate the desired parameter by formula v = w/2.
Proof. Justification of the algorithm follows from the theorems 3, 5, and 10.

Remark 4 1) Not every point of the segment [0; 1/2] is the point of the global
maximum of the function Tv for some v ∈ (−1; 1). For example, it follows
from the theorems 12, 14 and theorem 17, that
⋃
v∈(−1;1)Ev ⊂ [1/3, 2/3].
2) We can see from the theorems 16 and 17, that
⋃
v∈(1/4;1/2) Ev ⊂ [χ, 1−
χ].
3) Another inclusion
⋃
v∈[1/(2√2);1/2)
(
Ev ∩ [0, 1/2]
) ⊂ E1/2 ∩ (χ, 5/12] fol-
lows from item 1) of the theorem 14, item 2) of the theorem 16, the theorem 17
and the example 6. This inclusion is not an equality, as examples 10 and 11
show. In the examples 10 and 11 we specify points of the set E1/2∩ (χ, 5/12],
that are not points of the global maximum of the function Tv on [0; 1] for any
v ∈ [1/(2√2); 1/2).
According to the definition 5 we have: χ = 0.0110100110010110 . . .. In
addition, 5/12 = 0.01(10)2. Therefore, taking into account Kahane’s theo-
rem B, we see, that the set E1/2∩ (χ, 5/12] includes, in particular, the follow-
ing four rational points: a1 = 5/12, a2 = 0.011010100(101101010010)2 =
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6913/16640 = 0.41544471(153846), a3 = 0.01101001(10)2 = 317/768 =
0.41276041(6) and a4 = 0.01101010(01)2 = 319/768 = 0.41536458(3). Let’s
conjecture, that for any of points ai, i = 1, 2, 3, 4 there exists some vi ∈
[1/(2
√
2); 1/2), for which ai belongs to the set Evi , i = 1, 2, 3, 4. We try to
restore four values v1, v2, v3, v4 (if exist) in the following four examples.
Example 8 (cf. with example 6). The point a1 = 5/12 belongs to Ev when
v = 1/(2
√
2).
Proof. Since a1 = 0.01 10 10 10 . . ., then we have by the formula (53):
F1(x) = 1/(1 − x) − 2(x + x2 + x4 + x6 + . . .) = (1 − 2x2)/(1 + x). This
function has on (1/2; 1) a single root w = 1/
√
2. The example 2 shows that
the point 1/
√
2 is consistent with the function F1, so v = w/2 = 1/(2
√
2). 
Example 9 The point a2 = 6913/16640 belongs to Ev when v = w/2 ≈
0.381616, where w ≈ 0.763231 is the (single) root of the polynomial 1−2x2+
2x6 − 2x8 on the interval (1/2; 1).
Proof. Since a2 = 0.011010100(101101010010)2, then we have by the for-
mula (53):
F2(x) = 1/(1−x)−2
(
x+x2+x4+x6+(x9+x11+x12+x14+x16+x19)
∞∑
k=0
x12k
)
=
= (1− x)(1− x+ x2)(1 + x+ x2)(1− 2x2 + 2x6 − 2x8)/(1 + x6).
On the interval (1/2; 1), the polynomial 1− 2x2 + 2x6− 2x8 = (1− x2)2(1−
x4) − x8 decreases and takes the values of different signs at the ends, the
other cofactors are positive. This means that the function F has exactly one
root w ≈ 0.763231 on (1/2; 1). Next, make sure that w is consistent with F2.

Example 10 The point a3 = 317/768 does not belongs to Ev whatever the
parameter v ∈ [1/(2√2); 1/2) is.
Proof. Since a3 = 0.01101001(10)2, then we have by the formula (53):
F3(x) = 1/(1− x)− 2
(
x+ x2 + x4 + x7 + x8
∞∑
k=0
x2k
)
=
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= 1/(1−x)−2(x+x2+x4+x7+x8/(1−x2)) = (1−2x2+2x6−2x8)/(1+x).
This function has on (1/2; 1) the same single root w ≈ 0.763231 as the
function F2 in the example 9. But now this root is no consistent with the
function F3, since the consistent function F2 is unique. So, the number a3 =
317/768 does not belongs to Ev whatever the parameter v ∈ [1/(2
√
2); 1/2)
is. 
Example 11 The point a4 = 319/768 does not belongs to Ev whatever the
parameter v ∈ [1/(2√2); 1/2) is.
Proof. Since a4 = 0.01101010(01)2, then we have by the formula (53):
F4(x) = 1/(1−x)−2
(
x+x2+x4+x6+x9
∞∑
k=0
x2k
)
= (1−2x2+2x8)/(1+x).
Where as (1− 2x2+2x8) = ((4+ 4x2 +3x4)(2− 3x2)2 +5x8)/16 > 0 for any
x ∈ R, then F4 has no real roots. So, the number a4 = 319/768 also does
not belongs to Ev whatever the parameter v ∈ [1/(2
√
2); 1/2) is. 
6.6 Several examples of calculating of points of global
maximum for functions in exponential Takagi class
Example 12 For any v in the interval −1 < v < −(1+√5)/4 ≈ −0.809017,
the global maximum of the function Tv on the segment [0; 1] equals (2 +
v)/(5(1−v2)) and is reached at two points: 2/5 and 3/5. If v = −(1+√5)/4,
then this maximum equals (15 +
√
5)/25, and is reached at four points: 2/5,
19/40, 21/40 and 3/5.
Proof. Let’s use item 4) of the theorem 12 for k = 1. If follows from it,
that:
1) the polynomial P˜2(x) = 1− 2x− 4x2 has a single negative root v1 (it
is clear that v1 = −(1 +
√
5)/4);
2) in the case −1 < v < −(1 + √5)/4, the function Tv reaches a global
maximum at two points on [0; 1]: x−max,1 = 2/5 and x
+
max,1 = 3/5;
3) in the case v = −(1+√5)/4, four maximum points exists: x±max,1, and
in addition x−max,2 = 19/40, x
+
max,2 = 21/40.
The global maximum value can be obtained from the formula (47). 
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Example 13 (maximum points for the sequence {Tvn}) For any n >
2 the polynomial P˜n(x) = 1 − 2x − 4x2 − . . . − 2nxn has a single positive
root vn. The sequence {vn} lies in the interval (1/4; 1/(2
√
2)) and is strictly
decreasing. Moreover, the following asymptotic formula is correct:
vn = 1/4 + 1/2
n+3 +O(n/22n) (n→∞). (54)
For any n > 2, the set Evn has a Hausdorff dimension 1/(n+1) and consists
of all points xmax with a binary expansion of the form
xmax = 0.

 011 . . .1or
100 . . .0

 011 . . . 1or
100 . . . 0
. . . , (55)
where each block of ones and zeros contains n digits. In addition, two more
asymptotic equalities hold:
inf Evn = 1/2− 1/(2n+2 − 2), (56)
Mvn = 1/(2(1− vn+1n )) = 1/2 + 1/22n+3 + O(n/23n) (n→∞). (57)
Proof. The uniqueness of the positive root vn and the asymptotic for-
mula (54) follow from items 1) and 2) of the theorem 6, with vn = un/2.
Note, that for every n > 2 the consistency of the polynomial Pn(x) =
1 − x − x2 − . . . − xn with the number 2vn follows from item 3) of the
theorem 6.
Next, use item 2) of the theorem 10. The equality Pn(1/2) = 1/2
n implies
the equalities an(vn) = 1/2−Pn(1/2)/4− 1/2n+2 = 0.011 . . .12 and bn(vn) =
1/2− Pn(1/2)/4+ 1/2n+2 = 1/2, as well as the formulae (55) (for maximum
points) and (56) for (inf Ev).
Due to the equality (1 − 2vn)P˜n(vn) = 1 − 4vn + 2n+1vn+1n = 0 and the
formula (54), we get: vn+1n = (4vn−1)/2n+1 = 1/22n+2+O(n/23n) (n→∞).
Hence, by virtue of the equality Mvn,n = Sv,n(bn(vn)) = Sv,n(1/2) = 1/2 and
the formula (37), the required relation (57) follows. 
Example 14 If v = 1/(2 4
√
2) ≈ 0.420448, then the function Tv has two
maximum points on the segment [0, 1]: 33/80 = 0.4125 and 47/80 = 0.5875.
Proof. In the example 3, it is shown that the point 2v = 1/ 4
√
2 is consistent
with the series F2v, which has the sum F2v(x) = (1 − x)(1 − 2x4)/(1 + x2)
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at |x| < 1. Then, using the formulae (22) and (24), we get the maximum
points of the function Tv on [0, 1]: x
−
max = 1/2− 1/4 · F2v(1/2) = 33/80 and
x+max = 1− x−max = 47/80. 
Example 15 If v = 1/3 ≈ 0.3333, then the function Tv has two maximum
points on the segment [0, 1]: x−max ≈ 0.419240 and x+max ≈ 0.580760.
Proof. In the example 4, it is shown that the point 2v = 2/3 is consistent
with the series F , and the first few terms of F is given. Knowing these
members and using the formulae (22) with (24), it is possible to approximate
the maximum points of the function Tv on [0, 1]: x
−
max = 1/2−1/4 ·F (1/2) ≈
0.419240 and x+max = 1− x−max ≈ 0.580760. 
Example 16 If v = 1/(2
√
3) ≈ 0.288675, then the function Tv has two max-
imum points on the segment [0, 1]: x−max ≈ 0.455393 and x+max ≈ 0.544607.
Proof This fact follows, similar to the previous example, from the formulae
(22) with (24), and from the example 5, that shows the initial terms of the
consistent series for the point 2v = 1/
√
3. 
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