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Abstract
If R is a local integral domain let R+ denote the integral closure of R in an algebraic closure of its
quotient field. If z ∈ R+, we would like to understand the conditions under which z ∈ IR+, where
I is an ideal of R. Necessary and sufficient conditions on the coefficients of the minimal irreducible
polynomial for z are known when I is generated by two elements of a regular system of parameters
and when z is in a degree two extension of R. In this article we obtain results for the case when
z3 ∈ R, as well as a sufficient condition for z to be in IR+ when za ∈ R for a  1 and I has a finite
number of generators.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let R be an integral domain and I an ideal of R. The plus closure of I , denoted I+,
is defined to be IR+ ∩ R, where R+ is the integral closure of R in an algebraic closure
of its quotient field. Since I+ = ⋂(IRP )+ [1, p. 691] where the intersection is taken
over all prime ideals P , we may restrict our attention to local integral domains, of which
there are three types: those which contain the rationals (equicharacteristic 0), those which
contain finite fields (equicharacteristic p), and those which do not contain a field (mixed
characteristic).
If R is integrally closed and contains the rationals, then it is well known that IS ∩R = I
for any integral extension S of R. Hence I+ = I . In the equicharacteristic p case, I+ ⊆ I∗,
where I∗ denotes the tight closure of I , and it is conjectured that equality holds. As noted
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problem in tight closure theory: does I = I∗ imply that IP = I∗P for all prime ideals P ?
In the mixed characteristic case, little is known about the plus closure. A 30-year old
conjecture known as the monomial conjecture is actually an assertion that certain elements
are not in the plus closures of certain ideals in regular local rings. Understanding the plus
closure would also allow us to determine if R+ is Cohen–Macaulay in dimension 3.
The question on which we will focus is the following: if I is an ideal in a regular local
ring R and z ∈ R+, when is z ∈ IR+? Heitmann [2] has answered this question in the case
where z satisfies a degree two polynomial f (T ) = T 2 + c1T + c2 over R and I = (x, y)R,
where x, y are part of a regular system of parameters for R. Letting ∆ = (c1)2 −4c2 denote
the discriminant of f , his main result is the following.
Theorem 1. Let R be a regular local ring, x, y part of a regular system of parameters, and
p ∈ (x, y)R with p > 5. Then z ∈ IR+ if and only if c1 ∈ I and either
(1) ∆ ∈ t2R for some t ∈ I ,
(2) ∆ ∈ I 4, or
(3) ∆ ∈ (t, I 2)3R for some t ∈ I .
Notice that if z2 ∈ R, then (1)–(3) become z2 ∈ t2R, z2 ∈ I 4, and z2 ∈ (t, I 2)3R,
respectively. If z3 ∈ R, we make the following conjecture.
Conjecture 2. Let R be a regular local ring and let x, y be part of a regular system of
parameters for R. Suppose that p is a sufficiently large prime number and p ∈ I = (x, y)R.
Let z ∈ R+ such that z3 ∈ R. Then z ∈ IR+ if and only if one of the following holds:
(1) z3 ∈ t3R for some t ∈ I ;
(2) z3 ∈ I 6;
(3) z3 ∈ (t, I 3)4, (t, I 2)5, or (t5, I 8) for some t ∈ I .
The reverse implication is given as Corollary 19 in Section 3. The progress made toward
the forward direction is discussed in Section 4. In particular, Proposition 26 shows that if
(1) does not hold, then z3 ∈ t4R + I 5R for some t ∈ I . Theorems 28, 32, and 35 then
eliminate most of the remaining cases when z3 /∈ I 5.
In Section 3, Corollary 17 provides a sufficient condition for z ∈ IR+ when za ∈ R,
a  1, and I is an ideal having a finite number of generators.
2. Preliminary results
All rings are assumed to be integral domains. Throughout this paper, x will denote
the greatest integer less than or equal to x . In Lemma 30, we will also have need of x,
which denotes the least integer greater than or equal to x .
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domains. In what follows p will denote the characteristic of the residue field of any local
ring under consideration as well as the ring element p · 1.
If z ∈ (x, y)R+, say z = yv + xw for some elements v,w ∈ R+, then the minimal
polynomial which w satisfies over R determines the minimal polynomial for v. More
precisely, we have the following lemma from [1].
Lemma 3. Let x, y, z ∈ R with y 	= 0. Let f (T ) =∑ni=0 aiT n−i be a monic polynomial
over R and suppose f (w) = 0. For each 0  i  n, set bi = (−1)i∑ij=0 (n−ji−j )ajxjzi−j
and let g(T ) = ∑ni=0 biT n−i . Then g(z − xw) = 0. In addition, if each bi ∈ yiR, then
(z − xw)/y ∈ R+.
Let I be an ideal of R. Recall that z ∈ R is defined to be in the integral closure of I ,
denoted I , if there exists a monic polynomial f (T ) = T n + a1T n−1 + · · · + an such that
f (z) = 0 and each ai ∈ I i . Note that z ∈ I if and only if zn ∈ I (I, z)n−1 for some n.
In Section 3 we will make use of the extended Rees ring of R with respect to an ideal I .
This is defined as the ring R[I t, u] where t is an indeterminate and u = t−1. The ring
R[I t, u] has a natural Z-grading: let R be the homogeneous summand of degree zero and
assign deg(t) = 1. Let S denote the integral closure of R[I t, u]. Then S is also a Z-graded
ring and for n > 0 the degree n summand is Intn. An important consequence is that the
intersection of the ideal (un)S with the degree zero summand is equal to the integral closure
of In in R. Hence, the extended Rees ring provides a way to reduce problems about finitely
generated ideals to problems about principal ideals.
When dealing with integral extensions of graded rings, we will restrict our attention to
those extensions which respect the grading in the sense of the next definition.
Definition 4. An integral extension S of R is called a g-integral extension if R is a graded
subring of S.
Since any ring can be given the trivial grading, any integral extension of non-graded
rings can be thought of as a g-integral extension.
In Section 3 we will need some facts about the discriminant of a polynomial.
Definition 5. Let f (T ) = (T − σ1) · · · (T − σn). Then the discriminant of f is defined to
be ∆f =∏i<j (σi − σj )2.
It is easy to see that the discriminant is a symmetric polynomial and homogeneous
of degree 2
(
n
2
) = n(n − 1) in σ1, . . . , σn. For a monomial Xα11 · · ·Xαnn in the variables
X1, . . . ,Xn, define the weight of the monomial to be α1 + 2α2 + · · ·+ nαn. Let a1, . . . , an
be the elementary symmetric polynomials of σ1, . . . , σn. So, for example, a1 = σ1 +
· · · + σn and an = σ1 · · ·σn.
Theorem 6. Let f (σ) ∈ R[σ1, . . . , σn] be symmetric and homogeneous of degree d . Then
there exists a polynomial g(X1, . . . ,Xn), every term of which has weight d , such that
f (σ) = g(a1, . . . , an).
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Hence, if f (T ) = T n + a1T n−1 + · · · + an, then ∆f can be expressed as a polynomial
in a1, . . . , an. In fact, we have the following.
Proposition 7. Let f (T ) = T n + a1T n−1 + · · · + an. Then as a function of a1, . . . , an, the
discriminant ∆f = N(an−1)n + lower degree terms in an−1, where N is an integer which
is a unit if p  (n − 1).
Proof. Since the degree of ∆f is n(n − 1), by Theorem 6 we may write ∆f =
g(a1, . . . , an) for some polynomial g, every term of which has weight n(n − 1). Hence,
as a function of an,
∆f = N0(an−1)n + N1(an−1)n−1 + · · · +Nn,
where N1, . . . ,Nn are non-constant functions of a1, . . . , an−2, an and N0 is a constant.
Now, g(0, . . . ,0,−1,0) = ±N0 = the discriminant of f (T ) = T n − T . It is easily
seen that this discriminant equals the discriminant of T n−1 − 1. Now, it follows from
the definition that this discriminant is contained in some prime ideal P if and only if
σi − σj ∈ P for two roots σi, σj of T n−1 − 1. This happens if and only if T n−1 − 1 and
its derivative have a common root modulo P . Clearly, this occurs precisely when n − 1 is
in P . Hence, N0 is a unit if p  (n− 1). 
The next theorem is well-known. A good reference is [5, vol. 1, V, Sections 10, 11 and
vol. 2, VI, Sections 11, 12].
Theorem 8. Let f (T ) ⊆ R[T ] be an irreducible monic polynomial of degree n and let S
be the extension of R obtained by adjoining a root of f . If a height one prime qR ramifies
under this extension, then q divides the discriminant of f .
Let R be a regular local ring and P = (x, y)R a height two prime ideal. We may
construct a valuation on the quotient field of R as follows. Let a and b be positive integers.
Let S = RP [t], where ta = x . This is a two-dimensional regular local ring with maximal
ideal (t, y)S. Now adjoin u = y/tb and consider A = S[u](t). Since the maximal ideal of A
is principal, A is a discrete valuation ring and there exists a valuation v on the quotient field
of A defined by v(αtn) = n if α is a unit of A. This restricts to a valuation on the quotient
field of R. Notice that v(x) = v(ta) = a and, since u is a unit of A, v(y) = v(utb) = b.
Further, we may express any element of R as a polynomial
f (x, y)=
∑
(e,f )∈B
r(e,f )x
eyf
where each r(e,f ) /∈ P and
B = {(ei, fi) ∣∣ 1 i  k, e1 < · · · < ek, f1 > · · ·> fk}.
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prove that monomials of the same value cannot sum to an element of higher value. Suppose
that v(z1) = v(z2) = · · · = v(zk) where zi = rixei yfi = riufi taei+bfi , f1 > · · · > fk .
Then aei + bfi = aej + bfj for all 1  i, j  k. If v(z1 + · · · + zk) > aei + bfi then
r1u
f1−fk + · · ·+ rk−1ufk−1−fk + rk = 0 in the residue field of A. But the residue field of A
is clearly K(u) where K is the quotient field of R/P , so we must have v(z1 + · · · + zk) =
aei + bfi .
3. Sufficient conditions
In this section we will present some conditions which ensure that an element z ∈ R+
is actually in IR+. The first theorem [2, Theorem 2.13] in equicharacteristic p gives the
plus closure form of the generalized Briançon–Skoda theorem of Hochster and Huneke
[3, p. 45].
Theorem 9. Let R be an integral domain and I = (x1, . . . , xn) an ideal of R. Suppose
p ∈ √(x1, x2)R and z ∈ In+k with k  0. Then there exists an integral extension S of R
with z ∈ I k+1S.
Lemma 10. Let R be a local ring and p the characteristic of its residue field. Then given
0  j  i  pn and an integer m relatively prime to p, there is a unit uij such that(
pnm−j
i−j
)= uij (pn−ji−j ). In fact,
uij = (p
nm − j)!(pn − i)!
(pnm − i)!(pn − j)! .
Proof. Fix i and p as above. Write uj for uij . Clearly, ui = 1. Assume that for some
j + 1 i we have such a unit uj+1. Then,
(
pnm − j
i − j
)
= p
nm − j
i − j
(
pnm − (j + 1)
i − (j + 1)
)
= uj+1 p
nm − j
i − j
(
pn − (j + 1)
i − (j + 1)
)
= uj+1 p
nm − j
pn − j
(
pn − j
i − j
)
.
Thus,
uj = uj+1 p
nm − j
pn − j
is the desired unit. One can easily check that
uij = (p
nm − j)!(pn − i)!
n n
. 
(p m − i)!(p − j)!
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Proposition 11. Let R be an integrally closed ring and let x, y ∈ R. Suppose that
z ∈ (x, y)R+ with z = αx + βy where α satisfies an irreducible monic polynomial of
degree pnm over R with (p,m) = 1. Then z = α′x + β ′y , for some α′, β ′ ∈ R+ where
α′ satisfies a polynomial of degree pn over R.
Proof. Let β satisfy the irreducible polynomial f (T ) = T N +b1T N−1 +· · ·+bN over R.
Since z − βy = αx , we must have N = pnm. Since R is integrally closed, f (T ) is
irreducible over the quotient field of R. Thus, for any root βˆ of f (T ), there is an
automorphism of R+ taking β to βˆ. Hence z − βˆy ∈ xR+ for all roots βˆ of f (T ). Let
g(T ) =∑Ni=0 ciT N−i where
ci = (−1)i
i∑
j=0
(
pnm − j
i − j
)
bjy
jzi−j .
Then by Lemma 3 the roots of g(T ) are {z − βˆy | βˆ is a root of f (T )}. This implies that
i∑
j=0
(
pnm − j
i − j
)
bjy
j zi−j ∈ (xi)
for each 0  i  pnm. By Lemma 3 we need to show that there exist elements {cj } in R
such that for 0 i  pn,
i∑
j=0
(
pn − j
i − j
)
cjy
j zi−j ∈ (xi), (1)
and such that c0 = 1. By Lemma 10, we may satisfy the ith equation by taking cj = uij bj ,
for 0 j  i . But cj = (uij /ui0)bj for 0 j  i also solves the ith equation and
uij
ui0
bj = (p
nm − j)!(pn)!
(pnm)!(pn − j)!bj
does not depend on i , giving us a set {c0, c1, . . . , cpn} which solves all of the equations in
(1) with c0 = 1, as desired. 
Lemma 12. Let R be integrally closed and let x, y be nonunit elements of R. Let
q1R,q2R, . . . , qkR be height one primes of R such that x, y /∈ qiR for all i . Let w be
an element of R+ with w = αx + βy for some α,β integral over R. Then there exist
α′, β ′ integral over R such that w = α′x + β ′y and none of q1R, . . . , qkR ramify under
the extension to R[α′]. If in addition α ∈ xdR[α] for d  1, then we can ensure that
α′ ∈ xdR[α′].
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R which has α as a root. We may assume that p does not divide n − 1, for otherwise
p and n are relatively prime and by Lemma 11 we may take α′ ∈ R. If β satisfies
T n + b1T n−1 + · · · + bn over R, then
biy
i = (−1)i
i∑
j=0
(
n − j
i − j
)
ajx
jwi−j .
Let a′i = ai for i 	= n − 1 and a′n−1 = an−1 + lxn−1yn, where l ∈ R will be chosen
later in the proof. Let b′i = bi for i < n − 1, b′n−1 = bn−1 + (−1)n−1lx2(n−1)y , and
b′n = bn + (−1)nlx2(n−1)w. Then for i < n − 1 certainly
(−1)i
i∑
j=0
(
n− j
i − j
)
a′j xjwi−j = b′iyi .
When i = n− 1, this same sum is
(−1)n−1
n−1∑
j=0
(
n− j
n − 1 − j
)
a′j xjwn−1−j = bn−1yn−1 + (−1)n−1lx2(n−1)yn = b′n−1yn−1.
Similarly, when i = n,
(−1)n
n∑
j=0
(
n− j
n− j
)
a′j xjwn−j = bnyn + (−1)nlx2(n−1)ynw = b′nyn.
Let α′ be a root of
∑n
i=0 a′iT n−i . Then by Lemma 3, β ′ = (w − α′x)/y is a root of∑n
i=0 b′iT n−i . Hence w = α′x +β ′y . Also, since α ∈ xdR[α], it follows that ai ∈ xdiR for
all i . Then for d  1, a′i ∈ xdiR for all i as well. Hence α′ ∈ xdR[α′].
Finally, we show that we may choose l such that q1R, . . . , qkR do not ramify. By
Theorem 8, it suffices to prove that there exists an l such that for each i , qi does not
divide the discriminant of
∑n
j=0 a′j T n−j . Denote this discriminant by ∆(l). Since we are
assuming that p does not divide n− 1, by Proposition 7 for some unit integer N ,
∆(l) = N(an−1 + lxn−1yn)n + lower degree terms in an−1 + lxn−1yn
= (Nxn(n−1)yn2)ln + lower degree terms in l.
Modulo qi , the coefficient Nxn(n−1)yn
2 	≡ 0 and so considering l to be an indeterminate,
∆(l) 	≡ 0. Modulo qi there are at most n congruence classes which give roots of ∆(l).
Without loss of generality, we may assume that q1 = p. Let A = {kyj | 1  k < p,
j  1}. This is an infinite set, all of whose members are distinct modulo p. So there exists
some kyj ∈ A such that ∆(kyj ) 	≡ 0 modulo p.
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whose members are distinct modulo qi . Thus, for each i  2, there exists an integer mi
such that if m  mi then ∆(myj ) 	≡ 0 modulo qi . Let M = max{m2, . . . ,mk} and let
l = (Mp+k)yj . Then certainly ∆(l) 	≡ 0 modulo qi for i  2 and since l ≡ kyj modulo p,
∆(l) 	≡ 0 modulo p. 
The information about the coefficients of the polynomial in the next proposition will be
useful in Section 4.
Proposition 13. Let x, y be nonunit elements of an integrally closed ring R, let p be an odd
prime number, and let n = p2. Suppose that p ∈ (yc, xde)R where c, d, e, f are rational
numbers such that 1/c + 1/d  f/3 and 1/3 e  1. Also suppose z ∈ R+ satisfies z3 ∈
(yc, xd)f R. Further assume there exists F ∈ R such that zn−1 −Fxn−1yn−1 ∈ (yn, xn)R.
Then there exist elements v,w integral over R such that z = yv + xw where w can be
chosen to be any root of T n+a1T n−1 +· · ·+an = 0, with each ai in an integral extension S
of R. We may choose our coefficients so that, modulo the integral closure of some fractional
power of x in S, ai ≡ 0 for i < n−1, an−1 ≡ −Fyn−1, and an ≡ r for some element r ∈ R.
Furthermore, we can ensure that if qR is a height one prime with x, y /∈ qR and z3 ∈ qR,
then qR does not ramify under the extension to S[w].
Proof. Suppose that c = c1/c2 and d = d1/d2 where c1, c2, d1, d2 are integers. Let R′ =
R[z, s, u], where s3c2 = y and u3d2 = x . We shall construct the polynomial T n +a1T n−1 +
· · · + an and let w be a root. By Lemma 3 with a0 = 1, we will have v integral over R if
for some integral extension S of R we satisfy
i∑
j=0
(
n − j
i − j
)
aju
3d2j zi−j = bis3c2i
with bi ∈ S for i = 1, . . . , n. We inductively define a1, . . . , an−1 to satisfy the first n − 1
equations and also to satisfy
aju
3d2j ∈ (s3c1, u3d1e)(sc1 , ud1)fj−1(sc1 , ud1)Sj ,
where Sj is an integral extension of R′ and Sj ⊆ Si for j < i . We then let S = Sn. To
satisfy the ith equation, we must define ai, bi so that
i−1∑
j=0
(
n − j
i − j
)
aju
3d2j zi−j = bis3c2i − aiu3d2i .
Of course, a0 = 1.
First consider i < n. Since z3 ∈ (sc1 , ud1)3f R′, it follows that zi ∈ (sc1, ud1)f iR′.
Hence,
aju
3d2j zi−j ∈ (s3c1, u3d1e)(sc1 , ud1)fj−1(sc1 , ud1)f (i−j)+1Sj for j 	= 0.
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(
sc1, ud1
)f i−fj+1
Sj ⊆
(
sc1, ud1
)f i−fj
Sj0
for some integral extension Sj0 of Sj . When j = 0 and i < n, the term
(
n
i
)
zi ∈ p(sc1 , ud1)f iR′ ⊆ (s3c1, u3d1e)(sc1, ud1)f i−1(sc1, ud1)Si1 ,
where Si1 is an integral extension of R′. Let Si be an integral extension of R′ con-
taining Si0 and Sj0 for 1  j < i . Then the left-hand side of the equation is in
(s3c1, u3d1e)(sc1 , ud1)f i−1(sc1 , ud1)Si . Any generator of (s3c1, u3d1e)(sc1 , ud1)f i−1
which is not a multiple of s3c2i must be a multiple of ul , where l  d1(f i−1−3(c2/c1)i+
1/c1)+ 3d1e. Since c2/c1  f/3 − d2/d1, we obtain
l  3d2i − d1 + d1/c1 + 3d1e > 3d2i, since 3e 1.
So we may solve the equation with aiu3c2i ∈ (s3c1, u3d1e)(sc1 , ud1)f i−1(sc1, ud1)Si . Notice
that since l > 3d2i , we may choose ai ∈ uSi , which implies that ai ∈ uR′[ai].
Let q1, . . . , qk be the height one primes with the property that z3 ∈ qiR and x, y /∈ qiR.
Before proving the final statement of the proposition, we will first show that for these
primes there is no ramification under the extension to R[a1, . . . , an]. To this end, suppose
that we have chosen a1, . . . , ai−1 such that q1R, . . . , qkR do not ramify under the extension
to R′[a1, . . . , ai−1]. Let
wi =
i−1∑
j=0
(
n − j
i − j
)
aju
3d2j zi−j .
Then wi = bis3c2i − aiu3d2i . By Lemma 12 we may replace our original choice of ai, bi
with elements a′i , b′i , integral over R with the additional property that q1R, . . . , qkR do
not ramify under the extension to R′[a′i]. Note that Lemma 12 allows us to maintain our
assumption that ai ∈ uR′[ai].
Finally, the i = n case differs only in the j = 0 term. Thus the left-hand side of the
equation equals zn + G where
G ∈ (s3c1, u3d1e)(sc1, ud1)f n−1(sc1, ud1)Sn ⊆ (u3d2n, s3c2n)Sn.
Say G = u3d2nα + s3c2nβ , where we have chosen α as above so that α ∈ uR′[α] and
q1R, . . . , qkR do not ramify under the extension to R′[α]. Now,
zn − Fs3c2(n−1)u3d2(n−1)z = u3d2nr1 + s3c2nr2
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solve the (n − 1)st equation (with a different bn−1) and also enables us to solve the nth
equation since the left-hand side of that equation is now
zn + G− Fs3c2(n−1)u3d2(n−1)z = u3d2n(r1 + α) + s3c2n(r2 + β).
In fact, we may choose an = r1 + α, satisfying the desired condition.
To prove the final statement, we may now apply Lemma 12 to the equation z = yv+xw
to show that q1R, . . . , qkR do not ramify under the extension to S[w]. Recall that in the
proof of Lemma 12 no changes are made to a1, . . . , an−2 and an, while an−1 is replaced
by an−1 + lyn−1xn. So the coefficients of the new polynomial will also satisfy the desired
conditions. 
Theorem 16 below and its corollaries are our strongest sufficient conditions. The first
lemma is [1, Lemma 2.5]. The statement here is slightly stronger, but this is what is actually
proven in [1].
Lemma 14. Suppose i, j are positive integers and n = i + j . Let ak . . . a0 be the expression
for i in base p, i.e., i = a0 + a1p + · · · + akpk with 0  aj < p. Similarly, suppose
j = bk . . . b0, n = ck . . . c0. Let d = |{j | aj + bj > cj }|. Then d is the highest power of
p which divides
(
n
i
)
.
Lemma 15. Let I = (s, u) be an ideal of R and q, e, f,h be positive integers with
e + f > q  f + 2 and q  e. Further assume sj ∈ (u(e+f−q)j/e)R for every j . Then
(i) Iqj ⊆ (sej , ufj ) and
(ii) Ihq(q−1) ⊆ [sehq, ufhq , (seuq−e)Ihq(q−1)−q ].
Proof. This is routine and is left to the reader. 
Theorem 16. Let R be a Z-graded integral domain. Let µ ∈ R such that µp = p. Let s, u, z
be homogeneous elements of R with deg(s) = deg(z) = 0, deg(u) = −1. Let I = (s, u)R.
Suppose e, f, q are positive integers with e + f > q  f + 2. Further assume z ∈ Iq ,
µzj ∈ Iqj , and sj ∈ (u(e+f−q)j/e). Then there exists a g-integral extension S of R and
elements α,β ∈ S such that z = seα + uf β , where α is homogeneous of degree zero.
Proof. As in the proof of [1, Theorem 2.8], we may reduce to the Noetherian case by
replacing R with a Noetherian subdomain in which the entire hypothesis is satisfied. (In
our case, we must also note that the condition that sj ∈ (u(e+f−q)j/e) for every j is
equivalent to the condition that sj ∈ (u(e+f−q)j/e) for every j  e. This only requires
the existence of a finite set of elements satisfying a finite set of equations.)
Next we derive an equation for zn, for some large n, which will be used in the final step
of the proof. To this end, define a family of modules
Ci =
(
Iq , z
)i/(
sei , uf i
)
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is well-defined since se ∈ (ue+f−q)R. Now, as z ∈ Iq , there exists a positive in-
teger h such that zh+1 ∈ Iq(Iq , z)h. We claim that for every N  hq , Iq(N−h) ⊆
(seN ,ufN , (seuq−e)I q(N−h)−q ). This is true for N = hq by Lemma 15(ii). Assume that
this holds for some N  hq and consider Iq(N+1−h) = Iq(N−h)I q . Since Lemma 15(i)
gives Iq ⊆ (se, uf ), it follows that
Iq(N+1−h) ⊆ (se(N+1), uf (N+1), (seuq−e)Iq(N+1−h)−q),
which proves the claim. Using the integer h mentioned above, the condition zh+1 ∈
Iq(Iq , z)h implies that (Iq, z)N = Iq(N−h)(Iq , z)h for all N > h. This implies that
every nonzero monomial in CN , N  hq , will be divisible by seuq−e and so CN =
gN−1,N (CN−1). Hence, gN−1,N is onto for every N  hq . Thus, C = lim−→Ci is a homo-
morphic image of Chq−1 and so it is a Noetherian module. We then see that
⋃
ker(ghq−1,j )
is finitely generated and it follows that C = CM for sufficiently large M .
Now, to obtain the desired equation, for each positive integer k, since zpk is an element
of Cpk , it is an element of C. Let B = {zpk | k  1}R. Since B is a submodule of C, it is
finitely generated and so there exists an integer K with B = {zpk | 1 k K}R. Choose
L sufficiently large so that pL > max{M,pK}. Then, as zpL ∈ B , we obtain an equation
zp
L =
K∑
k=1
rk
(
seuq−e
)pL−pk
zp
k + sepLv + ufpLw (2)
with deg(rk) = (q − e)(pL − pk), deg(v) = 0, and deg(w) = fpL . We will apply this
equation later in the proof.
Let n = pL. By Lemma 3, to obtain z−seα = uf β it suffices to find elements a1, . . . , an
and b1, . . . , bn such that
i∑
j=0
(
n − j
i − j
)
aj s
ej zi−j = uf ibi,
for 1  i  n, where deg(aj ) = 0. We will define the elements a1, . . . , an indirectly
by choosing elements c1, . . . , cn such that an = cn − v, ai = ci − rku(q−e)(pL−pk), for
i = pL − pk and 1 k K , and ai = ci otherwise. We will require that ci ∈ µφ(i)I (q−e)i
for each i , where φ(i) denotes the sum of the digits when pL − i is written in base p.
To obtain deg(ai) = 0 it suffices to ensure that deg(ci) = 0 for all i . Simultaneously,
recalling that se ∈ (ue+f−q)R, we will choose d1, . . . , dn and set bn = dn + w, bi =
di − rk(se/(ue+f−q))pL−pk , for i = pL − pk , 1 k K , and bi = di otherwise.
We choose c1 as follows. The first equation is
(
pL
1
)
z + (pL−10 )a1se = uf b1. As c1 = a1
and d1 = b1, this can be written as pLz + c1se = uf d1, or alternatively, since µp = p, as
µpLz + c1se = uf d1. Now by Lemma 15, µz ∈ Iq ⊆ (se, uf ) and has degree 0. So we
may solve this equation with c1 ∈ µpL−1Iq−e and deg(c1) = 0. Now, φ(1) = (p − 1)L as
pL −1 has L digits, each equalling (p−1). As (p−1)L pL−1, we have in fact chosen
c1 ∈ µφ(1)I q−e .
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the first i − 1 equations are satisfied. We need to find ci , di satisfying
i−1∑
j=0
(
n− j
i − j
)
ajs
ej zi−j + aisei = uf ibi .
If i < pL one can easily check that uf ibi − seiai = uf idi − seici . Let E be the smallest
integer such that pL − pE < i . Then the equation we must satisfy becomes
(
pL
i
)
zi +
i−1∑
j=1
(
n − j
i − j
)
cj s
ej zi−j −
K∑
k=E
(
pk
i + pk − pL
)
rk
(
seuq−e
)(pL−pk)
zi+pk−pL
= uf idi − seici .
(The final sum is vacuous if E > K .) To find ci ∈ µφ(i)I (q−e)i , by Lemma 15 it suffices
to show each term is in µφ(i)I qi . Since each term in the left-hand side of the equation has
degree zero, we may then choose ci to be homogeneous of degree zero.
By [1, Theorem 2.8], µφ(i)+1 | (pL
i
)
. As µzi ∈ Iqi , this yields (pL
i
)
zi ∈ µφ(i)I qi .
Similarly, this same result gives
(
n− j
i − j
)
cj s
ej zi−j ∈ µφ(i)−φ(j)+1µφ(j)I qj zi−j ⊆ µφ(i)(µzi−j )Iqj ⊆ µφ(i)I qi .
The last term is
(
pk
i + pk − pL
)
rk
(
seuq−e
)(pL−pk)
zi+pk−pL ∈ µφ(i)+1Iq(pL−pk)zi+pk−pL ⊆ µφ(i)I qi .
Therefore, we may find the appropriate ci for i < n = pL .
Finally, let i = pL. Since the binomial coefficient is (n−j
n−j
) = 1, the equation we must
solve is
n−1∑
j=0
aj s
ej zn−j + ansen = ufnbn.
Substituting cj ’s and dj ’s this becomes
zn +
n−1∑
j=1
cj s
ej zn−j −
K∑
k=1
rk
(
seuq−e
)pL−pk
zp
k + cnsen − vsen = uf ndn + uf nw.
After applying Eq. (2) with pL = n, this simplifies to
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j=1
cj s
ej zn−j = uf ndn − cnsen.
Now cj sej ∈ µφ(j)I qj ⊆ µIqj for all j and since µzn−j ∈ Iq(n−j), each term in the left-
hand sum is contained in Iqn. As usual, this allows us to find the desired cn, dn to complete
the proof. (Again, since each term of the summation has degree 0, we can ensure that
deg(cn) = 0.) 
Corollary 17. Let R be an integrally closed integral domain and I = (x1, . . . , xk+1) an
ideal with p ∈ √I . Suppose a, b1, . . . , bk, c, d are positive integers such that c > b1 and
t1, . . . , tk ∈ I with za ∈ (tb11 , . . . , tbkk , I c)d where 1/b1 + · · · + 1/bk + k/c  d/a. Then
z ∈ IR+.
Proof. Replace R by R[µ] where µp = p. Since p ∈ √I , there exists an integer m
such that µm ∈ I 2k . Let g = b1 · · ·bkm, ei = b1 · · ·bkcm/bi , for 1  i  k, and q =
e1 + · · · + ek + kg. Let A = R[µ, s1, . . . , sk, v1, . . . , vk+1] with seii = ti , and vgi = xi . Let
J = (v1, . . . , vk+1)A. Then
za ∈ (s1, . . . , sk, J )b1···bkcdmA
and so
zj ∈ (s1, . . . , sk, J )(e1+···+ek+kg)jA = (s1, . . . , sk, J )qjA
for every j . Now µm ∈ I 2k ⊆ J 2kg ⊆ J 2km and so µ ∈ J 2k. Thus for every j ,
µzj ∈ (s1, . . . , sk, J )qj+2kA. By Theorem 9, this implies that for every j , µzj ∈
(s1, . . . , sk, J )qjA′ for some integral extension A′ of A. Also, note that seii ∈ J g and so
s
j
i ∈ J gj/ei for all j .
Let J˜ be the ideal (s2, . . . , sk, J )A′ and let S be the integral closure of the extended
Rees ring, A′[J˜ t, u], where u = t−1. This is a graded ring in which the intersection of the
ideal (un) with the degree zero summand is equal to the integral closure of J˜ n in A′.
Note that we now have sj1 ∈ (ugj/e1)S, zj ∈ (s1, u)qj , µzj ∈ (s1, u)qj , and sj1 , zj ,µzj
all have degree zero. We may now apply Theorem 16 with e = e1 and f = q − e1 + g,
replacing m if necessary by a larger integer to ensure e1  g + 2. This gives z − se11 α =
uq−e1+gβ for some α, β in a g-integral extension of R with deg(α) = 0. The intersection
of the degree zero summand of S with (uq−e1+g)S is equal to
(s2, . . . , sk, J )e2+···+ek+(k+1)gA′ ⊆ (s2, . . . , sk, J )e2+···+ek+(k+1)g−2k+1R+,
by Theorem 9. This last ideal is contained in (se22 , . . . , s
ek
k , J
(k+1)g−k)R+. Now,
J (k+1)g−k = (v1, . . . , vk+1)(k+1)g−k ⊆
(
v
g
1 , . . . , v
g
k+1
)= I.
Hence (se22 , . . . , s
ek
k , J
(k+1)g−k)R+ ⊆ IR+, which completes the proof. 
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p ∈ √I . Let a, b, c, d be positive integers with c > b and 1/b + 1/c  d/a. Suppose
za ∈ (tb, I c)dR where t ∈ I . Then z ∈ IR+.
Proof. This is the k = 1 case of Corollary 17 and will be used to prove the converse of
Conjecture 2. 
We can now prove the reverse implication of Conjecture 2. Condition (3) represents the
best information that Corollary 18 gives when z3 ∈ R.
Corollary 19. Let R be a regular local ring and let x, y be part of a regular system of
parameters for R. Suppose p is a prime number and p ∈ I = (x, y)R. Let z3 ∈ R and
suppose that one of the following holds:
(1) z3 ∈ t3R for some t ∈ I ;
(2) z3 ∈ I 6;
(3) z3 ∈ (t, I 3)4, (t, I 2)5, or (t5, I 8) for some t ∈ I .
Then z ∈ IR+.
Proof. If z3 ∈ t3R, then z/t is integral over R. Hence z ∈ tR+ . If z3 ∈ I 6, then z ∈ I 2
and then Theorem 9 implies that z ∈ IR+. The remaining cases follow directly from
Corollary 18. 
4. Necessary conditions
The following lemma is [2, Lemma 3.2] and is a powerful tool for proving that elements
are not in the plus closure.
Lemma 20. Let R be an integrally closed Henselian domain with residue field K . Suppose
z ∈ R+ is in the integral closure of (x, y)R, a height two ideal. Let P be a height one
prime containing x and let S be the integral closure of R/P . Let f (T ) ∈ R[T ] be the
monic irreducible polynomial satisfied by z. Let f (T ) ∈ S[T ] be the image of f (T ) and
let g(T ) = y−nf (yT ) with n = deg(f (T )). Then g(T ) ∈ S[T ]. Further, if z ∈ (x, y)R+
and, modulo the maximal ideal, g(T ) ∈ K[T ], then g(T ) is a power of a single irreducible
factor.
Lemma 21. Let R be a local ring which is a unique factorization domain and p a prime
which is the characteristic of the residue field of R. Let S be the integral closure of R[z]
where zn ∈ R, n is prime, and either p | zn or p 	= n. Then if qn  zn for all nonunits q ∈ R,
it follows that S = R ⊕Rz ⊕L for some L.
Proof. Let K be the quotient field of R and let α ∈ S. Then α = a0 +a1z+· · ·+an−1zn−1
for some a0, . . . , an−1 ∈ K . We wish to show that a0, a1 ∈ R. Let q be any prime element
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for 0 	= r ∈ R. (Thus R(q) is the valuation ring.) Let v be an extension of v′ to the quotient
field of R[z].
First suppose that v′(zn) = k, where 1 k < n. Then v(z) = k/n. Now,
v(α) min
0jn−1
{
v
(
aj z
j
)}= min
0jn−1
{
jk/n+ v(aj )
}
and equality holds if there is a unique minimum. If jk/n − ik/n is an integer, then
n must divide (j − i)k which is impossible for n prime. Thus we see that a unique
minimum exists and so v(α) = min0jn−1{jk/n + v(aj )}. Since α is integral over
R[z], we know that αn = r1αn−1 + · · · + rn for some r1, . . . , rn ∈ R. Thus, nv(α) 
min1in{v(ri) + (n − i)v(α)}, so that nv(α)  v(ri) + (n − i)v(α), for some i . Thus,
v(α)  v(ri )/i . Hence v(α)  0. Since v(α) = min0jn−1{jk/n + v(aj )}, it follows
that v(aj )−jk/n for all j . Hence v(a0) 0 and v(a1)−k/n = 0.
Next suppose that v′(zn) = 0 and hence v(z) = 0. Since we know ∆ai ∈ R for all i
where ∆ denotes the discriminant of the polynomial T n − zn (noting that ∆ ∈ R), we
must have 0 v(∆ai) = v(∆)+ v(ai). The roots of T n − zn are σ1z, σ2z, . . . , σnz, where
σ1, . . . , σn are the roots of T n − 1. Then
∆ =
∏
i,j
(σiz− σj z)2 =
∏
i,j
[
z(σi − σj )
]2 = zn(n−1)∏
i,j
(σi − σj )2.
So if q divides ∆, we must have q | ∆1 where ∆1 denotes the discriminant of f (T ) =
T n − 1. This implies that f (T ) has a double root, say σi , over R/(q). This would imply
that σi is also a root of f ′(T ) = nT n−1 modulo q and thus that n = 0 in R/(q). But n is a
prime number either different from p, and hence a unit in R, or equal to p and dividing zn.
But if n | zn, then since q  zn, we cannot have n ∈ (q)R. Hence v(∆) = 0 and so v(ai) 0
for each i .
We have now shown that a0, a1 ∈ R(q) for all prime elements q ∈ R. Thus a0, a1 ∈ R,
as desired. 
Lemma 22. Let R be a local ring with maximal ideal I which is a unique factorization
domain. Suppose n,p are primes with p ∈ I . Let S be the integral closure of R[z] where
zn ∈ R and either p 	= n or p | zn. Then z ∈ IS ⇔ zn ∈ tnR for some element t ∈ IR.
Proof. The reverse implication is obvious since z/t ∈ S. For the forward implication, note
that R is a unique factorization domain and if zn /∈ tnR for any such t , then by Lemma 21,
S = R ⊕ Rz ⊕ L, for some L. It quickly follows that z /∈ (x, y)S. 
Proposition 23. Let R be a Henselian regular local ring of dimension 2 with maximal ideal
I = (x, y)R and suppose p > 3 is prime with p ∈ I . If z3 ∈ R and z ∈ IR+, then either
z3 ∈ I 4 or z3 ∈ t3R for some element t ∈ (x, y)R.
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derive a contradiction. As z3 ∈ I 3 by [2, Lemma 3.1], we may write
z3 = Ax3 + Bx2y + Cxy2 + Dy3,
where at least one of the coefficients is a unit. Using a linear change of variable if
necessary, we may assume D is a unit. If D is not a cube in R, we may replace R by
R[d], where d3 = D without affecting our hypotheses or assumptions. If z ∈ R[d] then
z ∈ IR+ ∩R[d] = IR[d] since the rings are regular local. But then z = t (r0 + r1d + r2d2)
which implies that z3 ∈ t3R[d]. Hence the irreducible polynomial satisfied by z is f (T ) =
T 3 − z3. Applying Lemma 20, we have g(T ) = T 3 − D and we can conclude that
T 3 − D = (T − d)(T 2 + dT + d2) is a power of a single irreducible polynomial. This
is clearly false for p 	= 3. 
Lemma 24. Let R be a Henselian regular local ring of dimension 2 with maximal ideal
I = (x, y)R which has a separably closed residue field and suppose p > 3 is a prime with
p ∈ I . If z3 − vx2y2 ∈ I 5 where v is a unit, then z /∈ IR+.
Proof. We assume that z ∈ IR+, say with z = αx + βy , and obtain a contradiction. First,
we claim that either z3 ∈ xR or z3 ∈ yR. Let S0 = R[u, s] where u3 = x and s3 = y . Then
z3 − vs6u6 ∈ (u3, s3)5S0, so z3 ∈ (s2, u2)6S0. In fact, letting n = p2, we have
zn−1 − F (s2)n−1(u2)n−1 ∈ (s2n,u2n)S0,
where F = v(n−1)/3 is a unit. Thus we may apply Proposition 13, with c = d = e = 1
and f = 6. We then obtain elements a, b ∈ R+ such that z = s2a + u2b and b satisfies
f (T ) = T n + a1T n−1 + · · · + an over S1, an integral extension of S0. In addition, modulo
the integral closure of a fractional power of u, ai ≡ 0 for i < n − 1, an−1 ≡ −Fs2(n−1),
and an ≡ r , for some r ∈ S0. Since z is also equal to αs3 + βu3 it is easily seen that this
implies that b ∈ (s2, u)R+. We will apply Lemma 20 to the element b with u in place of x
and s2 in place of y .
Let S denote the integral closure of S1[z]. Suppose that f (T ) is irreducible over S. Let
P be a height one prime of S containing u. Working modulo P , we have
f (T ) = T n − Fs2(n−1)T + r.
By Lemma 20, the element α = r/s2n is integral over S/P . Hence, α is in the integral
closure of S0/uS0. Now S0/uS0 is isomorphic to a degree three extension of R/xR. Since
no inseparability is possible in a degree three extension, the integral closure of S0/uS0 has
the same residue field as R since that residue field is separably closed. As in Lemma 20,
we let g(T ) = s−2nf (s2T ). Then modulo the maximal ideal of S,
g(T ) = T n − FT + α.
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roots and therefore must split over R/I . This contradicts Lemma 20, so our assumption
that f is irreducible over S must be false. However, the minimal polynomial for b over
S must divide f and using it, we may obtain the same contradiction unless the minimal
polynomial is linear. So we have reduced to the case where b ∈ S.
Now we have z ∈ (s, u)S1[z]. Then by Lemma 22, z3 is a multiple of a cube of an
element in the maximal ideal in S1. Since this was not true in R, this implies that z3 ∈ qR
for some height one prime q which ramifies under the extension to S1. By Proposition 13
the only possibilities are z3 ∈ xR or z3 ∈ yR and the first claim in proved. Without loss of
generality, we may assume then that z3 ∈ yR.
In a similar manner we now show that either z3 − vx2y2 ∈ xyI 3 or z3 − vx2y2 ∈
y2I 3. Let z˜ = z/s. Then sz˜ ∈ (u3, s3)R+ which implies that z˜ ∈ (u3, s2)R+. Also,
z˜3 − vu6s3 ∈ (s3, u3)4S1 which implies that z˜3 ∈ (u2, s3)4. Letting n = p2, note also that
z˜n−1 −F(u2)n−1sn−1 ∈ ((u2)n, sn) where F = v(n−1)/3 is a unit. Thus we may now apply
Proposition 13 with u2 in place of x , s in place of y , c = 3, d = e = 1, and f = 4. We
obtain z˜ = u2a + sb where a, b ∈ R+ and a satisfies f (T ) = T n + a1T n−1 + · · · + an
over S1, an integral extension of S0. Modulo the integral closure of a fractional power
of u, ai ≡ 0 for i < n− 1 and an−1 ≡ −Fsn−1. Since z˜ ∈ (u3, s2)R+, it is easily seen that
a ∈ (u, s)R+. Applying Lemma 20 to the element a gives a contradiction just as above,
unless a ∈ S1[z]. But this gives z˜ ∈ (s, u)S1[z˜]. Then by Lemma 22, z˜3 is a multiple of a
cube of an element in the maximal ideal in S1. Since this was not true in R, as before this
implies that z˜3 ∈ xR or z˜3 ∈ yR, as desired.
If z3 −vx2y2 ∈ y2I 3 let z˜ = z/s2. Then z˜3 −vx2 ∈ (x, s3)3. Since s2z˜ = z ∈ (s3, x)R+,
we obtain z˜ ∈ (x, s)R+. But then we must have x2 ∈ (x, s)3R+, which clearly is not true.
If z3 − vx2y2 ∈ xyI 3, let z˜ = z/su. Then z˜3 − vs3u3 ∈ (s3, u3)3. Since suz˜ = z ∈
(s3, u3)R+, we must have z˜ ∈ (s2, u2)R+. But this implies s3u3 ∈ (s2, u2)3R+, also a con-
tradiction. 
Lemma 25. Let R be a Henselian regular local ring of dimension 2 with maximal ideal
I = (x, y)R which has a separably closed residue field and suppose p > 3 is a prime with
p ∈ I . If z ∈ IR+, with z3 − vy2x(y + rx) ∈ yI 4 where v is a unit of R and r ∈ R, then
z3 ∈ y3R or z3 ∈ xR.
Proof. The proof is similar to that of Lemma 24. 
Proposition 26. Let R be a Henselian regular local ring of dimension 2 with maximal ideal
I = (x, y)R which has a separably closed residue field and suppose p > 3 is a prime with
p ∈ I . Suppose z3 ∈ R, z ∈ IR+, and z3 /∈ t3R for any element t ∈ I . Then z3 ∈ t4R + I 5
for some element t ∈ I .
Proof. By Proposition 23, z3 ∈ I 4. Suppose that
z3 = Ay4 + By3x + Cy2x2 + Dyx3 + Ex4.
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where A ∈ I and B is a unit. Later we shall show that the special case leads to a con-
tradiction.
Reducing the coefficients modulo I , we consider the polynomial
h(T ) = AT 4 + BT 3 + CT 2 + DT + E.
First suppose A = B = C = D = 0. Then the result holds with t = x . So we may assume
h(T ) is not constant and hence that h(T ) is a separable polynomial and so splits over the
residue field. We consider five possible cases.
Case 1. Suppose h(T ) has a quadruple root. Say h(T ) = A(T + r)4. Then z3 ∈ t4R+ I 5
with t = y + rx .
Case 2. Suppose h(T ) is a polynomial of degree 3. Then we must have A ∈ I and B /∈ I
which is the special case.
Case 3. Suppose h(T ) is a degree two polynomial and there is a double root. In this case,
A,B ∈ I and C /∈ I , with h(T ) = C(T +r)2 for some element r . Then z3−Cx2(y+rx)2 ∈
I 5. Since (x, y + rx) = I , by Lemma 24 this is a contradiction.
Case 4. Suppose h(T ) is a degree four polynomial and has two double roots. Then it
is easily seen that A /∈ I and z3 − A(y + r1x)2(y + r2x)2 ∈ I 5R, with r1 − r2 /∈ I . Then
I = (y + r1x, y + r2x) and so Lemma 24 gives a contradiction.
Case 5. Suppose h(T ) has a non-multiple root. This is the only remaining possibility.
Call this root r . Let y ′ = x and x ′ = y − rx . Then we get z3 = A′(y ′)4 + B ′(y ′)3(x ′) +
· · ·+E′(x ′)4. Because r is a root of h(T ), z3 ∈ x ′R + I 5. Because r is not a multiple root,
z3 /∈ (x ′)2R + I 5. This tells us that A′ ∈ I and B ′ must be a unit which is the special case.
Now we have reduced to the special case where A ∈ I , B /∈ I . Let S0 = R[u] where
u3 = x . Note that S0 is a regular local ring with maximal ideal (u, y)S0. Suppose first that
z3 ∈ xR. Then z∗ = z/u is integral over S0. As z ∈ IR+, we have uz∗ ∈ (y,u3)R+ and so
z∗ ∈ (y,u2)R+. Since z3 ∈ x2R would contradict the assumption that B is a unit we may
apply Proposition 23 to get (z∗)3 ∈ (y,u)4S0 ⊂ (y4, u)S0. However, this is false as (z∗)3
is congruent to By3 modulo this last ideal and B is a unit. Thus, z3 /∈ xR.
Now we have
z3 = Ay4 + By3u3 +Cy2u6 + Dyu9 + Eu12.
By changing variables if necessary, we may assume that z3 /∈ yR and still obtain this same
equation with A ∈ I and B /∈ I . Let n = p2. Then
zn−1 = Fyn−1un−1 +Hun + Gyn,
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compute the coefficient of yn−1un−1. This is a sum of terms, one of which is B(n−1)/3 and
the remaining terms are divisible by A. Since A ∈ I , we see that F is congruent to B(n−1)/3
modulo I . Thus we may assume F is a unit. Now we apply Proposition 13 with u in place
of x , c = 3, d = 1, and f = 4 to find integral elements v,w such that z = yv + uw where
w is a root of f (T ) = T n + a1T n−1 + · · · + an = 0 over S1, an integral extension of S0.
As yv + uw ∈ (x, y)R+, it quickly follows that uw ∈ (x, y)R+ = (u3, y)R+. From there,
we see that w ∈ (u2, y)R+. We will apply Lemma 20 with u in place of x .
First, let S denote the integral closure of S1[z]. Suppose that f (T ) is irreducible
over S. Let P be a height one prime of S containing u. Working modulo P , from the
information about the coefficients ai given in Proposition 13, we observe that f (T ) =
T n − Fyn−1T + r , where r ∈ S0. By Lemma 20, the element α = r/yn is integral over
S/P . Hence α is in the integral closure of S0/uS0. Now S0/uS0 is isomorphic to R/xR.
Hence, the integral closure of S0/uS0 has the same residue field as R since that residue field
is separably closed. As in Lemma 20, we let g(T ) = y−nf (yT ). Then modulo the maximal
ideal of S, we have g(T ) = T n − FT + α. Hence g(T ) ⊆ R/I [T ] and the derivative
is a nonzero constant. Thus, g has n distinct roots and therefore must split over R/I .
This contradicts Lemma 20, so our assumption that f is irreducible over S must be false.
However, the minimal polynomial for w over S must divide f and using it, we may obtain
the same contradiction unless the minimal polynomial is linear. So we have reduced to the
case where w ∈ S.
Since z = yv + uw and S is integrally closed, we obtain z ∈ (y,u)S, so by Lemma 22,
z3 is a multiple of a cube of some element in the maximal ideal of S. Since this was not the
case in R, we must have z3 ∈ xR or z3 ∈ yR since these are the only primes containing z3
which ramify. This contradiction completes the proof. 
Proposition 28 provides a necessary condition which will be useful in proving
Theorem 31 and Proposition 32 below. First, we need a simple lemma.
Lemma 27. Let R be an integrally closed integral domain. Let M > 6 be an integer and
let x, y, t ∈ R with t3 = y + xM and p ∈ √(x, y)R. Then t ∈ (x, y1/3−1/M)R+.
Proof. Let S = R[s] where s3M = yM−3. Then
t3(M−3) = (y + xM)M−3 ∈ (yM−3, xM(M−3))R ∈ (s3M,xM(M−3))S.
Since
1
3M
+ 1
M(M − 3) =
1
3(M − 3) ,
an application of Corollary 18 gives t ∈ (x, s)S+ = (x, y1/3−1/M)R+. 
Proposition 28. Let R be a Henselian regular local ring of dimension two with separably
closed residue field and maximal ideal I = (x, y)R. Let p ∈ I . Suppose z3 ∈ R, z3 /∈ xR,
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there exists (a, b) ∈ S with 0  a  3, 4 − a < b < 3(4 − a), and b/(4 − a) j/(4 − i)
whenever i  3, (i, j) ∈ S. If there exist k1  p2 − 1, k2 < p2 − 1 with bk1 + (4 − a)k2 =
4b((p2 − 1)/3) such that zp2−1 − Fyk1xk2 ∈ (yk1+1, xk2+1) for some unit F of R, then
z /∈ (x, y)R+ unless z3 ∈ yR. Furthermore, if k1 < p2 − 1 then for some M  p2 − 1,
z /∈ (x, y1−1/M)R+.
Proof. Let n = p2. Let u1 be an (n − 1)st root of y , u2 an (n − 1)st root of x , and let
S0 = R[u1, u2]. Note that S0 is a Henselian regular local ring with a separably closed
residue field and maximal ideal (u1, u2)S0. Let ti = ukii . Then yk1 = tn−11 , xk2 = tn−12 and
it follows that
zn−1 −F tn−11 tn−12 ∈
(
tn1 , t
n
2
)
S0.
Let
A = n− 1
k1
and B = n− 1
k2
· b
4 − a .
Then 1/A + 1/B = 4/3 and p ∈ (tA1 , tBe2 ) with e = (4 − a)/b > 1/3. We may now
apply Proposition 13 provided z3 ∈ (tA1 , tB2 )4. Since tA1 = y , clearly yixj ∈ (tA1 , tB2 )4
if i  4. If i < 4 then j/(4 − i)  b/(4 − a) or equivalently, ej  (4 − i). Hence,
yixj = tAi1 tBej2 ∈ (tA1 , tB2 )4.
We next use Proposition 13 to get z = t1v + t2w and a degree n polynomial f (T )
satisfied by w. The polynomial f (T ) is in S1[T ] for some integral extension S1 of S0.
Assume to the contrary that z ∈ (x, y1−1/M)R+ for every M  n− 1. Let y˜ = y1−1/(n−1).
Then there exist α,β ∈ R+ with z = y˜α + xβ . Hence t2(w − xt−12 β) = t1(y˜t−11 α − v).
Since t1 = yk1/(n−1) divides y˜ = y(n−2/(n−1) as long as k1 < n − 1 and t2 divides x
and no height one prime contains both t1 and t2, it follows that (w − xt−12 β)/t1 ∈ R+.
Thus w ∈ (t1, xt−12 )R+ ⊂ (t1, u2)R+. Similarly, if z ∈ IR+, then z = yα + xβ and since
t1 = yk1/(n−1) divides y whenever k1  n − 1 we may again obtain w ∈ (t1, xt−12 )R+ ⊂
(t1, u2)R+.
Finally we apply Lemma 20 to the element w with t1 in place of y and u2 in place of x .
First, let S denote the integral closure of S1[z] and suppose f (T ) = T n+a1T n−1 +· · ·+an
is irreducible over S. Let P be a height one prime of S containing u2. From the technical
information about f (T ) given in Proposition 13, modulo P we have ai ≡ 0 for i < n− 1,
an−1 ≡ −F tn−11 , and an ≡ r for some r ∈ S0. Working modulo P we have f (T ) =
T n − F tn−11 T + r . By Lemma 20, the element α = r/tn1 is integral over S/P . Hence α is
in the integral closure of S0/u2S0. Now S0/u2S0 is isomorphic to (R/xR)[u1], a discrete
valuation ring with the same residue field as R/xR. Thus, the integral closure of S0/u2S0
has the same residue field as R. As in Lemma 20, we let g(T ) = t−n1 f (t1T ). Then modulo
the maximal ideal of S,
g(T ) = T n − FT + α.
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roots and therefore must split over R/I . This contradicts Lemma 20, so our assumption
that f is irreducible over S must be false. However, the minimal polynomial for w over
S must divide f and using it, we may obtain the same contradiction unless the minimal
polynomial is linear. So we have reduced to the case where w ∈ S.
Now we have z ∈ (t1, t2)S ⊂ (u1, u2)S. By Lemma 22, z3 must be a multiple of the
cube of an element in (u1, u2)S1. Since this property did not hold in R and since xR and
yR are the only ramified primes in the extension which contain z3, we must have z3 ∈ xR
or z3 ∈ yR. By assumption, z3 /∈ xR. We consider two cases.
Case 1. Suppose that z3 = yr, for some r ∈ R, r /∈ yR and that k1 < n − 1. Recall
that we are assuming to the contrary that z3 ∈ (x, y1−1/M)R+ for all M  n − 1. Choose
M = 2(n − 1). Let z˜3 = z3 + rxM . Since z˜3 /∈ yR, we will show that the above argument
can be applied to z˜ to obtain a contradiction. It is easily seen that all of the assumptions
on z in the statement of the proposition also hold for z˜ with the same a, b, k1, and k2. It
remains only to show that z˜ ∈ (x, y1−1/(n−1))R+ to be able to obtain the contradiction.
Now, z˜ = r1/3t , where t = (y+xM)1/3. From Lemma 27 we have t ∈ (x, y1/3−1/M)R+.
From the fact that z ∈ (x, y1−1/M)R+, it is easily seen that r1/3 ∈ (x, y2/3−1/M)R+. Thus,
z˜ ∈ (x, y1−2/M)R+ = (x, y1−1/(n−1))R+.
Case 2. Suppose that z3 = y2r, for some r ∈ R, r /∈ yR and that k1 < n − 1. Now
choose M = 3(n − 1). Let z˜3 = z3 + rxM . The argument is now similar to that of
Case 1. We have z˜ = r1/3t , where t = (y2 + xM)1/3. From Lemma 27 we see that t ∈
(x, y2/3−2/M)R+. As z ∈ (x, y1−1/M)R+, it is easily seen that r1/3 ∈ (x, y1/3−1/M)R+.
Thus, z˜ ∈ (x, y1−3/M)R+ = (x, y1−1/(n−1))R+ and so the above argument can be applied
to z˜ to obtain a contradiction. 
Notice that the value (p2 − 1)/bp in the statements of the next two lemmas has the
simpler representation (p− 1)/b. However, the former expression will prove to be more
useful when applying these results.
Lemma 29. Let p, a, b be integers such that 0 a  3 and 4 − a < b < 3(4 − a). Use the
division algorithm to write p = 3(4 − a)q + r ,with 0 r < 3(4 − a). If q + r  3(4 − a),
then
p2 − 1
3(4 − a)p 
⌊
p2 − 1
bp
⌋
.
Proof. First, notice that
p2 − 1 = q + rp − 1 < q + 1.
3(4 − a)p 3(4 − a)p
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⌊
p2 − 1
bp
⌋

⌊
p2 − 1
(3(4 − a)− 1)p
⌋
=
⌊
q + (q + r)p − 1
(3(4 − a)− 1)p
⌋
.
So the result holds if q + r  3(4 − a). 
Lemma 30. Let a, b be integers such that 0  a  3 and 4 − a < b < 3(4 − a).
Let p be a prime number with p > 43. Then with either k = p(p2 − 1)/(bp) or
k = (p2 − 1)/(3(4 − a)), the following must hold:
(1)
(
(p2 − 1)/3
k
)
is not divisible by p,
(2) k <
p2 − 1
b
, and
(3) k  p
2 − 1
3(4 − a) .
In fact, we can choose such a k with k > (p2 − 1)/(3(4 − a)) if 1 a  3.
Proof. For convenience, let k1 = p(p2 − 1)/(bp) and k2 = (p2 − 1)/(3(4 − a)).
Notice that (1) holds for k1 by Lemma 14. It is obvious that condition (2) holds for k1 and
that (3) holds for k2. To see that (2) always holds for k2, note that unless a = 1, 3(4 − a)
divides p2 − 1 and certainly
p2 − 1
3(4 − a) <
p2 − 1
b
.
If a = 1, then since b  8 it suffices to show that
p2 − 1
9
+ 1 < p
2 − 1
8
,
or equivalently, that 8(p2 − 1)+ 72 < 9(p2 − 1). Since p > 43 this is certainly true.
Use the division algorithm to write p = 3(4 − a)q + r with 0  r < 3(4 − a). By
Lemma 29, condition (3) holds for k1 as long as q + r  3(4 − a). Hence for a = 3 the
result is certainly true. If a = 2, then p = 6q + r and (3) holds as long as q + r  6. Since
q  7, there is no problem. If a = 0 or a = 1, we claim that (1) holds for k2 if r = 1,2, or
5 and that (3) holds for k1 otherwise. The verification of this claim is enough to complete
the proof of the first statement. This can be checked by applying Lemmas 14 and 29. We
leave the details to the reader.
To prove the final statement, note that if k = p(p2 − 1)/(bp), then k > (p2 − 1)/
(3(4 − a)) since (p2 − 1)/(3(4 − a)) is not evenly divisible by p. Hence we need only
consider the case when k = (p2 −1)/(3(4−a)) and 3(4−a) | p2 −1 = (p−1)(p+1).
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in which we are forced to choose k = (p2 − 1)/(3(4 − a)) turn out to be when a = 1,
r ∈ {1,2}, and q + r < 9. Since 9 must divide r − 1 or r + 1, we may assume p = 9q + 1
and q  7. There are no such primes greater than 43. 
Theorem 31. Let R be a Henselian regular local ring of dimension two with separably
closed residue field and maximal ideal I = (x, y)R. Let p be a prime integer with p ∈ I ,
p > 43. Suppose z is integral over R with
z3 = f (x, y)= y4A +
∑
(i,j)∈S
ui,j y
ixj ∈ R, z3 /∈ y3R,
where A and each ui,j are units and the set S satisfies the following:
(1) if (4, j) ∈ S, then j  1 and
(2) there is an (a, b) ∈ S with 0 a  3 and 4 − a < b < 3(4 − a) such that b/(4 − a) <
j/(4 − i) whenever i < 4, (i, j) ∈ S, (i, j) 	= (a, b).
Then z /∈ IR+.
Proof. We may obtain a valuation v on the quotient field of R with v(y) = b, v(x) = 4−a,
and with the valuation of any polynomial in x and y equal to the infimum over all
monomials. Then v(y4A) = 4b = v(uyaxb). We claim that v(z3) = 4b and that only
the terms y4A and uyaxb have the minimum value. If i  4, then v(ui,j yixj ) = ib +
j (4 − a) 4b. In fact, by assumption (1), this value is strictly greater than 4b unless the
term is y4A. If i < 4 then b/(4 − a) < j/(4 − i) implies that b(4 − i) < j (4 − a) or
4b < ib + j (4 − a) = v(ui,j yixj ), thus proving the claim.
Let n = p2. Let k = p(n− 1)/(bp) or k = (n− 1)/(3(4 − a)) depending on which
choice satisfies conditions (1)–(3) of Lemma 30. Let k1 = 4((n − 1)/3) − (4 − a)k and
k2 = bk. Observe that bk1 + (4 − a)k2 = 4b((n − 1)/3). By condition (2) of Lemma 30,
k2 < n − 1 and by (3), k1  n− 1.
Certainly, we have zn−1 = [f (x, y)](n−1)/3. We first claim that if ycxd occurs with unit
coefficient in this expression, then either c  k1 + 1 or c + d  k1 + k2. If this is not the
case, then since b  4 − a, we have
v
(
ycxd
)= cb + d(4 − a) k1b + (k2 − 1)(4 − a) 4b(n− 13
)
− (4 − a).
But we must also have
v
(
ycxd
)
 v
(
zn−1
)= (n − 1
3
)
4b,
a contradiction. Thus, zn−1 ⊂ yk1+1R + Ik1+k2 .
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a unit. In the expansion of [f (x, y)](n−1)/3 we do in fact have the term
(
(n − 1)/3
k
)(
y4A
)(n−1)/3−k(
uyaxb
)k = ((n − 1)/3
k
)
A(n−1)/3−kukyk1xk2 .
Since
(
(n−1)/3
k
)
is a unit by Lemma 30, we may take
v =
(
(n− 1)/3
k
)
A(n−1)/3−kuk.
Note that the term vyk1xk2 cannot be cancelled out by terms involving the remaining
summands of f (x, y) since vyk1xk2 has the minimum possible value and all terms with
minimal value must come from the binomial expansion of (Ay4 + uyaxb)(n−1)/3. We now
have
zn−1 − vyk1xk2 ∈ (yk1+1, xk2+1)R
and an application of Theorem 28 completes the proof unless k1 = n − 1 and z3 ∈ yR.
In this case, a  1 and k = (n − 1)/(3(4 − a)), which Lemma 30 assures us can be
avoided. 
Finally, we would like to point out what remains to be done to complete the proof
of Conjecture 2 if R is a two-dimensional Henselian regular local ring with a separably
closed residue field and I = (x, y) is the maximal ideal. We conjecture that if z ∈ IR+,
but z3 /∈ I 5, then either z3 ∈ t3R or z3 ∈ (t, I 3)4R for some t ∈ I . This is a weaker
version of Conjecture 2 and seems to be a key preliminary step to proving that result.
By Proposition 26, we may assume that z3 = y4A +∑(i,j)∈S ui,j yixj with A a unit and
j > 4 − i for all (i, j) ∈ S. If i  3 for all (i, j) ∈ S, then z3 ∈ y3R. If j  3(4 − i) for
every (i, j) ∈ S then z3 ∈ (y, x3)4R. So to prove this weaker conjecture it remains to prove
that z /∈ IR+ whenever condition (2) of Theorem 31 fails because there is an (a, b) ∈ S
with 0 a  3 and 4 − a < b < 3(4 − a) such that b/(4 − a) j/(4 − i) whenever i < 4,
(i, j) ∈ S, and equality holds for at least one (i, j) 	= (a, b). This can only happen in the
following three situations:
(1) Both (2,3) and (0,6) are in S and 3/2 j/(4 − i), for i < 4.
(2) Both (2,5) and (0,10) are in S and 5/2 j/(4 − i), for i < 4.
(3) Any two of (3,2), (2,4), (1,6), (0,8) are in S and 2 j/(4 − i), for i < 4.
Our next proposition is a significant step towards resolving these three situations and
a good illustration of the tools that we have available. Theorem 35 will then fully resolve
the first case for p ≡ 1 (mod 3).
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closed residue field and maximal ideal I = (x, y)R. Let p be a prime integer with p ∈ I .
Suppose z is integral over R with
z3 = y4A + y2xbB + x2bC +
∑
(i,j)∈S
ui,j y
ixj ∈ R,
where A, B , C are units of R, 3 b  5, and b/2 < j/(4 − i) for every (i, j) ∈ S, i < 4.
Let
fk(T ) =
k/2∑
i=k−N
(
N
i, k − 2i,N − k + i
)
T i,
where N = (p2 − 1)/3. If AC/B2 is not a root of fk(T ) modulo the maximal ideal of R
for some ((2b − 3)/b)N < k  (3/2)N , then z /∈ IR+.
Proof. We may obtain a valuation v on the quotient field of R with v(y) = b, v(x) = 2, and
with the valuation of any polynomial in x and y equal to the infimum over all monomials.
Then
v
(
y4A
)= v(y2xbB)= v(x2bC)= 4b.
We claim that v(z3) = 4b and that only the terms y4A, y2xbB , and x2bC have the
minimum value. If i < 4 then b/2 < j/(4− i) implies that b(4− i) < 2j or 4b < bi+2j =
v(yixj ), thus proving the claim.
Choose (
2b − 3
b
)
N < k  3
2
N.
Let k1 = 2k and k2 = 2bN − bk. Then bk1 + 2k2 = 4bN and it is easy to check that
0 k1  p2 − 1 and 0 k2 < p2 − 1. Certainly,
zp
2−1 =
[
y4A+ y2xbB + x2bC +
∑
(i,j)∈S
ui,j y
ixj
]N
.
We first claim that if ycxd occurs with unit coefficient in this expression, then either
c k1 + 1 or c + d  k1 + k2. If this is not the case, then
v
(
ycxd
)= bc + 2d  (b − 2)k1 + 2(k1 + k2 − 1) = bk1 + 2k2 − 2 = 4bN − 2.
But we must also have v(ycxd) v(zp2−1) = 4bN , a contradiction. Thus,
zp
2−1 − Fyk1xk2 ⊆ (yk1+1, xk2+1),
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By Proposition 28, we now only need to show that F is a unit if fk(AC/B2) is not
congruent to zero modulo the maximal ideal of R. Since v(yk1xk2) = bk1 + 2k2 = 4bN is
the minimum possible value for a term in the expansion of zp2−1, the only possible terms
contributing to F are those of the form(
N
i, k − 2i,N − k + i
)
AiBk−2iCN−k+i yk1xk2 .
Thus we may take F to be
BkCN−kfk
(
AC
B2
)
which completes the proof. 
Notice that for p ≡ 1 (mod 3) we may write p = 6q + 1. It can be shown (by reducing
modulo the maximal ideal and by dividing through by the smallest power of T ) that the
polynomials of Proposition 32 may then be replaced with the polynomials
fl(T ) =
2q−l/2∑
i=0
(
2q
i, i + l − 2q,4q − l − 2i
)
T i,
for 2q + 1 l  3q when b = 3. These polynomials will be used in what follows.
Lemma 33. Let M be a maximal ideal of R and let f and g be polynomials over R with
f =∑n0 ciT i and g =∑n0(1/(i + k))ciT i for some integer k  1. If α is a unit of R and
is a root of both f and g modulo M , then α is a double root modulo M of g.
Proof. Since
kg = f −
n∑
0
i
i + k ciT
i = f − Tg′,
it follows that α is a root of g′ and hence a double root of g modulo M . 
Lemma 34. Let l, q be positive integers with l  4q . Let
ci,l =
(
2q
i, i + l − 2q,4q − l − 2i
)
for 0 i  2q − l/2 and ci,l = 0, otherwise. Then
ci,l+1 = −2ci,l + (l + 2) ci,l
i + l − 2q + 1 for all i  0.
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ci,l+1 =
(
4q − l − 2i
i + l − 2q + 1
)
ci,l =
(
−2 + l + 2
i + l − 2q + 1
)
ci,l .
If
2q −
⌈
l
2
⌉
= 2q −
⌈
l + 1
2
⌉
we are done. It remains only to show the equality when l is even, say l = 2y and i = 2q−y .
In this case,
−2ci,l + (2y + 2) ci,l
y + 1 =
(
−2 + 2y + 2
y + 1
)
ci,l = 0. 
Theorem 35. Let R be a Henselian regular local ring of dimension two with separably
closed residue field and maximal ideal I = (x, y)R. Let p be a prime integer with p ∈ I
and p ≡ 1 (mod 3). Suppose z is integral over R with
z3 = y4A + y2x3B + x6C +
∑
(i,j)∈S
ui,j y
ixj ∈ R,
where A, B , C are units of R and 3/2 < j/(4− i) for every (i, j) ∈ S, i < 4. Then z /∈ IR+.
Proof. Write p = 6q + 1. From Proposition 32 and the remarks following, it suffices
to prove that for 2q + 1  l  3q the polynomials fl(T ) =∑2q−l/20 ci,lT i , where ci,l
is as in Lemma 34, have no common root. Suppose to the contrary that α is a root of
f2q+1, f2q+2, . . . , f3q modulo M . For k  1 let
f kl (T ) =
q−l/2∑
i=0
dki,lT
i ,
with
dki,l =
ci,l
(i + l − 2q + 1)(i + l − 2q + 2) · · · (i + l − 2q + k) .
Then, applying Lemma 34, we have
fl+1(T ) =
q−(l+1)/2∑
i=0
ci,l+1T i = −2
q−l/2∑
i=0
ci,lT
i + (l + 2)
q−l/2∑
i=0
ci,l
(i + l − 2q + 1)T
i
= −2fl(T )+ (l + 2)f 1l (T ).
L.D. Hayes / Journal of Algebra 274 (2004) 164–191 191From this we see that α is a root of f 1l (T ) modulo M for each 2q + 1  l  3q − 1.
Similarly, one can check that
f kl+1(T ) = −2f kl (T )+ (2k + l + 2)f k+1l (T ).
Notice that for 0 k  q − 2 the element 2k + l + 2 5q − 2 < p and so it is a unit of R.
Hence α is a root of f k+1l modulo M for 0 k  q − 2 and for 2q + 1 l  3q − k − 1.
We claim that α is a root of multiplicity k + 1 of f kl modulo M . First, note that since
the ith term of f 1l is 1/(i + l − 2q + 1) times the ith term of fl , Lemma 33 shows that α
is a root of multiplicity at least two of f 1l modulo M for 2q + 1 l  3q − 1. In addition,
since each term of the nth derivative of f k+1l is simply 1/(i + l − 2q + k + 1) times the
corresponding term of the nth derivative of f kl , by Lemma 33 it follows that if α is a root of
multiplicity k+1 modulo M of f kl then it is a root of multiplicity k+2 modulo M of f k+1l .
We have shown that f q−12q+1 has a root of multiplicity q modulo M . However, the degree
of this polynomial is the same as that of f1 which is q − 1/2 = q − 1. This is a con-
tradiction. 
Unfortunately, the technique used to prove Theorem 35 does not work when the b of
Proposition 32 is equal to 4 or 5. In those cases, although a similar proof would show that a
certain polynomial would have a multiple root, unfortunately the degree of the polynomial
is much greater than the multiplicity of the root. A new approach is needed to attack these
remaining cases.
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