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Abstract
In this paper we study one-dimensional Jacobi operators on the lattice with a potential given by the
skew shift. We show that the large deviation theorem takes place for Diophantine frequency and
sufficiently large disorder. Combining the large deviation theorem with the avalanche principle,
we prove the log-Ho¨lder continuity of the Lyapunov exponent.
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1. Introduction
We consider the quasi-periodic Jacobi operators with skew-shift on ℓ2(Z) defined by
(Hω,(x,y)φ)(n) = −a(y + (n+ 1)ω)φ(n+ 1)− a(y + nω)φ(n− 1) + λv(T
n
ω (x, y))φ(n)
where Tω : T2 → T2, Tω(x, y) = (x+ y, y + ω), a : T → R, v : T2 → R are real analytic function,
and 1 ≤ |a(y)| ≤ 2, ω ∈ (0, 1) is the frequency and satisfies Diophantine condition. Specifically,
we have
ω ∈ Ωε := {ω : ‖nω‖ >
ε
n(log n)2
for any n ∈ Z+} (1.1)
with ε≪ 1. It is clear that mes[T \ Ωε] < Cε with an absolute constant C.
The Jacobi operator in fact is a second order, symmetric difference expression
H : ℓ(Z2) 7→ ℓ(Z2)
φ(n) 7→ −a(y + (n+ 1)ω)φ(n+ 1)− a(y + nω)φ(n− 1) + λv(T nω (x, y))φ(n)
It is associated with the tridiagonal matrix (vn = v(T
n
ω (x, y)), an = a(y + nω))
. . .
. . .
. . .
−an λvn −an+1
−an+1 λvn+1 −an+2
−an+2 λvn+2 −an+3
. . .
. . .
. . .

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Here we introduce two difference expressions
(∂ψ)(n) = ψ(n + 1)− ψ(n), (∂∗ψ)(n) = ψ(n− 1)− ψ(n),
using this we can rewrite H in the following way
(Hψ)(n) = (∂a∂∗ψ)(n) + (λv(T nω (x, y))− an − an+1)ψ(n). (1.2)
By means of the summation by parts formula (also known as Abel transform)
n∑
j=m
ψ(j)(∂ϕ)(j) = ψ(n)ϕ(n+ 1)− ψ(m− 1)ϕ(m) +
n∑
j=m
(∂∗ψ)(j)ϕ(j), (1.3)
we have the Green’s formula for discrete case
n∑
j=m
(
ϕ(Hψ)− (Hϕ)ψ
)
(j) = Wn(ϕ, ψ)−Wm−1(ϕ, ψ), (1.4)
where Wn is the modified Wronskian
Wn(ϕ, ψ) = an+1(ψ(n)ϕ(n+ 1)− ϕ(n)ψ(n + 1)).
Now we considering the Jacobi difference equation
Hφ = Eφ. (1.5)
If ϕ and ψ are both solution of (1.5), the left side of equation (1.4) is zero, which means the
Wronskian is constant (i.e., does not depend on n). We always omit the index n for this case.
Moreover, it is nonzero if and only if ϕ and ψ are linearly independent. Since the space of solution
is two dimensional, we can pick two linearly independent solution ϕ, ψ and write any solution φ
of (1.5) as a linear combination of these two solutions
φ(n) =
W (φ, ψ)
W (ϕ, ψ)
ϕ(n)−
W (φ, ϕ)
W (ϕ, ψ)
ψ(n). (1.6)
For further studying, it is convenient to introduce the following fundamental solutions ϕ, ψ
∈ ℓ2(Z)
Hϕ(E, ·, n0) = Eϕ(E, ·, n0), Hψ(E, ., n0) = Eψ(E, ·, n0),
fulling the initial conditions
ϕ(E, n0, n0) = 1, ϕ(E, n0 + 1, n0) = 0,
ψ(E, n0, n0) = 0, ψ(E, n0 + 1, n0) = 1.
Since the Wronskian of ϕ(E, ·, n0) and ψ(E, ·, n0) does not depend on n we can evaluate it at n0
W (ϕ(E, ·, n0), ψ(E, ·, n0)) = −an0+1
and consequently equation (1.6) is simplified to
φ(n) = φ(n0)ϕ(E, n, n0) + φ(n0 + 1)ψ(E, n, n0). (1.7)
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Eigenvalue equation
−an+1φ(n+ 1)− anφ(n− 1) + λv(T
n
ω (x, y))φ(n) = Eφ(n)
can be rewritten as( φ(n+ 1)
φ(n)
)
=
1
an+1
( λv(T nω (x, y))− E −an
an+1 0
)( φ(n)
φ(n− 1)
)
= An(x, y;λ,E)
( φ(n)
φ(n− 1)
)
,
or(
φ(n)
φ(n− 1)
)
=
an+1
an
(
0 an
−an+1 λv(T
n
ω (x, y))− E
)(
φ(n+ 1)
φ(n)
)
= A−1n (x, y;λ,E)
(
φ(n+ 1)
φ(n)
)
.
The matrix An(x, y;λ,E) is often referred to as transfer matrix. The corresponding (non-autonomous)
flow is given by the fundamental matrix
M[n,n0](x, y;λ,E) =
(
ψ(E, n+ 1, n0) ϕ(E, n+ 1, n0)
ψ(E, n, n0) ϕ(E, n, n0)
)
=

An(x, y;λ,E) · · ·An0+1(x, y;λ,E) n > n0
I n = n0
A−1n+1(x, y;λ,E) · · ·A
−1
n0
(x, y;λ,E) n < n0
(1.8)
More explicitly, equation (1.7) is now equivalent to( φ(n+ 1)
φ(n)
)
=M[n,n0](x, y;λ,E)
( φ(n0 + 1)
φ(n0)
)
and M[n,n0](x, y;λ,E) satisfies the usual group law
M[n,n0](x, y;λ,E) = M[n,n1](x, y;λ,E)M[n1,n0](x, y;λ,E)
and constancy of the Wronskian implies
detM[n,n0](x, y;λ,E) =
an0+1
an+1
.
Let’s use M[n,0](x, y;λ,E) =Mn(x, y;λ,E) and define the Lyapunov exponent
L(E) := lim
n→∞
Ln(E) = inf
n≥1
Ln(E),
where
Ln(E) =
∫
T2
1
n
log‖M[n,n0](x, y;λ,E)‖dxdy.
This existence of this limit is guaranteed by subadditivity. By virtue of
‖Mn0(x, y;λ,E)‖
−1‖Mn(x, y;λ,E)‖ ≤ ‖M[n,n0](x, y;λ,E)‖ ≤ ‖M
−1
n0
(x, y;λ,E)‖‖Mn(x, y;λ,E)‖
we can find that the definition of L(E) is indeed independent of n0.
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Next, using the property M[n0,n1](x, y;λ,E) =M
−1
[n1,n0]
(x, y;λ,E), we get the following
( ψ(E, n0 + 1, n1) ϕ(E, n0 + 1, n1)
ψ(E, n0, n1) ϕ(E, n0, n1)
)
=
an1+1
an0+1
( ϕ(E, n1, n0) −ϕ(E, n1 + 1, n0)
−ψ(E, n1, n0) ψ(E, n1 + 1, n0)
)
by using (1.7), and a straight calculation yields
ψ(E, n, n0 + 1) = −
an0+2
an0+1
ϕ(E, n, n0), ψ(E, n, n0 − 1) = ϕ(E, n, n0) +
λvn0 −E
an0+1
ψ(E, n, n0).
Let Jn0,n be the Jacobi matrix
Jn0,n =

λvn0+1 −an0+2
−an0+2 λvn0+2
. . .
. . .
. . .
. . .
. . . λvn−2 −an−1
−an−1 λvn−1

We notice that if E is a zero of ψ(·, n, n0), then (ψ(E, n0 + 1, n0), · · · , ψ(E, n − 1, n0)) is an
eigenvector of Jn0,n corresponding to the eigenvalue E. Since the converse statement is true, the
polynomials (in E) ψ(E, n, n0) and det(Jn0,n−EI) only differ by a constant which can be deduced
from (1.8). Hence we have the following expansion for ψ(E, n, n0), n > n0,
ψ(E, n, n0) =
det(Jn0,n − EI)
Πnj=n0+2aj
.
So, if we define
fn(x, y;λ,E) := det

λv1 − E −a2 0 0 · · · · · · 0
−a2 λv2 −E −a3 0 · · · · · · 0
0 −a3 λv3 − E −a4 · · · · · · 0
...
...
...
...
. . . −an
0 0 0 · · · 0 −an λvn −E

then the fundamental matrix for Jacobi operator is
Mn(x, y;λ,E) =
( fn(x,y;λ,E)∏n+1
j=2 aj
−a1
a2
fn−1(T (x,y);λ,E)∏n+1
j=3 aj
fn−1(x,y;λ,E)∏n
j=2 aj
−a1
a2
fn−2(T (x,y);λ,E)∏n
j=3 aj
)
(1.9)
1.1. Background and the main results
When a(y) ≡ 1, it is called Schro¨dinger operators, there are lots of continuity results related
to this. Furthermore when the Tω is the shift on the one-dimensional torus T. You [1] proved
that L(E) is Ho¨lder continuity in E ∈ [E1, E2] when L(E) > γ > 0 for E ∈ [E1, E2] and ω is
weaker Liouville. Wang [2] proved that the discontinuity of L(E) when the potential function
is nonanalytic. In the general irrational frequency case, Bourgain [3] proved that the continuity
of L(E) but without giving the specific regularity property. When Tω is the skew-shift on the
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two-dimensional torus T2. Bourgain [4] proved that L(E) is log-Ho¨lder continuity for Diophantine
frequency.
Apparently, the Jacobi operator is a more complex operator. Furthermore when the Tω is the
shift on the one-dimensional torus T. Tao [5][6] proved that the L(E) is Ho¨lder continuity when
frequency ω is weaker Liouville. In this paper we consider Jacobi operators case with potentials
given by skew-shift, and we get the log-Ho¨lder continuity of L(E) for Diophantine frequency. So
in this case, this is a partial improved results of [4].
In order to get the continuity of the Lyapunov exponent, we need to get the large deviation
theorem that is the main section in this paper. And combing it with the avalanche principle
(stated later) to get the desired result. However the avalanche principle cannot be applied to Mn,
because it’s possible that | detMn| 
 1. To work around this issue it is natural to use the following
two matrixes associated with Mn:
Mun (x, y;λ,E) :=
Mn(x, y;λ,E)
| detMn(x, y;λ,E)|
1
2
,
Man(x, y;λ,E) := A
′
n(x, y;λ,E) · · ·A
′
1(x, y;λ,E),
where
A′n(x, y;λ,E) =
(
λv(T nω (x, y))− E −an
an+1 0
)
.
Based on the definition, it is straightforward to check that
log‖Man(x, y;λ,E)‖ = log‖Mn(x, y;λ,E)‖+
n∑
j=1
log |aj+1|, (1.10)
log‖Mun (x, y;λ,E)‖ = log‖Mn(x, y;λ,E)‖ −
1
2
log |
a1
an+1
|, (1.11)
Man(x, y;λ,E) =
n∏
j=1
(ajaj+1)
1
2Mun (x, y;λ,E), (1.12)
and then we define
Lan :=
∫
T2
1
n
log‖Man(x, y;λ,E)‖dxdy, L
u
n :=
∫
T2
1
n
log‖Mun (x, y;λ,E)‖dxdy. (1.13)
Remark 1.1. (1) Note that
‖An(x, y;λ,E)‖ ≤
C(λ, v, E, a)
|a(y + (n+ 1)ω)|
,
Therefore
1
n
log‖Mn(x, y;λ,E)‖ ≤ logC(λ, v, E, a)−
1
n
n∑
i=1
log |a(y + (i+ 1)ω)|
We always suppose that |E| ≤ E0, where E0 depends on λ, v, a. For that matter we suppress E
from the notations of some of the constants involved.
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(2) log‖Mun (x, y;λ,E)‖ ≥ 0, since M
u
n (x, y;λ,E) is unimodular.
(3)
0 ≤
1
n
log‖Mun (x, y;λ,E)‖ =
1
n
log‖Mn(x, y;λ,E)‖ −
1
2n
log |
a(y + ω)
a(y + (n+ 1)ω)
|
≤ logC(λ, v, a)−
1
n
n∑
i=1
log |a(y + (i+ 1)ω)| −
1
2n
log |
a(y + ω)
a(y + (n + 1)ω)
|
(4)It is well-known fact that if a is analytic function which is not identically zero then (log |a|) is
integrable. Set
D =
∫
T
log |a|dy
Threfore∫
T2
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖
∣∣∣dxdy = ∫
T2
1
n
log‖Mun (x, y;λ,E)‖dxdy ≤ C
′(λ, v, a)−D := C ′′(λ, v, a)
Similarly ∫
T2
(
1
n
log‖Mun (x, y;λ,E)‖)
2dxdy ≤ C˜(λ, v, a)
It is well-known that for the case of the shift, i.e., T (x, y) = (x+ω1, y+ω2), one takes advantage
of the fact 1
n
log‖Mn(·)‖ is subharmonic on a neighborhood of T2 and that it is bounded uniformly
in n in that neighborhood, so there are some useful results: if we let
un(z1, z2) =
1
n
log‖Mn(z1, z2;λ,E)‖, (1.14)
then we can get the decay of the Fourier coefficients
|ûn(k1, k2)| ≤
C(λ)
|k1|+ |k2|+ 1
, (1.15)
and almost invariance
sup
(x,y)∈T2
∣∣∣ 1
K
K∑
k=1
un(T
k
ω (x, y))− un(x, y)
∣∣∣ ≤ C(λ)K
n
. (1.16)
However, for the case of skew shift, i.e., T (x, y) = (x+ y, y + ω), the subharmonic property is
also needed and in this case, the width of holomorphicity in the second variable will have to be
smaller than in the first by a factor of ≈ 1
n
. This is due to the fact that the iteration of the skew
shift is given by
T kω (x, y) = (x+ ky + k(k − 1)ω/2, y + kω).
Complexifying in the variable y therefore produces an imaginary part of size about n in half of
the factors of the product Mn. Considering that, here we introduce a scaling factor
S(λ,E) = log(Cv,a + |λ|+ |E|) ≥ 1, (1.17)
where Cv,a is a constant depending on v, a so that for all n,
sup
z1∈Aρ
sup
z2∈Aρ/n
1
n
log‖Man(z1, z2;λ,E)‖ ≤ S(λ,E). (1.18)
Here the main theorems are given
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Theorem 1.2. Assume v is a nonconstant real analytic function on T2, let ω ∈ Ωε, then for all
σ < 1
24
there exist τ = τ(σ) > 0 and constants λ1 and n0 depending only on ε, v and σ such that
sup
E
mes
[
(x, y) ∈ T2 :
∣∣1
n
log‖Mn(x, y;λ,E)‖ − Ln(λ,E)
∣∣ > S(λ,E)n−τ] < C exp(−nσ), (1.19)
for all λ ≥ λ1 and n ≥ n0. Furthermore, for those ω, v and all E,
L(λ,E) = inf
n
Ln(λ,E) ≥
1
4
log λ.
Theorem 1.3. Let ω, v and λ1 be as in Theorem 1.2. For λ > λ1, L(E, λ) is log-Ho¨lder contin-
uous in E, that is ∣∣∣L(E, λ)− L(E ′, λ)∣∣∣ ≤ C exp(−c(log |E − E ′|−1)σ). (1.20)
Remark 1.4. There exists constant E0 depending on v, a such that the spectrum of the operator H
is contained in the interval [−E0, E0], and in the exterior of this interval, this system is uniformly
hyperbolic, so we always suppose that |E| ≤ E0.
2. The main lemmas
It is convenient that for a function u defined on annulus Aρ = {z ∈ C : 1 − ρ < |z| < 1 + ρ},
we shall write u(z) instead of u(re(x)) (with e(x) = e2piix). And for any positive integer d,
Td := Rd/Zd denotes the d-mimensional torus.
Lemma 2.1. ([9] The Avalanche Principle ) Let A1, ..., An be a sequence of 2× 2-matrices. Sup-
pose that
max
1≤j≤n
| detAj | ≤ 1,
min
1≤j≤n
‖Aj‖ ≥ µ ≥ n (2.1)
and
max
1≤j<n
[log‖Aj+1‖+ log‖Aj‖ − log‖Aj+1Aj‖] ≤
1
2
logµ. (2.2)
Then ∣∣∣ log‖An, ..., A1‖+ n−1∑
j=2
log‖Aj‖ −
n−1∑
j=1
log‖Aj+1Aj‖
∣∣∣ < Cn
µ
. (2.3)
Lemma 2.2. ([4]) Let u : T2 → R satisfy ‖u‖L∞(T2) ≤ 1. Assume that u extends as a separately
subharmonic function in each variable to a neighborhood of T2 such that for some N ≥ 1 and
ρ > 0,
sup
z1∈Aρ
sup
z2∈Aρ
|u(z1, z2)| ≤ N.
Furthermore, suppose that u = u0 + u1 on T2 where
‖u0 − 〈u〉‖L∞(T2) ≤ ε0 and ‖u1‖L1(T2) ≤ ε1 (2.4)
with 0 < ε0, ε1 < 1. Here 〈u〉 :=
∫
T2 u(x, y)dxdy. Then for any δ > 0,
mes
[
(x, y) ∈ T2 :
∣∣u(x, y)− 〈u〉∣∣ > Bδ log N
ε1
]
≤ CN2ε−11 exp(−cB
− 1
2
+δ), (2.5)
where B = ε0 log
N
ε1
+N
3
2 ε
1
4
1 . The constants c, C only depend on ρ.
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Lemma 2.3. ([4]) Let u be 1-periodic subharmonic function defined on a neighborhood of T2.
Suppose furthermore for some ρ > 0,
sup
z1∈Aρ
sup
z2∈Aρ
|u(z1, z2)| ≤ 1.
For ω ∈ DC, any δ > 0 there exist constants c, C depending on ρ, δ, ω such that
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
K
K∑
k=1
u ◦ T kω (x, y)− 〈u〉
∣∣∣ > K− 112+2δ] ≤ C exp(−cKδ), (2.6)
for any positive integer K.
The following lemma provides the inductive step in the proof of the large deviation theorem.
Lemma 2.4. For ω ∈ Ωε, and suppose that n,N are positive integers such that
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − L
u
n(λ,E)
∣∣∣ > S(λ,E) γ
10
]
≤ N−10, (2.7)
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
2n
log‖Mu2n(x, y;λ,E)‖ − L
u
2n(λ,E)
∣∣∣ > S(λ,E) γ
10
]
≤ N−10. (2.8)
And assume that
min(Lun(λ,E), L
u
2n(λ,E)) ≥ γS(λ,E), (2.9)
Lun(λ,E)− L
u
2n(λ,E) ≤
γ
40
S(λ,E), (2.10)
9γnS ≥ 10 log(2N) and n2 ≤ N. (2.11)
Then there is some absolute constant C0 with the property that
LuN (λ,E) ≥ γS(λ,E)− 2(L
u
n(λ,E)− L
u
2n(λ,E))− C0S(λ,E)nN
−1 (2.12)
and
LuN(λ,E)− L
u
2N(λ,E) ≤ C0S(λ,E)nN
−1. (2.13)
Further, for any σ < 1
24
there is τ = τ(σ) > 0 so that
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
N
log‖MuN(x, y;λ,E)‖ − L
u
N (λ,E)
∣∣∣ > S(λ,E)N−τ] ≤ C exp(−Nσ) (2.14)
with some constant C = C(σ, ε).
Proof. For simplicity, we write LuN = L
u
N(λ,E) etc. And we shall fix ω, λ, and E. In particular,
S = S(λ,E). We write N = mn + r, 0 ≤ r < n. Denote the set on the left hand of (2.7) by Bn
and the set on the left-hand side of (2.8) by B2n. For any (x, y) ∈ T2/Bn,
‖Mun (x, y)‖ ≥ exp(nL
u
n − nS
γ
10
) ≥ exp(nγS − nS
γ
10
) = exp(
9γ
10
nS) =: µ > m. (2.15)
For 1 ≤ j ≤ m, we consider Aj = Aj(x, y) :=M
u
n ◦ T
(j−1)n
ω (x, y). Then (2.15) implies
min
1≤j≤m
‖Aj(x, y)‖ ≥ µ for all (x, y) /∈
m⋃
j=1
T−(j−1)nω Bn. (2.16)
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Furthermore, for any (x, y) /∈ B0 :=
m⋃
j=1
T
−(j−1)n
ω Bn∪
m−1⋃
j=1
T
−(j−1)n
ω B2n, with measure < 2N
−10 ·N =
2N−9, 1 ≤ j < m, we have
log‖Aj+1(x, y)‖+ log‖Aj(x, y)‖ − log‖Aj+1(x, y) · Aj(x, y)‖
= log‖Mun ◦ T
jn
ω (x, y)‖+ log‖M
u
n ◦ T
(j−1)n
ω (x, y)‖ − log‖M
u
2n ◦ T
(j−1)n
ω (x, y)‖ (2.17)
≤ n(Lun +
S
10
γ) + n(Lun +
S
10
γ)− 2n(Lu2n −
S
10
γ)
≤ 2n(Lun − L
u
2n) +
4γ
10
Sn
≤
9γ
20
Sn =
1
2
log µ. (2.18)
We can now apply the avalanche principle and get:∣∣∣ log‖Am(x, y) · · ·A1(x, y)‖+ m−1∑
j=2
log‖Aj(x, y)‖ −
m−1∑
j=1
log‖Aj+1(x, y)Aj(x, y)‖
∣∣∣ ≤ Cm
µ
(2.19)
for (x, y) outside a set of measure < 2N−9. In particular, (2.19) implies that∣∣∣ log‖Mumn(x, y)‖+ m−1∑
j=2
log‖Mun ◦ T
(j−1)n
ω (x, y)‖ −
m−1∑
j=1
log‖Mu2n ◦ T
(j−1)n
ω (x, y)‖
∣∣∣ ≤ Cm
µ
. (2.20)
In view of N = mn + r, then we have∣∣ log‖MuN(x, y)‖ − log‖Mumn(x, y)‖∣∣ ≤ Sn and ∣∣ log‖Mun (x, y)‖∣∣ ≤ Sn. (2.21)
Therefore∣∣∣ log‖MuN (x, y)‖+m−1∑
j=0
log‖Mun◦T
jn
ω (x, y)‖−
m−1∑
j=0
log‖M2n◦T
jn
ω (x, y)‖
∣∣∣ ≤ Cm
µ
+CSn ≤ CSn. (2.22)
In (2.22) replace (x, y) by each of the elements {(x, y), Tω(x, y), · · · , T
n−1
ω ◦(x, y)} and then average
to get the following∣∣∣ 1
N
n−1∑
j=0
1
n
log‖MuN◦T
j
ω(x, y)‖+
1
N
N−1∑
j=0
1
n
log‖Mun (x, y)◦T
j
ω(x, y)‖−
2
N
N−1∑
j=0
1
2n
log‖Mu2n◦T
j
ω(x, y)‖
∣∣∣ ≤ CSn
N
.
(2.23)
Due to the almost invariance property for skew-shift case
∣∣ 1
N
log‖MuN (x, y)‖ −
1
n
n−1∑
j=0
1
N
log‖MuN ◦ T
j
ω(x, y)‖
∣∣ ≤ CSn
N
. (2.24)
From (2.23) (2.24) we get∣∣∣ 1
N
log‖MuN(x, y)‖+
1
N
N−1∑
j=0
1
n
log‖Mun (x, y) ◦ T
j
ω(x, y)‖ −
2
N
N−1∑
j=0
1
2n
log‖Mu2n ◦ T
j
ω(x, y)‖
∣∣∣ ≤ CSn
N
(2.25)
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for (x, y) /∈ B1, with measure mes(B1) ≤ N ·mes(B0) ≤ 2N
−8. Integrating over T2 yields∣∣LuN + Lun − 2Lu2n∣∣ ≤ CSnN−1 + 8SN−8 ≤ C0SnN−1. (2.26)
So we can get
LuN ≥
∣∣Lun − 2Lu2n∣∣− C0SnN−1 ≥ Lun − 2∣∣Lun − Lu2n∣∣−C0SnN−1 ≥ γS − 2∣∣Lun − Lu2n∣∣−C0SnN−1.
To obtain the second inequality (2.13), observe that by virtue of all arguments so far apply equally
well to Mu2N instead of M
u
N , that is∣∣Lu2N + Lun − 2Lu2n∣∣ ≤ C0SnN−1,
so
LuN − L
u
2N ≤
∣∣LuN + Lun − 2Lu2n∣∣ + ∣∣Lu2N + Lun − 2Lu2n∣∣ ≤ C0SnN−1.
Denote
uuN(x, y) =
1
N
log‖MuN(x, y)‖, u
u
n(x, y) =
1
n
log‖Mun (x, y)‖, u
u
2n(x, y) =
1
2n
log‖Mu2n(x, y)‖
In view of (1.12) (1.18), both uun and u
u
2n extends to separately subharmonic functions in both
variables satisfying
uun(z1, z2) ≤ S(λ,E), u
u
2n(z1, z2) ≤ S(λ,E).
Applying Lemma 2.3 to u
u
n
S
and
uu2n
2S
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
N
N∑
k=1
uun
S
◦ T kω (x, y)−
1
S
〈uun〉
∣∣∣ > N− 112+2δ] ≤ C exp(−cN δ),
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
N
N∑
k=1
uu2n
S
◦ T kω (x, y)−
1
S
〈uu2n〉
∣∣∣ > N− 112+2δ] ≤ C exp(−cN δ).
So there is a set B2 ⊂ T2 with measure
mes(B2) ≤ C exp(−N
δ), (2.27)
such that for any (x, y) ∈ G := T2 \ (B1 ∪ B2)∣∣∣ 1
N
log‖MuN(x, y)‖+ L
u
n − 2L
u
2n
∣∣∣
≤
∣∣∣ 1
N
log‖MuN(x, y)‖+
1
N
N∑
k=1
1
n
log‖Mun ◦ T
k(x, y)‖ −
2
N
N∑
k=1
1
2n
log‖Mu2n ◦ T
k(x, y)‖
∣∣∣
+
∣∣∣ 1
N
N∑
k=1
1
n
log‖Mun ◦ T
k(x, y)‖ − Lun
∣∣∣ + ∣∣∣ 2
N
N∑
k=1
1
2n
log‖Mu2n ◦ T
k(x, y)‖ − 2Lu2n
∣∣∣
≤ CSnN−1 + CδSN
− 1
12
+2δ. (2.28)
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For small δ the second term of (2.28) is the larger one since N ≥ n2. Fix such an integer N .
Consider the following decomposition of uu := uuN as a function of T
2:
uu = uuχG + L
u
NχGc + u
uχGc − L
u
NχGc := u
u
0 + u
u
1 .
Here uu0 is the sum of the first two terms (and G
c := T2 \ G)
‖uu0 − 〈u
u〉‖∞ = ‖u
u
0 − L
u
N‖∞ = ‖u
u − LuN‖L∞(G)
≤ ‖uuN + L
u
n − L
u
2n‖L∞(G) + |L
u
N + L
u
n − L
u
2n|
≤ CδSN
− 1
12
+2δ. (2.29)
On the other hand, we have
‖uu1‖L1(T2) =
∫
Gc
|uu − LuN |dxdy ≤ 2Smes(G
c) ≤ CS[N−9 + exp(−N δ)] ≤ CδSN
−9. (2.30)
Applying lemma 3.2. to the function u
u
S
, with ε0 = CδN
− 1
12
+2δ and ε1 = CδN
−9
mes
[
(x, y) ∈ T2 :
∣∣∣uuN
S
−
1
S
LuN
∣∣∣ > Bδ log N
ε1
]
≤ CN2ε−11 exp(−cB
− 1
2
+δ), (2.31)
where B = ε0 log
N
ε1
+N
3
2 ε
1
4
1 = CδN
− 1
12
+2δ log(C−1δ N
10) +N
3
2C
1
4
δ N
− 9
4 = N−τ
′
,
Bδ log
N
ε1
= N−τ
′δ log(C−1δ N
10) = N−τ ,
CN2ε−11 exp(−cB
− 1
2
+δ) = CN2C−1δ N
9 exp(−cN τ
′( 1
2
−δ)) ≤ C exp(−Nσ),
here σ ≪ δ, so when δ < 1
24
, we can get the large deviation theorem
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
N
log‖MuN(x, y;λ,E)‖ − L
u
N (λ,E)
∣∣∣ > S(λ,E)N−τ ] ≤ C exp(−Nσ). (2.32)
Lemma 2.5. There are large constants λ0, and B depending on v and a, such that for any positive
integer n,
sup
E
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − L
u
n(λ,E)
∣∣∣ > 1
20
S(λ,E)
]
< n−50, (2.33)
provided λ ≥ λ0 ∨ n
B. Further for those λ and for all E
Lun(λ,E) ≥
1
2
S(λ,E) and Lun(λ,E)− L
u
2n(λ,E) ≤
1
80
S(λ,E).
Proof. We have got the fundamental matrix of the Jacobi operator
Mn(x, y;λ,E) =
( fn(x,y;λ,E)∏n+1
j=2 aj
−a1
a2
fn−1(T (x,y);λ,E)∏n+1
j=3 aj
fn−1(x,y;λ,E)∏n
j=2 aj
−a1
a2
fn−2(T (x,y);λ,E)∏n
j=3 aj
)
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here
fn(x, y;λ,E) = det

λv1 −E −a2 0 0 · · · · · · 0
−a2 λv2 − E −a3 0 · · · · · · 0
0 −a3 λv3 −E −a4 · · · · · · 0
...
...
...
...
. . . −an
0 0 0 · · · 0 −an λvn − E

The matrix on the right-hand side can be written in the form Dn +Bn
Dn(x, y;λ,E) = diag(λv1 − E, ..., λvn − E).
Because 1 ≤ |an| ≤ 2, clearly, ‖Bn‖ ≤ 4 and
1
n
log | detDn(x, y;λ,E)| = log λ+
1
n
n∑
j=1
log
∣∣v(T jω(x, y))− E/λ∣∣. (2.34)
Because of the classical Lojasiewicz result, for nonconstant real-analytic functions v, there
exist constant b > 0 and C depending on v such that
mes[(x, y) ∈ T2 : |v(x, y)− h| < t] ≤ Ctb, (2.35)
for any −2‖v‖∞ ≤ |h| ≤ 2‖v‖∞ and t > 0. We divide E into two cases.
case 1. When E ≤ 2λ‖v‖∞,
mes
[
(x, y) ∈ T2 :
1
n
n∑
j=1
log |v ◦ T jω(x, y)−E/λ| ≤ −ρ
]
≤ nCe−bρ, (2.36)
one also have the upper bound
sup
(x,y)∈T2
1
n
n∑
j=1
log |v ◦ T jω(x, y)−E/λ| ≤ log(3‖v‖∞). (2.37)
Since
‖D−1n (x, y;λ,E)‖ ≤ λ
−1 max
1≤j≤n
|v ◦ T jω(x, y)− E/λ|
−1,
(2.35) implies that
mes[(x, y) ∈ T2 : ‖D−1n (x, y;λ,E)‖ >
1
8
]
≤ n mes[(x, y) ∈ T2 : |v(x, y)−E/λ| < 8λ−1]
≤ Cnλ−b. (2.38)
Hene
mes[(x, y) ∈ T2 : ‖D−1n (x, y;λ,E)Bn‖ >
1
2
] ≤ Cnλ−b. (2.39)
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So we have∣∣∣ 1
n
log
∣∣fn(x, y;λ,E)∏n+1
j=2 aj
∣∣− log λ∣∣∣ ≤ ∣∣ 1
n
log |fn(x, y;λ,E)| − log λ
∣∣ + ∣∣ 1
n
log
n+1∏
j=2
aj
∣∣
≤
∣∣ 1
n
log |fn(x, y;λ,E)| − log λ
∣∣ + log 2
≤
∣∣∣ 1
n
n∑
j=1
log |v ◦ T j(x, y)−E/λ|
∣∣∣+ ∣∣∣ 1
n
log | det(I +Dn(x, y;λ,E)
−1Bn)|
∣∣∣+ log 2
≤ ρ+ log(3‖v‖∞) + 2 log 2, (2.40)
up to a set of measure not exceeding
Cne−bρ + Cnλ−b. (2.41)
Now let ρ = 1
400
log λ and assume that λ ≥ (12‖v‖∞)
400. the right-hand side of (2.40) is no
larger than 1
200
log λ. The first part of (2.41) is the larger one under these assumptions, choosing
large constant B depending only on v such that when λ ≥ nB, we have
Cne−bρ + Cnλ−b ≤ Cnλ−
b
400 ≤ n−100
sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log
∣∣fn(x, y;λ,E)∏n+1
j=2 aj
∣∣− log λ∣∣∣ ≥ 1
200
log λ
]
≤ n−100. (2.42)
Similarly, we have
sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log
∣∣fn−1(x, y;λ,E)∏n
j=2 aj
∣∣− log λ∣∣∣ ≥ 1
200
log λ
]
≤ (n− 1)−100. (2.43)
In view of the relationship between Mn(x, y;λ,E) and fn(x, y;λ,E), one therefore obtains
sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mn(x, y;λ,E)‖ − log λ
∣∣∣ ≥ 1
199
log λ
]
≤ 4(n− 2)−100.
Because of the relationship between 1
n
log‖Mn(x, y;λ,E)‖ and
1
n
log‖Mun (x, y;λ,E)‖, we have
sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − log λ
∣∣∣ ≥ 1
198
log λ
]
≤ 4(n− 2)−100,
In particular,
|Lun(λ,E)− log λ| ≤
1
198
log λ+ 4S(λ,E)(n− 2)−100 ≤
1
190
S(λ,E), (2.44)
provided n > 2. Since
log λ ≥
99
100
sup
|E|≤2λ‖v‖∞
S(λ,E)
for large λ0. So, we have
Lun(λ,E) ≥ log λ−
1
190
S(λ,E) ≥
99
100
sup
|E|≤2λ‖v‖∞
S(λ,E)−
1
190
S(λ,E) ≥
1
2
S(λ,E), (2.45)
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Lun(λ,E)− L
u
2n(λ,E) ≤ |L
u
n(λ,E)− log λ|+ |L
u
2n(λ,E)− log λ| ≤
1
80
S(λ,E) (2.46)
and
sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − L
u
n(λ,E)
∣∣∣ ≥ 1
20
S(λ,E)
]
≤ sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − log λ
∣∣∣+ |Lun(λ,E)− log λ| ≥ 120S(λ,E)]
≤ sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − log λ
∣∣∣ ≥ ( 1
20
−
1
190
)S(λ,E)
]
≤ sup
|E|≤2‖v‖∞
mes
[
(x, y) ∈ T2 :
∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − log λ
∣∣∣ ≥ 1
198
log λ
]
≤ 4(n− 2)−100 ≤ n−50. (2.47)
case 2. When |E| > 2λ‖v‖∞ and λ0 is sufficiently large, then the set in (2.33) is empty. In
fact, for such E,∣∣∣ 1
n
log | detDn(x, y;λ,E)| − log |E|
∣∣∣ = ∣∣∣ 1
n
n∑
j=1
log
∣∣λv(T jω)−E
E
∣∣∣∣∣ ≤ 2,
and thus ∣∣∣ 1
n
log |fn(x, y;λ,E)| − log |E|
∣∣∣ ≤ 4.
So ∣∣∣ 1
n
log
∣∣fn(x, y;λ,E)∏n+1
j=2 aj
∣∣− log |E|∣∣∣ ≤ 4 + log 2
and ∣∣∣ 1
n
log
∣∣fn−1(x, y;λ,E)∏n
j=2 aj
∣∣− log |E|∣∣∣ ≤ 4 + log 2,
which implies that for large λ,∣∣∣ 1
n
log‖Mn(x, y;λ,E)‖ − log |E|
∣∣∣ ≤ 8 + 2 log 2 ≤ 1
400
S(λ,E),∣∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − log |E|
∣∣∣ ≤ 1
400
S(λ,E) +
1
2
log 2 ≤
1
200
S(λ,E).
So ∣∣∣Lun(λ,E)− log |E|∣∣∣ ≤ 1200S(λ,E),∣∣ 1
n
log‖Mun (x, y;λ,E)‖ − L
u
n(λ,E)
∣∣ ≤ 1
200
S(λ,E) +
1
200
S(λ,E) ≤
1
20
S(λ,E) (2.48)
and
Lun(λ,E) ≥ log |E| −
1
200
S(λ,E) ≥ log(2λ‖v‖∞)−
1
200
S(λ,E)
≥
99
100
sup
|E|≥2λ‖v‖∞
S(λ,E)−
1
200
S(λ,E)
≥
1
2
S(λ,E), (2.49)
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Lun(λ,E)− L
u
2n(λ,E) ≤
∣∣∣Lun(λ,E)− log |E|∣∣∣+ ∣∣∣Lu2n(λ,E)− log |E|∣∣∣ ≤ 180S(λ,E), (2.50)
and the lemma follows. ⊓⊔
3. The large deviation theorem and continuity of the Lyapunov exponent
Proof of Theorem 1.2.
Fix σ < 1
24
throughout the proof and let τ = τ(σ) > 0 be as in (2.14). Moreover, let
λ ≥ λ0 ∨ n
B := λ1 be as in Lemma 2.5, in this proof we shall require n0 to be sufficiently large
at various places, but of course n0 will be assumed fixed. In view of Lemma 2.5 the hypothesis of
Lemma 2.4 are satisfied with γ = γ0 =
1
2
,
n20 < N < n
5
0, (3.1)
provided
9n0 ≥ 20 log(2n
5
0). (3.2)
It is clear that holds if n0 is large. Applying Lemma 2.4. one obtains (suppressing λ, E for
simplicity)
LuN ≥ (
1
2
−
1
40
)S − C0SN
−1n0 ≥ γ1S, (3.3)
LuN − L
u
2N ≤ C0SN
−1n0 ≤
γ1
40
S, (3.4)
with γ1 =
1
3
. Moreover, with some constant C1 ≥ 1 depending on ε,
mes
[
(x, y) ∈ T2 :
∣∣ 1
N
log‖MuN(x, y;λ,E)‖ − L
u
N (λ,E)
∣∣ > S(λ,E)N−τ] < C1 exp(−Nσ), (3.5)
for all N in the range given by (3.1).
So
mes
[
(x, y) ∈ T2 :
∣∣ 1
N
log‖MN(x, y;λ,E)‖ − LN (λ,E)
∣∣ > S(λ,E)N−τ] < C1 exp(−Nσ), (3.6)
in particular, (3.5) implies that
mes
[
(x, y) ∈ T2 :
∣∣ 1
N
log‖MuN(x, y;λ,E)‖ − L
u
N (λ,E)
∣∣ > S(λ,E)γ1
10
]
< C1 exp(−N
σ) ≤ N¯−10,
provided n0 is large and
N2 ≤ N¯ ≤ C
− 1
10
1 exp(
1
10
Nσ).
The first inequality was added to satisfy (2.11). In view of (3.1), one thus has the range
n40 ≤ N¯ ≤ exp(
1
10
n5σ0 ) (3.7)
of admissible N¯ . Moreover,
LuN¯ ≥ γ1S − 2C0SN
−1n0 − C0SN¯
−1N (3.8)
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and
LuN¯ − L
u
2N¯ ≤ C0SN¯
−1N. (3.9)
At the next stage of this procedure, observe that the left end-point of the range of admissible
indices starts at n80, which is less than the right end-point of the range (3.7) (for n0 large).
Therefore, from this point on the ranges will overlap and cover all large integers. To ensure that
the process does not terminate, simply note the rapid convergence of the series given by (3.8)
(3.9). so
L(λ,E) = Lu(λ,E) = inf
n
Lun(λ,E) ≥
1
4
log λ. (3.10)
Thus the theorem follows because of (3.6) (3.10). ⊓⊔
Proof of Theorem 1.3.
Let λ ≥ λ0 ∨ n
B := λ1 be as in Lemma 2.5, fix any positive σ <
1
24
. And we set n =
⌊C0(logN)
1
σ ⌋ with some large constant C0. For large integer n,
Lun(E) ≥
1
2
S(λ,E) and Lun(E)− L
u
2n(E) ≤
1
80
S(λ,E).
Let m = N
n
, then by (1.19), we have for 0 ≤ j ≤ m− 1∣∣∣ 1
n
log‖Mun (T
jn
ω (x, y);λ,E)‖ − L
u
n(E)
∣∣∣ ≤ S(λ,E)n−τ∣∣∣ 1
2n
log‖Mu2n(T
jn
ω (x, y);λ,E)‖ − L
u
2n(E)
∣∣∣ ≤ S(λ,E)n−τ
for (x, y) ∈ G, with
mes(T2\G) ≤ 2m exp(−cnσ) ≤ CN exp(−nσ) ≤
1
N2
Thus when (x, y) ∈ G,
‖Mun (T
jn
ω (x, y);λ,E)‖ > exp(n(L
u
n(E)− Sn
−τ )) > exp(
1
2
nS − Snn−τ ) > exp(
1
4
nS) := µ, (3.11)
and
log‖Mun (T
jn
ω (x, y);λ,E)‖+ log‖M
u
n (T
(j+1)n
ω (x, y);λ,E)‖ − log‖M
u
n (T
(j+1)n
ω (x, y);λ,E)M
u
n(T
jn
ω (x, y);λ,E)‖
≤ 2n(Lun(E) + Sn
−τ )− 2n(Lu2n(E)− Sn
−τ )
≤ 4Sn1−τ + 2n(Lun(E)− L
u
2n(E))
≤ 4Sn1−τ +
1
40
nS ≤
1
2
logµ. (3.12)
By applying the avalanche principle 2.1, and integrating over G one obtains∣∣∣ ∫
G
uuN(x, y;λ,E)dxdy +
1
m
∫
G
m−1∑
j=2
uun(T
(j−1)n
ω (x, y);λ,E)dxdy −
2
m
∫
G
m−1∑
j=1
uu2n(T
(j−1)n
ω (x, y);λ,E)dxdy
∣∣∣
< C
m
Nµ
≤
Cn
N
(3.13)
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We want to replace here the integration over G by integration over T2, recall that due to (4) in
Remark 1.1 ∫
T2
(uun(x, y;λ,E))
2dxdy ≤ C˜(λ, v, a)
for any n and any E. Here, by Cauchy-Schwartz inequality
|
∫
B
uun(x, y;λ,E)dxdy| ≤ C˜(λ, v, a)
1
2 (mesB)
1
2
for any n, any E and any B ⊆ T2. Thus
∣∣∣ ∫
T2\G
uuN(x, y;λ,E)dxdy +
1
m
∫
T2\G
m−1∑
j=2
uun(T
(j−1)n
ω (x, y);λ,E)dxdy −
2
m
∫
T2\G
m−1∑
j=1
uu2n(T
(j−1)n
ω (x, y);λ,E)dxdy
∣∣∣
≤ 4C˜(λ, v, a)
1
2 (mes(T2\G))
1
2 ≤
Cn
N
(3.14)
Combining 3.13 with 3.14, we have∣∣∣LuN(E) + m− 2m Lun(E)− 2(m− 1)m Lu2n(E)∣∣∣ ≤ CnN
Thus
|LuN(E)− 2L
u
2n(E) + L
u
n(E)| ≤
Cn
N
+
2
m
|Lun(E)− L
u
2n(E)|
≤
Cn
N
+
4n
N
C ′′(λ, v, a) ≤
Cn
N
. (3.15)
Similarly
|Lu2N(E)− 2L
u
2n(E) + L
u
n(E)| ≤
Cn
N
. (3.16)
Taking the difference of the two inequalities (3.15) (3.16), we have
|LuN (E)− L
u
2N (E)| ≤
Cn
N
, (3.17)
which after summing over dyadic N gives
|LuN(E)− L
u(E)| ≤
Cn
N
. (3.18)
So by using the (3.15) (3.18), we can get
|Lu(E)− 2Lu2n(E) + L
u
n(E)| ≤
Cn
N
. (3.19)
Fix λ, for any n
‖A′n(x, y;λ,E)‖ ≤ (E0 + λ‖v‖∞ + Ca) := Cv,a.
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Assume for instance that ‖Man(E)‖ > ‖M
a
n(E
′)‖
log‖Man(E)‖ − log‖M
a
n(E
′)‖ = log
‖Man(E)‖
‖Man(E
′)‖
= log(1 +
‖Man(E)‖ − ‖M
a
n(E
′)‖
‖Man(E
′)‖
)
≤
‖Man(E)‖ − ‖M
a
n(E
′)‖
‖Man(E
′)‖
.
Obviously, for any n, ‖∂EM
a
n(E)‖ ≤ n(Cv,a)
n−1, so
|Lun(E)− L
u
n(E
′)| = |Lan(E)− L
a
n(E
′)| ≤ Cnv,a|E − E
′|. (3.20)
In view of this fact, (3.19) implies that for any E, E ′,∣∣∣L(E)− L(E ′)∣∣∣ = ∣∣∣Lu(E)− Lu(E ′)∣∣∣ ≤ Cn
N
+ Cn|E − E ′|
≤ e−cn
σ
+ Cn|E − E ′|
≤ C exp(−c(log |E − E ′|−1)σ), (3.21)
and the theorem follows from n ∼ log 1
|E−E′|
. ⊓⊔
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