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Angle resolved electron energy loss spectra (EELS) for para-benzoquinone (C6H4O2) have been
recorded for incident electron energies of 20, 30, and 40 eV. Measured differential cross sections
(DCSs) for electronic band features, composed of a combination of energetically unresolved elec-
tronic states, are subsequently derived from those EELS. Where possible, the obtained DCSs are
compared with those calculated using the Schwinger multichannel method with pseudopotentials.
These calculations were performed using a minimum orbital basis single configuration interaction
framework at the static exchange plus polarisation level. Here, quite reasonable agreement between
the experimental cross sections and the theoretical cross sections for the summation of unresolved
states was observed. Published by AIP Publishing. https://doi.org/10.1063/1.5023494
I. INTRODUCTION
Benzoquinones play an important role in biological sys-
tems, undergoing reversible reduction as a key mechanism
within photosynthesis or cellular respiration. Quinone deriva-
tives are therefore being explored as a low-cost, sustainable
material that can be used in energy harvesting and storage
devices.1,2 para-Benzoquinone (pBQ, C6H4O2) is the simplest
quinone and therefore serves as the ideal prototypical structure
for understanding the electronic properties and mechanisms of
quinone chemistry. The spectroscopy of quinones has there-
fore attracted considerable attention over an extended period,
with comprehensive reviews by Itoh3 and more recently by
´Omarsson and Ingo´lfsson.4 While the electronic-state spec-
troscopy is complicated by a large number of closely lying
(in energy) states, photo-, chemi-, and electron-impact ion-
ization5–11 investigations have helped to clarify the ordering
of orbitals in the neutral species and its cationic structure.
The anion states of pBQ and quinone derivatives have also
been heavily studied, particularly through dissociative and
non-dissociative electron attachment and electron scattering
resonances.12–14 The nature of these low-lying resonances has
recently been investigated through an R-matrix calculation.15
We have also recently reported a high-resolution synchrotron
a)Authors to whom correspondence should be addressed: darryl.jones@
flinders.edu.au and maplima@ifi.unicamp.br
investigation (4.0-10.8 eV) into the excited electronic struc-
ture of pBQ that also included results from detailed quantum
chemical computations.16
We have for some time now been investigating elec-
tron scattering differential cross sections (DCSs) for elastic,
vibrational, and electronic-state excitations and ionization pro-
cesses from large molecules that serve as prototypical moieties
for those found in more complex biomolecular systems. In
this context, we have considered tetrahydrofuran,17–19 tetrahy-
drofurfuryl alcohol,20–22 and pyrimidine23–27 as analogues to
the DNA bases and backbone. We have also considered scat-
tering from phenol28–31 and furfural,32–36 which are ideal
molecular candidates for describing the complex biopolymers
found in biomass or components of biofuels. Note that all of
these data from our group were recently summarised in the
review by Brunger.37 Our cross sections are then incorporated
into transport simulations to describe radiation damage in tis-
sue38,39 or swarms of electrons that describe physical processes
occurring in plasma-like environments.40–42 These computa-
tional simulations are important in extending dosimetry to
the quantification of induced chemical processes within nano-
sized volumes and building predictive plasma models that can
be used to optimise plasma-based technologies for medical
therapies43,44 or novel chemical processing.45–50 The present
investigation continues this rich vein of research, seeking to
contribute to the cross section data base51 that will ultimately
be employed to study the behaviour of electrons in pBQ-
based swarm measurements, similar to what we undertook in
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Ref. 52, and to also simulate charged-particle track behav-
iour53 in pBQ.
In the present manuscript, we report on experimental
and theoretical differential cross sections for electron impact
electronic-state excitation of para-benzoquinone, with the
structure of the remainder of this paper being as follows. In
Sec. II, we detail the experimental and theoretical methods
employed in this study. Our results are presented and discussed
in Sec. III, with our conclusions being finally summarised in
Sec. IV.
II. EXPERIMENTAL AND THEORETICAL METHODS
Electron energy loss spectra (EELS) have been recorded
on a high-resolution electron scattering spectrometer that has
been described previously.54 A mono-energetic electron beam,
with energy E0, is crossed at right angles with a molecular
beam of pBQ. The mono-energetic electron beam typically had
a flux that produced a current of∼0.8-3 nA, as monitored with a
Faraday cup. Here pBQ vapour that had sublimed from a crys-
talline pBQ sample (Sigma-Aldrich, >98% assay), which was
heated to ∼55 ◦C, flowed through a 0.7 mm internal diameter
needle to form the molecular beam. In this study, the gas lines
and leak valve transporting the pBQ vapour, and also the appa-
ratus vacuum chamber, were all heated to 70 ◦C to minimize
recrystallization of pBQ. Electrons interacting with pBQ and
scattering into a rotatable analyser (located at an angle, θ, with
respect to the incident beam direction) are transported with
electrostatic lenses to a hemispherical energy analyser. Those
electrons with the correct scattered electron energy (Es) pass
through the analyser and are finally detected using a channel
electron multiplier. Here the EELS were obtained by using a
multichannel scaler to record the number of electrons detected
while repeatedly ramping over a range of energy loss values
(EL = E0  Es). In the present work, electron energy loss spec-
tra (EELS) are recorded for the fixed incident electron energies
(E0) of 20, 30, and 40 eV at discrete scattered electron angles
in the range θ = 10◦-90◦. These EELS were measured with a
chamber pressure typically of the order of ∼2-3 × 106 Torr,
but always below 5 × 106 Torr, which makes multiple scat-
tering events unlikely. The present instrumental energy reso-
lution was typically ∼80 meV (full width at half maximum,
FWHM).
The measured EELS are composed of intensity contribu-
tions for distinct scattering processes, such as elastic, vibra-
tional, and electronic-state excitations. To interpret the EELS,
each spectrum is deconvoluted into components that arise from
particular scattering events or a combination of energetically
unresolved scattering events using a least squares fitting pro-
cedure. Here our spectrum is deconvoluted using a single
Gaussian function, or a combination of Gaussian functions,
to represent the energy-loss features. Typical results for the
fitting process are given in Fig. 1 for two different kinematical
conditions. The peak positions and widths of these Gaussian
functions are contained in Table I. Here the intensity ratio of
the inelastic to elastic scattering features (Ii/I0) is equal to
the ratio of the differential cross sections for the inelastic and
elastic cross sections, σi (E0, θ) and σ0 (E0, θ), respectively,
after correcting for any variation in the analyser transmission
FIG. 1. Electron energy loss spectra obtained at (a) E0 = 20 eV, θ = 90◦ and
(b) E0 = 30 eV,θ= 10◦. Here the solid blue curve represents the overall fit to the
energy loss spectra obtained through the least squares fitting. Here the dashed
red curves show the fitting components for the composite electronic state
bands 0-V, while the gray short-dashed curves show the individual Gaussian
functions that contribute to the composite electronic state bands. Refer to
the text and Table I for further details on the fitting procedure and fitting
parameters.
efficiency (η) for electrons scattering with elastic or inelastic
energies,
σi (E0, θ) = η IiI0σ0 (E0, θ) . (1)
Following Allan,55 we employ a negative voltage ramp to
maintain the transmission properties of the analyser for elec-
trons with varying scattered electron energies. With this proce-
dure, for the incident electron energies in the 20-40 eV range
and energy loss values up to ∼10.5 eV of the present investi-
gation, the analyser transmission function is essentially unity
to within an uncertainty of 20%. Under these circumstances,
it follows from Eq. (1) that the measured inelastic to elas-
tic intensity ratio can be converted to an inelastic DCS for
electron impact excitation provided that the absolute elastic
DCS for electron impact, at the same E0 and θ, is known. As
there are currently no experimental data for elastic scatter-
ing from pBQ that we can use for the normalization, we have
normalized our inelastic DCS data to our earlier theoretical
elastic Schwinger multichannel method with pseudopotential
(SMCPP) calculation results.56 The rationale for using the
theoretical elastic SMCPP calculation results to describe the
electron-impact elastic scattering DCS behaviour for pBQ is
discussed in detail in the work of Jones et al.,56 to whom
the reader is referred. As the SMCPP typically reproduces the
electron-impact elastic scattering DCS behaviour to better than
10%, we employ this value as a conservative uncertainty esti-
mate for the elastic scattering DCS. This uncertainty on the
theoretical elastic DCS data is combined in quadrature with
the uncertainties on the inelastic to elastic scattering intensity
ratio (which includes statistical uncertainties on the experi-
mental data and the uncertainty arising from the least-squares
deconvolution) and the transmission efficiency to obtain the
quoted uncertainties on the experimental DCS for electron-
impact excitation of the composite electronic-state bands. Here
the overall experimental uncertainties typically range between
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TABLE I. The pBQ composite electronic-state feature peak positions, widths (FWHM), and the MOB-SCI state
assignments.
Experiment MOB-SCI/5s5p2d
Position Width Singlet Excitation Triplet Excitation
Band (eV) (eV) assignments energy (eV) assignments energy (eV)
Elastic 0.00 0.08
Band 0 3.0 0.78 1B1g 5.26 3B1g 4.81
1Au 5.58 3Au 5.11
3B1u 2.96
3B3g 3.29
Band I 4.38 0.66 1B3g 5.85 3B1u 6.49
3Ag 6.74
Band II 5.37 0.41 1B1u 7.41 3B3u 8.61
5.73 0.61 3B2g 9.13
3B1g 9.00
3B3g 8.46
3Au 10.1
Band III 6.43 0.72 1B3u 9.03 3B2g 10.6
1B2u 10.1 3B1g 8.09
3B1u 9.02
3B3u 10.4
3B3g 9.68
3B2u 8.78
Band IV 7.29 0.52
7.60 0.41
7.85 0.41
8.30 0.62
Band V 9.00 0.62
9.50 0.62
10.20 0.62
22% and 30% for the electronic-state excitations that had
reasonably high-intensity in the EELS. For electronic band
features that presented with very weak intensity in the EELS,
that were difficult to observe for this challenging target, the
uncertainties ranged from 23% to 95%, with those uncertain-
ties being very sensitive to our ability to observe the weak fea-
tures under the different experimental kinematics investigated
in this study.
Inelastic differential scattering cross sections for electron
impact excitation of pBQ electronic bands have also been
determined using the Schwinger multichannel method with
pseudo-potentials (SMCPPs). As this method has recently
been reviewed in detail by da Costa et al.,57 we will provide
only a brief description here. In the SMCPP, the scattering
amplitude is given by the following expression:
f (kf , ki) = − 12pi
∑
m,n
〈Skf V χm〉(d−1)mn 〈χnV Ski〉 , (2)
where
dmn =
〈
χm

[
ˆH
N + 1
− ˆHP + P ˆH
2
+
PV + VP
2
− VG(+)P V
] χn
〉
.
(3)
In Eqs. (2) and (3), P is an operator projecting onto the
energetically open channels (Nopen),
P =
Nopen∑
l=1
|Φl〉 〈Φl | , (4)
G(+)P is the free particle Green’s function projected onto
P-space, ˆH = E − H is the total electron energy (ground state
plus kinetic energy of projectile) minus the Hamiltonian for the
(N + 1)-electron system within the fixed nuclei approxima-
tion, and ki (kf ) is the incoming (outgoing) projectile wave
vector. Here H = H0 + V is the sum of the Hamiltonian
describing the non-interacting N-electron system (H0) and the
electron-target interaction potential (V ). Sk is the solution of
H0, namely, the product of a plane wave describing the inci-
dent projectile and a target state, |Φl〉. For the expansion of the
variational scattering wave function, the method makes use
of a trial basis sets composed of (N + 1)-particle configura-
tion state functions (CSFs). These CSFs, denoted by | χm〉 and
built from spin-adapted, anti-symmetrized products of target
electronic states and projectile scattering orbitals, are given
by
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| χm〉 = AN+1 |Φi(1, . . . , N)〉 ⊗ |ϕj (N + 1)〉 , (5)
where for i > 0, |Φi〉 ≡ (2S+1)(hi → pi) is a singly excited
state obtained by promoting one electron from the ground
state (giving rise to a hole orbital hi) to a particle orbital pi,
with either singlet (S = 0) or triplet (S = 1) spin coupling. In
practical applications considered so far, only (N + 1)-electron
configurations with total spin S = 1/2 (doublets) are actu-
ally taken into account. The present implementation of the
SMCPP takes advantage of parallel computing and makes use
of the minimal orbital basis for single configuration interac-
tion (MOB-SCI) strategy, so as to provide a good balance
of all aspects that are relevant for the description of elec-
tron scattering from complex targets like pBQ. The compu-
tations presented in this paper were all performed using a
channel coupling scheme where up to 89-channels are open.
As discussed in our previous work,16 the hole-particle pairs
used in the present MOB-SCI calculation were selected in
order to replicate the spectrum obtained according to the full
single configuration interaction (SCI) approximation. Calcu-
lations are performed in the body-fixed frame but can be
converted into the laboratory frame through a partial wave
expansion, |lm〉, of the plane waves in terms of spherical
harmonics. In our calculations, the partial waves included in
the expansion, l, are truncated and include partial waves up
to a maximum value Lmax. In the present work, we investi-
gate the convergence of the DCSs by considering Lmax = 7,
10, and 13, with Lmax = 13 achieving convergence for the
SMCPP scattering amplitude [Eq. (2)] describing the exci-
tation processes. In this work, we also implement a Born-
closure scheme where the scattering amplitude is expressed
through
f closureLAB
(
kf , ki
)
= f FBALAB
(
kf , ki
)
+
Lmax∑
l=0
l∑
m=−l
(
fLAB
(
lm, kf , ki
)
− f FBALAB
(
lm, kf , ki
))
Y ∗lm
(
ˆkf
)
. (6)
Here f FBALAB is the plane wave amplitude for the transition
dipole moment obtained within the first Born approxima-
tion in the lab-frame, while ˆkf denotes the outgoing direc-
tion in the molecule-fixed frame. In the discussion that
follows, we highlight the distinction between our SMCPP
results with closure, i.e., those that are obtained using
Eq. (6) and those from our SMCPP results (without clo-
sure) that are obtained with Eq. (2). Further details of the
SMCPP implementation for the quinone target will be given
elsewhere.58
III. RESULTS AND DISCUSSION
In Fig. 1, we show typical electron energy loss spectra
obtained for pBQ under two different experimental condi-
tions. In spectrum (a), measured at a relatively low incident
electron energy of E0 = 20 eV and a large scattering angle
of θ = 90◦, we can expect that both direct (dipole allowed)
and exchange-type (optically forbidden) excitation processes
can occur. In spectrum (b), obtained at a somewhat larger
incident electron energy E0 = 30 eV and smaller scattered
electron angle, θ = 10◦, the dipole and spin allowed transi-
tions are favoured, and the energy loss spectrum is similar
to the photo-absorption spectrum we previously reported.16
What is particularly apparent when comparing these two spec-
tra is the appearance of a feature, band 0, at EL ∼ 3.0 eV
in the spectrum (a) where singlet-triplet and symmetry for-
bidden excitation processes can occur. Our previous time-
dependent density functional theory (TD-DFT) calculations16
indicated that four-triplet states and two-symmetry forbid-
den transitions may be found in this energy loss region.
This feature has also previously been observed by Allan59
in fixed angle energy loss spectra obtained at constant resid-
ual electron energy. Also shown in this figure are the five
electron energy loss features which are present when the
electron energy loss spectrum is obtained under kinematic
conditions which favour dipole-allowed excitation processes.
The spectral positions of the composite electronic features
(bands) are summarised in Table I. In this table, we also
report our present assignments for the corresponding theo-
retical electronic-state excitation processes, obtained accord-
ing to the MOB-SCI strategy, of the composite experimental
bands.
DCSs for the composite electronic-state bands 0-V have
been obtained in this work, in the manner discussed in Sec. II,
and are shown in Figs. 2–6. Our experimental DCSs are also
tabulated in Tables II–VII. In these tables, we additionally
include our measured inelastic to elastic scattering DCS ratios
FIG. 2. Experimental and theoretical differential cross sections for electron
impact excitation of composite electronic band 0 of pBQ (EL = 3.0 eV) at
impact energies of (a) E0 = 20 eV, (b) E0 = 30 eV, and (c) E0 = 40 eV. See the
legend in the figure and text for further details.
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FIG. 3. Experimental and theoretical differential cross sections for electron
impact excitation of composite electronic band I (EL ∼ 4.38 eV) of pBQ at
impact energies of (a) E0 = 20 eV, (b) E0 = 30 eV, and (c) E0 = 40 eV. See the
legend in the figure and text for further details.
FIG. 4. Experimental and theoretical differential cross sections for electron
impact excitation of composite electronic band II (EL ∼ 5.37-5.73 eV) of pBQ
at impact energies of (a) E0 = 20 eV, (b) E0 = 30 eV, and (c) E0 = 40 eV. See
the legend in the figure and text for further details.
FIG. 5. Experimental and theoretical differential cross sections for electron
impact excitation of composite electronic band III (EL ∼ 6.4 eV) of pBQ at
impact energies of (a) E0 = 20 eV, (b) E0 = 30 eV, and (c) E0 = 40 eV. See the
legend in the figure and text for further details.
FIG. 6. Experimental differential cross sections for electron impact excitation
of composite electronic band IV (EL ∼ 7.29-8.30 eV) and band V (EL ∼ 9.0-
10.2 eV) of pBQ at impact energies of (a) E0 = 20 eV, (b) E0 = 30 eV, and (c)
E0 = 40 eV. See the legend in the figure and text for further details.
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TABLE II. Differential cross sections (×1016 cm2/sr) for excitation of the electronic band 0 (EL ∼ 3.0 eV) of pBQ.
Angle
E0 = 20 eV E0 = 30 eV E0 = 40 eV
(deg) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%)
10 1.01× 103 5.98× 102 95 1.33× 104 7.47× 103 95 7.87× 104 4.04× 102 74
20 1.07× 104 1.95× 103 74 3.27× 104 4.19× 103 95 1.26× 104 1.18× 103 95
30 1.56× 103 4.61× 103 95 1.81× 103 3.26× 103 95 2.10× 103 3.40× 103 95
40 1.70× 102 1.70× 102 32 1.37× 102 1.36× 102 88 3.89× 103 4.32× 103 54
50 4.82× 104 3.92× 104 95 6.05× 103 5.41× 103 79 1.28× 103 1.19× 103 95
60 9.80× 103 7.31× 103 24 6.09× 103 5.13× 103 79 4.53× 103 3.68× 103 59
70 2.00× 102 1.40× 102 32 9.26× 103 6.73× 103 47 7.61× 103 5.35× 103 52
80 . . . . . . 1.28× 102 8.48× 103 32 1.02× 102 6.11× 103 52
90 1.92× 102 1.25× 102 23 1.97× 102 1.34× 102 54 7.00× 103 4.27× 103 95
to facilitate, if needed, a renormalisation of our inelastic DCSs
in the event that accurate and reliable experimental elastic
DCSs for pBQ become available.
In Fig. 2, the experimental DCSs for band 0 are com-
pared against the results from our theoretical calculations for
this composite electronic feature. Our measured cross sec-
tions for band 0 are listed in Table II. The experimental DCSs
are quasi-isotropic, showing minimal variation in magnitude
over the angular range measured. This feature has a weak
intensity and was difficult to observe experimentally, even
at the lower incident electron energy of 20 eV. As a con-
sequence, there are significant uncertainties associated with
the measured cross sections that we report. In this case,
we observe that the theoretical calculations overestimate the
TABLE III. Differential cross sections (×1016 cm2/sr) for excitation of the electronic band I (EL ∼ 4.38 eV) of pBQ.
Angle
E0 = 20 eV E0 = 30 eV E0 = 40 eV
(deg) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%)
10 4.53× 103 2.68× 101 49 1.55× 103 8.68× 102 28 1.77× 103 9.08× 102 51
20 1.27× 103 2.32× 102 41 2.21× 103 2.84× 102 95 1.09× 103 1.02× 102 64
30 3.62× 103 1.07× 102 50 5.99× 103 1.08× 102 95 4.64× 103 7.51× 103 69
40 3.17× 102 3.18× 102 25 2.16× 102 2.15× 102 52 5.96× 103 6.63× 103 35
50 1.47× 103 1.20× 103 95 4.58× 103 4.10× 103 89 2.64× 103 2.46× 103 61
60 8.56× 103 6.38× 103 25 4.26× 103 3.58× 103 95 2.85× 103 2.31× 103 75
70 1.74× 102 1.22× 102 34 4.45× 103 3.23× 103 77 2.17× 103 1.52× 103 95
80 . . . . . . 5.94× 103 3.95× 103 47 7.00× 103 4.20× 103 57
90 1.67× 102 1.08× 102 23 3.20× 102 2.18× 102 38 3.17× 103 1.93× 103 95
TABLE IV. Differential cross sections (×1016 cm2/sr) for excitation of the electronic band II (EL ∼ 5.37-5.73 eV) of pBQ.
Angle
E0 = 20 eV E0 = 30 eV E0 = 40 eV
(deg) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%)
10 3.32× 102 1.96 34 4.19× 102 2.35 22 3.74× 102 1.92 23
20 1.08× 102 1.96× 101 30 1.88× 102 2.41× 101 30 1.65× 102 1.55× 101 24
30 3.10× 102 9.14× 102 23 4.30× 102 7.75× 102 37 5.85× 102 9.48× 102 24
40 1.10× 101 1.10× 101 23 5.11× 102 5.07× 102 38 4.00× 102 4.45× 102 23
50 8.14× 102 6.61× 102 25 4.98× 102 4.45× 102 26 4.27× 102 3.99× 102 24
60 5.49× 102 4.09× 102 22 4.48× 102 3.77× 102 26 4.52× 102 3.67× 102 24
70 4.51× 102 3.16× 102 26 6.47× 102 4.70× 102 24 5.72× 102 4.02× 102 30
80 . . . . . . 7.16× 102 4.76× 102 23 6.84× 102 4.11× 102 24
90 8.46× 102 5.50× 102 22 9.98× 102 6.79× 102 26 3.68× 102 2.25× 102 45
experimental data at all incident electron energies. From the
theoretical perspective, the calculation appears to have con-
verged at Lmax = 13. Here the Born-dipole closure does not
change the cross section as the transitions are not dipole-
allowed.
The experimental and theoretical DCSs for electron
impact excitation of the unresolved electronic states within
band I are shown in Fig. 3 and listed in Table III. The
experimental data display a forward peaked behaviour, hav-
ing the highest cross-sectional intensity at the more forward
scattering angles and decreasing in intensity as the scattered
electron angle increases. This behaviour is characteristic of
dipole-allowed excitations. Note that this feature is dominated
by a forbidden pipi∗ excitation to a 1B3g state that becomes
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TABLE V. Differential cross sections (×1016 cm2/sr) for excitation of the electronic band III (EL ∼ 6.43 eV) of pBQ.
Angle
E0 = 20 eV E0 = 30 eV E0 = 40 eV
(deg) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%)
10 7.97× 103 4.71× 101 74 1.85× 103 1.04× 101 28 1.72× 103 8.81× 102 57
20 1.05× 103 1.92× 102 52 1.96× 103 2.52× 102 95 1.01× 103 9.48× 103 68
30 3.17× 103 9.33× 103 56 8.10× 103 1.46× 102 95 6.22× 103 1.01× 102 64
40 5.97× 102 5.99× 102 23 4.55× 102 4.51× 102 33 9.42× 103 1.05× 102 30
50 1.04× 102 8.44× 103 65 9.38× 103 8.39× 103 52 4.96× 103 4.63× 103 47
60 1.29× 102 9.63× 103 23 1.11× 102 9.36× 103 46 6.45× 103 5.23× 103 55
70 1.16× 102 8.15× 103 45 1.18× 102 8.54× 103 38 7.41× 103 5.21× 103 58
80 . . . . . . 1.52× 102 1.01× 102 29 9.23× 103 5.54× 103 54
90 2.55× 102 1.66× 102 23 5.17× 102 3.52× 102 29 5.99× 103 3.66× 103 95
quasi-dipole-allowed through vibronic coupling. This is
clearly evident from the intensity and structure of this band in
the high-resolution photo-absorption data in Ref. 16. Here the
theoretical calculations, employing the fixed nuclear approxi-
mation, do not reproduce the experimentally observed forward
peaked behaviour and, again, overestimate the magnitude of
the cross section for most of the scattered electron angles. We
can see in Fig. 3 that the agreement between the SMCPP and
experimental results appears to worsen as the incident electron
energy increases from 20 to 40 eV.
The DCSs for band II are shown in Fig. 4, with our exper-
imental data listed in Table IV. This band is prominent in the
photo-absorption spectrum,16 being predominantly assigned
to the excitation to a 1B1u state that has a significant optical
oscillator strength. The strongly forward peaked behaviour
of the differential cross section is characteristic of a dipole-
allowed electronic excitation.51 From the theoretical perspec-
tive, the DCSs display some oscillatory behaviour, particularly
in the case where the higher partial waves were included
through the Born-closure procedure. As the SMCPP is an L2-
based method, the higher partial waves may differ from those
used with the Born-closure approximation and so induce oscil-
lations, owing to the different long-range interactions and the
absence of flux competition within the dipole model. Here the
partial waves are different as the L2-method has difficulties
describing the long range potential. At the lowest incident elec-
tron energy of 20 eV, see Fig. 4(a), the theoretical DCS is larger
in magnitude than the experimental data for most scattering
angles considered. As the incident electron energy increases,
the theoretical calculations yield somewhat better agreement,
particularly at the middle scattered electron angles, with the
experimental results. Here we would anticipate the theoretical
methods to yield results in better agreement with experiments
at smaller incident electron energies. The origin of this devi-
ation, at the lower incident electron energy, may therefore
reflect an overestimation of contributions from non-dipole-
allowed excitations (spin- or symmetry-forbidden), which may
contribute more at lower incident electron energies but then
decay rapidly in magnitude as the incident electron energy
increases.
In Fig. 5, we present our results for the experimental
and theoretical differential cross sections for the electronic
excitation of states within band III. The experimental cross
sections are also listed in Table V. Once again, this band is
clearly evident in the photo-absorption spectrum,16 although
the absence of structure in that photo-absorption spectrum
suggests that the excited state is dissociative or undergoes
nuclear rearrangement. The experimental DCSs again show
a forward-peaked character, which is also reproduced theo-
retically using the Born-dipole closure scheme. Here we see
that the theory slightly overestimates the magnitude of the
cross section. The theoretical SMCPP cross section is quasi-
isotropic, except where it is dominated by the dipole-closure
effect at scattering angles θ < 40◦. While the experimental
statistics exhibit some undesirable scatter here, owing to the
difficulty in measuring relatively small cross sections with
TABLE VI. Differential cross sections (×1016 cm2/sr) for excitation of the electronic band IV (EL ∼ 7.29-8.30 eV) of pBQ.
Angle
E0 = 20 eV E0 = 30 eV E0 = 40 eV
(deg) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%)
10 2.79× 102 1.65 55 2.58× 102 1.45 22 3.93× 102 2.01 23
20 1.39× 102 2.53× 101 44 3.77× 102 4.83× 101 27 2.84× 102 2.67× 101 24
30 3.15× 102 9.29× 102 25 5.32× 102 9.61× 102 41 9.29× 102 1.50× 101 24
40 1.83× 101 1.84× 101 23 1.20× 101 1.19× 101 29 7.23× 102 8.04× 102 23
50 1.19× 101 9.67× 102 26 8.46× 102 7.57× 102 25 7.06× 102 6.59× 102 23
60 7.95× 102 5.92× 102 23 7.74× 102 6.51× 102 25 6.99× 102 5.67× 102 25
70 5.29× 102 3.71× 102 29 1.03× 101 7.46× 102 24 9.57× 102 6.73× 102 32
80 . . . . . . 1.25× 101 8.33× 102 23 1.17× 101 7.01× 102 25
90 1.37× 101 8.93× 102 22 2.12× 101 1.44× 101 25 7.22× 102 4.40× 102 36
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TABLE VII. Differential cross sections (×1016 cm2/sr) for excitation of the electronic band V (EL ∼ 9.0-10.2 eV) of pBQ.
Angle
E0 = 20 eV E0 = 30 eV E0 = 40 eV
(deg) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%) Ratio DCS Uncert. (%)
10 2.74× 102 1.62 69 7.48× 103 4.19× 101 24 1.62× 102 8.32× 101 25
20 5.50× 103 1.00× 101 68 2.52× 102 3.23× 101 28 1.67× 102 1.56× 101 25
30 1.57× 102 4.61× 102 29 3.57× 102 6.44× 102 47 5.68× 102 9.19× 102 25
40 1.87× 101 1.87× 101 23 1.16× 101 1.15× 101 28 6.50× 102 7.23× 102 30
50 7.73× 102 6.28× 102 27 6.24× 102 5.58× 102 25 4.58× 102 4.28× 102 23
60 6.25× 102 4.66× 102 23 6.69× 102 5.63× 102 25 5.87× 102 4.76× 102 25
70 4.56× 102 3.19× 102 28 7.14× 102 5.18× 102 24 6.26× 102 4.41× 102 40
80 . . . . . . 9.60× 102 6.39× 102 23 9.60× 102 5.77× 102 24
90 1.17× 101 7.64× 102 22 2.26× 101 1.53× 101 24 5.87× 102 3.58× 102 37
this difficult molecular target, the measured data are largely
consistent with this theoretical observation.
The experimental differential cross sections obtained for
the electron impact excitation of bands IV and V are presented
in Fig. 6 and listed in Tables VI and VII, respectively. Unfor-
tunately, the theoretical calculations are currently restricted
to the lower-lying excitation processes, so we have no the-
oretical results with which we can compare these results.
For these two excitation processes, both experimental DCSs
display forward-peaked cross sections, reflecting that the exci-
tation processes are dominated by dipole-allowed excitation
mechanisms. In this case, the excitation of band IV is dom-
inated by a pipi∗ excitation, while band V is dominated
by a number of dipole-allowed excitations to Rydberg-like
states.16
In recent investigations,18,19,24 we have tried to evaluate
the effect of molecular structure on electron scattering phe-
nomena. As pBQ is structurally similar to benzene and phenol,
with all species containing a 6-membered carbon ring, we
extend that work here. Here we note that pBQ is functionally
distinct, being a cyclohexadiene, while phenol and benzene are
aromatic. In Fig. 7, we compare the excitation process for the
pipi∗ transitions in benzene (1E1u, EL ∼ 7.0 eV),60 phenol (EL
∼ 6.3-7.3 eV),30 and pBQ (band 4, EL ∼ 7.29-8.30 eV), where
comparable data are available. In each of these species, thepipi∗
transition relates to promoting a ring pi-bonding electron to
an anti-bonding pi∗-orbital, within the 6-member carbon ring,
so that one might a priori expect these transitions to exhibit
qualitatively similar electron scattering characteristics. From
Fig. 7, we see that the DCS for each species qualitatively
has the same characteristic shape, being forward-peaked at
the small scattered electron angles and decreasing in inten-
sity as the scattering angle increases. Interestingly, however,
the intensity of the pBQ cross section for this pipi∗ transition
at the most forward scattering angles is slightly lower than
that for the corresponding transitions in both phenol and ben-
zene. This may reflect that the optical oscillator strength (f)
for this pBQ transition, f = 0.8, is slightly lower than that for
benzene, f = 0.9, and phenol with f = 1.1. This observation
supports the notion that electronic-state excitation processes,
relating to a specific molecular feature, may have a characteris-
tic electron scattering differential cross section. Describing the
electron scattering behaviour that can be attributed to common
structural features, found in many molecules, may therefore
be useful in developing empirical approximations that can
describe such phenomena from complex and hard to measure
molecular systems, when those systems might reasonably be
described through those subunits. In this respect, we note that
additivity rules have already commonly and quite successfully
been employed in describing molecular scattering processes as
the sum of the constituent atom scattering cross sections.61
We further note that improvements to the additivity rule
through screening corrections and interference terms62 may,
at least in part, capture and describe the molecule’s structural
information.
FIG. 7. Experimental differential cross sections for electron impact exci-
tation of composite electronic features for the prominent pipi∗ transitions
in benzene (1E1u, EL ∼ 7.0 eV),60 phenol (EL ∼ 6.3-7.3 eV),30 and pBQ
(EL ∼ 7.29-8.30 eV): at impact energies of (a) E0 = 20 eV, (b) E0 = 30 eV,
and (c) E0 = 40 eV. See the legend in the figure and text for further details.
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IV. CONCLUSIONS
Differential cross sections for electron impact excitation
of six composite electronic bands for para-benzoquinone have
been experimentally measured for impact electron energies
between 20 and 40 eV and over the 10◦-90◦ range. Where pos-
sible, these cross sections were compared to those we calcu-
lated using a Schwinger multichannel method with pseudopo-
tentials employing 89-channels (open electronically excited
target states) described within a MOB-SCI framework. The
theoretical calculations were converged by inclusion of par-
tial waves up to Lmax = 13. Here the theoretical calculations
provided the best agreement for a large complicated molecular
system to date, although they still typically somewhat overesti-
mated the magnitude of the experimental measurements. This
overestimation may reflect that the ionization process is not yet
described within the SMCPP framework, such that the excita-
tion cross sections may have gained some of the flux which,
in principle, should have flowed into the ionization channels
if they were available.
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