A new large deviation results for the Pearson's chi-square and Log-likelihood ratio statistics are obtained. Here attention is focused on the case when the number of groups increases to infinity and the probabilities of groups' decreases to zero, as the sample size tends to infinity.
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Likelihood ratio statistic
N x such that   1/6 1/4 max 0 min( , ) N x o N p   it holds      2 1 ( ) 1 (1) N N N P x N N x o        , (2.6) and     2 ( ) 1 (1) N N N P x N N x o         .(2.(min( , )) n Np O N   , N x and 1/6 () N x o N  . Then from (2.6) it follows that     2 log 2 / 2 1 (1) N N N P x N N x o       . From Kallenberg (1985,
Proofs
In what follows 1 ,..., 
Proof. We start from the following Lemma 3.1. For any non-negative k it holds
Proof. It is well known that 
We have () exp 
In order to get an upper bound for the 1 J we first write the integral 1 J as the sum of two integrals, 1 J and 1 J say, over intervals it t    to get: for all satisfying (3.5) 
since the condition (3.4). Now apply (3.12), (3.13) and (3.14) in the (3.9) to get
Remark that in (3.13) and (3.14), and hence in (3.15), the (1) 
. Then one can observe that for any integer 0
In the sequel some notations regarding to the general statistic In the book of Saulis and Statulevicius (1991) no assertion in the form of Assertion 2 is given.
However, Assertion 2 can be proved by reasoning alike to those presented by Saulis and
