Introduction
Bernoulli free boundary problem has applications to fluid dynamics, optimal insulation for heat or electric drilling and galvanization (1) . In a typical situation, one wants to design an annular condenser in which one of the plates is prescribed while the other has to be deteremined in such a way that the electrostatic field intensity remains constant on it. Depending on wether we prescribe the inner or outer plate we have an interior or exterior Bernoulli problem.
Besides A. Beurling's seminal paper (2) , in which he pointed out the substantial difference between interior and exterior problem and the distinction between elliptic and hyperbolic solutions, we refer the reader to Acker's works (3; 4), Flucher and Rumpf's (1) and the references therein. In particular, the latter contains a more rigorous definition of elliptic and hyperbolic solutions and gives a good presentation of old and new results about existence, uniqueness, regularity and qualitative properties of the free boundary, together with effective numerical algorithms.
In this paper, we shall consider the exterior Bernoulli problem in the plane, that can be stated as follows. Given a simple closed curve γ, find an external curve Γ such that Γ and γ bound an annular domain Ω, whose capacity potential u, determined by the conditions ∆u = 0 in Ω,
(1) u = 1 on γ, (2) u = 0 on Γ,
also satisfies |∇u| = 1 on Γ,
where ∇u denotes the gradient of u.
Our aim is to describe the free boundary Γ in terms of its curvature; namely, we shall show how the curvature of γ determines that of Γ. To carry out our analysis, we will adapt the methods exposed in Acker's papers (3; 4) to the modified curvature functions
(where h and k are, respectively, the curvatures of the level curves and of the curves of steepest descent of u) which happen to be harmonic conjugate in Ω, as observed by G. Talenti (5) . We will show in Section 2 that h * and k * are, respectively, the curvatures of the level curves and of the curves of steepest descent of u in the conformal metric (dl) 2 = |∇u(x, y)| 2 (dx) 2 + (dy) 2 .
Moreover, in such a metric, level curves and curves of steepest descent are geodesic.
Thus, we will suppose that an elliptic solution Γ of problem (1)-(4) exists and prove the following results.
Theorem 1 Let {z 1 , z 2 , . . . , z n } an enumeration of distict points of Γ, whose subscripts are given according to their order of occurrence on Γ, counterclockwise.
Suppose that each z i satisfies one of the following properties:
(i) the value of h * at z i is a local minimum on Γ; (ii) the value of h * at z i is a local maximum on Γ; (iii) on Γ, the sign of h * changes at z i , turning from positive to negative; (iv) on Γ, the sign of h * changes at z i , turning from negative to positive;
Then there exists a collection {ζ 1 , ζ 2 , . . . , ζ n } of subarcs of γ, possibly degenerating to points, such that h * is constant on ζ i and satisfies (i)-(iv) on γ, respectively, with z i replaced by ζ i .
This result is not completely satisfactory. In fact, while the changes of sign of h * and h coincide on both γ and Γ, their extremal points are the same on Γ but not on γ. Theorems 2 and 3 below take this remark into account.
Given a curve β, we define a collection {β 1 , β 2 , . . . , β m } of subarcs of β a partition when the β i have pairwise disjoint interiors and
Theorem 2 Let {Γ 1 , Γ 2 , . . . , Γ m } a partition of Γ made of arcs which are maximal with respect to the property that for each i ∈ {1, 2, . . . , m}, one and only one of the following holds
Then for each i ∈ {1, 2, . . . , m} we can determine a subarc γ i ⊂ γ which has the same property of Γ i . Moreover the arcs γ i are mutually disjoint.
As a by-product of Theorem 2, we can infer a classical result of D.E. Tepper (6) : if γ is strictly convex, then also Γ is strictly convex.
Theorem 3 Let {z 1 , z 2 , . . . , z n } be given as in Theorem 1. Suppose that each z i , 1 ≤ i ≤ n, satisfies one of the following properties:
(i) the value of h at z i is a non-negative local maximum on Γ; (ii) on Γ the sign of h changes at z i , turning from positive to negative; (iii) on Γ the sign of h changes at z i , turning from negative to positive; Then there exists a collection {ζ 1 , ζ 2 , . . . , ζ n } of subarcs of γ, possibly degenerating to points, such that each ζ i satisfies:
Acker, by studying the argument of ∇u, proves that to each point of Γ at which h is strictly positive, negative or changes sign there corresponds a point of γ at which h is positive, negative or changes sign with the same transition, respectively (4, Theorem 4).
By directly studying h * , we improve Acker's results to the extent that to each subarc Γ i of Γ which is maximal with respect to the property that h does not change sign on it, there corresponds a subarc γ i of γ that is maximal with respect to the same property. Moreover, by Theorem 3 we can conclude that the positive maximum of h on γ i is greater than the maximun of h on Γ i , i.e. Γ i bends less then γ i . Thus we can deduce not only that the geometry of Γ is simpler than that of γ (as we can do from Acker's papers), but also that the protuberances of γ directed away from the inside are alleviated in passing from γ to Γ.
We begin with some preparatory results in Section 2. The proofs of Theorems (1)-(3) will be presented in Section 3. Two appendices collect the proofs of two technical lemmas (Lemma 12 and 17).
Curvature Functions
Let Ω be an open subset of R 2 and suppose that u is a real-valued function of class C 2 (Ω). If ∇u(z) = 0 for z ∈ Ω, we can define h(z) and k(z), respectively, as the signed curvature of the (unique) level curve and of the (unique) curve of steepest descent of u passing through z. We choose the sign of h(z) and k(z) so that h(z)·∇u(z) and k(z)·∇u(z) is always directed towards the respective center of curvature.
We recall the following result due to G. Talenti (5) (as usual we define the Wirtinger's operators ∂u = 1 2
Extensions of such results to the case in which u has a finite number of critical points can be found in Alessandrini and Magnanini (7). Now we investigate a metric feature of the curvature functions h * and k * . Let us consider on Ω the Riemannian metric given by (6) . By direct inspection of (6) we conclude that dl 2 is conformal (8), therefore measures of angles with respect to it are equal to euclidean ones. We denote by h # the curvature of level lines with respect to dl 2 , determined as follows: for z ∈ Ω we consider any parametrization t → z # (t) ∈ C of the level curve of u through z which is natural with respect to dl 2 . Let φ # (t) be a locally continuous determination of the argument of the tangent unit vector as determined in dl 2 . By the previous remark, φ # ≡ φ (where φ is a local determination of the argument of the tangent with respect to the Euclidean metric); then we define
Analogous meaning is to be given to k # . We state the following Proposition 4 For all z ∈ Ω, we have
PROOF. We limit ourselves to consider h # , the case of k # being analogous. Let z ∈ Ω and z # (t), z(s) be parametrizations by arc length of the level curve through z with respect to dl 2 and the euclidean metric respectively. Then we have
From (6) we infer that dt ds = |∇u|. Now, let Ω be an annular domain bounded by regular, simple, closed curves Γ and γ and u : Ω → R, as set down in the introduction. Then we can regard γ as a given curve and Γ as a free boundary.
On account of the topology of the set Ω, we have to remove a curve of steepest descent β from it, to obtain a single-valued function v : Ω \ β → R, harmonic conjugate to u.
From the boundary conditions it follows (7) that |∇u| = 0 in Ω, therefore we can define a conformal map of the z-plane onto the w-plane,
where C is the length of Γ). By functional inversion and analytic extension, we come to a C-periodic, holomorphic function F of the strip S = R × (0, 1) onto Ω, which can be extended contin-
Moreover F maps L = R × {0} and l = R × {1} counterclockwise onto Γ and γ respectively.
Along with F we consider the harmonic functions ρ, θ : S → R defined as to satisfy ρ + iθ = log F .
By the boundary conditions on u we easily find:
Let h(z), k(z) be the curvatures of the level line and of the curve of steepest descent of u through z ∈ Ω respectively, as defined above.
We set some notation. For all λ ∈ [0, 1] and α ∈ R, let Γ λ = {z ∈ Ω : u(z) = λ}; z λ : I λ → Γ λ be a parametrization by arc length of Γ λ ; ξ α (w) = w + iα. Then, for any pair of level lines Γ λ , Γ µ we obtain a parametrization P λ,µ :
This allows us to parametrize Γ µ by the arc length parameter of Γ λ . Taking λ = 0 in the above formula, we find a way of interpreting h * geometrically. We express this in the following proposition.
Proposition 6
For any z ∈ Ω, set µ = u(z). Given a local determination φ µ of the argument of P 0,µ , it holds that
i.e. we determine h * at points of Γ µ by differentiating φ µ with respect to the arc length of the free boundary Γ.
We are giving no proof here, being Proposition 6 a straightforward consequence of Proposition 9 below.
By observing that dl
2 defined by (6) can be regarded as the pull-back by G of the Euclidean metric (so that, e.g., to determine the length of a curve β, we have to evaluate the Euclidean length of its image G • β), we can draw at once the following conclusions.
Proposition 7 (i) Level curves and curves of steepest descent are geodesics with respect to dl 2 ; (ii) the length with respect to dl 2 of each curve of steepest descent is 1; (iii) a parametrization by arc length of a level curve (a curve of steepest descent) with respect to dl 2 can be obtained as
Remark 8 Since F is conformal, h * • F and k * • F are harmonic functions. They will still be denoted by h * and k * , distinction of cases relying upon specification of variables (e.g. h * (z) or h * (w)).
We end this section with two other formulas for h * and k * . These will be repeatedly used in the sequel.
Proposition 9
For all w ∈ S, we have that
PROOF. Let z ∈ Ω such that z ∈ Γ µ and z # µ (t) = F (t + iµ) be an arclength parametrization with respect to dl
Corollary 10 Let ν be the external unit normal vector to Γ. Then, on Γ
PROOF. By Proposition 5 we get (i). By (i) and Cauchy-Riemann equations we get (ii).

Curvature of Free Boundaries
In order to prove Theorems 1, 2 and 3 we need some lemmas. These are mostly of a topological flavour and fulfil the same need of (3, Lemma 2); actually they are nothing more than a rephrasing of that, but owing to the fact that we carry out our analysis in Ω (instead of the strip S), we have to expand a little more on this topic.
To begin with, we give the following definition.
Definition 11 Let a ∈ R and z 0 ∈ Ω be such that h a) ) we mean the component of the set
to which z 0 belongs.
We also set B(z 0 , r) = {z ∈ C : |z − z 0 | < r}.
Given any Jordan curve
indicate respectively the bounded (inner) and unbounded (outer) component of the complement of β.
The proof of the next lemma may be found in Appendix A.
Lemma 12 Let c ⊂ Ω be a simple curve with endpoints
We are now ready to establish the relevant topological properties of components ω − (z 0 , a). We do set apart the most delicate ones to prove in the following lemma.
Lemma 13 If a is a value of h * in Γ and z 0 ∈ Γ is chosen such that h * (z 0 ) < a then
PROOF. 
⊂ Ω and ∂Ω = Γ ∪ β. By Hopf's lemma, the harmonic function h * cannot attain its maximun on Ω at points of Γ, for there ∂h * ∂ν ≡ 0 (see Corollary 10). It follows that the maximum of h * has to be found in β. As β ⊂ ω − (z 0 , a), it holds h * < a in Ω . But then we reach a contradiction: from our hypothesis we know that there exists z * ∈ Γ such that h * (z * ) = a, but then z * would maximize h * on Γ.
(ii) We suppose that
is attained at some inner point of c. It follows that max
and therefore h * < a on Γ , i.e. Γ ⊂ ω − (z 0 , a).
Analogous statements hold for components ω
We need some more notation. Let z 1 , z 2 ∈ Γ µ . We write z 1 ≺ z 2 (z 1 z 2 ) if for every orientation preserving local parametrization p µ : (0, 1) → Γ µ such that
In Lemma 14 we are setting ω = ω − (z 0 , a) and denote by b(ω) the boundary of ω relative to Ω. Notice that -due to the fact that Γ is an analytic curveeither b(ω) ∩ Γ is a discrete set, or h * is constant on Γ and thus in Ω; observe also that some parts of b(ω) may lie on γ.
Lemma 14 Let a be a value of h * on Γ and suppose that z 0 ∈ Γ is such that h * (z 0 ) < a. Then (ii) ω is simply connected and ω ∩ Γ is connected;
is locally an analytic simple arc, except at points where ∇h * = 0; (vi) if b(ω) is given an orientation such that h * < a (h * > a) to the right, then k * is strictly decreasing (increasing) on b(ω).
PROOF. (i), (iii)
Indeed h * is continuous in Ω.
(ii) We have already proved (see Lemma 13) that ω is simply connected. Now, if z 1 , z 2 ∈ ω∩Γ are such that z 1 = z 2 , then we can find an arc β ⊂ ω connecting z 1 to z 2 (we recall that ω is arcwise connected). By an application of claim (ii) of Lemma 13 we conclude that one of the arcs Γ and Γ is contained in ω.
(iv) Let us suppose that ω ∩ γ = ∅ and try to reach a contradiction. We have ∂ω = (Γ ∩ ω) ∪ b(ω). From claim (iii) we know that h * ≡ a on b(ω). Since ∂h * ∂ν ≡ 0 on Γ, neither the maximum nor the minimium of h * can be attained at points of Γ. Then h * ≡ a on ω, contrary to the definition of ω.
(v) From claim (iii), b(ω) is a level curve of the analytic function h * .
(vi) It is a straightforward consequence of the Cauchy-Riemann equations relating h * and k * . 
Corollary 15
We can exploit the information given by Lemma 14 in two ways. We begin by proving Theorem 2. As sgn(h) ≡ sgn(h * ) this can be phrased in terms of h and proved by use of h * .
PROOF. [Theorem 2]
We consider the set partition of Γ, {Γ 1 , . . . , Γ n } given in the statement of the theorem at hand.
Since Γ is analytic and compact, the set in which h * is zero is finite. Hence, for each i ∈ {1, . . . , n}, we have that h * > 0 on Γ i or h * < 0 on Γ i or Γ i reduces to a point. 
The proof of Theorem 1 is more delicate.
PROOF. [Theorem 1] This proof splits in two steps:
(a) for each z i there exists an arc ζ i of γ, which shares the same property of
Were h * ≡ constant over Ω, the theorem would trivially hold, so we exclude this case in what follows. Consequently we can suppose that, if h * (z i ) = a, there exists an arc [z
(a) First we consider the case of a being a maximum for h * . Since we can choose z
; then, in view of Lemma 14 we obtain the configuration sketched in fig. 1 , i.e. there exist two arcs β 
We cannot have h * (z) ≤ a for all z ∈ E i , for otherwise we could choose w ∈ β − i and a ball
). But then, by the mean value theorem for harmonic functions, we would get h * (w) < a.
Let D be a component of {z ∈ E i : h * (z) > a}. If D ∩ γ = ∅, then h * ≡ a on ∂D and so -by the maximum principle -h * ≡ a in D. But then h * ≡ a in the whole of Ω. So we can suppose that D ∩ γ = ∅. Moreover (again by the maximum principle) there is at least one point ζ ∈ D ∩ γ such that h * (ζ) > a. We set ζ i to be the maximal arc containing ζ in which h * ≡ h * (ζ). We stress that in this case ζ i ⊂ [w
If a had been a minimum we could have dealt with it in an analogous fashion.
We conclude (a) by considering the case of z i being a sign transition. We choose again z + i ] such that h * ≡ 0 on ζ i , h * < 0 on a small arc immediately preceding ζ i , h * > 0 on a small arc immediately following ζ i . Actually many such sets may exist. In order to prove part (b) we need to make a suitable choice among them: we will explain our criterion later in the proof of claim (b).
(b)Let us consider z i−1 , z i ∈ Γ both enjoying the property of being an extremum or a sign transiction for h * on Γ. Whichever kind they are, we can exclude that h * (z i−1 = h * (z i ), for otherwise we might spot an extremum point z * such that z i−1 < z * < z i , and h
. This remark allows us to limit our analysis to the two cases in which z i−1 is an extremum and z i is either an extremum or a sign transiction; both cases bearing the condition h * (z i−1 ) = h ( z i ). This last let us infer that E i−1 and E i determined as in part (a) of the proof, are disjoint. Indeed, should E i−1 ∩ E i be non-empty, β + i−1 and β − i would meet. (to have a proof of this assertion complying with the standards of rigor, consider the boundary relative to ∂E i−1 of the set E i ∩ ∂E i−1 . This boundary is not empty -since z i−1 ∈ ∂E i−1 \ E i , and thus ∂E i−1 ∩ E i = ∂E i−1 -and is contained in ∂E i−1 ∩ ∂E i . Take into account that ∂E i is a simple analytic arc) But h * ≡ h * (z i−1 ) on β
, thus we reach a contradiction.
Since in the case of both z i−1 , z i being extremum points, ζ i−1 ⊂ E i−1 ∩ γ, ζ i ⊂ E i ∩ γ, the remark above let us conclude.
The case of z i−1 being an extremum, z i a sign transiction, (or the converse occurring) is the only relevant one left. Let us resume the construction of ω ± i delineated in the first part of the proof. We are restraining our analysis to the case in which there are no other relevant points between z i−1 and z i . (this can be done by the same reasoning by which we excluded that h
we have accomplished all the requirements.
Remark 16
We emphasize that -as a by-product of the preceeding proofwe have that, if z i−1 is an extremum point, then E i−1 ∩ ζ i = ∅, whatever z i is. This will be the key in proving Theorem 3.
In order to prove Theorem 3 we need some other preliminaries. We carry out this part of our analysis on the strip S. Let z i be a maximum point for h * , with h * (z i ) = a > 0. We can construct E i as in the preceeding proof (see fig.  2 ). We consider the component F of the set {k * > 0} containing β − i and its boundary ∂F relative to Ω. The component of ∂F containing z i is an analytic curve α that meets γ (it can be proved in the same way as for the component ω − (z 0 , a)). In order to evaluate h, we have to evaluate |∇u|, or ρ (recall that ρ = − log |∇u|). It holdsρ(z i ) = 0 and dρ = ∂θ ∂u dv − ∂θ ∂v du. The latter can be rewritten dρ = −h * du on the curve α (see Proposition 9) . By the CauchyRiemann equations h * is strictly increasing on α oriented from L to l, therefore we can apply the following lemma, whose proof can be found in Appendix B.
Lemma 17 Let h * be strictly increasing on an arc α joining L to l. If h * = a at the point in which α and L meet, then α h * du ≥ a.
Thus we obtain
Proposition 18 Let z i ∈ Γ be a maximum point for h * restricted to Γ, with Figure 2 . How to determine z 1 i for nonnegative minimizers.
at the point in which α and l meet.
PROOF. Put ζ = α ∩ l; then we have
The first inequality is a consequence of h * being increasing on α, the second one comes from Lemma 17.
We can now prove Theorem 3.
PROOF. [Proof of Theorem 3] Our hypothesis regarding h restricted to Γ are readily translated in hypothesis about h * , since h ≡ h * on Γ.
We go through the proof of Theorem 1, up to obtaining the sets E i ∩ γ for the nonnegative maximum points, and the arcs ζ i for all the other z i . For each nonnegative maximizer z i , we proceed to determine ζ as above, exploiting the level lines {k = 0}. We have z 1 i ∈ E i ∩ γ. By the previous remark we know that z
and by Proposition 18, inequality (7) holds. Choosing as ζ 1 i the maximal subset containing z 1 i and such that h * is constant we complete the proof.
If we apply the same technique to the case of nonpositive minimizers, we do obtain that
Remark 19 Suppose z 0 i is a positive maximizer for h restricted to Γ. As we have seen, h * is strictly increasing on α, so α ⊂ ω 
). Therefore the arc γ i bends more than Γ i does.
A Proof of lemma 12
We recall that both Γ and γ are Jordan curves, i.e. they are homeomorphic to the unit circle. Therefore the statements concerning the decomposition of Γ follow. 
If one or more subarcs of c lie on Γ we can still apply the above reasoning iteratively to each arc that satisfies (A.1), up to identifying the component containing D b (γ).
B Proof of lemma 17
Let S = {v + iu : 0 < u < 1}, L = {v + iu : u = 0}, l = {v + iu : u = 1} and
Suppose f is a piecewise C 1 function which is increasing on c and f c(a) = A. Then by direct computation we obtain 
. . n and suppose that for each i ∈ {1, . . . , n} there exists a
Then by a straight inductive argument, we obtain that if for all i ∈ {1, . . . , n} it hold
respectively. Now let us take up the relevant case. We decompose the curve α(t) = v(t) + iu(t) as a sum of curves like d above. Let C = {I i } i=1..2n+1 (for a suitable n ∈ N) be a collection of intervalls such that [0, 1] = 2n+1 i=1 I i , and
Moreover we require each I i be maximal with respect to the statement: either u ≥ 0 in I i or u ≤ 0 in I i . Put for each i ∈ {1, . . . 2n + 1},
We remark that on account of the geometry of S, on I 2n+1 and I 1 we have u ≥ 0 (recall that α(b 2n+1 ) ∈ l, α(a 1 ) ∈ L) and so u ≥ 0 on I i for all odd i, while for even i we have u ≤ 0 (this also amounts to a justification for C having an odd number of elements). Now for each even k ∈ {2, . . . , 2n}, put J k 2 = I k ∪ I k+1 and then J 0 = I 1 .
Then each α |J j is a curve of the same kind of c above. For each j ∈ {1, . . . , n} put ∆ i u = J j u . On the set D = {J j } j=1..n (we leave out J 0 for a while) define an equivalence relation (symbol: ) as J j 1 J j 2 ⇐⇒ for each j : min{j 1 , j 2 } ≤ j ≤ max{j 1 , j 2 }, sgn ∆ j 1 u = sgn ∆ j u = sgn ∆ j 2 u .
Therefore we have taken a partition of D into subcollections {B ε }. Each B ε is formed by adjoining intervals J j all sharing the sign of the increment ∆ j u. Thus each α | Bε is a curve like d above.
We go through induction on the number of the collections B ε to prove that for all ν ∈ N, where for each ε ∈ {1, . . . , ν}, δ ε u = Bε u = j:J j ∈Bε ∆ j u, and [A ν , B ν ] = B ν = {J j : J j ∈ B ν }.
In order to take advantage of the fact that u ≥ 0 close to α(1), we suppose we have numbered the collections B ε so that α(1) ∈ B 1 and ε growing as moving The first inequality being a consequence of (B.1b), the second from f being monotonic and (B.4).
We still have to take into account J 0 , but that does not do any harm. Indeed 
