Abstract-We propose Monte Carlo methods to estimate the partition function of the two-dimensional Ising model in the presence of an external magnetic field. The estimation is done in the dual of the Forney factor graph representing the model. The proposed methods can efficiently compute an estimate of the partition function in a wide range of model parameters. As an example, we consider models that are in a strong external field.
I. INTRODUCTION
In [1] , the authors showed that for the two-dimensional (2D) Ising model, at low temperature, Monte Carlo methods converge faster in the dual Forney factor graph than in the original (primal) factor graph. Monte Carlo methods based on the dual factor graph were also proposed in [1] to estimate of the partition function of the 2D Ising model in the absence of an external magnetic field (see also [2] ).
In thermodynamic limits, the exact value of the partition function of the 2D Ising model, with constant couplings and in the absence of an external field, was first calculated by Onsager [3] , [4, Chapter 7] . However, the 2D Ising model in an arbitrary non-zero external field and the three-dimensional (3D) Ising model have remained unsolved [5] .
In general, the partition function of 2D models with arbitrary couplings can be estimated using Markov chain Monte Carlo methods [6] - [8] . In this paper, we consider the problem of estimating the partition function of the "finite-size" 2D ferromagnetic Ising model in a consistent external field. We propose Monte Carlo methods in the dual of the Forney factor graph representing the model that can efficiently estimate the partition function. As a special case, we consider models that are in a strong external magnetic field.
The paper is organized as follows. In Section II, we review the Ising model and graphical model representations in terms of Forney factor graphs. Dual Forney factor graphs and the factor graph duality theorem are discussed in Section III. The proposed Monte Carlo methods are described in Section IV. Numerical experiments are reported in Section V.
II. THE ISING MODEL IN AN EXTERNAL MAGNETIC FIELD
Let X 1 , X 2 , . . . , X N be a collection of discrete random variables arranged on the sites of a 2D lattice, as illustrated in Fig. 1 , where interactions are restricted to adjacent (nearestneighbor) variables. Suppose each random variable takes on values in a finite alphabet X . Let x i represent a possible realization of X i , x stand for a configuration (x 1 , x 2 , . . . , x N ), and X stand for (X 1 , X 2 , . . . , X N ).
In a 2D Ising model, X = {0, 1} and the Hamiltonian (the energy function) of a configuration x is defined as [4] H
where B contains all the unordered pairs (bonds) (k, ) with non-zero interactions and [·] denotes the Iverson bracket [9, Chapter 2], which evaluates to 1 if the condition in the bracket is satisfied and to 0 otherwise.
The real coupling parameter J k, controls the strength of the interaction between adjacent variables (x k , x ). The real parameter H m corresponds to the presence of an external magnetic field. In this paper, we concentrate on ferromagnetic models, characterized by J k, > 0 for each (k, ) ∈ B. The external field is assumed to be consistent, i.e., for 1 ≤ m ≤ N , H m is either assigned to all positive or to all negative values.
The probability that the model is in configuration x is given by the Boltzmann distribution [4] 
Here, the normalization constant Z is the partition function Z = x∈X N e −βH(x) and β = 1/k B T , where T denotes the temperature and k B is Boltzmann's constant.
In the rest of this paper, we will assume β = 1. Hence, large values of J and |H| correspond to models at low temperature and in a strong external field. Boundary conditions are assumed to be periodic throughout this paper. Thus |B| = 2N .
For each adjacent pair (x k , x ), let
and for each x m
We then define f : The corresponding Forney factor graph (normal Factor graph) for the factorization in (5) is shown in Fig. 1 , where the boxes labeled "=" are equality constraints [10] , [11] .
From (5), the partition function in (2) can be expressed as
To estimate Z, we propose Monte Carlo methods in the dual of the Forney factor graph representing the factorization (5).
III. THE DUAL MODEL
We can obtain the dual of Fig. 1 , by replacing each variable x with its dual variablex, each factor κ k, with its 2D discrete Fourier transform (DFT), each factor τ m with its onedimensional (1D) DFT, and each equality constraint with an XOR factor [11] - [14] . Note thatX also takes on values in X .
After suitable modifications, we can construct the dual Forney factor graph of the 2D Ising model, as shown in Fig. 2 . For binary variablesx 1 ,x 2 , . . . ,x k boxes containing " + " symbols in Fig. 2 , represent XOR factors as
where ⊕ denotes the sum in GF(2), the small boxes attached to each XOR factor are as
and the unlabeled normal-size boxes attached to each equality constraint represent factors as
Here, J k is the coupling parameter associated with each bond. For more details, see [1] , [2] .
In this paper, we focus on ferromagnetic models, and as a result, all the factors (9) (8), unlabeled normal-size boxes represent (9), and boxes containing " + " symbols represent XOR factors, as in (7).
the value of Z is invariant under the change of sign of the external field [4] . Therefore, without loss of generality, we assume H m < 0 for 1 ≤ m ≤ N . With this assumption, all the factors (8) will also be positive.
In the dual domain, we denote the partition function by Z d . In the context of this paper, the normal factor graph duality theorem [13, Theorem 2] states that
Roughly speaking, the dual representation transforms the low-temperature region (i.e., large J) to the high-temperature region (i.e., small J) and vice versa. Furthermore, due to the presence of the XOR factors in Fig. 2 , it is possible to simulate a subset of the variables, followed by doing computations on the remaining ones. These properties can be employed to design efficient Monte Carlo methods in the dual domain to estimate Z -especially for cases that such an estimation might otherwise be difficult in the original (primal) domain.
In Section IV, we design Monte Carlo methods in Fig. 2 to estimate Z d , which can then be used to compute an estimate of Z via the normal factor graph duality theorem.
IV. MONTE CARLO METHODS
We describe our Monte Carlo methods (importance sampling and uniform sampling) in the dual factor graph of the 2D Ising model in an external field.
In Fig. 2 , let us partitionX, intoX A andX B , with the restriction thatX B is a linear combination (involving the XOR factors) ofX A . An example of such a partitioning is illustrated in Fig. 3, whereX B is the set of all the edges connected to the small unlabeled boxes (which are involved in factors (8)), and X A is the set of all the bonds (which are involved in factors (9) and are marked by thick edges). As will be discussed, this choice of partitioning is appropriate for models in a strong external field.
In this set-up, a valid configurationx = (x A ,x B ) in the dual factor graph can be created by assigning values toX A , followed by updatingX B as a linear combination ofX A .
Accordingly, let us define
From (11), we define the following probability mass func-
The probability mass function (13) has two key properties. First, its partition function Z q is analytically available as
where |B| denotes the cardinality of B, which is equal to the number of bonds in the lattice (cf. Section II). Second, it is straightforward to draw independent samples x (1)
A , . . ., according to q(x A ). The product form of (11) indicates that to drawx
The quantity
Asx B is a linear combination ofx A , updatingx ( ) B is easy after generatingx ( ) A . These samples are then used in the following importance sampling algorithm to estimate Z d .
It follows that,Ẑ IS is an unbiased estimator of Z d . Indeed The proposed importance sampling scheme can yield an estimate of Z d , which can then be used to estimate Z in (6), using the normal factor graph duality theorem (cf. Section III).
The accuracy of (17) depends on the fluctuations of Λ(x B ). If Λ(x B ) varies smoothly,Ẑ IS will have a small variance. With our choice of partitioning in (11) and (12), we expect to observe a small variance if the model is in a strong (negative) external field. See Appendix I for a discussion.
We can design a uniform sampling algorithm by drawing x ( ) A uniformly and independently from X |B| , and by applyinĝ
It is easy to verify that,
The efficiency of the uniform sampling and the importance sampling algorithms will be close if J k is very large (i.e., when the model is at very low temperature). However, for a wider range of parameters, importance sampling outperforms uniform sampling -as will be illustrated in our numerical experiments in Section V.
If the model is in a relatively strong external field, we can consider applying annealed importance sampling [15] ; see Appendix II. The choice of partitioning in the dual graph is arbitrary, as long asx B can be computed as linear combinations ofx A . The partitioning in Fig. 3 is suitable for models in a strong external field. An example of a partitioning suitable for models with strong couplings is described in [16] .
Finally, note that a good general strategy to reduce the variance of Monte Carlo methods in Fig. 2 , is to include factors with larger model parameters (coupling parameters J and the external magnetic field H) in Λ(x B ).
V. NUMERICAL EXPERIMENTS
We apply the proposed Monte Carlo methods of Section IV to estimate the log partition function per site, i.e., For very large coupling parameters, (corresponding to models at very low temperature), convergence of uniform sampling is comparable to the convergence of the importance sampling algorithm (see Fig. 4 ). However, as we observe in Fig 5, uniform sampling has issues with slow convergence for a wider range of coupling parameters, while the importance sampling We observe that convergence of the importance sampling algorithm improves as |H| becomes larger (see Appendix I).
VI. CONCLUSION
Monte Carlo methods were proposed in the dual Forney factor graph to estimate the partition function of the 2D ferromagnetic Ising model in an external magnetic field. We described a method to partition the variables in the dual factor graph and introduced an auxiliary probability mass function accordingly.
The methods can efficiently estimate the partition function in a wide range of model parameters; in particular (with our choice of partitioning), when the Ising model is in a strong external magnetic field. Indeed, convergence of the methods improve as the external field becomes stronger. Depending on the values and the spatial distribution of the model parameters, different partitionings yield schemes with different convergence properties. Generalizations of the proposed methods to the q-state Potts model are discussed in [17, Section V] . Comparisons with deterministic algorithms in the primal domain (e.g., the generalized belief propagation and the tree expectation propagation algorithms, as done in [18] ) are left for future work.
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APPENDIX I CONVERGENCE OF MONTE CARLO METHODS IN THE DUAL FORNEY FACTOR GRAPH
For simplicity, we assume that the coupling parameter and the external field are both constant, denoted by J and |H|, respectively. In the dual factor graph, let us replace each factor (10) by
and each factor (12) by
The required scale factor S to recover Z d can be easily computed by multiplying all the local scale factors as
Note that, lim t→∞ tanh t = 1, therefore in a strong external field (i.e., large |H|) and at low temperature (i.e., large J), tanh |H| and tanh J both tend to constant, which gives reasons for the fast convergence of uniform sampling in this case. Indeed, convergence of the uniform sampling algorithm in the dual domain improves as J and |H| both become larger. And for a fixed J, convergence of the importance sampling algorithm improves as |H| becomes larger. For more details, see [17, Appendix I] .
APPENDIX II ANNEALED IMPORTANCE SAMPLING IN THE DUAL FORNEY FACTOR GRAPH
We briefly explain how to employ annealed importance sampling [15] in the dual factor graph to estimate the partition function of the 2D Ising model, when the model is in a relatively strong consistent external field.
Again, for simplicity, we assume that the coupling parameter and the external field are both constant. The partition function is thus denoted by Z d (J, |H|). We express Z d (J, |H|) using a sequence of intermediate partition functions by varying |H| in V levels as
Here, unlike typical annealing strategies applied in the original domain, (α 0 , α 1 , . . . , α V ) is an increasing sequence, with 1 = α 0 < α 1 < · · · < α V .
If α V is large enough, Z d (J, |H| α V ) can be estimated efficiently via our proposed Monte Carlo methods. As for the intermediate steps, a sampling technique that leaves the target distribution invariant (e.g., Metropolis-Hastings algorithms or Gibbs sampling [6] ) is required at each level. The number of levels V should be sufficiently large to ensure that intermediate target distributions are close enough and estimating Z d (J, |H| α V ) is feasible (see also [19, Section 3] ).
