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Ziel des DISCO-Projektes (Q.ezentralisierte !nformationshaltungs-
~trukturen für Mini-Computersysteme) ist die Entwicklung einer
auf Kleinrechnernetze zugeschnittenen verteilten Datenbankarchi-
tektur und ihrer funktionellen Komponenten;
Die DISCO-Architektur basiert, im Gegensatz zu anderen Vor-
schlägen, auf einer logischen bateiebene, die aus der Benutzer-
sicht Transparenz bezüglich der Verteilung von Daten und Funk-
tionen aufzeigt.
Es wurde das operationale Modell eines verteilten Dateisystems
entwickelt, das als Schnittstelle eine logische Dateiebene
anbietet. Es beinhaltet eine auf Interprozeßkommunikation
beruhende Interaktion der funktionellen Komponenten und sieht
Mebhanismen zur Sicherung der operationalen Integrität ver-
teilter Daten vor.
DISCO: An architecture for distributed databäses
Abstract
The DISCO-project (Distributed Database for ~mall Computers)
is aimed towards specification and implementation of a
distributed data base architecture and its respective func-
tional components for a minicomputer network environment.
In contr~st to other proposals, the DISCO architecture is
based on a logical file level providing transparency from a
user's point of view with respect to distribution of func-
tional components and data.
An operational model of a distributed file system offering
a logical file level as an interface was developed, which
relies on interprocess communication facilities and incorpo-
rates all access control functions necessary to provide opera-
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Die Schaffung von Möglichkeiten zur Dezentralisierung d~rDaten­
haltung in verteilten DV-Systemen entspricht dem Bedarf einer
ständig wachsenden Zahl von Anwendern im Bereich der kommer-
ziellen Datenverarbeitung und im technischen Bereich. Vor
allem die Entwicklung leistungsfähiger, kostengünstiger Klein-
rechner ~at einen zunehmenden Trend zur Dezentralisierung von
Datenverarbeitungskapazität in den genannten Gebieten verur-
sacpt; entspreahend müssen schritthaltend die Voraussetzungen
für die Einrichtung adäquat konzipierter rechnergestützter
Informationssysteme geschaffen werden.
Die Grundlage derartiger Systeme bilden Datenbanksysteme,
deren Architektur an die Gegebenheiten der zum Einsatz kom-
menden verteilten DV-Systeme angepaßt ist. Eine Datenbankar-
chitektur für verteilte DV-Systeme kann die schrittweise Aus-
baubarkeit eines auf dezentralisierte betriebliche Organi-
sationsstrukturen zugeschnittenen rechnergestützten Informa-
tionssystems gewährleisten; die dezentralisierte Datenhaltung
kommt erhöhten Anforderungen an Effizienz und Zuverlässig-
keit durch ggf. redundante Informationsablage am Ort mit den
häufigsten Zugriffsanforderungen entgegen.
Ein wichtiger Anwendungsbereich für dezentralisierte Daten-
bankarchitekturen sind arbeitsplatzorientierte,teilautonome
Terminalsysteme, die über erhebliche Intelligenz und Speicher-
kapazität in den einzelnen Außenstationen verfügen. Derarti-
ge Systeme stellen heute nach übereinstimmender Ansicht der
meisten Fachleute eine der am stärksten expandierenden Ent-
wicklungen in der Datenverarbeitung dar.
Schwerpunkte für den Einsatz arbeitsplatzorientierter Systeme
im industriellen Bereich sind,Betriebsdatenerfassungs- und
Steuerungssysteme. Man geht z.Z. davon aus, daß zukünftig etwa
'. "
70% - 80% aller DV-Investitionen im. Prozeßlenkungs- und be-
trieblichen Dispositionsbereich für interaktive Terminal-
systeme eingesetzt werden. Hervorzuheben ist dabei in dieser
Anwendung die enge Verknüpfung zwischen den technisch-opera-
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tiven, dispositiven und kaufmännischen Aspekten.
Auch im reinen Handels-, Banken- und Verwaltungsbereich setzt
sich die arbeitsplatzorientierte Datenverarbeitung in Verbund-
systemen durch. Netze mit in der Größenordnung von 104 Außen-
stationen sind, allerdings noch bei weitgehend zentraler In-
formationshaltung, im Aufbau.
Die Zielsetzung des als Initialvorhaben und "feasibility study"
für weiterführende Arbeiten gedachten Vorhabens "Datenbankar-
chitektur für verteilte DV-Systeme" war es, entsprechend den
oben angestellten überlegungen, ein für den Aufbau und die Ver-
waltung verteilter Datenbanken in Rechnernetzen brauchbares
Grundkonzept zu entwickeln und anhand experimenteller Studien
zu untersuchen.
Als wesentliche Randbedingungen sollten in die Untersuchungen
eingehen:
Die als Arbeitsrechner in den Rechnernetzen in Betracht
kommenden DV-Systeme sind Kleinrechner.
- Das zur Kopplung der Kleinrechner erforderliche Kommunika-
tionssystem soll mit adäquatem Aufwand realisierbar sein und
gleichzeitig die Arbeitsrechner von kommunikationsbedingten
Verwaltungsaufgaben freihalten.
- Für die Interkommunikation zwischen Kleinrechnern sollten zu-
nächst keine eigenen, grundsätzlich neuen Konzepte erar-
beitet werden. Vielmehr sollte versucht werden, weitgehend
auf im Großrechnerbereich entwickelte Konzepte zurückzu-
greifen, die sich zum Teil bereits im Vorfeld der Standardi-
sierung befinden.
- Das zu entwickelnde Konzept sollte heterogene, verteilte
Systeme berücksichtigen. Diese Randbedingung resultiert aus
der Forderung nach Erweiterbarkeit'und Einbeziehbarkeit be-
reits installierter DV-Systeme.
- Vorhandene konventionelle Betriebssysteme (Dateiverwaltungs-
systeme) sollten nach Möglichkeit als Basis für die Reali-




Ein detailliertes, aber dennoch auf verschiedenen Zielrech-
nern effizient realisierbares (übertragbares) Konzept für die
Architektur verteilter Datenbanken, das die unter 1.1 aufge-
führten Randbedingungen berücksichtigt, setzt als Grundlage
Schnittstellen für Interkommunikation und lokale Dateiver-
waltung voraus, die gleichsam als systeminterner Standard auf
unterschiedlichen, implementierungsbedingten Voraussetzungen
realisiert werden können.
Schnittstellen, die die Formulierung der erforderlichen Kommu-
nikationsabläufe zwischen funktionellen Komponenten eines ver-
teilten Datenbanksystems ohne Kenntnis der implementierungs-
spezifischen Details des verwendeten Kommunikationssystems
gestatten, standen zumindest für Großrechnernetze in Form
von Schnittstellen für lnterprozeßkommunikation (lPe) zur
Verfügung.
Zunächst mußte gezeigt werden, daß eine äquivalent komfortable
lnterprozeßkommunikation auf den für den Großrechnerbereich
entwickeiten systematischen Ansätzen auch in verteilten
Systemen mit Kleinrechnern verwirklicht werden kann, ohne daß
,dies mit einer erheblichen Leistungseinbuße erkauft werden muß.
Damit war ein flexibles Nachrichtentransportsystem gefunden, das
den Kommunikationsanforderungen verteilter Datenbanken in der
vorgesehenen Umgebung genügt.
Die Einführung eines systeminternen Standards für die Schnitt-
stelle zur lokalen Dateiverwaltung in den als Arbeitsrechner
zum Einsatz kommenden Kleinrechnern mußte so erfolgen, daß
einerseits die Abbildung der Standardschnittstelle auf eine
Vielzahl heute verfügbarer Kleinrechnerbetriebssysteme ohne
großen Aufwand möglich ist, andererseits die auf der Standard-
schnittstelle aufbauende Architektur verteilter Datenbanken
in ihrem Leistungsvermögen nicht eingeschränkt wird.
Die Vorgehensweise bei der Konzipierung der zu erarbeitenden
Architektur wurde durch die Entscheidung für die Verwendung in-
terner Standardschnittstellen für, Interkommunikation und lo-
kale Dateiverwaltung entscheidend beeinflußt:
Als Grundstruktur eines operationalen Modells verteilter Daten-
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banken war ein System von zu verteilten DV-Prozessen gruppier~
ten funktionellen Komponenten, die nur über die Standard-
schnittstelle für Interprozeßkommunikation i~ Wechselwirkung
treten können, vorgegeben. Der Grad der Redundanz der Reali-
sierung dieser funktionellen Komponenten und ihre Verteilung
. .
sind variabel. Die Semantik der funktionellen Komponenten be-
rücksichtigt die Anforderungen, die sich aus den der Stan-
dardschnittstelle für lokale Dateiverwaltung zu überlagern-
den höheren Funktionsebenen ergeben.
Bei der Konzipierung der höheren Funktionsebenen bot sich zu-
nächst der "to~-down-approach" an, ausgehend von konventio-
nellen Architekturmodellen für zentralisierte Datenbank-
systeme.
Die Untersuchung der Vielzahl von Möglichkeiten für die Ein-
bringung des datenb~zogenen Verteilungsaspektes in ein schich-
tenorientiertes Konzept verteilter Datenbanken, das durch die
Benutzerschnittstelle auf der einen und die Standardschnitt-
stelle für lokale Dateiverwaltung auf der anderen Seite ab-
gegrenzt wird, zeigte sehr schnell, daß eine Datenhaltung in
verteilten Systemen, die auf einer verteilungstransparenten
logischen Dateiebene basiert, ein Höchstmaß an Flexibilität
gewährleistet.
Auf einer logischen Dateiebene, die die Verwaltung verteilter
Datenbestände vor den Benutzern bei Bedarf abschirmt, lassen
sich Datenbasen unterschiedlicher Komplexität, die an die An-
forderungen verschiedenster Anwendungen angepaßt werden können,
unter Ausnutzung aller Vorteile der verteilten Datenhaltung
aufbauen.
Ein Konzept für die Realisierung dieser logischen Dateiebene
wurde, ausgehend von der internen Standardschnittstelle für
die lokale Dateiverwaltung, "bottom-up" entwickelt. So wurden
die durch die Kleinrechnerumgebung bedingten Restriktionen
von Anfang an berücksichtigt und eine Beschränkung auf das
Machbare erreicht.
Aus den oben aufgeführten überlegungen resultiert unmittelbar
die bei der Bearbeitung des Vorhabens ~ngewendete iuordnung
\ ,"
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der Arbeiten zu drei Teilaufgaben:
- Entwicklung und Erprobung eines Nachrichtentransportsystems
für die Interkommunikation zwischen den verteilten Kompo-
nenten eines Datenbanksystems.
- Untersuchung der Erweiterbarkeit konventioneller Ansätze
und Realisierungen der Datenverwaltung sowie Ableitung ggf.
alternativer Architekturkonzepte für verteilte Datenbanken
unter besonderer Berücksichtigung von Kleinrechnersystemen.
- Konzipierung und Einzelerprobung eines operationalen Archi-
tekturmodellsfür verteilte Datenbanken mit Kleinrechnern.
Den beiden ersten Teilaufgaben ist gemeinsam, daß sie auf um-
fangreichen Analysen des Standes der Technik basieren und mit
ihren Ergebnissen Grundlage des zu erarbeitenden Konzeptes
für eine Datenbankarchitektur für verteilte DV-Systeme bilden.
Ziel der ersten Teilaufgabe war es, ein spezifisches Nach-
richtentransportsystem mit einer Schnittstelle für Interpro-
zeßkommunikation zur Erprobung wesentlicher Funktionen der
dritten Teilaufgabe zu entwickeln und auf einem zu installie-
renden Kleinrechnerverbund schrittweise zu implementieren.
DIeichzeitig war die Benutzung bereits in der Standardisierung
befindlicher elementarer Kommunikationsprotokolle (HDLC) vor-
gesehen.
Innerhalb der zweiten Teilaufgabe sollten im Einsatz befind-
liche bzw. vorgeschlagene Datenmodelle, Dateisysteme und
Datenbanksysteme auf ihre Eignung für die Einbeziehung in ein
Architekturkonzept verteilter Datenbanken untersucht werden.
Dabei sollten, unabhängig von der Einschränkung auf kleine
Systeme, auch allgemeine Fragen der Verteilung und Mehrfach-
haltung von Daten und Funktionen untersucht werden.
Ziele der in dieser Teilaufgabe beinhalteten Konzeptstudien
waren Analysenergebnisse, die auf in der dritten Teilaufgabe
zu untersuchende Fragestellungen, Grundkonzepte und ggf.
Entwurfsalternativen für eine für verteilte DV-Systeme ge-
eignete Datenbankarchitektur hinleiten.
Als Vorstufe zur Implementierung und Einzelerprobung sollte
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in der dritten Teilaufgabe ein operationales Modell einer yer-
teilten Datenbankarchitekt~rerarbeitet werden, das die zur
Realisierung erforderlichen funktionellen· Komponenten iden-
tifiziert, gruppiert und ihre über das Nachrichtentransport-
system realisierten Wechselwirkungen wiedergibt.
Spezielle Aufmerksamkeit sollte dem Problem der Zugriffskoor-
dinierung zuteil werden. Ziel waren Verfahren, die die Haltung
redundanter Datenbestände bei gleichzeitiger Gewährleistung
der Konsistenz gestatten und dadurch den Aufbau hochverfüg-
barer, fehlertoleranter Systeme ermöglichen.
Der dem Vorhaben gegebene Charakter einer "feasibility study"
mit engen Schranken für Zeit und Aufwand gebot es, den neben
der Frage nach der Machbarkeit verteilter Datenbanken sekun-
dären Aspekt des Datenschutzes in derartigen Systemen zu-
nächst unberücksichtigt zu lassen. Die Behandlung der tech-
nischen Seite dieser, aufgrund jüngster Aktivitäten des Ge-
setzgebers besonders aktuellen Frage, sollte in einem ge-
sonderten Vorhaben behandelt werden.
1.3 Darstellung der Ergebnisse
Im vorliegenden Bericht werden die bei der Bearbeitung des
Vorhabens erzielten Ergebnisse nicht streng den einzelnen
Teilaufgaben zugeordnet. Vielmehr orientieren sich Form und
Reihenfolge der Darstellungen an der Rolle der Ergebnisse be-
züglich des Gesamtkomplexes "verteilte Datenbanken".
Zunächst wird in Kapitel 2 der Problemkreis der Datenhaltung
in verteilten DV-Systemen vor dem Hintergrund des Standes der
Technik einführend betrachtet.
In Kapitel 3 folgt dann die Vorgtellung des im Rahmen des Vor-
habens entwl.ckelten Grobkonzepts- für verteilte Datenbankarchi-
tekturen, das- s-ich S"tark an für konventionelle Datenbank-
systeme entwickelte Konzepte anlehnt IANS1, DIT1, SAAl, SCH5/.
Im Vordergrund s-teht di.e Di.s-kus-s-ion möglicher Varianten der
Verteilung von Daten und die Bewertung dies-er Varianten. Die
Diskussion ·führt zur verteilungS"trans-parenten logis-chen Da-
teiebene als- ideale Bas-is- für verteilte Datenbanken auf
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Kleinrechnersystemen.
Kapitel 4 dient der Einführung eines für die Realisierung
logischer Dateiebenen in verteilten DV-Systemen auf der Grund-
lage einer internen Standard-Schnittstelle für lokale Datei-
verwaltung entwickelten Mehrschichtenkonzeptes und dem Nach-
weis der Brauchbarkeit dieses Konzeptes als Grundlage für
alle Datenbanksysteme, die auf den gängigen Datenmodellen
basieren.
Der Umsetzung des in Kapitel 4 diskutierten Konzeptes für die
Verteilungen d~r Daten in ein op~rationales Modell mit ver-
teilten funktionellen Komponenten unter Einbeziehung der
über das Nachrichtentransportsystem verwirklichten Inter-
prozeßkommunikation dient Kapitel 5.
Datenhaltung in verteilten Systemen stellt aufgrund der mög-
lichen parallelen Transaktionsbearbeitung bei verteilten
Funktionen und verteilten Daten besondere Anforderungen an
Verfahren zur Sicherung der Integrität der abgespeicherten
und bei Abfragen gewonnenen Informationen. Hierzu wurden die
in Kapitel 6 beschriebenen Techniken entwickelt, die auf spe-
ziellen Formen der Interkommunikation über das Nachrichten-
·transportsystem beruhen. Besondere Berücksichtigung bei der
Entwicklung der diskutierten Verfahren fand die redundante
Datenhaltung und die damit mögliche Steigerung der Systemver-
fügbarkeit.
Kapitel 7 schließlich geht auf das für die Realisierung einer
systeminternen Standard-Schnittstelle für Interprozeßkommuni-
kation gewählte, auf Ergebnissen von Untersuchungen der im
Großrechnerbereich zu findenden Ansätze beruhende Konzept ein.
Als greifbares Ergebnis wird die Pilotimplementierung eines
entsprechenden Nachrichtentransportsystems auf einern am In-
stitut für Datenverarbeitung in der Technik realisierten ver-
teilten DV-System, einem aus Mini- und Mikrorechnern aufge-
bauten lokalen Rechnernetz beschrieben.
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2. Datenhaltung in verteilten DV-Systemen
2.1 Verteilungsbegriff
Die Bezeichnung "Verteiltes DV-System" entspricht z. Z.. noch
keinem normierten Begriff; als Sprachregelung auf internatio-
naler Ebene hat sich jedoch eine, wenn auch nicht sehr prä-
zise Begriffsbestimmung, herausgebildet: Unter "distributed
systems" werden DV-Systeme verstanden, die unter der Kontrolle
eines übergeordneten dezentralisierten Betriebssystems den ko-
ordinierten paralleIn Ablauf von DV-Prozessen auf physikalisch/
räumlich verteilten, lose gekoppelten (asynchron arbeitenden)
Prozessoren gestatten.
Diese Begriffsbestimmung eliminiert somit klassische, aus-
schließlich über einen gemeinsamen Hauptspeicher kommuni-
zierende Mehrprozessorsysteme ebenso, wie Rechnernetze mit
zentralisierter Betriebsmittelverwaltung.
Für die Datenhaltung in verteilten DV-Systemen wird neben einer
Zentralisierung aller Datenverwaltungsfunktionen auf einem aus-
gezeichneten, spezialisierten Rechner - das DATACOMPUTER-Pro-
jekt ist hierfür ein herausragendes Beispiel /MAS1/ -, heute
.eine zweite Alternative verfolgt, die nicht nur den Zugriff
zu Daten, sondern auch deren freie Verteilung innerhalb eines
verteilten DV-Systems anstrebt l"distributed data base").
Anpassung der EDV an Organisationsstrukturen und nicht, wie
heute üblich, Anpassung der Organisationsstrukturen an die EDV,
erhöhte Zuverlässigkeit und Verfügbarkeit und Wirtschaftlich-
keitsüberlegungen, die auf dem Trend zu wesentlich stärker
fallenden Rechnerkosten im Vergleich zu Übertragungskosten be-
ruhen, sind die gewichtigsten Argumente für die Einrichtung
verteilter Datenbestände.
Unter Verteilung soll die physikalische Zuordnung von Ver-
teilungsobjekten, d.h. von Daten, Funktionen, Transaktionen
und Benutzern, zu den Rechnern eineB verteilten DV-Systems ver-
standen werden. Für diese Zuordnung bieten sich mehrere Mög-
lichkeiten an, abhängig davon, ob
- eine Zerlegung von Verteilungsobjekten in Teilobjekte, die
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selbst wieder Verteilungsobjekte sein können, durchgeführt
werden kann,
- Verteilungsobjekte nur einem Rechner oder, redundant reali-
siert, mehreren Rechnern simultan zugeordnet werden sollen.
Redundante Realisierung (Kopie) und Zerlegung sind die Instru-
mente, mit denen Verteilung gesteuert werden kann.
Beim Verteilungsobjekt Daten (hierunter fallen neben Primär-
daten auch Zugriffspfade, Kataloge und Schemata) wird die Art
der Verteilung von der Form der Datenhaltung wesentlich beein-
flußt: Für satzweise zu Dateien organisierte Daten kann zwischen
einer grob granulierten Verteilung auf Dateiebene und einer
feinen Granulierung auf Satzebene gewählt werden. In Daten-
banksystemen treten tiefer strukturierte Datenobjekte auf,
so daß mehrere Granulierungsstufen unterschieden werden
können. So ist z.B. in relationalen Datenbanksystemen eine
Verteilung von Relationen, Tupeln, Attributen oder gar von ein-
zelnen Attributwerten denkbar. Bei einer redundanten Reali-
sierung von Daten muß die Identität (Konsistenz) der einzelnen
Kopien gewährleistet werden.
Bei Funktionen als Verteilungsobjekten wird eine Zerlegung in
~eilfunktionen dadurch begrenzt, daß diese letztlich auf Pro-
zesse abgebildet werden müssen. Eine redundante Realisierung
von Funktionen erfordert deren Koordinierung, wenn sie auf
gemeinsame Resourcen zugreifen. So kann z.B. in einem ver-
teilten Datenverwaltungssystem die Teilfunktion, die Sperrme-
chanismen realisiert, abgespalten und einem (zentrale Kontrolle)
oder mehreren Rechnern (dezentrale Kontrolle) zugeordnet
werden.
Für Transaktionen als Verteilungsobjekte ist deren Zerlegung
in parallel ausführbare Teiltransaktionen aus Gründen der Effi-
zienzsteigerung wünschenswert, während redundante Transaktions-
ausführung bis auf wenige Spezialfälle (z.B. in "stand-by"-
Systemen) eine untergeordnete Rolle .spielt.
Bezüglich der Gesamtheit der Benutzer ist in der Regel eine
aufgabenorientierte Aufteilung in·Benutzergruppen und eine
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organisatorische Zuordnung zu den Rechnern eines verteilten
Systems sinnvoll. Funktionsbedingte Mehrfachzuordnungen sind
erforderlich, wenn z.B. ein Benutzer gleichzeitig an mehreren
Aufgaben partipiziert.
Verteilung von Daten, Funktionen, Transaktionen und Benutzern
kann nicht isoliert voneinander betrachtet werden. Vielmehr
existieren wechselseitige Abhängigkeiten, die die Vielfalt
der Verteilungsmöglichkeiten einschränken. Liegt z.B. die Ver-
teilung von Daten fest, so kann über die Verteilung der er-
forderlichen Zugriffsfunktionen nicht mehr frei verfügt werden.
2.2 Verteilungskriterien
Kriterien, die die Zuordnung der Verteilungsobjekte Daten,
Funktionen, Transaktionen und Benutzer zu den Rechnern eines
verteilten DV-Systems sowie den Grad der Zerlegung und der re-
dundanten Realisierung beeinflussen, können im Idealfall als
Zielgrößen bzw. Parameter von Optimierungsmodellen spezifi-
ziert werden.
Formale Modelle, die eine an Verteilungskriterien orientierte
optimale Verteilung zu ermitteln gestatten, existieren jedoch
bisher nur für Spezialfälle (vgl. 2.7). Insbesondere das
gleichzeitige Optimieren nach mehreren Kriterien, das Forma-
lisieren von Begriffen, wie Organisationsstruktur und der
Einfluß von Datenschutzbetrachtungen auf die Verteilung stel-
len ungelöste Probleme dar. Es sollen daher nur qualitative
Betrachtungen angestellt werden, welche Verteilungskriterien
berücksichtigt und ggf. mit den Instrumenten der Zerlegung
und redundanten Realisierung optimiert werden können:
- Anpassung an die Organisationsstruktur der Systemumgebung:
Besonders bei dezentraler Organisationsstruktur ist eine
Anpassung des zugehörigen DV-Systems in der Art anzustreben,
daß das Gesamtsystem in entsprechende autonome Teilsysteme
aufgegliedert wird. Dies kann durch eine Zerlegung in funk-
tionsverschiedene Komponenten (z.B. entsprechend der or-
ganisatorischen Gliederung eines Unternehmens in Produk-
tionsabteilung und kaufmännische Abteilung) oder in funk-
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tionsidentische Komponenten (z.B. für Banken mit mehreren
Filialen) erreicht werden.
- Datenschutz:
Der Einfluß von Datenschutzanforderungen auf die Verteilung
ist noch nicht hinreichend geklärt. Bisweilen wird das Auf-
teilen schutzwürdiger Daten auf verschiedene Rechner eines
verteilten DV-Systems schon als Maßnahme zur Erhöhung des
Datenschutzes vorgeschlagen /SCH1/.
- Erhöhung der Zuverlässigkeit und Verfügbarkeit:
Die in einem verteilten DV-System durch das Vorhandensein
mehrerer autonomer Teilsysteme erhöhte Zuverlässigkeit und
Verfügbarkeit kann durch das Instrument der redundanten Re-
alisierung gezielt vergrößert werden.
- Minimierung der Kosten:
Die Kosten der Datenhaltung werden primär durch die von der
Zahl der Zugriffe abhängigen Übertragungskosten, die Spei-
cherkosten und die Programmlaufkosten bestimmt. Hier exi-
stieren bereits Optimierungsmodelle, die die Bestimmung der
kostengünstigsten Verteilung von Daten, Funktionen und
Transaktionsbearbeitungen gestatten; das Optimum kann mit
den Instrumenten der Zerlegung und der redundanten Reali-
sierung eingestellt werden.
- Optimale Kapazitätsnutzung:
Zur bestmöglichen Nutzung der vorhandenen Kapazitäten von
übertragungs leitungen, Speichern, Prozessoren und Software-
komponenten kann ein Spektrum von Verteilungsmöglichkeiten
für Daten, Funktionen, Transaktionen und Benutzern einge-
setzt werden. Die Grenzkapazitäten müssen bei der Auslegung
der Hardware durch eine Grobanalyse des zu erwartenden
Systemverhaltens bestimmt und bei der Verteilungsopti-
mierung als Restriktionen berücksichtigt werden.
- Minimierung der Antwortzeit:
Eine Minimierung der Antwortzeit ist durch Zerlegung der
Datenobjektein anfragerelevante Teilobjekte und die redun-
dante Realisierung dieser Teilobjekte einschließlich der
zugehörigen Funktionen erreichbar, falls dies eine Zer-
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legung der Transaktionen in parallel ausführbare Teiltrans-
aktionen induziert /GH01/ und die Kommunikationsverzögerungen
geringer als die Bearbeitungsdauer der Teiltransaktionen
sind.
2.3 Lokalisierung von Datenbeständen
Lokalisierung von Datenbeständen bei verteilter Datenhaltung
umfaßt das Identifizieren und Auffinden von benannten Objekten
im verteilten DV-System.
Sind die benan~ten Objekte Dateien, identifiziert durch genau
einen Namen, so kann ein als Katalog bezeichnetes Lokali-
sierungsschema eingeführt werden, das für jedes Objekt einen
Eintrag enthält mit Verweis auf den Rechner und Datenträger,
auf dem das Objekt abgelegt ist, zusammen mit einem weiteren
Katalog, dem Inhaltsverzeichnis des Datenträgers. Dieses
liefert dann die exakte Adresse.
In verteilten DV-Systemen können Katalogorganisationen ent-
weder in herkömmlicher zentralisierter Form oder dezentral an-
gelegt werden. Zentralisierte Lösungen werden meist Verfüg-
barkeits- und Effizienzanforderungen entgegenstehen. Dezen-
'tralisierte Lösungen bieten dagegen die Möglichkeit der
Parallelisierung von Suchvorgängen bei erhöhter Verfügbarkeit
des gesamten Katalog~ystems.
Varianten dezentralisierter Katalogorganisationen mit unter-
schiedlichem Grad an redundanter Realisierung sind denkbar:
- Ist die Zahl der zu erfassenden benannten Datenobjekte ge-
ring, so ist die mehrfache Realisierung eines globalen
Katalogs, der die Einträge für sämtliche Dateien des ver-
teilten DV-Systems enthält, vertretbar.
- Bei einer großen Anzahl zu erfassender Datenobjekte bietet
sich dagegen die Einrichtung einer hierarchischen Katalog-
struktur mit auf die lokalen Kataloge der einzelnen Rechner
verweisenden Teilkatalogen der obersten Hierarchiestufe an.
Diese Teilkataloge können redundant realisiert und auf
mehreren Rechnern des verteilten DV-Systems geführt werden.
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Bei einem solchen hierarchischen Katalogsystem wird eine
festgelegte Teilzeichenreihe der Bezeichnung des Datenob-
jekts als Schlüssel für den redundanten Teilkatalog an der
Spitze der Kataloghierarchie verwendet. Häufig wird auch
für die Objektbezeichnungen eine abgestufte Namensgebung
("qualified names") vorgeschlagen /HEF1, HOD2/. Eine andere
Variante für eine solche Katalogstruktur besteht darin, den
Teilkatalog de~ obersten Hierarchiestufe durch eine Berech-
nungsvorschrift zu.ersetzen.
Bei der Realisierung dezentralisierter Katalogorganisationen
mit redundanten Teilkatalogen müssen besondere Maßnahmen zur
Konsistenzerhaltung getroffen werden; beim Wiederanlauf aus-
gefallener Rechner ist für die Wiedereinrichtung der betroffe-
nen lokalen Kataloge zu sorgen.
2.4 Integrität und parallele Zugriffe
Die Integrität eines Datenbestandes umfaßt im weitesten Sinne
/BAY1/ die Forderung nach Vollständigkeit, Fehlerfreiheit,
Folgerichtigkeit und Vertraulichkeit der Daten. Sie ist ins-
besondere bei inhaltsverändernden Zugriffen gefährdet.
In der Regel bestehen zwischen den Daten eines Datenbestandes
innere Beziehungen, die z.B. resultieren aus
- Vorschriften seitens der Umwelt über strukturelle Abhängig-
keiten
- der Forderung nach semantischer Identität redundant reali-
sierter Daten.
Diese inneren Beziehungen sind in Konsistenzregeln /EWS2,
SCH4! zusammengefaßt. Der Zustand eines Datenbestandes heißt
konsistent, falls die Konsistenzregeln simultan erfüllt sind.
Um Maßnahmen des Systems zur Integritätssicherung zu unter-
stützen, wurde die Transaktion als Einheit eingeführt. Nur
innerhalb einer Transaktion darf auf Datenbeständezugegrif-
fen werden. Die Menge der Daten, die in ihrer Gesamtheit in
einem für eine Transaktion konsistenten Zustand sein muß, be-
zeichnet man als Konsistenzbereich.
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Bei inhaltsverändernden Zugriffen können folgende Integritäts-
verletzungen auftreten !BAY1!:
- Verletzungen der semantischen Integrität: Transaktionen
ändern Daten fehlerhaft oder berücksichtigen die Konsistenz-
regeln nicht.
- Verletzungen der operationalen Integrität: Unterschiedliche
Transaktionen, die bei serieller Abarbeitung die semantische
Integrität nicht verletzen würden, können sich bei paral-
lelem, unkontrolliertem Zugriff auf Datenbestände stören,
falls ihre Konsistenzbereiche sich überlappen (Mehrbenutzer-
umgebung) .
Insbesondere die Sicherung der operationalen Integrität wirft
im Zusammenhang mit der Datenhaltung in verteilten Systemen
Probleme auf: Die parallele Abwicklung von Transaktionen
bei verteilten, ggf. redundant realisierten Datenbeständen,
wird zur normalen Betriebsform.
Zur Gewährleistung der operationalen Integrität müssen Sperr-
mechanismen zur Zugriffskontrolle eingerichtet werden. Die
Entwicklung geeigneter Sperrmechanismen ist sowohl für zen-
tral gehaltene als auch verteilt geführte Datenbestände
·fundamental. Im letzten Fall können jedoch die je nach An-
wendung im Vordergrund stehenden Verteilungskriterien eine
dezentrale Organisation der Sperrmechanismen implizieren.
2.5 Interkommunikation
Die Verteilung von Datenverwaltungsfunktionen und Datenbe-
ständen sowie die Verwirklichung verteilter Zugriffsmöglich-
keiten und einer damit gekoppelten verteilten Transaktions-
bearbeitung erfordert eine geeignete Einrichtung für den Aus-
tausch von Informationen zwischen den resultierenden funk-
tionellen Komponenten.
Ein Nachrichtentransportsystem, das dieser Aufgabe gerecht
wird, muß drei Arten des Informationsaustauschs bewältigen:
- Austausch von Kontrollnachrichten
- Übertragung von Dateien ("file transfer")
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- gezielter Transfer vorgegebener Datensätze bei abgesetztem
Zugriff ("remote access")
Der Austausch von Kontrollnachrichten dient der Aktivierung
und Synchr~nisation. Die übertragung von Dateien zwischen
den Arbeitsrechnern eines verteilten Systems und die Ein-
richtung von Datenbestandskopien wird im Rahmen der Daten-
sicherung und aus Effizienzüberlegungen heraus erforderlich.
Die häufigste Form des Datentransfers in transaktionsorien-
tierten Datenverwaltungssystemen ist die übertragung einzelner
Datensätze bei abgesetztem Zugriff vom Ort des Datenbestandes
zum Ort der Transaktionsbearbeitung und umgekehrt.
Die Realisierung der für die Datenhaltung in verteilten
Systemen benötigten funktionellen Komponenten geschieht durch
deren Zuordnung zu einem System verteilter Prozesse; ent-
sprechend bietet ein Nachrichtentransportsystem mit Schnitt-
stelle für Interprozeßkommunikation (IPC) eine geeignete
Grundlage, auf der der geforderte Informationsaustausch reali-
siert werden kann lABSi, WAL1/. Schnittstelle für Inter-
prozeßkommunikation bedeutet, daß für beliebig verteilte
Prozesse,unabhängig von der Art der Realisierung des physi-
,kalischen Datentransports, der Austausch von Nachrichten spezi-
fiziert werden kann. Das Senden und Empfangen von Nachrichten
erfolgt dabei über eindeutig identifizierte Ein- und Ausgänge
der Prozesse, sog. "Ports". Die zur Identifikation verwende-
ten Portnamen müssen - wesentlichste Restriktion - auf den
vom Nachrichtentransportsystem verwalteten Namensraum ab-
bildbar sein.
IPC-Funktionen für Senden, Empfangen, Synchronisation, für
die Verwaltung des Namensraums und die Zuordnung von Ports
ermöglichen die Formulierung anwendungsspezifischer Dialoge
durch Spezifikation von "Protokollen", Konventionen für die
Abwicklung des Nachrichtenaustauschs. Die übertragbare Reali-
sierung der drei obengenannten Arten des Informationsaus-




Die Einbeziehung nicht kompatibler Rechnersysteme in verteilte
DV-Systeme bewirkt für Interkommunikation und Datenhaltung
eine Vielzahl von Anpassungsproblemen.
Integrieite Datenhaltung in verteilten Systemen, gekennzeich-
net durch eine einheitliche Endbenutzerschnittstelle, erfor-
dert eine verteilungstransparente Datenverwaltungsschnitt-
stelle, die im Falle heterogener Systeme auf unterschiedliche
lokale Dateiverwaltungen abzubilden ist, wenn auf bereits
vorhandenen Betriebssystemen aufgesetzt werden soll.
Nur in den seltensten Fällen sind Schnittstellen und Organi-
sationsstrukturen kompatibel. Durch unterschiedliche Sprach-
implementierungen wird darüber hinaus der Aufwand für die Ein-
bettung der Datenverwaltungsschnittstelle in Programmier-
sprachen vervielfacht.
Inkompatibilitäten der von den individuellen Betriebssystemen
unterstützten Dateiverwaltungen sind in der Regel bereits
durch unt"erschiedliche Rechnerstrukturen, die in verschiedenen
Datendarstellungen resultieren sowie durch verschiedenartige
physikalische Strukturierung der Speichermedien gegeben.
Für den Bereich der Interkommunikation hat man es durch früh-
zeitige Standardisierung von Hardwareschnittstellen und
Leitungsprotokollen verstanden, zumindest für den hardware-
nahen Bereich, die Zahl der erforderlichen Anpassungen zu
beschränken. Für eine Schnittstelle zur Interprozeßkommuni-
kation existieren jedoch noch keinerlei anerkannte Standards.
Wie im Bereich der Interkommunikation stellt auch für die
Datenverwaltung die Definition von Standardschnittstellen
den effizientesten Weg zur Kompatibilisierung dar; der Weg
kann jedoch hier nur über die Anlehnung der festzulegenden
systeminternen Schnittstellen an die am häufigsten auftreten-
den gemeinsamen Merkmale heute verfügbarer Datenverwaltungs-
systeme erfolgen.
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2.7 Einbeziehung von Kleinrechnern
Hauptgrund für den derzeitigen Trend zu verteilten DV-Systemen
ist das umfangreiche Angebot an leistungsfähigen, kosten-
günstigen Kleinrechnern. Die durch eine dezentrale Hardware
und den Wegfall von aufwendigen Rechenzentren erreichbare
Benutzernähe, der durch dedizierte Soft- und Hardware redu-
zierte Systemoverhead sowie die leichte Erweiterbarkeit und
damit Anpaßbarkeit an wachsende Aufgaben sind die gewichtig-
sten Argumente für das Ersetzen komplexer Zentralsysteme durch
Kleinrechnernetze, insbesondere wenn dies bei geringerem In-
vestitionsaufwand möglich ist /BER1/.
Bei der Konzipierung verteilter Datenverwaltungssysteme auf
der Grundlage von Kleinrechnersystemen muß man die durch die
Eigenheiten der Kleinrechnerarchitektur bedingten Beschrän-
kungen bzgl. Hauptspeicherkapazität und Leistungsfähigkeit
berücksichtigen, auch wenn für die Zukunft ein Trend zu
größeren und leistungsfähigeren Systemen erkennbar ist.
Diesem Umstand ist durch Reduktion des Verwaltungsaufwandes,
z.B. durch Minimierung des Konversions- und Kompressionsauf-
wandes, Begrenzung von Pufferspeichern und Beschränkung
.der Mächtigkeit von Datenverwaltungsoperatoren Rechnung zu
tragen.
Zur Reduktion des Verwaltungsaufwandes trägt auch die Aus-
lagerung von häufig angesprochenen Funktionen auf spezielle
Prozessoren bei, eine Möglichkeit, die durch den Einsatz von
Mikroprozessoren leicht zu realisieren ist. Dies gilt insbe-
sondere für die Auslagerung von Kommunikations- und Koordi-
nationsfunktionen (vgl. Kap. 6 und 7). In /BER1/ wird für
die nahe Zukunft ein Trend auch zur Auslagerung spezifischer
Datenbankoperatoren auf spezielle Datenbankprozessoren prog-
nostiziert.
Die für Kleinrechner angebotenen, relativ ausgereiften, Datei-
verwaltungssysteme können als abgemagerte Versionen der für
die meisten Großrechner angebotenen Systeme eingestuft werden;
die Entwicklung von Datenbanksystemen für Kleinrechner ist
dagegen erst in den Anfängen. Als konsequente Vorgehensweise
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bei der Konzipierung einer Architektur verteilter Daten-
verwaltungssysteme empfiehlt es sich daher, die lokalen Da-
teiverwaltungssysteme als Ausgangsoasis zu verwenden ("bottom-
up-approach"). Dadurch Wird die Entwicklung und Pflege redun-
danter Systembausteine vermieden.
2.8 Stand der Technik
Die Technologie verteilter DV-Systeme hat in den letzten
Jahren eine beachtliche Weiterentwick.lung erfahren. Gradmesser
der Entwicklung is-t das- Maß, in dem der Begriff "Verteiltes
DV-System" die 'alten Begriffe Rechnernetz und Mehrrechner-
system ersetzt: Im Vordergrund des derzeitigen Interesses
stehen nicht mehr die elementare Interkommunikation zwischen
autonomen Rechnersystemen und der damit mögliche Aufbau ver-
maschter, vorwiegend jedoch hierarchischer, zentralisierter
Rechnerverbunde, sondern Fragen des "resource sharing", der
verteilten Betriebsorganisation und der Interprozeßkommuni-
kation. Die Lösung dieser Probleme schafft die Möglichkeit,
verteilte DV-Systeme im Sinne der in 2.1 gegebenen Definition
aufzubauen.
pie Datenhaltung in verteilten DV-Systemen als Problem der
Resource-Verwaltung nahm bisher in den meisten Konzepten
gegenüber anderen Problemen dieser Art keine Sonderstellung
ein: Datenverwaltungssysteme wie Datenbank- und Dateisysteme
wurden als zentral verwaltete "resources" im verteilten DV-
System realisiert; allenfalls wurde eine Verteilung der Daten-
basis unter Beibehaltung zentralisierter Zugriffskontroll-
funktionen berücksichtigt fCHA1, KARi!.
Redundante Datenhaltung wurde bisher nur vereinzelt in Kon-
zepte aufgenommen, Beispiel hierfür ist INPOL !KAR1!.
Eine inhaltsorientierte Aufteilung von Daten schlägt das Kon-
zept für eine in der Planung befindliche, verteilte Version
von INGRES vor !STN1, ST01!.
Kriterien, die für die Verteilung von Datenbeständen heran-
gezogen wurden, waren
- die organisatorische Struktur der Systemumgebung
- Kosten- und Antwortzeitoptimierung.
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Verfügbarkeit und Zuverlässigkeit spielten, bedingt durch die
zentral oder hierarchisch orientierte Architektur, eine nur
untergeordnete Rolle. Entsprechend blieben die mittels re-
dundanter Datenbestände zu lösenden Probleme wie Fehlertole-
ranz und Wiederanlauf weitgehend unberücksichtigt.
Für die Kosten- und Antwortzeitoptimierung wurde eine Reihe
von Optimierungsmodellen entwickelt, die zum Teil neben der
Verteilung von Daten.die variable Plazierbarkeit der zuge-
hörigen Verwaltungs- und Verarbeitungsprogramme, d.h. die
Verteilung von Funktionen, vorsahen /CAS1, CHU3, ESW1, GH01,
HOL2, MARi, WHI1/.
Neuere Arbeiten auf dem Gebiet der Optimierungsmodelle ermög-
lichen, ausgehend von einer vorgegebenen Verteilung für
Datenbestände und Funktionen, die Ermittlung der günstigsten
rekonfigurierten Verteilung aus dem aktuellen Betriebszustand
eines verteilten Systems heraus /LEM2/.
Verteilte Datenhaltung mit redundanter Realisierung von Daten-
beständen erfordert Sperrmechanismen, die die operationale
Integrität auch bei parallelen Zugriffen gewährleisten.
Für zentral gehaltene Datenbestände wurden leistungsfähige
.sperrmechanismen entwickelt /BAY1/, die auch für verteilte
Datenbestände mit zentraler Zugriffskontrolle eingesetzt werden
können.
Die Mechanismen ermöglichen
- die unterschiedliche Granulierung der Sperrungen von Daten
zur Maximierung der Anzahl parallel bearbeitbarer Transak-
tionen /GRA1/,
- die Sperrung von Datenmengen über deren Inhalt zur Verhinde-
rung der Materialisation von Phantomdaten /ESW2/.
Konsistenzsichernde Verfahren für dezentralisierte Zugriffskon-
trolle durch ein System funktionell äquivalenter, gleichberech-
tigter Kontrollinstanzen existieren bisher lediglich für den
Spezialfall redundant realisierter Dateien /HOD1/. Diese Ver-
fahren berücksichtigen keine Kooperation von Kontrollinstanzen,




Bei bestehenden Systemen wurden bisher völlig unterschiedliche,
von Anwendungen diktierte Forderungen an den Grad der Konsistenz
gestellt ICJM1, JOT1, KAR1, MIL1/. Die Konsequenz daraus war
eine Vielfalt spezieller Synchronisationsmechanismen.
Weitere Untersuchungen haben der Realisierung von netzweiten
Adressierungsschemata gegolten. Teilweise werden diese Sche-
mata auf Speicherniveau (Blockebene) durch Definition eines
globalen linearen Adreßraumes, teilweise auf Namensebene mit
Hilfe von Katalogen realisiert.
Da eine Beschränkung auf Speicherebene viele Vorteile, die den
Einsatz von verteilten DV-Systemen motivieren, z.B. redun-
dante Realisierung von Datenbeständen, Austauschbarkeit von
Rechnern und Datenträgern, nicht berücksichtigen, konzen-
trieren sich die überlegungen auf die Realisierung von Katalog-
systemen unterschiedlicher Redundanz und Organisation.
Mehrere Möglichkeiten werden in ICHU11 behandelt, hierar-
chische Katalogstrukturen werden in IMIL1, HEI1, HOD2, STN11
beschrieben.
Die Interprozeßkommunikation steht als Instrument der Inter-
-kommunikation zwischen den funktionellen Komponenten eines
verteilten Datenverwaltungssystems, zumindest in Großrechner-
netzen, grundsätzlich zur Verfügung lAUEi, ABS1, CER1, CHM1/.
Bei der Einbringung zentral verwalteter, autonomer Datenver-
waltungssysteme als "sharable resource" in verteilte DV-
Systeme konnte jedoch auf den Einsatz der Interprozeßkommuni-
kation verzichtet werden, solange bei abgesetzter Benutzung
(etwa über ein Terminal) lediglich eine lokale Benutzung si-
muliert wurde.
Mittlerweile wurden Systeme konzipiert und realisiert, die
die Transaktionsbearbeitung am Ort der Transaktionsgene-
rierung vorsehen ICHA1, CHU3, CJM1, HEI1, HPT1, KAR1, LAL1,
MIL1, PEE1, ST01/. Hier ist der Einsatz von "remote access"-
und "file transfer"-Protokollen, die auf der Interprozeß-
kommunikation aufbauen, erforderlich.
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"File transfer"- und "remote access"-Protokolle wurden bereits
für eine Reihe von Installationen realisiert ICHMi, DEC1, HEB1,
HPT1/, eine detaillierte Spezifikation von IPC, "file transfer"
und "remote access" auf der Grundlage der paketorientierten
Schnittstelle für Interrechnerkommunikation X.25 ICCI11 wird
zur Zeit von der X.25-Benutzer-Arbeitsgemeinschaft PIX er-
arbeitet ISAB1/; Zielsysteme sind jedoch auch hier Großrech-
nernetze.
Die Einrichtung einer integrierten Datenhaltung in heterogenen
verteilten DV-Systemen wurde bisher nur in Einzelfällen ver-
sucht. Beispiele sind INPOL und das Pilotprojekt SOCRATES
ICHSi, CHU2, KAR1/. Das Problem der Anpassung wird dabei durch
eine weitgehend autonome Verwaltung von Teildatenbeständen ent-
schärft.
Die Datenhaltung in verteilten Kleinrechnersystemen ist bis-
her in der ersten Konzipierungsphase steckengeblieben; dies
gilt insbesondere für die Entwicklung von Datenbanksystemen,
die eine Verteilung von Datenbeständen und Funktionen zu-
lassen.
Die Gründe dafür liegen in der zur Zeit noch begrenzten
.Leistungsfähigkeit von Kleinrechnersystemen.
- 22 -
3. Architekturkonzepte für verteilte Datenbanken
3.1 Konzipierung auf der Basis des ANSI!X3!SPARC-Vorschlags
Der Ansatz für die Entwicklung von Architekturkonzepten für
verteilte Datenbanken besteht in der Einbettung des Verteilungs-
aspektes in den ANSI!X3!SPARC-Vorschlag !ANS1/. Dieses Kon-
zept ist aus Standardisierungsbestrebungen für Datenbankarchi-
tekturen abgeleitet und wird mittlerweile allgemein akzep-
tiert. Es sieht - aus konzeptuellen Gründen - eine schichten-
förmige Aufgliederung eines Datenbanksystems in die folgen-
den vier Ebenen vor (Bild 3.1):
- die Ebene der externen Modelle zur ModelIierung der Daten-
basis aus der Sicht einzelner Benutzer oder Benutzergruppen
- Benutzersicht,
- die Ebene des konzeptionellen Modells als Vereinigung aller
möglichen Benutzersichten - logische Systemsicht,
- die Ebene des internen Modells zur ModelIierung der Ein-
richtungen, die die Ablage der Datenbasisobjekte auf den
Speichermedien beschreiben und ein schnelles Auffinden
dieser Objekte ermöglichen (Zugriffspfade) - interne System-
sicht,
- die Ebene des Datei-Modells zur Beschreibung der Datenbasis
als eine Menge von Dateien, die in unterschiedlicher Organi-
sationsform auf den Hintergrundspeichern abgelegt werden
können - Datei-Sicht.
Die Beschreibung der zwischen den einzelnen Ebenen notwen-
digen Transformationen ist in den verschiedenen Abbildungen
(vgl. Bild 3.1) angesiedelt. Die Durchführung dieser Transfor-
mationen wird unter Einbeziehung der entsprechenden Abbildungs-








Bild 3.1: Ebenen des ANSI/X3/SPARC-Vorschlags
Die Einbettung des Verteilungsaspektes in den ANSI/X3/SPARC-
Vorschlag besteht in der Berücksichtigung des Verteilungsas-
pektes auf jeder der Ebenen. Daraus resultieren verschiedene
Architekturkonzepte für verteilte Datenbanken, die in unter-
schiedlichem Ausmaß die folgenden Kriterien erfüllen:
- Integrierung der lokalen Datenbasen zu einer globalen Daten-
basis:
Eine solche Integrierung ist aus zwei Gründen an~ustreben.
Einerseits soll den Benutzern eines verteilten Datenbank-
systems eine Gesamtsicht der lokalen Datenbasen zur Ver-
fügung stehen, die eine einfache, einheitliche Manipulation
erlaubt. Andererseits soll die Kontrolle der Manipulationen
an den Datenbeständen nicht nur isoliert auf die lokalen
Datenbasen beschränkt, sondern auch auf deren wechsel-
seitige Beziehungen ausgedehnt werden.
- Minimierung des Aufwandes für die Anpassung heterogener
Datenbankschnittstellen:
Die einheitliche Manipulation einer globalen Datenbasis und
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die sich daraus ergebende Notwendigkeit zum Austausch von
Daten zwischen Datenbasen verschiedener Rechner erfor-
dert Mechanismen zur Konversion von Daten und Datenmani-
pUlations-/Datendefinitionssprachen. In verteilten DV-
Systemen mit Kleinrechnern sollten diese Konversionen auf
ein Mindestmaß beschränkt werden (vgl. 2.7).
- Übernahme von konventionellen Datenbanktechniken:
Die neue Technologie "Verteilte Datenbanken" sollte konse-
quent auf für konventionelle Datenbanksysteme bekannte
und bewährte Architekturkonzepte, Datenmodelle und Zugriffs-
methoden aufbauen. Im Idealfall kann dies die direkte Ein-
beziehung existierender konventioneller Datenbanksysteme
in ein verteiltes Datenbanksystem bedeuten.
- Portabilität:
Das verteilte Datenbanksystem muß auf verschiedene ver-
teilte DV-Systeme und insbesondere auf Erweiterungen des zu-
grundeliegenden verteilten DV-Systems um zusätzliche Rechner
übertragbar sein.
Die Architekturkonzepte für verteilte Datenbanksysteme werden
im folgenden anhand dieser Kriterien diskutiert und bewertet.
,Im Einzelfall spielen bei der Abwägung des Für und Wider der
Architekturkonzepte weitergehende, ebenenspezifische Kriterien
eine Rolle, deren Bedeutung erst bei der Diskussion des Ver-
teilungsaspektes auf den einzelnen Ebenen verständlich wird.
In den verschiedenen Architekturkonzepten werden die ver-
teilungsspezifischen Aufgaben einer Schicht in einer einzigen
Komponente, dem Verteiler, konzentriert. Die einzelnen Ebenen
werden dadurch von Verteilungsaspekten abgeschirmt und da-
mit verteilungsunabhängig. Der Verteiler wird als Hilfsmittel
für die Diskussion eingeführt, bei der weniger die Verteilung
von Funktionen der einzelnen Schichten als vielmehr die Ver-
teilung von Daten, Transaktionen und Benutzern interessiert.
Dem Verteiler wird - je nach Ansiedlung innerhalb des ANSI/X3/
SPARe-Vorschlags - die Führung der ent~prechenden Abbildungs-
informationen undrdie Durchführung der jeweiligen schichten-
spezifischen Aufgaben zugeschlagen. Die Realisierung des
Verteilers wird nicht behandelt. Formal lassen sich die ein-
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zeInen Architekturkonzepte dadurch unterscheiden, zwischen
welchen Ebenen der Verteiler in dem ANSI/X3/SPARC-Vorschlag
angesiedelt wird. Die Ebenen oberhalb des Verteilers erhalten
globale, die Ebenen unterhalb des Verteilers lokale Bedeutung.
Die Aufgaben des Verteilers hängen im einzelnen von dessen
Ansiedlung innerhalb des ANSI/X3/SPARC-Vorschlags ab. Sie
können zu sechs Aufgabertbereichen zusammengefaßt werden:
- Führung der Information zur Lokalisierung von Datenob-
jekten im verteilten DV-System (Netzkatalog),
- Verfügbarmachung der Daten aller Datenbasen im ver-
teilten DV-System,
- Zwischenspeicherung von Daten,
- dynamische Verteilung von Transaktionen,
koordinierte Überwachung der Transaktionsausführungen im
verteilten DV-System,
- Konversion zwischen heterogenen lokalen Datenbankschnitt-
stellen.
3.2 Verteilung auf der Ebene der externen Modelle
Es ergibt sich ein erstes Architekturkonzept für verteilte
'Datenbanksysteme, wenn man den Verteiler oberhalb der exter-
nen Modelle ansiedelt. Er verknüpft auf den verschiedenen












Bild 3.2: Realisierung eines verteilten Datenbanksystems durch
Zusammenfassung aller Datenbasen auf der Ebene der
externen Modelle
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Die Vorzüge dieses Ansatzes liegen
- in der volls~ändigen Einbeziehung konventioneller Daten-
banksysteme in ein verteiltes DV-System ohne Änderungen,
- in dem Zusammenschluß bereits existierender (installierter)
Datenbanksysteme ohne Umorganisationen.
Dieser Ansatz liegt den meisten bisher in der Literatur dis-
kutierten Vorstellungen über verteilte Datenbanksysteme zu-
grunde /CHA1, KAR1, LAC1, PEE1/.
Nachteilig wirkt sich bei diesem Architekturkonzept aus:
- Die Modellbildung ist auf allen Ebenen des verteilten Daten-
banksystems lokal. Das hat z.B. zur Folge, daß Beziehungen
zwischen Daten verschiedener Datenbasen nicht spezifizier-
bar sind: unkontrollierte Redundanzen zwischen verschiede-
nen Datenbasen können auftreten und zu Konsistenzver-
letzungen führen.
- Die Benutzerschnittstellen (Datenmanipulations- und Datende-
finitionssprachen) verschiedener Datenbanksysteme sind i.a.
nicht identisch. Umfangreiche Mechanismen zur Schnitt-
stellenkonversion müssen vorgesehen werden. Dies kann ins-
besondere bei der Integration von existierenden Datenbank-
systemen bei Erweiterung des verteilten DV-Systems Probleme
aufwerfen und widerspricht damit der Forderung nach Porta-
bilität.
Für dieses Architekturkonzept können in Abhängigkeit von der
Realisierung der Benutzerschnittstelle zwei gegensätzliche
Varianten unterschieden werden. Die erste Variante bürdet dem
Benutzer sämtliche Aufgaben des Verteilers (vgl. 3.1) auf.
Im Beispiel einer Anfrage, die sich über Datenbasen mehrerer
Rechner erstre?kt, umfassen diese:
- Aufspalten der Anfrage in Teilanfragen, die sich auf lo-
kale Datenbanksysteme beziehen,
- Festlegen der Reihenfolge, in der die Teilanfragen auszu-
werten sind,
Konvertieren der Teilanfragen in die spezifischen lokalen
Anfragesprachen,
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- Zustellen der konvertierten Teilanfragen an die zuständigen
lokalen Datenbanksysteme in der ermittelten Reihenfolge,
- Entgegennehmen und Zwischenspeichern der auf die einzelnen
Teilanfragen zutreffenden Teilergebnisse,
Konvertieren der Teilergebnisse in ein zur Weiterverar-
beitung geeignetes Format,
- Zusammensetzen der Teilergebnisse zum Gesamtergebnis.
Diese erste Variante. ist vergleichbar mit dem Multiple Systems
Coupling (MSC)-Feature, mit dem Daten von verschiedenen IMS-
Datenbasen abgerufen werden können /MCG1/.
Die zweite Variante schirmt den Benutzer eines verteilten
Datenbanksystems von den verteilerspezifischen Aufgaben ab,
d.h. der Verteiler wird in das verteilte Datenbanksystem in-
tegriert. Dies gelingt durch die Erweiterung des obigen
Architekturkonzepts (Bild 3.2) um die Ebene "Netz-Modell";
auf dieser können Benutzersichten formuliert werden, die sich
auch auf Datenbasen über mehrere Rechner erstrecken (Bild 3.3).














Bild 3.3: Realisierung eines verteilten Datenbanksystems
durch Aufsetzen einer globalen Schnittstelle
auf Datenbanksysteme
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Ähnliche Ansätze, die auf der Einführung von Netz-Modellen
beruhen, werden in !NBC1, SCH2, SCH3, SPT1! beschrieben.
Es ist denkbar, auch für die ModelIierung auf der Netz-Modell-
Ebene jedem Benutzer sein Datenmodell zuzugestehen (Ko-
existenz-Ansatz !FAL1, NIJ1!).
Zur Umgehung der auf der mangelnden Integration aller Daten-
basen beruhenden Nachteile werden in !GJP1! Netz-Modelle mit
Spezifizierungsmöglichkeiten für globale Integritätsbedingungen
eingeführt, aus denen wiederum externe Modelle abgeleitet
werden können. Eine solche Vorgehensweise erfordert redundan-
te Systembausteine und ist daher für verteilte DV-Systeme mit
Kleinrechnern nicht mit adäquatem Aufwand realisierbar.
3.3 Verteilung auf der Ebene der konzeptionellen Modelle
Bei der Anordnung des Verteilers zwischen den Ebenen der ex-
ternen und konzeptionellen Modelle erhält man ein Architek-
turkonzept für verteilte Datenbanksysteme, in dem lokale
Datenbasen, die aus der logischen Systemsicht voneinander
isoliert sind, mittels globaler Benutzersichten in gewissem










Bild 3.4: Realisierung eines verteilten Datenbanksystems
durch Aufsetzen globaler Benutzersichten auf
lokale logische Systemsichten
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Dieses Architekturkonzept entspricht weitgehend dem in Bild
3.3 vorgestellten Konzept. Es unterscheidet im Gegensatz zu
diesem nicht zwischen globalen und lokalen Benutzersichten.
Der direkte Zusammenschluß konventioneller und existierender
Datenbanksysteme in ein verteiltes Datenbanksystem ist nicht
mehr ohne weiteres möglich.
3.4 Verteilung auf der Ebene der internen Modelle
Ordnet man den Verteiler zwischen den Ebenen der konzeptio-
nellen und internen Modelle an, so erhält man ein Architek-
turkonzept für verteilte Datenbanksysteme, das sich von den
bisher angeführten Konzepten insbesondere dadurch unter-
scheidet, daß eine vollständige Integrierung der Datenbasen
aller Rechner zu einer globalen Datenbasis ermöglicht wird
(Bild 3.5). Dies geschieht durch die Einführung eines glo-
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Bild 3.5: Realisierung eines verteilten Datenbanksystems
durch vollständige Integration der Datenbasen
auf der logischen Systemebene
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Verknüpfungen zwischen Daten verschiedener Datenbasen, z.B.
zur ~pezifizierung globaler Integritäts- und Datenschutzbe-
dingungen ~önnen formuliert, unkontrollierte Redundanzen
zwischen Datenbasen unterschiedlicher Rechner vermieden
werden~ Die Verteilung der Daten kann - unter Berücksichtigung
des Aufwands für die Einhaltung solcher Bedingungen - nun auch
unter dem Aspekt der Minimierung dieses Aufwands vorgenommen
werden. Anschaulich kann dies bedeuten, daß Daten, die durch
Integritäts- und Datenschutzbedingungen verknüpft sind, mög~
liehst auf einem Rechner abgelegt werden.
Für die Anpassung heterogener lokaler Datenbankschnittstellen
ist in diesem Ar~hitekturkonzept ein gangbarer Weg vorge-
zeichnet. Ein globales konzeptionelles Modell kann als Stan-
dard aufgefaßt ~erden, an den die verschiedenen internen Mo-
delle anzupassen sind. Auf diesem Standard kann auch der
Datenaustausch zwischen den Datenbasen verschiedener Rechner
beruhen.
Die Integrierung des Verteilers in konventionelle Datenbank-
systeme ist bei diesem Architekturkonzept nicht mehr prakti-
kabel. Dies liegt daran, daß in konventionellen Datenbank-
systemen keine interne Schnittstelle identifizierbar ist,
auf der der Verteiler aufgesetzt werden kann.
Zur Erhöhung der Portabilität kann eine globale Standardi-
sierung der internen Modelle oder sogar der Datei-Modelle
beitragen.
Von einem ähnlichen Architekturkonzept wird in /STN1/ aus~
gegangen. Als Datenmodell für die globale logische System-
ebene wird eine um den Verteilungsaspekt erweiterte Variante
des Relationenmodells /COD1/ vorgeschlagen.
3.5 Verteilung auf der Ebene der Datei-Modelle
Bei der Ansiedlung des Verteilers zwischen der Ebene der in-
ternen·und de~ Datei-Modelle ergibt sich ein Architekturkon-
zept für verteilte Datenbanksysteme, das die Integrierung
aller Datenbasen zu einer globalen Datenbasis auch
auf Zugriffspfade ausdehnt (Bild 3.6).
- 31 -
Internes Modell
Datei - Modell • • • Datei - Modell
Bild 3.6: Realisierung eines verteilten Datenbanksystems
mit Spezifikationsmöglichkeit für globale Zu-
griffspfade
Die Notwendigkeit zur Einführung globaler Zugriffspfade
soll anhand eines Beispiels begründet werden: In einem re-
lationalen Datenbanksystem selektieren verschiedene Be-
nutzer an unterschiedlichen Rechnern Tupel derselben, be-
liebig verteilten Relation jeweils über verschiedene Attri-
bute. Zur Zugriffsbeschleunigung seien für diese Attribute
invertierte Dateien eingerichtet. Bei den bisher ange-
,führten Architekturkonzepten ist die Ablage von invertier-
ten Dateien an die Ablage der zugehörigen Relationen ge-
koppelt. Eine weitere Zugriffsoptimierung kann für be-
stimmte Fälle erreicht werden, wenn man diese Kopplung auf-
hebt, um z.B. die von den einzelnen Benutzern benötigten
invertierten Dateien jeweils auf deren Anfragerechner ab-
zulegen.
In dem vorliegenden Architekturkonzept können auch Zugriffs-
pfade als Verteilungsobjekte betrachtet und dementsprechend
beliebig verteilt werden. Für den 'allgemeinen Fall muß
hierzu ein Konzept zur netzweiten Verzeigerung vorausge-
setzt werden.
Zusammenfassend kann man feststellen, daß in diesem Archi-
tekturkonzept im Gegensatz zu den bisher diskutierten Kon-
zepten eine Zugriffsoptimierung zusätzlich durch eine ent-
sprechende Verteilung von Zugriffspfaden durchgeführt werden
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kann.
Den restlichen Bewertungskriterien genügt auch dieses Archi-
tekturkonzept nicht (Argumentation ähnlich wie in 3.4).
Zur Erlangung zufriedenstellender Portabilität und Verwendbar-
keit konventioneller Datenbanktechniken und zur Verringerung
des Anpassungsaufwands für heterogene Datenbankschnittstellen
bietet sich eine Alternative an, die auf der Einführung einer
globalen Dateiverwaltungsschnittstelle - logisches Datei-
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Bild 3.7: Realisierung eines verteilten Datenbanksystems auf
der Basis eines verteilten Dateiverwaltungssystems
In diesem Architekturkonzept wird die Integrierung der Daten-
basen aller Rechner bis auf Dateiebene fortgesetzt. Verteilungs-
objekte sind Dateien und Sätze. Die verteilungsspezifischen
Aufgaben werden vom Benutzer der globalen Dateiverwaltungs-
schnittstelle abgeschirmt.
Für eine Integrierung aller Datenbasen auf Dateiebene können
zwei Gründe angeführt werden:
- In die Überlegungen bzgl. der Abspeicherung von Dateien las-
sen sich sämtliche im verteilten DV-System vorhandene Peri-
pheriespeicher einbeziehen. Insbesondere können zur Opti-
mierung der peripheren Zugriffe die in konventionellen
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DV-Systemen gezielt steuerbare Beziehungen abgespeicherter
Dateien (z.B. Dateien im selben Zylinder, Dateien auf ver-
schiedenen Datenträgern) leicht auf eine ve~teilte Umgebung
erweitert werden (z.B. Dateien auf Datenträgern verschiede-
ner Rechner, Dateien auf Datenträgern benachbarter Rechner).
- Die Auflösung lokaler Überlaufsituationen durch ein Aus-
weichen auf andere Rechner erfordert eine globale Verwaltung
der Peripheriespei9her, die nach dem ANSI/X3/SPARC-Vor-
schlag der Dateiebene zuzuschlagen ist.
Die Anpassung heterogener lokaler Datenbankschnittstellen wird
reduziert auf ~ie Anpassung der Dateiverwaltungen. Speziell
bei einem auf Kleinrechnern basierenden verteilten DV-System
ist der Aufwand für die erforderlichen Konversionen im Ver-
gleich zu anderen Architekturkonzepten gering, da die meisten
Kleinrechner mit Dateiverwaltungssystemen ähnlicher Leistungs-
fähigkeit ausgestattet sind.
Auf die globale Dateiverwaltungsschnittstelle können in kon~
ventioneller Technik gemäß dem ANSI/X3/SPARC-Vorschlag die
übrigen Ebenen eines Datenbanksystems aufgesetzt werden. Ge-
klärt werden müssen jedoch noch die Probleme bzgl. der Ver-
.teilung und des Zusammenspiels der funktionellen Komponenten
der Schichten des Datenbanksystems und die Probleme bzgl. der
Verteilung der Schemata, die die Beschreibungen der Ebenen
und der Abbildungen enthalten.
Durch die standardisierte globale Dateiverwaltungsschnitt-
steile wird die Portabilität unterstützt.
3.6 Zusammenfassung
Jedes der in den vorstehenden Kapiteln vorgestellten Archi-
tekturkonzepte für verteilte Datenbanksysteme hat seine Be-
rechtigung in Abhängigkeit von der Gewichtung der in 3.1
aufgestellten Bewertungskriterien. Verzichtet man z.B. auf
die vollständige Integrierung aller Datenbasen zu einer glo-
balen Datenbasis, so erfordert eine Realisierung des Archi-
tekturkonzeptes, das die Verteilungsaspekte auf der Ebene
der externen Modelle ansiedelt (vgl. 3.2), den geringsten
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Aufwand, da auf konventionelle Datenbanksysteme aufgebaut
werden kann.
Ausgehend von den Bewertungskriterien wurden bei der Diskussion
der einzelnen Architekturkonzepte folgende Forderungen an ein
verteiltes Datenbanksystem aufgestellt und begründet:
Die Spezifizierung der Benutzerwünsche soll mittels einer
Datenmanipulations- und einer Datendefinitionssprache mög-
lich sein.
- Es sollen Anfragen erlaubt sein, die sich auf Datenbasen
in mehreren Rechnern beziehen.
- Die Verteilung der Daten soll für Benutzer nicht sichtbar
sein.
Eine globale logische Systemsicht soll mittels einer Daten-
definitionssprache spezifizierbar sein.
- Globale Integritäts- und Datenschutzbedingungen sollen
formuliert werden können.
- Es soll eine Zugriffsoptimierung bzgl. Benutzergruppen, die
selbst über das verteilte DV-System verteilt sein können,
ermöglicht werden.
- Die Verteilung von Zugriffspfaden soll unabhängig von der
Verteilung von Primärdaten spezifiziert werden können.
- Es soll eine globale Verwaltung der Peripheriespeicher er-
möglicht werden.
Aus der Sicht des ANSI/X3/SPARC-Vorschlags können diese For-
derungen dadurch zusammengefaßt werden, daß für die Be-
nutzersichten, die logische Systemsicht, die interne System-
sicht und die Datei-Sicht eine globale ModelIierung verlangt
wird.
Legt man diese Forderungen bei der Bewertung der verschiede-
nen Architekturkonzepte zugrunde, so werden diese nur von
dem in Bild 3.7 vorgestellten Architekturkonzept erfüllt,
welches auf einem verteilten Dateiverwaltungssystem basiert.
Wie ein solches verteiltes Dateiverwaltungssystem für ein
heterogenes verteiltes DV-System mit Kleinrechnern auszu-
sehen hat, wird in Kapitel 4 und 5 diskutiert.
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4. Verteiltes Dateiverwaltungssystem für verteilte Daten-
banken
4.1 Logische Dateiebene
Die Eignung eines verteilten Dateiverwaltungssystems als Basis
für verteilte Datenbanken hängt im wesentlichen von den
Eigenschaften der angebotenen Schnittstelle - im folgenden
logische Dateiebene genannt - ab.
Folgende Forderungen sind zu erfüllen:
- komfortable, einfache Operatoren,








Eine B-Datei ist ein über einen symbolischen Namen belie-
'biger Länge im verteilten DV-System eindeutig identifizier-
bares Objekt. Sie kann beliebig viele bitstrukturierte
Sätze fester Länge enthalten.
Eine B-Datei kann in Relation zu einer anderen logischen
Datei beliebigen Typs plaziert werden (Quick-Option), um die
Zugriffszeiten von abwechselnden Zugriffen zu derart ge-
koppelten Dateien günstig zu beeinflussen.
Die Sätze werden bei direktem Zugriff über vom System fort-
laufend vergebene Satznummernidentifikationen referenziert.
Bei sequentiellem Zugriff wird ein anonymer Name, der Cur-
sor, als Referenz verwendet. Die Zugriffsorganisationen
sind voneinander unabhängig und können ohne Einschränkungen
nebeneinander verwendet werden.
Jeder Satz kann indirekt einer Benutzergruppe zugeordnet
werden, indem er einer Gruppe von Sätzen, die ein benutzer-
orientiertes Cluster umfassen, zugewiesen wird. Der Sinn
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dieser Benutzergruppenorientierung von Sätzen besteht darin,
verschiedenen Benutzergruppen, die bestimmte Satzkontingente
einer B-Datei besonders häufig referenzieren, das Privileg
eines besonders schnellen Zugriffs zu derart zugeordneten,
geclusterten Sätzen zu gewähren.
Diese Definition macht keine Einschränkungen über die Art der
Verteilung einer B-Datei auf verschiedene Rechner.
Eine Z-Datei ist ebenso wie eine B-Datei eindeutig im ge-
samten verteilten DV-System identifizierbar. Sie kann be-
liebig viele Sätze variabler Länge umfassen, auf die direkt
über Schlüssel' zugegriffen werden kann. Dabei wird vorausge-
setzt, daß der Schlüssel feste Länge besitzt und an fester
Stelle relativ zum Satzanfang steht. Der Schlüssel definiert
eine sequentielle Ordnung, wenn er als vorzeichenlose Dual-
zahl interpretiert wird. Sie wird,für die sequentielle Zu-
griffsorganisation verwendet.
Eine Kopplung einer Z-Datei als Ganzes an Benutzergruppen
ist möglich, und ebenso wie bei B-Dateien können Z-Dateien
mit anderen Dateien in eine, die Zugriffszeit begünstigende
Relation (Quick-Option) gesetzt werden.
,Es wird festgelegt, daß eine Z-Datei als Ganzes auf jeweils
genau einem Rechner zugänglich ist, d.h. nicht aufgeteilt
werden darf.
Operatoren:
Die Operatoren zu den beiden Dateitypen (siehe Anhang A) sind
in drei Klassen eingeteilt:
- Die DML (Data Manipulation Language) manipuliert, vernichtet,
erzeugt, beschafft Objekte usw.,
- die DDL (Data Definition Language) definiert Schablonen
für Objekte und deren Eigenschaften,
- die MDL (Mapping Definition Language) ermöglicht das Ein-
greifen eines Datenbasisadministrators (DBA) in den Ab-
bildungsprozeß von Objekten der logischen Dateiebene auf
die darunterliegende Ebene. Diese Klassifikation gilt ent-
sprechend auch für die Operatoren der anderen Ebenen des
Architekturmodells (Bild 4.1).
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Gemeinsames Kennzeichen der DML- und DDL-Schnittstellen der
logischen Dateiebene sind ihre Datenunabhängigkeit, insbeson-
jere ihre Transparenz gegenüber Verteilung.
In der DDL werden von einem Benutzer nicht mehr Angaben ver-
langt, als er ohne Kenntnis des Systems und dessen Zustandes
liefern kann, und die ausreichen, um die definierten Objekte
bearbelten zu können. Aus Kenntnis dieser Angaben ist es
einem Datenbasisadministrator gegebenenfalls möglich, mit
Hilfe der MDL die Abbildung auf die physikalische Umgebung
zu steuern und zu beeinflussen.
Kern der DDL ist ein Definitionsoperator DEF, der eine Datei,
ihren Namen, bei B-Dateien die Satziänge, bei Z-Dateien den
Schlüssel, Paßworte und gegebenenfalls eine Kopplung mit
anderen Dateien definiert, sowie dem System eine Reihe von
Hinweisen wie Abschätzungen des Dateiumfangs, Satzgruppen-
cluster und deren Zuordnung zu Benutzergruppen mitteilt. Diese
Hinweise werden katalogisiert und können vom System verwen-
det werden, um eine günstige automatische Abbildung auf die
physikalische Speicherebene zu erzielen.
Die MDL besteht aus dem Abbildungsoperator MAP, der über
entsprechende Parameter es dem DBA gestattet, alle systemin-
ternen Plazierungsvorkehrungen, Redundanz- und Reorgani-
sationsfragen zu steuern.
Den äußeren Rahmen bei Operationen auf Daten des verteilten
Dateiverwaltungssystems bilden die Operatoren zur Transak-
tionsklammerung, BEGIN_TRANS und END_TRANS. Sie definieren
Wiederaufsetzpunkte im Falle eines Systemzusammenbruchs und
die Punkte, an denen die Integrität der Datenbasis voraus-
gesetzt wird. Nachdem die Dateien mit Hilfe von OPEN eröff-
net worden sind, können die Transaktionen ihre Betriebsmit-
tel, B- oder Z-Dateien bzw. einzelne Sätze von Dateien über
die Sperroperation LOCK reservieren. Die Gefahr, daß bei
sukzessiven Reservierungen innerhalb einer Transaktion Ver-
klemmungen auftreten können, wird in Kauf genommen, um im
Normalfall einen gegenüber einer globalen Transaktionsver-
waltung verminderten Aufwand bei höherem Parallelitätsgrad
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zur Geltung kommen zu lassen. Bei sukzessiven Reservierungen
innerhalb einer Transaktion muß die Regel eingehalten werden,
daß eine Freigabe eines Betriebsmittels innerhalb der Transak-
tion mittels UNLOCK noch nicht beantragt wurde (vgl. !ESW2/).
Den eigentlichen Kern der DML bilden die Funktionen zum Er-
zeugen (INSERT), Modifizieren (WRITE) und Beschaffen (READ)
von Sätzen. Diese Funktionen können synchron oder asynchroh
ausgeführt werden. Bei asynchroner Ausführung besteht die
Möglichkeit,mit Hilfe der Funktion WAIT explizit die normale
Programmausführung mit dem Ein-/Ausgabevorgang zU synchroni-
sieren durch Abwarten des Endes des Transfervorgangs. Weitere
Operatoren dienen dem Erzeugen (CREATE) und Zerstören (DELETE)
von Dateien unter Bezugnahme auf die durch die DDL definierten
Schemata. Zusätzlich gibt es eine Funktion zum Beschaffen
einer Satznummer (GETNAME) eines noch zu erzeugenden Satzes
in Abhängigkeit von der Benutzergruppe des aufrufenden Be-
nutzers.
4.2 Verwendbarkeit der logischen Dateiebene für unterschied-
liche Datenmodelle
Gemäß dem von der ANSI/X3/SPARC-Gruppe /ANS1/ vorgeschlage-
nen Datenbankarchitekturkonzept könnte die Verwendbarkeit
der logischen Dateiebene anhand eines internen Modells, eines
konzeptionellen Modells oder anhand von externen Modellen ge-
führt werden. Da heute einerseits weder allgemein anerkannte
interne Modelle noch konzeptionelle Modelle existieren, ande-
rerseits aber im Bereich der externen Modelle eine gewisse
Konsolidierung in dem Sinn festzustellen ist, als z.B.
Relationenmodell und Netzwerkmodell gleichzeitig nebeneinan-
der zur ModelIierung der Benutzersichten zugelassen werden
(Koexistenzansatz /FAL1, NIJ1/), wird die Verwendbarkeit der
logischen Dateiebene für. diese zwei Datenmedelle.gezeigt.
Es werden die Abbildungsmöglichkeiten qer verschiedenen
Datenstrukturen auf die Elemente der logischen Dateiebene




Ausgangspunkt für die Diskussion sind folgende Optimierungs-
möglichkeiten, die das verteilte Dateiverwaltungssystem an-
bietet:
- die benachbarte Ablage von Sätzen kann implizit über
Satznummern oder über die Zuordnung zu Benutzergruppen-
clustern nur innerhalb von Dateien gesteuert werden,
- die benachbarte Ablage von Dateien wird über die QUICK-
Option realisiert,
- die parallele Ablage von Sätzen/Dateien kann über die Zu-
ordnung zu Benutzergruppenclustern erreicht werden,
- die kopierte Ablage von Sätzen/Dateien wird indirekt über




Eine Relation wird meist definiert als eine zeitlich ver-
änderliche Teilmenge des kartesischen Produkts von De-
finitionsbereichen !COD2!. Sie kann als Tabelle darge-
stellt werden, deren Zeilen die Tupel und deren Spalten
die Attribute der Relation ausmachen. Eine relationale
'Datenbasis beinhaltet eine Menge solcher Relationen.
Als Datenmanipulationssprache wird Relationenalgebra voraus-
gesetzt !COD3!, deren bedeutendste Operatoren PROJEKTION,
konstanter VERBUND und variabler VERBUND sind.
Relationen können direkt mit B-Dateien implementiert
werden, wobei Tupel durch Sätze identifiziert werden. Die
Optimierung der Ablage der Relationen kann daran gemessen
werden, in welchem Ausmaß sie eine effizientere Auswertung
der relationenalgebraischen Operatoren bewirkt.
So unterstützen Tupelcluster, die über die verschiedenen
Werte eines Attributes definiert werden, Operationen auf
diesen Attributen (PROJEKTION, VERBUND, DIVISION). Tupel-
cluster sind über die benachbarte Ablage von Sätzen reali-
sierbar.
Hybridelusterbildung von Tupeln !SCH5/ ist ein Mittel, um
im Falle von 1:n-Beziehungen zwischen Relationen die Durch-
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führung von variablen VERBUND-Operationen zu beschleunigen.
Bei beliebigen n:m-Beziehungen kann der variable VERBUND durch
zusätzliche Tupelverketiungstechniken unterstützt werden
/SCB1/. Verkettungstechniken sind insbesondere dann anzuwen-
den, wenn das Vorkommen einer Relation an verschiedenen variab-
len VERBUND-Operationen zu berücksichtigen ist (Klassenbil-
dung). Schließlich ist mit Split-Mechanismen eine effiziente
Auswertung der PROJEKTION ,aber auch-, wie in IGOT1/ gezeigt,
des VERBUND zu erreichen. Hybridclusterbildung, Verkettungs-
techniken und Split-Mechanismen werden von der logischen Da-
teiebene nicht direkt unterstützt. Hierfür muß bei Bedarf eine
weitere Schicht aufgesetzt werden.
Über das Instrument der parallelen Ablage von Dateien bzw.
Sätzen läßt sich eine parallele Ablage von Relationen so
steuern, daß die Auswertung relationenalgebraischer Ausdrücke
durch eine geeignete Aufspaltung in Teilausdrücke selbst
parallelisiert werden kann ISMC1/. Der Kopiermechanismus er-
hält unter diesem Aspekt eine neue Berechtigung /GH01/.
Als Zugriffspfade für Relationen sind invertierte Dateien
und Pointer Arrays gebräuchlich /ST02, TSI1/. Während in-
vertierte Dateien direkt mit den Z-Dateien der logischen
Dateiebene aufgebaut werden können, müssen für Pointer
Arrays zusätzliche Strukturierungsmittel geschaffen werden,
die insbesondere deren variablem Charakter Rechnung tragen.
4.2.2 Netzwerkmodell
Das Netzwerkmodell geht zurück auf die Vorschläge der
CODASYL Data Base Task Group, die in /COD1/ publiziert
wurden. Das Kernstück dieses Datenmodells bildet der Satz
(Record), dessen Typ durch eine beliebig komplexe Attribut~
struktur charakterisiert wird. Sätze können auf zweierlei
Art aggregiert werden:
- Gebiete (Areas): enthalten disjunkte Satzmengen
- Mengen (Sets): spezifizieren 1:n-Beziehungen zwischen
Ankersatztypen (Owner) und Bestands-
satztypen (Member), wobei Hierarchie-
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oder Netzbildung möglich ist.
Eine Datenbasis setzt sich aus einer Menge von Gebieten zu-
sammen.
Für die Abbildung auf die logische Dateiebene bieten sich zwei
Alternativen an:
(1) Direkte Abbildung von Gebieten auf B-Dateien
Infolge der festen Satzlänge von B-Dateien ist die Zuord-
nung von Gebieten auf B-Dateien so vorzunehmen, daß jedem
Satztyp dieses Gebiets genau eine B-Datei entspricht. Als
Optimierungsmöglichkeit ist hier die benachbarte Ablage
aller zu einem Gebiet gehörigen B-Dateien vorgesehen.
Die Mengenbildung kann über explizite Verkettung der zu-
sammengehörigen Anker- und Bestandssätze oder über Pointer
Arrays realisiert werden. Für Verkettungstechniken und
Pointer Arrays muß eine zusätzliche Schicht eingeführt
werden.
Bei Hierarchien wird zur Optimierung der Mengenbildung im
allgemeinen eine Clusterung der zu einem Ankersatz ge-
hörigen Bestandssätze angestrebt. Eine Realisierung
dieser Cluster ist über die benachbarte Ablage der ent-
sprechenden Bestandssätze möglich. Mit der QUICK-Option
können sogar Cluster aus Ankersätzen mit ihren zugehöri-
gen Bestandssatzclustern unterstützt werden.
Bei Vernetzung kann eine eindeutige Clusterung nur über
Redundanzen erreicht werden. Auch dafür eignet sich der
Kopiermechanismus.
(2) Direkte Abbildung von Mengen auf B-Dateien
Eine Abbildung einer Menge auf genau eine B-Datei ist
im allgemeinen Fall wegen der festen Satzlänge von B-
Dateien nicht möglich. Insofern bleibt hier als einzige
Möglichkeit, jedem Satztyp genau eine B-Datei zuzuord-
nen. Für die Realisierung der Mengenbildung mittels Ver-
kettung oder Pointer Arrays gilt dann entsprechendes
wie in (1).
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Für Gebiete sind hier nur noch Clusterverfahren sinnvoll,
die etwa auf der benachbarten Ablage der zugeordneten
B-Dateien aufbauen könnten.
Als Zugriffspfade sind im Netzwerkmodell gebiets- bzw. mengen-
spezifische Indextabellen sowie Berechnungsverfahren vorge-
sehen. Als Basis für Indextabellen eignen sich die Z-Dateien.
Berechnungsverfahren werden dagegen nicht direkt unterstützt.
4.2.3 Ergebnis
Trotz der nur groben Abschätzung ist in den vorstehenden zwei
Kapiteln die Verwendbarkeit der logischen Dateiebene als
Basis für relationale oder netzwerkartige Datenbanksysteme
deutlich geworden; hierzu hat auch das Vorhandensein von Op-
timierungsmöglichkeiten beigetragen, die insbesondere die
verteilte Umgebung berücksichtigen.
Mit dem geringeren zusätzlichen Aufwand ist bei der Konzi-
pierung eines relationalen Datenbanksystems zu rechnen, ins-
besondere wenn auf Verkettungstechniken verzichtet und statt-
dessen eine strikte Trennung von Primär- und Sekundärdaten
bevorzugt wird.
Verzichtet man weiterhin auf die direkte Unterstützung des
variablen Verbunds ~urch über Pointer Arrays realisierte Zu-
griffspfade, die - wie in !ST02/ gezeigt -, überhaupt nur
für ein sehr begrenztes Anfrageverhalten Vorteile bringt,
und unterstützt stattdessen den variablen Verbund indirekt
über invertierte Dateien, so müssen keine zusätzlichen
Strukturierungsmittel mehr entwickelt werden. Diese Vor-
gehensweise trägt vor allem den durch Kleinrechner vorge-
gebenen Restriktionen Rechnung.
4.3 Architektur des verteilten Dateiverwaltungssystems
4.3.1 Konzept
Für das Architekturmodell bieten sich als Ausgangsbasis
die innerhalb der Betriebssysteme der einzelnen Rechner-
systeme realisierten Dateiverwaltungssysteme an.
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Eine Reihe von Argumenten spricht für die Verwendung dieser
lokalen Dateiverwaltungssysteme:
- Vereinfachte bzw• autOmatische Integration:.
Die Integration in die Betriebs- bzw. Programmiersysteme
ist gegeben bzw. vereinfacht. Daraus resultiert ein bzgl.
der Erstellung und Wartung des verteilten Dateiverwaltungs-
systems stark verminderter Aufwand. Insbesondere in Hin-
blick auf die Heterogenität gewinnt dieses .Argument
weiteres Gewicht.
- Keine Erstellung redundanter, funktional äquivalenter
Systembausteine:
Die von den Herstellern gelieferte Grundsoftware benötigt
die Funktionen der mitgelieferten Dateiverwaltung. Der
Nachteil von Doppelentwicklungen dürfte gegenüber dem
Aspekt, zumindest zeitweise den Hauptspeicher mit doppelten
Systembausteinen zu belegen und damit einen der größten
Engpässe von Kleinrechnern weiter zu verengen, weniger
schwer wiegen.
- Kompatibilität:
Die Kompatibilität der Betriebssoftware von Rechnerfamilien
überträgt sich auf das verteilte Dateiverwaltungssystem.
Diese Eigenschaft ist besonders unter dem Gesichtspunkt
der für Kleinrechnersysteme sich stürmisch entwickelten
Hardwaretechnologien wertvoll.
Die Menge der Schnittstellen der verschiedenen, bereits vor-
handenen lokalen Dateiverwaltungssysteme, die in den Rech-
nersystemen des Rechnernetzes vorzufinden sind, soll im
folgenden L-Ebene (lokale Ebene) genannt werden.
Um die Portabilität möglichst vieler wesentlicher Komponenten
des verteilten Dateiverwaltungssystems weiter zu verbessern,
wird eine einheitliche, homogene Dateiverwaltungsschnitt-
stelle über der L-Ebene, die GI-Ebene als Standard (Grund-
system-Dateiebene) eingeführt. An diese Schnittstelle müssen
alle lokalen Dateiverwaltungssysteme der L-Ebene angepaßt
werden.
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Das Problem bei der Definition einer Standardschnittstelle
besteht darin, einerseits die G'~Schnittstelle möglichst tief
zu legen, um den portablen Teil des verteilten Dateiver-
waltungssystems möglichst groß und den spezifischen Aufwand
für die Anpassungengering zu halten, und andererseits darin,
nicht zu viele bestehende Funktionen komfortablerer Systeme
außer acht zu lassen.
Aufbauend auf dem Standard der G'-Ebene erweisen sich ver-
schiedene Schichten für eine modellhafte Realisierung der
logischen Dateiebene als notwendig, um die zahlreichen
Aspekte der Ve~t~ilung von Daten unterscheiden und klar
herausarbeiten zu können.
Die G-Schidht (erweiterte Grundsystem-Datei-Schicht) wird
eingeführt, um den auf einen lokalen Rechner begrenzten
Namensraum für G'-Dateien auf das gesamte Rechnernetz zu
erweitern. Die VG-Schicht (virtuelle G-Datei-Schicht) er-
möglicht die Identifikation mehrerer Kopien einer G-Datei,
während es die B-Schicht gestattet, eine B-Datei auch lo-
gisch aufzuteilen und Dateiüberlauf automatisch zu verhin-
dern.
Bild 4.1 skizziert die Ebenen und Schichten, die im folgen-
den dann weiter präzisiert werden.
Die Schnittstellen der logischen Dateiebene sind bereits
in 4.1 beschrieben, die G'-Ebene wird anschließend in
4.3.2 erläutert (Definitionen siehe Anhang A). Syntaktisch
unterscheiden sich die restlichen zu b'eschreibenden Schnitt-
stellen, die G- undVG-Ebene nur unwesentlich von der G'-
Schnittstelle, kleinere Abweichungen werden bei der Dis-
kussion der einzelnen zugehörigen Schichten deutlich.
Für die Abbildung von Dateien der logischen Dateiebene auf
VG-Dateien bzw. von VG-Dateien auf G-Dateien usw. werden
netzweit eindeutige Namensgebungsschemata benötigt, die
durch den sog. B-Katalog bzw. VG-Katalog usw. realisiert
werden und die jeweils in die entsprechende Schi,cht einzu-
ordnen sind. Z.B. den G-Katalog kann man sich abstrakt als
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Bild 4.1: Schichtenstrukturierung des verteilten
Dateiverwaltungssystems
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namen als Attributwerten vorstellen. Daneben müssen für die
einzelnen Dateien weitere Beschreibungsinformationen ge-
führt werden.
Verschiedene Organisationsmöglichkeiten für diese Kataloge
sind in 2.3 zu finden.
Das Ziel bei der Implementierung dieser Kataloge ist eine
möglichst weitgehende Verwendung vorhandener Konzepte, d.h.
1nsbesondere der angebotenen Dateitypen wieB- oder Z-Datei
und die Vermeidung von Entwicklungen von speziell für Kata-
logisierungszwecke geschaffenen, völlig eigenständigen Or-
.'
ganisationsformen,wie es häufig in herkömmlichen Betriebs-
systemen vorzufinden ist. Der Grund für diese Zielsetzung
liegt darin, daß bei Kleinrechnern der Umfang des Systems
eine besonders kritische Größe darstellt. Zusätzlich ergibt
sich der Vorteil, daß der Implementierungs- aber auch der
Wartungsaufwand für das Gesamtsystem verringert wird.
4.3.2 GI-Ebene
Die G'-Ebene definiert einen systeminternen Standard für
~lle lokalen Dateiverwaltungssysteme im verteilten DV-System.
·S~e bietet als einziges Objekt die rechnerweit eindeutig
bezeichnete GI-Datei an.
Eine GI-Datei hat folgende Eigenschaften:
sie besteht aus einer physisch kompakten Menge einer
festen Anzahl von Blöcken,
- für alle GI-Dateien wird eine einheitliche Standardblock-
länge verwendet,
-' auf Blöcke kann lediglich direkt zugegriffen werden,
- Mehrbenutzerunterstützung
- Paßworte .für Datenschutzzwecke
- Beeinflußbarkeit der Plazierung
Die Operatoren (siehe Anhang A) umfassen hauptsächlich
Blocktransfer (READ, WRITE), die asynchron ausgeführt werden
und deren Beendigung über WAIT abgewartet werden kann, Ope-
ratoren zum Eröffnen (OPEN), Schließen (CLOSE), Erzeugen
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(CREATE), Zerstören (DELETE), Sperren (LOCK) und Freigeben
(UNLOCK) von Dateien, der DEF-Operator definiert den Datei-
namen, Dateiumfang, Paßworte und optional eine andere G'-
Datei relativ zu der die Plazierung der zu definierenden
Datei erfolgen soll.
Das mit der G'-Ebene festgelegte Abstraktionsniveau liegt
damit vergleichsweise relativ nahe zur physikalischen Speicher-
ebene von Direktzugr~ffsspeichergeräten,ist jedoch völlig
geräteunabhängig.
4.3.3 G-Schicht
Aufgabe der G-Schicht ist die Realisierung eines für das ge-
samte verteilte DV-System geltenden rechnerunabhängigen
Namensraumes.
Die G-Schnittstelle unterscheidet sich syntaktisch gegenüber
der G'-Ebene in der DDL und DML nur unwesentlich. Die G-
Datei hat im wesentlichen die gleichen Strukturen und Cha-
rakteristika wie G'-Dateien, jedoch kann die G-Ebene als
eine auf das gesamte verteilte DV-System erweiterte physi-
kalische Ebene angesehen werden.
Die MDL enthält außer einem MAP-Operator (vgl. MAP-Operator
der logischen Dateiebene) zusätzlich einen COPY-Operator.
Er gestattet es, anonyme Gruppen von inhaltsgleichen G-Da-
teien zu erzeugen, die alle denselben Umfang haben müssen.
Diese Gruppen können aus Sicht der VG-Schicht ebensb wie
einzelne G-Dateien als Objekte behandelt werden, auf die
VG-Dateien (siehe 4.3.4) abgebildet werden können.
Als Randbedingung für den systeminternen Abbildungsalgorith-
mus der G-Schicht kann in der DDL der G-Ebene angegeben
werden, welche G-Datei~n nicht auf einem Rechner zusammen
abgelegt werden sollen. Damit können Anforderungen an den
Abbildungsalgorithmus, den Grad der Verfügbarkeit von mehre-
ren G-Dateien möglichst hoch zu halten, entfallen. Aus der
Sicht der Benutzer bzw. Planer des verteilten DV-Systems
ist dies eine Voraussetzung dafür, die Verfügbarkeit des
Gesamtsystems, eventuell unter Hinzunahme von Kopien (siehe
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4.3.4), auch bei zeitweiligen Rechnerausfällen hoch auslegen
zuk5nnen.
Die Abbildung einer G-Datei auf einen Rechner wird indirekt
durchdie-Benutzergruppe, der die Datei bei ihrer Definition
zugeordnet wurde, festgelegt. Es wird davon ausgegangen, daß
die Aufteilung der Benutzergruppe auf eine Teilmenge der Rech-
'ner des verteilten DV-Systems invariant und dem System bekannt
ist. ,
Die Quick-Spezifikation zwischen zwei G-Dateien kann in der
Weise ausgewertet werden, daß sie auf ein und denselben Rech-
ner oder benachbarten Rechnern abgelegt werden.
Der, Abbildungsalgorithmus für die Abbildung von G- auf GI-
Dateien kann vom Datenbasisadministrator außer Kraft gesetzt
werden, indem er explizit mit Hilfe des MAP-Operators der G-
Ebene die Zuordnung zu GI-Dateien vornimmt. Eine physisch be-
nachbarte Ablage auf einem Datenträger oder eine parallele
Ablage auf zwei simultan zugreifbaren Peripheriegeräten ist
dagegen ausschließlich durch die GI-Schnittstelle beeinfluß-
bar.
Die EinfÜhrung von Standards für Blocklänge und Dateiumfang
'für das gesamte verteilte Dateiverwaltungssystem erh5ht die
Kompatibilität und erleichtert Kommunikationsaufgaben. Der
G-Dateiumfang kann ausschließlich ganzzahlige Vielfache bis
zu einem Maximalwert eines bestimmten Grundkontingents von
B15cken annehmen. Der Wert für dieses Grundkontingent ist
ein Generierungsparameter. Die Festsetzung von normierten
Dateiumfängen bietet zudem bessere Voraussetzungen für eine
optimale Ausnutzung der Peripheriespeicherkapazität auch
unter Berücksichtigung, daß bei den einzelnen Rechnern System-
dateienben5tigt werden, deren Umfang nicht den Standards für
das verteilte Dateiverwaltungssystem genügt.
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4.3.4 VG-Schicht
Aus der Sicht der G-Ebene sind zwei G-Dateien verschieden,
wenn ihre Namen verschieden sind. Um inhaltsgleiche G-Dateien
begrifflich zusammenzufassen, wird der abstrakte Typ VG-Datei
(virtuelle G-Datei) eingeführt. Mehrere Kopien einer Datei,
die zu einer Gruppe von G-Dateien (siehe 4.3.3) gehören, sind
damit Inkarnationen einer VG-Datei. Die Aufgabe, mehrere
Kopien konsistent zu· halten - das Multi-Kopien-Problem (vgl.
2.8) - kann nun bei verteilungstransparenter DML und DDL
auf der VG-Ebene der VG-Schicht übertragen werden.
Redundante VG-Dateien können entweder durch Bildung von Grup-
pen mit Hilfe der COPY-Anweisung der G-Ebene gebildet werden
oder durch Angabe einer G-Dateiliste an Stelle eines Re-
präsentanten einer bereits bestehe~den Gruppe direkt als
Parameter des MAP der VG-Ebene. Durch das MAP werden damit
quasi die G--Dateiliste bzw. die Gruppe mit einem VG-Datei-
namen versehen.
Ebenso wie G-Dateien können VG-Dateien Benutzergruppen zuge-
ordnet werden mit dem Vorteil, daß Benutzergruppen kürzere
Zugriffszeiten auf die ihnen zugeordneten Dateien ermöglicht
'werden. Da die Verteilung der Benutzergruppen über das Rech-
nernetz als vergleichsweise invariant anzusehen ist, können
kürzere Zugriffszeiten durch entsprechende Plazierung und
gegebenenfalls durch Anlegen von Kopien erzielt werden.
Falls eine Benutzergruppe auf verschiedene Rechner verteilt
ist, müssen Anzahl und Plazierung von Kopien, durch die ver-
besserten Zugriffszeiten erreicht werden sollen, mit Hilfe
einer lokalen Optimierung (vgl. 2.8) in Abhängigkeit von der
relativen Häufigkeit von verändernden zu lesenden Dateizu-
griffen ermittelt werden. Aufgrund der oben genannten Eigen-
schaften ist die VG-Datei geeignet, um als Konstituent
eines benutzerorientierten Clusters (siehe 4.1) von Sätzen
herangezogen zu werden.
I?urch Erhöhen des Redundanzgrades lassen si.ch Sicherheits-
und Verfügbarkeitsanforderungen unterstützen. Hierzu ist
vorgesehen, eine VG-Datei bei ihrer Definition mit unter-
schiedlichen Sicherheitsgraden zu versehen, und damit in-
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direkt die Anzahl ihrer Inkarnationen festzulegen~ Für diese
Inkarnationen ist in der DDL der G-Schnittstelle der Wunsch
spezifizierbar, daß eine G-Datei A nicht mit einer anderen
G-Datei B auf ein und denselben Rechner untergebracht werden
darf.
Während zur Erhöhung des Verfügbarkeitsgrades einfache
Lösungen zur Bestimmung einer passenden Anzahl von Kopien
herangezogen werden können, können die in der Literatur vor-
geschlagenen Verfahren zur Zugriffszeitoptimierung (vgl.:2.8)
wegen ihres Aufwands nur über separate Dienstprogramme imple-
mentiert werden, wobei dann der Datenbasisadministrator für
das Bereitstellen der entsprechenden Kopien zu sorgen hat.
4.3.5 B-Schicht
Die in dieser Schicht anfallenden Hauptaufgaben sind das Ab-
bilden von sowohl B- als auch Z-Dateien auf VG-Dateien, das
Abbilden von Sätzen auf Blöcke sowie die Verwaltung von
Transaktionen. Weiterhin ist die Beziehung zwischen be-
nutzerorientierten Clustern von Sätzen, Blöcken, B- und
VG-Datei festzulegen.
'Die,Säfze einer B-Datei werden entsprechend der lückenlosen
Satznummern physisch fortlaufend in den Blöcken von VG-
Dateien, aus denen ein~ B-Datei zusammengesetzt wird, ab-
gelegt. Die Realisierung dieser Abbildung muß i.a. über
eine Montage von Sätzen zu Blöcken bzw. Blöcken zu Sätzen,
je nach Transferrichtung erfolgen, denn als Blockungsfak-
toren sind rationale Zahlen zugelassen. Die fortlaufende
Ablage der Sätze macht Abbildungstabellen entbehrlich und
ermöglicht deshalb günstigere Zugriffszeiten, ohne zusätz-
lich Hauptspeicher zu beanspruchen. Der letztere As~ekt
erweist sich besonders in Hinblick auf die Kleinrechnerum-
gebung von Vorteil.
Um eine einfache Abbildung von Sätzen auf Blöcke und ,auf
VG-Dateien zu ermöglichen, wird eine B-Datei auf verschiedene,
jedoch gleichlange VG-Dateien abgebildet. Pro VG-Datei wird
eine ganzzahlige Anzahl von Sätzen untergebracht und somit
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VG-Dateien überspannende Sätze vermieden. Der Umfang der VG-
Dateien wird aus einer bei Definition der B-Datei angegebenen
Umfangabschätzung zusammen mit Angaben über Clusterumfänge
abgeleitet.
Benutzergruppen zugeordnete Cluster können optimal auf die
gleichlangen VG-Dateien abgebildet werden, indem die Cluster
auf Sätze mit dicht zusammenliegenden Satznummern beschränkt
werden. Die Cluster werden, wenn möglich, in einer einzelnen
oder mehreren benachbarten VG-Dateien untergebracht. Bei den
gegebenen Voraus.setzungen sind deshalb Satznummernintervalle
festen Umfangs) definiert durch eine Anzahl eines Gru~d­
kontingents von Sätzen, zu wählen.
Die Forderung nach gleichem Umfang der VG-Dateien, die eine
bestimmte B-Datei bilden, kann bewirken, daß bei sehr unter-
schiedlichen Clusterumfängen ein größeres Cluster auf mehrere
VG-Dateien abzubilden ist. Dieser Nachteil kann jedoch durch
eine Quick-Spezifikation der VG-Dateien untereinander wieder
weitgehend beseitigt werden. Die Beschränkung auf statische
Clusterg~ößemacht dynamische Reorganisationen bzw. erhöhten
Speicherbedarf entbehrlich. Allerdings kann man letzeres auch
durch großzügige Abschätzung der Clustergröße erreichen, wo-
bei dann dynamische Anpassungen nur selten noch Gewinne
bringen gegenüber nach längeren Zeiträumen stattfindenden Re-
organisationen durch den Datenbasisadministrator.
Der Nachteil für einen Benutzer, ein festes Satzintervall zu
verwenden, erscheint gegenüber der Notwendigkeit, die Grenzen
dieses Intervalls berücksichtigen zu müssen, wegen der ohne-
hin relativ künstlichen Satznummernidentifikationen weniger
einschneidend zu sein. Das Erfordernis hingegen, daß verschie-
dene Cluster disjunkt sein müssen, obwohl ein Cluster auch
mehreren Benutzergruppen zugeordnet sein kann, ist für
die Kleinrechnerumgebung als sinnvoll zu erachten.
Das folgende Beispiel zeigt, wie Benutzergruppen und Cluster
verwendet werden können.
Eine Bank habe in einer Stadt eine Hauptzweigstelle und zwei
Filialen. Die Hauptzweigstelle berechnet Zinsen und erstellt
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Statistiken über Kontobewegungen, Kunden etc., die Filialen
sind nur für das laufende Geschäft direkt mit dem Kunden
zuständig. Sie führen die Konten der ihnen zugeordneten Kun-
,
denkreise uns erteilen Auskünfte über sich nur in Tageszeit-
räumen verändernde Informationen wie Aktien- oder Wechsel-
kurse. Die beiden Filialen bilden zwei verschiedene Be-
nutzergruppen, da ihre Kompetenzen nur für eigene Konten
gelten, obwohl alle Konten in einer einzigen B-Datei geführt
werden und obwohl die Anwendungen die gleichen sind. Die Be-
nutzer in der Hauptzweigstelle, die speziell für Zinsberech-
nung und Statistiken zuständig sind, können beiden Benutzer-
gruppen zugleich angehören oder sie bilden, bezogen auf die
Kontendatei, eine eigene Benutzergruppe. Ihre Anwendungen
sind verschieden, sie benötigen jedoch die gleichen Daten wie
ih~e Filialen. Treten innerhalb der Daten einer Benutzergruppe
selbst'wieder Cluster, z.B. die Konten der "Großkunden" einer
Filiale auf, so können dieser Filiale (= Benutzergruppe) mehre-
re Cluster zugeordnet werden. Die Informationen über Aktien-
kurse können in einer B-Datei mit drei Inkarnationen, d.h.
bei allen Filialen existieren und abends von der Hauptzweig-
stelle auf den neuesten Stand gebracht werden.
Man erkennt, daß Benutzergruppen nicht notwendig disjunkt
sein müssen, obwohl die zugehörigen Satzeluster als disjunkt
oder als identisch vorausgesetzt werden.
Eine dynamische Komponente bei der Abbildung einer B- oder
Z-Datei auf VG-Dateien liegt in der Aufgabe, gegebenenfalls
Dateiüberlauf zu verhindern durch Hinzunahme einer weiteren
VG-Datei oder, falls nötig, VG-Dateien freizugeben, wenn
im entsprechenden Satznummernintervall alle Sätze bes.eitigt
(REMOVE) worden sind.
Für Z-Dateien ist eine andere Abbildung von Sätzen auf
Blöcke notwendig wegen der variablen Satzlänge und des Zu-
griffs über Schlüssel. Die Beschränkung, eine Z-Datei auf
genau einem Rechner unterzubringen, ermöglicht Verzeigerungen,
ohne Ineffizienzen und Verfügbarkeitsfragen bei Verzeige-
rungen über verschiedene Rechner berücksichtigen zu müssen.
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Die variable Satzlänge und die nicht nach oben festgelegte
Anzahl von Sätzen einer Z-Datei erfordern i.a. eine dyna-
mische Abbildung auf mehrere VG-Dateien, die untereinander
mit Hilfe der Quick-Spezifikation der VG-Ebene gekoppelt
sind. Für seQuentielle und direkte Zugriffsorganisationen
bieten sich Baumorganisationen, z.B. nach /BAM1, HAE1/ an.
Die Zuordnung einer Z-Datei zu Benutzergruppen erfolgt so,
daß die entsprechenden VG-Dateien wie in 4.3.4 beschrieben,
zugeordnet werden.
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5. Operationales Modell für ein verteiltes Dsteiverwaltungs-
system
5.1 Funktionen
Nachdem in Kap. 3 und 4 ausschließlich die Verteilung von
Daten behandelt wurde, wird im folgenden der Aspekt der Ver-
teilung von Funktionen näher untersucht.
Der Zugriff von Benutzern auf Daten erfolgt durch Absetzen
von Operatoren der logischen Dateiebene an das verteilte Da-
teiverwaltungssystem. Zur Bearbeitung dieser Operatoren durch
das verteilte Dateiverwaltungssystem müssen i.a. mehrere Rech-
ner kooperieren, um neben der Durchführung von Datentransfers
parallele Zugriffe mehrerer Benutzer zu regeln.
In einem operationalen Modell eines verteilten Dateiver-
waltungssystems sind daher Funktionen bereitzustellen, die
folgende Aufgaben zu lösen haben~
- Interpretation der Operatoren der logischen Dateiebene, aus
denen die Benutzeraufträge bestehen,
- Transformation der Operatoren der logischen Dateiebene auf
Anweisungen, die von den jeweiligen Rechnern bearbeitet
werden können,
- Bereitstellung und Verwaltung von Information zur Durch-
führung von Zugriffen auf Primär- und Sekundärdaten,
- Verwaltung der Benutzeraufträge,
- Kontrolle der Zugriffe in einer Mehrbenutzerumgebung durch
Transaktionsverwaltung,
- Übernahme von Datensicherungs- und Datenschutzmaßnahmen.
Datenschutz ist bisher auf ein überprüfen von Paßwörtern be-
schränkt; Datensicherung wird im folgenden nur soweit be-
trachtet, als dies ihre Einbeziehung in Mechanismen zur Siche-
rung der operationalen Integrität (s. Kap. 6) erfordert.
5.2 Aufteilung in funktionelle Komponenten
Die Erledigung der Aufgaben des verteilten Dateiverwaltungs-
systems ist funktionellen Komponenten zu übertragen. Bei
der Definition dieser funktionellen Komponenten ist zu berück-
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sichtigen:
- das in Kap. 4 vorgestellte Architekturkonzept,
- die Systemeffizienz.
Die Systemeffizienz ist beeinflußbar durch die Strukturierung
des Gesamtsystems. Es lassen sich folgende Forderungen an ein
verteiltes Dateiverwaltungssystem stellen:
- Möglichkeit der Umkonfigurierung durch Änderung der Zuord-
nung von funktionellen Komponenten zu Rechnern,
- Austausch von Verfahren, z.B. Einführung anderer Sperrmecha-
nismen,
- Optimierung der Verarbeitung paralleler Zugriffe mehrerer
Benutzer.
Einen Ansatz zur Konzipierung des operationalen Modells für
ein verteiltes Dateiverwaltungssystem stellt die explizite
Implementierung jeder Schicht des in Kap. 4 vorgestellten
Architekturkonzepts dar. Diese Vorgehensweise birgt jedoch
Nachteile in sich:
Sie ist sehr aufwendig und effizienzmindernd durch die An-
siedlung gleichartiger Funktionen in verschiedenen Schichten,
z.B. für die Katalogverwaltung.
Diese Überlegungen führen dazu, daß man einzelnen funktionel-
len Komponenten Aufgaben mehrerer Schichten überträgt und In-
formation über die Abbildung zwischen den Ebenen des Archi-
tekturkonzepts zusammengefaßt wird (z.B. Kataloginformation).
Es ist denkbar, das operationale Modell eines verteilten
Dateiverwaltungssystems dergestalt zu konzipieren, daß eine
einzige funktionelle Komponente alle Funktionen erfüllt und
diese Komponente auf jedem Rechner realisiert wird. Bei diesem
Konzept ist jedoch die Berücksichtigung der unterschiedlichen
Leistungsfähigkeit der Rechner in einem heterogenen Rechner-
netz ausgeschlossen. Dies steht der Forderung nach Umkonfi-
gurierbarkeit entgegen. Um dieser Forderung ebenfalls zu ge-
nügen, ist eine weitergehende Aufteilung in mehrere funk-
tionelle Komponenten erforderlich.
















































































Bild 5.1: Übersicht über das operationale Modell eines verteilten Dateiverwaltungssystems
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Benutzer Ein-/Ausgabe
Die Aufträge der Benutzer mit Anweisungen der logischen Datei--
ebene werden entgegengenommen und an die Zugriffsverwaltung
für logische Dateien weitergeleitet. Die Benutzer Ein~/Ausgabe
Komponente 'ist ebenfalls für die Übergabe der Bearbeitungs-
resultate an den Benutzer zuständig. Auf Anordnung der Zu-
griffs verwaltung für logische Dateien führt sie die Rück-
setzung von Transaktionen durch. Die funktionelle Komponente
muß für jeden ihrer Benutzeraufträge Auftragsbeschreibung,
Zustandsbeschreibung und Rücksetzinformation führen.
Zugriffsverwaltung für logische Dateie~
Hier werden die Benutzeranweisungen analysiert und interpre-
tiert. Anschließend werden die Anweisungen in Zugriffe auf
G'-Dateien transformiert und der Zugriffsverwaltung für G'-
Dateien übergeben. Die Transformation basiert aUf Information
zur Lokalisierung, Erweiterung und Reduzierung von Datenbe-
ständen, die von der Verwaltung von Katalogen über logische
Dateien geliefert wird. Zugriffe auf logische Dateien sind
nur innerhalb von Transaktionen eriaubt. Der Aufbau einer
Transaktion hat bestimmten Regeln zu genügen, deren Ein~
haltung überprüft werden muß. Vor der eigentlichen Durch-
führung des Zugriffs, d.h. vor dem Absetzen der transferierten
Anweisungen an die Zugriffsverwaltung für GI-Dateien, ist
durch Übergabe von Sperranweisungen an die Zugriffskontrolle
deren Zustimmung einzuholen. Zur Verwaltung der Transaktionen
ist Information zu führen über:
Transaktionsidentifikation, Transaktionspriorität, die für
diese Transaktion gesperrten Datenbereiche und der Bear-
beitungszustand der Transaktion.
Verwaltung von Katalogen über logische Dateien
Die Aufgaben dieser funktionellen Komponente sind:
- Bereitstellung der Information über die Abbildung zwischen
logischen Dateien und GI-Dateien für die Zugriffsver-
waltung für logische Dateien,
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- Eintragen/Streichen von Dateinamen bei Hinzufügung/Eliminie-
rung von Dateien (logische Dateien, VG-Dateien und G-Dateien),
- Gewährleistung netzweit eindeutiger Dateinamen (logische
Dateien, VG-Dateien und G-Dateien),
- Erzeugen/Löschen von Dateien.
Zur Erfüllung dieser Aufgaben kommuniziert die funktionelle
Komponente mit der Verwaltung von Katalogen über GI-Dateien
und mit der Zugriffsverwaltung für logische Dateien.
Zugriffskontrolle
Die Aufgabe der Zugriffskontrolle ist die Sicherung der ope-
rationalen Integrität von Primär- und Sekundärinformation. Die
Zugriffskontrolle ist verantwortlich für Sperren/Freigeben von
Datenbeständen und die Behandlung von Verklemmungssituationen.
Wegen Verfolgung der Strategie des Zulassens von Verklemmung-
en müssen diese erkannt und beseitigt werden, wobei unter Um-
ständen die Rücksetzung von Transaktionen erforderlich ist.
Die Zugriffskontrolle hat Information zu unterhalten über die
Sperrung von Datenbeständen sowie den Zustand der Bearbeitung
von Transaktionen. Die Problematik der Sicherung der ope-
rationalen Integrität wird in Kap. 6 näher behandelt.
Zugriffsverwaltung für GI-Dateien
Diese funktionelle Komponente erhält Anweisungen über Zugriffe
auf GI-Dateien von der Zugriffsverwaltung für logische
Dateien. Sie analysiert und interpretiert die Anwei~ungen und
transformiert sie auf Operatoren der L-Ebene der lokalen Datei-
verwaltungssysteme. Die für die Transformation notwendige Ab-
bildungsinformation liefert die Verwaltung von Katalogen über
GI-Dateien.
Verwaltung von Katalogen über Gt-Dateien
Die Aufgaben der Komponente umfassen:
- Bereitstellen der Information über die Abbildung von Gt-
Dateien auf L-Dateien für die Zugriffsverwaltung für Gt-
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Dateien,
- Eintragen/Streichen von Dateinamen bei Hinzufügung/Eliminie~
rung von Dateien (GI-Dateien, L-Dateien),
- Erzeugen/Löschen von Dateien (GI-Dateien, L~Dateien).
Auf Anforderung der Verwaltung von Katalogen über logische
Dateien stellt sie GI-Dateien zur Verfügung, auf Anforderung
der Zug~iffsverwaltu~~fürGI-Dateien wird die Abbildungsin-
formation von GI-Dateien, auf L-Dateien übermittelt.
5.4 Realisierung des operationalen Modells
Ein Exemplar einer funktionellen Komponente in einem Rechner
heißt Funktionseinheit. Die Verteilung von funktionellen
Komponenten geschieht über die Ansiedlung von Funktionsein-
heiten im verteilten System.
Die funktionellen Komponenten der Bereiche 1 und 3 müssen in
jeweils einer Funktionseinheit auf jedem Rechner vorliegen,
auf dem Benutzer bzw. Daten des verteilten Dateisystems ver-
treten sind.
Die funktionellen Komponenten des Bereichs 2 müssen jeweils
in mindestens einem Exemplar im verteilten Dateiverwaltungs-
system existieren. Mittels Verteilung dieser Funktionsein-
heiten läßt sich für ein gegebenes verteiltes DV-System die
geeignete Struktur des verteilten Dateiverwaltungssystems kon-
figurieren; dies ist insbesondere für heterogene Rechnernetze
von Bedeutung. Durch die Verteilung wird ein Spektrum von
Strukturen angeboten, das als Extrema enthält:
- eine dezentrale Struktur, in der jede funktionelle Kompo-
nente auf jedem Rechner vertreten ist,
- zentrale Strukturen, in denen jede funktionelle Komponente
des Bereichs 2 in genau einem Rechner (nicht notwendiger-
weise derselbe Rechner) existiert.
Durch die Verteilung der funktionellen Komponenten entstehen
folgende Probleme:
- Konsistenzhaltung der von den Funktionseinheiten geführten
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Information.
Dies ist durch Synchronisation der Zusammenarbeit der in-
volvierten Funktionseinheiten·zu lösen; einen Ansatz dazu
bieten die Mechanismen der Zugriffskontrolle.
Best.immung der optimalen Anzahl der Exemplare einer funk-
tionellen Komponente des Bereichs 2 und deren Plazierung
im Netz.
Zur Lösung dieses Problems sind Optimierungsmodelle zu ent-
wickeln (vgl. 2.8).
- Zuordnungen zwischen Funktionseinheiten unterschiedlicher
funktioneller Komponenten.
Es sind mehrere Alternativen denkbar, z.B.:
1.) Vorgabe einer statischen Zuordnung.
2.) Jede Funktionseinheit wählt aufgrund eines vorgegebenen
Algorithmus die anzusprechenden Funktionseinheiten aus.
3.) Die Zuordnung wird durch eine funktionelle Komponente
vorgenommen, die nicht dem verteilten Dateiverwaltungs-
system angehört (z.B. Nachrichtentransportsystem) oder
·neu in dasselbe aufgenommen werden müßte.
Die beiden letztgenannten Aufgaben, Plazierung und Zuordnung,
sind zweckmäßigerweise in Zusammenarbeit mit dem Datenbasis-
administrator zu lösen, da die Verteilung der Funktionsein-
heiten des verteilten Dateiverwaltungssystems nicht unab-
hängig von der Verteilung der Daten ist.
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6. Dezentralisierte Zugriffskontrolle in Mehrbenutzerumgebungen
6.1 Strukturier'ungderProbTematik
Die integrierte Bearbeitung von Benutzeraufträgen durch das
verteilte Dateiverwaltungssystem erfordert Mechanismen zur Ko-
ordinierung der Aktivitäten der Funktionseinheiten. Der Auf-
bau der Koordinierungsmechanismen richtet sich nach der Art
der zu koordinierenden Aktivitäten und der zu beteiligenden
Funktionseinheiten.
Um grundlegend die Konstruktion von Koordinierungsmechanismen
zu untersuchen, wurde als konkreter Bezug die Kooperation
zwischen Funktionseinheiten der Zugriffskontrolle ausgewählt,
da in diesem Bereich bei dezentraler Kontrollstruktur und
Mehrbenutzerumgebung Koordinierungsprobleme unterschiedlich-
ster Natur existieren.
Eine Funktionseinheit der Zugriffskontrolle heißt im folgen-
den kurz Kontrolleinheit. Aus Vereinfachungsgründen wird
vorausgesetzt, daß in jedem Rechner des verteilten DV-Systems
eine. Kontrolleinheit eingerichtet ist, der die lokal vor-
handenen Datenbestände zur Zuweisung an Transaktionen zuge-
·ordnet sind (vgl. Bild 6.1).
nie Kontrolleinheiten müssen kooperieren
- zur parallelen Bearbeitung unterschiedlicher Transaktionen
unter Sicherung der operationalen Integrität der Daten-
bestände bei störungsfreiem System,
- zur Unterstützung der vom Gesamtsystem zu ergreifenden
Maßnahmen bei Ausfall und Wiedereingliederung von Daten-
beständen und Kontrolleinheiten.
Aus diesen Aufgabenbereichen ergeben sich Koordinationsan-
forderungen. als Aufträge an die Kontrolleinheiten, bestimmte
Aktivitäten koordiniert durchzuführen. Koordinationsanfor-
derungen sowie Nachrichten von anderen Funktionseinheiten
werden in Warteschlangen geführt. Jede Kontrolleinheit ba-
siert ihre Entscheidungen auf Information über den Zustand
von Kontrolleinheiten, Datenbeständen, Transaktionen und den
































,Bild 6.1: Prinzipielle Struktur einer Kontrolleinheit
Die Koordinierung der Aktivitäten der Kontrolleinheiten ist
Aufgabe der Koordinationsprotokolle, spezieller Regeln für
den Nachrichtenaustausch zwischen den Kontrolleinheiten.
Aus dem breiten Spektrum der Aufgabenbereiche - Sperrung von
Datenbeständen, globale Datensicherung, Ausfall und Wieder-
eingliederung von Datenbeständen und Kontrolleinheiten -
lassen sich die drei in Bild 6.2 aufgeführten Aufgabenbe-
reiche als eigenständige Koordinierungsebenen isolieren und
hierarchisch anordnen. Die restlichen Aufgabenbereich~ können
in diese Koordinierungsebenen eingebettet werden.
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Ausfall von Kontrolleinheiten --






Bild 6.2: Hierarchie der Koordinierungsebenen
Für die Koordlnationsprotokolle der verschiedenen Ebenen
ist dasselbe Konzept, das sog. Basisprotokoll, anwendbar.
Auf der Grundlage dieser Hierarchie und der Anwendung der
Prinzipien des Basisprotokolls in jeder Koordinierungsebene
lassen sich für den Übergang zwischen den Koordinierungs-
ebenen die Regeln angeben, die eine verklemmungsfreie Ko-
operation der Kontrolleinheiten gewährleisten /DR01/.
Die Anwendung neuer Systemtechnologien führt zu effizienten
technischen Lösungen für die Realisierung der Koordinierungs-
mechanismen.
6.2 Das Basisprotokoll
Das Basisprotokoll beruht auf einer engen Kopplung der Ak-
tionen aller Kontrolleinheiten innerhalb eines Koordinations-
zyklus. Die Grundzüge seines Ablaufs in einer Kontrolleinheit
zeigt Bild 6.3.
Nach Initialisierung eines Koordinationszyklus aus dem Grund-
zustand (Zustand 1) wartet eine Kontrolleinheit, bei der eine
Koordinationsanforderung beantragt wird, in der Abstimmungs-
phase (Zustand 2) auf die Bereitschaftserklärungen der rest-
lichen Kontrolleinheiten, die Koordinationsanforderung auszu-
führen, zu deren Durchführung sie sich gegenüber den anderen
Kontrolleinheiten ihrerseits bereit erklärt hat. Nach Erhalt
aller Bereitschaftserklärungen geht sie in den kritischen Zu-
stand (Zustand 3) über.
Zur Lösung von Konfliktsituationen bei unabhängiger Initiali-
sierung eines Koordinationszyklus durch mehrere Kontrollein-
heiten für unterschiedliche Koordinationsanforderungen ist
eine Prioritätsregelung vorgesehen. An dieser Prioritätsrege-
lung orientiert sich die Verdrängung von in Abstimmung be-
findlichen Koordinationsanforderungen niedrigerer Priorität
durch diejenige mit der höchsten Priorität; eine Verdrängung






















Anzeigen des Endes der
Ausführung der Koordi-
natiönsanforderung
Bild 6.3: Grundzüge des Ablaufs des Basisprotokolls in
einer Kontrolleinheit
Im kritischen Zustand wird die allseits akzeptierte Koordi-
nationsanforderung ausgeführt und deren Beendigung den an-
deren Kontrolleinheiten angezeigt. Über die Restphase (Zu-
stand 4) kehren die Kontrolleinheiten gemeinsam in den
Grund~ustand zurück.
Das Basisprotokoll gewährleistet !DR02, HOL1/,daß bei störungs-
freiem Gesamtsystem
- alle Kontrolleinheiten in den kritischen Zustand übergehen,
falls irgendeine Kontrolleinheit dies tut,
- alle Kontrolleinhe~ten im kritischen Zustand dieselben Ko-
ordinationsanforderungen ausführen,
- ein neuer Koordi:pationszykluserst gestartet wird, wenn alle
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Kontrolleinheiten den kritischen Zustand verlassen haben.
6.3 Transaktionsbearbeitung bei störungsfreiem Gesamtsystem
Zur Sicherung der operationalen Integrität bei paralleler Aus-
führung unterschiedlicher Transaktionen und störungsfreiem
Gesamtsystem ist - vgl. Bild 6.1 - in jeder Kontrolleinheit
vorzugeben:
- ein Sperrmechanismus,
- ein Koordinationsprotokoll zur Koordinierung der Aktivitäten
der Sperrmechanismen.
Zur Erläuterung der prinzipiellen Vorgehensweisen bei der Ko-
ordinierung der Transaktionsbearbeitung werden folgende Ver-
einfachungen hinsichtlich der Sperrmechanismen vorausgesetzt:
- Datenbestände entsprechen GI-Dateien; diese seien auch die
Einheiten für die Zuweisung an Transaktionen und damit für
die Sperrung.
- die Zugriffsverwaltung für logische Dateien gibt zu jeder
von einer Transaktion benötigten GI-Datei den Namen und
die Sperrungsstufe (Lesesperrung für lesenden und Verände-
rungssperrung für verändernden Zugriff) an. Die Kontroll-
einheiten ergänzen die Anweisungen für Sperrung und Frei-
gabe unter Berücksichtigung der Existenz von Kopien; mit
der Sperrung einer GI-Datei sind aus Konsistenzgründen
ihre Kopien mit derselben Sperrungsstufe zu belegen.
Die erarbeiteten Verfahren können jedoch auch zur Prädi-
katssperrung /ESW2/ verwendet werden, falls z.B. die Dis-
junktheit der über Prädikate spezifizierten Konsistenzbe-
reiche durch Vergleich der Prädikate ohne Untersuchung des
Inhalts der Datenbestände festgestellt werden kann.
Der globale Zustand aller Datenbestände setzt sich zusammen
aus:
- der Zuordnung von Datenbeständen zu Kontrolleinheiten,
- der Existenz von Kopien von Datenbeständen,
- der Sperrinformation: aktuelle Sperrungsstufe eines· jeden
Datenbestandes, Zuordnung der Datenbestände zu Transaktionen.
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Der globale Zustand der Transaktionsbearbeitung umfaßt:
- den aktuellen Bearbeitungszustand einer jeden Transaktion;
im einfachsten Fall lassen sich für eine Transaktion folgen-
de Zustände angeben:
· Reservieren von Datenbeständen mit der geforderten Sper-
rungsstufe,
· Manipulieren (Lesen, Verändern) von Datenbeständen,
· Freigeben von Datenbeständen,
Spezifikationen bzgl. zu sperrender Datenbestände einer
jeden Transaktion,
- Wartebeziehungen zwischen Transaktionen bzgl. der Reser-
vierung von Datenbeständen.
Die von den Kontrolleinheiten zu bearbeitenden Koordinations-
anforderungen resultieren im wesentlichen aus der Art des
Sperrmechanismus einer jeden Kontrolleinheit und den Anforde-
rungen seitens der Transaktionen zur Durchführung von Trans-
aktionszustandsübergängen, in die mehrere Kontrolleinheiten
zu involvieren sind. Unterschiedliche Verfahren für die Ko-
operation der Kontrolleinheiten ergeben sich je nach vorge-
plantem Kenntnisumfang einer jeden Kontrolleinheit über den
.globalen Zustand aller Datenbestände und der Transaktionsbe-
arbeitung.
Es werden zwei Fälle unterschieden:
1. Jede Kontrolleinheit besitzt die vollständige Kenntnis über
den globalen Zustand.
2. Jede Kontrolleinheit führt nur eine Teilsicht des globalen
Zustands.
In beiden Fällen sind zusätzliche Unterfälle zu berücksichti-
gen, die sich aus dem jeweils angewandten Sperrmechanismus
ergeben /DR01/.
Fall 1:
Die Zustandsinformation, aufgrund der die Kontrolleinheiten
die Transaktionsbearbeitung leiten, liegt bei jeder Kontroll-
einheit als Kopie vor. Eine verklemmungsfreie, die opera-
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tionale Integrität sichernde Kooperation der Kontrolleinheiten
ist daher nur gewährleistet, wenn Veränderungen der Zustands-
information durch die Kontrolleinheiten nicht zu Konsistenz-
verletzungen dieses Kopien-Systems führen. Dies erfordert, daß
der ~perrmechanismus in allen Kontrolleinheiten gleich ist
und die Aktivitäten der Kontrolleinheiten in gegenseitiger Ab-
stimmung erfolgen.
Ein Koordinationsprotokoll ergibt sich durch unmittelbare An-
wendung des Basisprotokolls; konkurrierende Koordinations-
anforderungen sind u.a.:
- Sperrung von'Datenbeständen für eine Transaktion; die Ini-
tialisierung eines Koordinationszyklus darf nur erfolgen,
falls keiner der benötigten Datenbestände mit einer kolli-
dierenden Sperrungsstufe belegt ist.
- Freigeben von Datenbeständen.
Modifikationen des Koordinationsprotokolls sind notwendig,
falls z.B. sukzessive Reservierung von Datenbeständen durch
Transaktionen erlaubt ist (Verklemmungsgefahr).
Fall 2:
Die bei einer Kontrolleinheit vorliegende Information über den
globalen Zustand umfasse nur
- die Datenbestände und ihre Zuordnung zu den Kontrolleinheiten
sowie die Existenz von Kopien,
- die Sperrinformation über die ihr zugehörenden Datenbestände
und deren Zuordnung zu in Bearbeitung befindlichen Trans-
aktionen,
den Bearbeitungszustand aller Transaktionen, in deren Bear-
beitung sie involviert ist.
In diesem Fall ist eine mehr entkoppelte Arbeitsweise der Kon-
trolleinheiten möglich. Die Koordination der Änderungen der
Zustandsinformation kann sich auf die unmittelbar betroffenen
Kontrolleinheiten beschränken; sogar die Sperrmechanismen der
Kontrolleinheiten können differieren.
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Da für eine Transaktion u.U.bei mehreren Kontrolleinheiten
Datenbe~tände simultan zu reservieren sind und eine Kontroll-
einheit nicht den ,vollständ~gen globalen Zustand kennt, können
Situationen systemweiter gegenseitiger Blockierungen von
Transaktionen entstehen; diese erfordern ein gemeinsames, eng
gekoppeltes Handeln von Kontrolleinheiten.
Für ein Koordinationsprotokoll ist daher die in Bild 6.4 dar-
gestellte Grobstruktur,ableitbar;
- äußerer Zyklus: Diese Aktionen erfolgen in enger Kopplung
aller Kontrolleinheiten (problemorientierte Anwendung des
Basisprotokolls),
- innerer Zyklus:' Diese Aktioneh erfolgen nicht in enger
Kopplung mit anderen Kontrolleinheiten.
äußerer
Zyklus
Bild 6.4: Grobstruktur des Koordinationsprotokolls für PalI 2
Unterschiedliche Interpretationen, der Aktionen im inneren, und
äußeren Zyklus ergeben sieh aus der gewählten Vorgehensweise
zur globalen Regelung von Verklemmungssituationen /DR01/,
z. B. :
- Verhindern von Verklemmungen durch globale Transaktionsvor-
sortierung,
- Zulassen, Erkennen und Beseitigen von Verklemmungen: Diese
wurde für das in 5. vorgestellte operationale Modell ausge-
wählt.
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Die Bedeutung der Verfahren von Fall 1 und 2 liegt darin /DR01/,
daß sie zur Funktionsfähigkeit keine Einschränkungen bezüglich
der Struktur und der Verteilung der Daten sowie der Komplexi-
tät des T,ransaktionsaufbaus voraussetzen und folgende Randbe-
dingungen berücksichtigen:
- die koordinierte Ausführung von Transaktionen durch mehrere
Rechner,
- die Koordinierung von Teilmengen von Kontrolleinheiten,
- die parallele Bearbeitung unabhängiger, nicht kollidieren-
der Transaktionen,
- die Anforderungen unterschiedlicher Sperrme~hanismen.
Für jedes Verfahren lassen sich Einsatzbereiche abgrenzen
/DR01/, in denen sein Koordinierungsaufwand im Vergleich zu
dem der anderen Verfahren minimal ist. Weiterführende Unter-
suchungen des Leistungsverhaltens der Verfahren sind hier je-
doch noch erforderlich.
6.4 Fehlertolerante :oordinieruDgsmechanismen
StBrsituationen kBnnen die Funktionsfähigkeit und Leistungs-
fähigkeit des Gesamtsystems wesentlich mindern, falls es nicht
fehlertolerant ausgelegt ist. Für verteilte Daten bedeutet
dies, daß eine redundante Auslegung von Datenbeständen und
Kontrolleinheiten notwendige Voraussetzung für eine hohe Ver-
fügbarkeit des Gesamtsystems ist. In Ergänzung hierzu sind die
unter der Ar~nahme eines zuverlässigen Gesamtsystems entwickel-
ten Koordinationsprotokolle zu "fehlertoleranten" Protokollen
auszubauen, die die bei Ausfall und Wiedereingliederung von
Datenbeständen und Kontrolleinheiten vom System zu ergreifen-
den Maßnahmen unterstützen.
Solche Maßnahmen haben zum Ziel:
- Erkennung des Ausfalls von Datenbeständen: Dies ist Aufgabe
des lokalen Betriebssystems. Die Ausfallmeldung wird einer
Kontrolleinheit über die Zugriffsverwaltung für GI-Dateien
zugeleitet.
- Erkennung des Ausfalls von Kontrolleinheiten: Die Kontroll-
einheiten führen eine gegenseitige Zeitüberwachung ("time-outs ll )
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hinsichtlich protokollbedingter Reaktionen durch.
- Sicherung der operationalen Integrität für alle Transak-
tionen und Datenbestände des Restsystems über den Störfall
hinweg: Zur globalen Datensicherung müssen netzweit gültige
Wiederaufsetzpunkte erstellt und Transaktionsjournale ge-
führt werden. Die Erstellung eines solchen Wiederaufsetz-
punkts ist eine Koordinationsanforderung, die in die Ko-
ordinierungsebene für Transaktionsbearbeitung bei störungs-
freiem Gesamtsystem einzubetten und in Konkurrenz zu den
übrigen Koordinationsanforderungen zu bearbeiten ist.
Rekonfiguration aller arbeitsfähigen Komponenten zu einem
funktionsfähigen Restsystem: Diese ist unmittelbar mit der
Koordinierung über die Änderung des Aktiv-Zustands über
Datenbestände und Kontrolleinheiten sowie evtl. weiterer Zu-
standsinformation in der entsprechenden Koordinierungsebene
verbunden.
Sicherung der inneren Beziehungen von Daten für die Wieder-
eingliederung von Datenbeständen: Vorgehensweisen bein-
. halten die Sperrung aller mit dem ausgefallenen Datenbe-
stand in inneren Beziehungen stehenden Datenbeständen
gegenüber Veränderungen sowie das Übersenden eines aktuel-
len Datenbestandes bei Wiedereingliederung, falls eine
Wiederherstellung nur über Kopien auf anderen Rechnern mög-
lich ist. Die Wiedereingliederung ist eine Koordinationsan-
forderung, die ebenfalls in der Koordinierungsebene für
Transaktionsbearbeitung bei störungsfreiem Gesamtsystem
anzusiedeln ist.
Das Basisprotokoll läßt sich in der Koordinierungsebene zur
Reaktion auf Ausfall von Datenbeständen bei funktionsfähig
verbleibenden Kontrolleinheiten unmittelbar einsetzen. Mit der
koordinierten Änderung des Aktiv-Zustands über Datertbestände
sind zusätzliche Maßnahmen zu verbinden wie z.B. Rücksetzen
von Transaktionen, deren weitere Bearbeitung wegen des Aus-
falls nicht mehr möglich ist.
Zur Koordinierung der Änderung des Aktiv-Zustands über Kon-
trolleinheiten bei Ausfall einer Kontrolleinheit ist das
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Basisprotokoll zu modifizieren. Während eines Koordinations-
zyklus zur Ausfallbehandlung können zusätzlich Kontrollein-
heiten ausfallen. Der übergang vom Zustand 2in 3 wird auch
ausgefüh~t, falls nach Ablauf der Zeitschranke(fltime-out fl ) noch
kein Konsens vorliegt. Im Zustand 3 wird ein vorläufig als neu
zu betrachtender Aktiv-Zustand ermittelt und den restlichen
funktionsfähigen Kontrolleinheiten mitgeteilt. Bei überein-
stimmung aller noch funktionsfähigen Kontrolleinheiten wird
der ermittelte neue Aktiv-Zustand übernommen; ansonsten wird
ein neuer Koordinationszyklus in dieser Koordinierungsebene
initiiert. Das.Verfahren endet entweder mit der erfolgreichen
Bildung eines funktionsfähigen, die Weiterführung der Trans-
aktionsbearbeitung sicherstellenden Teilsystems von Kontroll-
einheiten, oder mit dem Übergang aller Kontrolleinheiten in
den Ausfallzustand, der ein manuelles Eingreifen erfordert
/DR01/.
Die Wiedereingliederung einer Kontrolleinheit wird von den ak-
tiven Kontrolleinheiten in der Koordinierungsebene für Trans-
aktionsbearbeitung bei störungsfreiem Gesamtsystem bearbeitet;
die wiedereinzugliedernde Kontrolleinheit bleibt währenddessen
in der für die Ausfallbehandlung von Kontrolleinheiten zu-
'ständigen Koordinierungsebene, die hierzu entsprechend zu er-
weitern ist (siehe !DR01/).
6.5 Realisierung von Koordinierungsmechanismen
Die naheliegende Realisierung der vorgestellten Koordinierungs-
mechanismen besteht in der vollständigen Integration der Kon-
trolleinheiten in die Arbeitsrechner eines verteilten DV-
Systems.
Eine wesentliche Grundlage hierfür ist der Grad an Komfort der
Schnittstelle, die das Nachrichtentransportsystem den Kon-
trolleinheiten zum Nachrichtenaustausch bereitstellt. Von
den existierenden Alternativen von Nachrichtentransport-
systemen eignet sich für die Kooperation von Kontrolleinheiten
insbesondere das Konzept der verbindungsorientierten Kommuni-
kation (siehe Kap. 7).
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Die vollständige Integration von Kontrolleinheiten in die Ar-
beitsrechner bedeutet eine nicht unbeträchtliche Belastung
der Arbeitsrechner. Es empfiehlt sich, Teile der Koordinierungs-
mechanismen in apeziellen Komponenten des Nachrichtentrans-
portsystems zu realisieren; insbesondere bietet sich eine In-
tegration in Kommunikationsprozessoren an.
Dies kann in der Form spezieller Koordinations-Tasks, Sekre-
täre, geschehen, die.eine ähnliche Struktur wie die Kontroll-
einheiten aufweisen und für die Kooperation äquivalente Pro-
tokolle benutzen. Funktionen, die den Sekretären übertragen
werden können, ·sind u.a.
- Protokollfunktionen,
- Sperrmechanismus: Führen von Zustandsinformation,
- "time-out"-Kontrolle.
Zur Effiziehzuntersuchung wurden für das Basisprotokoll beide
Realisierungsvarianten als Simulationsmodelle implementiert.
Um validierbare Aussagen zu gewinnen, wurde ein realitäts-
nahes Modell des Nachrichtentransportsystems eines existieren-
den Rechnernetzes verwendet /STS1/+). Die Experimente zeigten
eine generelle überlegenheit der Sekretärstechnik sowohl hin-
sichtlich der Belastung des verteilten DV-Systems durch das
Basisprotokoll als auch der Festlegung optimaler Zeitschran-
ken für die überwachung der Aktionen der Kontrolleinheiten,
um deren verklemmungsfreie Kooperation zu gewährleisten IDR01/.
+) Das ModelIierungssystem für das Nachrichtentransportsystem
wurde im Auftrag des Hahn-Meitner-Instituts (Berlin) am
IDT entwickelt.
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7. Ein Nachrichtentransportsystem für die Interkommunikation
zwischen den funktionellen Komponenten verteilter Daten-
banken
7.1 Anforderungen
Die anhand des operationalen Modells für die verteilte Datei-
verwaltung identifizierten funktionellen Komponenten werden
durch ein System verteilter Prozesse realisiert. Die Form der
Interkommunikation dieser Prozesse pr.ägt sowohl die erforder-
liche Konzipierung der prozeßseitigen Schnittstelle des Nach-
richtentransportsystems als auch den grundsätzlichen Ansatz
zur Interprozeßkommunikation.
Die während der Betriebsphasen eines verteilten DV-Systems
stabile Konfiguration der für die Datenverwaltung zuständigen
Prozesse läßt den verbindungsorientierten Ansatz zur Inter-
prozeßkommunikation geeigneter erscheinen als den nachrichten-·
orientierten Ansatz /ABS1/. Die verbindungsorientierte Inter-
prozeßkommunikation sieht die Einrichtung logischer Kanäle
zwischen Prozessen vor; die Lebensdauer dieser Kanäle ist von
der Dauer und Intensität des Nachrichtenaustauschs unabhängig.
Die funktionellen Anforderungen an die Gestaltung der Schnitt-
stelle für Interprozeßkommunikation sind im einzelnen:
- Grundfunktionen
Neben Funktionen für den elementaren Nachrichtentransport
(Senden und Empfangen) müssen Kommunikationsprimitive zum
Auf- und Abbau logischer Kanäle bereitgestellt werden.
- Erweiterte Übertragungs funktionen
Die volle Nutzung der Möglichkeiten der Parallelverarbeitung
erfordert Funktionen zur Initialisierung der parallelen
Übertragung identischer Nachrichten an mehrere Prozesse
(broadcasting). Dies führt insbesondere bei der Durchführung
von Koordinationsaufgaben zur Effizienzverbesserung.
- Ereignissynchronisation
Rückmeldungen über Abschluß und Verlauf der Bearbeitung von
Kommunikationsanforderungen sollten mit einer effizienten
Ereignissynchronisation verbunden sein, die den wartenden
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Prozeß von ständigen Zustandsabfragen ("busy wait") befreit
und wahlweise die Suspendierung oder das zur Abwicklung des
Kommunikationsvorganges parallele Verbleiben des Prozesses
im aktiven Zustand ermöglicht.·
- Asynchrone Verarbeitung
Auft~agsbeziehungen zwischen Prozessen erfordern die Möglich-
keit des asynchr9pen Nachrichtenempfangs (bezogen auf den
Prozeßablauf) und der Entkopplung von Sende- und Empfangs-
vorgängen durch Verwendung gerichteter logischer Kanäle,
mit deren Hilfe z.B. Vollduplexverkehr realisiert werden
kann.
- Variable Nachrich~enlängen
Das operationale Modell für die verteilte Dateiver-
waltung unterscheidet beim Nachrichtenaustausch zwischen
Prozessen die Übertragung von Anweisungen, Kontrollnach-
richten und Datenblöcken. Entsprechend resultieren stark
variierende Nachrichtenlängen, denen von Seiten des Nach-
richtentransportsystems durch eine geeignete Pufferver-
waltung begegnet werden muß.
- Prioritätsgesteuerte übertragung
Ein reaktionsschnelles Systemverhalten wird erreicht, wenn
der besonderen übertragungspriorität von bestimmten Kon-
trollnachrichten und speziellen Anweisungen, beides in der
Regel Kurznachrichten, Rechnung getragen werden kann.
- Identifikation
Die eindeutige Identifikation der kommunizierenden Prozesse
bzw. ihrer Ein- und Ausgänge (Ports) für logische Kanäle
muß gewährleistet sein, bei weitgehend automatischer Orts-
bestimmung der Empfangsprozesse.
Die Realisierung der Interprozeßkommunikation sollte in zwei-
facher Hinsicht einheitlich erfolgen:
die Kommunikation zwischen Prozessen im selben Rechner ("in-
tra host communication") sollte über die gleiche Schnittstel-
le möglich sein wie die Kommunikation zwischen Prozessen
in verschiedenen Rechnern ("inter host communication").
- bei heterogenem Aufbau des verteilten DV-Systems ist eine
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systeminterne Standardschnittstelle für Interprozeßkommuni-
kation erforderlich, wenn die übertragbare Realisierung und
freie Rekonfigurierbarkeit der Funktionseinheiten des Datei-
verwaltungssystems angestrebt wird.
Beide Anforderungen gemeinsam implizieren eine einheitliche,
von der speziellen Architektur des verteilten Systems unab~
hängige Schnittstelle für Interprozeßkommunikation.
Eine weitere Randbedingung, die das Konzept eines Nachrichten-
transportsystems wesentlich beeinflußt, ist die Einbeziehung
von Kleinrechnern als Arbeitsrechner. Die begrenzte Leistungs-
fähigkeit dieser Rechnerkategorie verlangt, daß die Arbeits-
rechner weitgehend von dem durch die Kommunikation bedingten
I
Verwaltungsaufwand entlastet werden. Dies gelingt nur durch
Auslagerung von Teilen des Nachrichtentransportsystems auf
spezielle Hardware, auf sog. Kommunikationsprozessoren.
7.2 Gewähltes Konzept
Die Grobstruktur eines Nachrichtentransportsystems, das die
in 7.1 gestellten Forderungen erfüllt, zeigt Bild 7.1. Die
Grundkonzeption des Systems, das eine systemweit einheit-
liche, von der physikalischen Realisierung des Nachrichten-
transports unabhängige Schnittstelle für die Interprozeßkom-
munikation (IPC) zur Verfügung stellt, resultiert aus der
konsequenten Verwertung der in Großrechnernetzen gesammelten
Erfahrungen fCHM1, CHU2/.
Als wesentliche Komponenten des Nachrichtentransportsystems
können die Transportstation und das physikalische Transport-
system (oft als Kommunikationssubsystem bezeichnet) iden-
tifiziert werden.
Der Transportstation obliegt die Aufgabe der Anpassung der
IPC-Schnittstelle an möglicherweise nicht einheitliche Schnitt-
stellen des physikali$chen TransportsystemsJ dabei bedient
sie sich der an der Betriebssystemschnittstelle verfügbaren
Betriebssystemfunktionen (Treiberaufrufe, Sy~chronisations­
funktionen, etc.). Die Transportstation wird in den Arbeits-
rechnern des verteilten DV-Systems als Systemprozess reali-
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Schni ttstellen
Physikalisches Transportsystem
Bild 7.1: Grobstruktur eines Nachrichtentransportsystems
'Als elementare Grundaufgabe übernimmt die Transportstation
den Transfer beliebig langer Nachrichten zwischen Prozessen
über vor Beginn eines Dialogs eingerichtete logische Kanäle.
Sie fungiert dabei als Multiplexer/Demultiplexer, der die
eindeutige Zuordnung der ein- und ausfließ~nden Nachrichten-
ströme zu den angegebenen Sende- und Zielprozessen her-
stellt und sicherstellt.
Soweit notwendig werden zu übertragende Nachrichtentexte
von der sendenden Transportstation in übertragungsgerechte
Pakete fragmentiert. Diese werden, mit zusätzlicher Kon-
trollinformation versehen, dem autonom arbeitenden Kommuni-
kationssubsystem zum Transport übergeOen. Umgekehrt stellt
eine Transportstation als Empfänger einfließende Pakete
wieder zu Nachrichtentexten zusammen und übergibt sie dem
vorgesehenen Zielprozeß.
Transportstationen in den unterschiedlichen Arbeitsrechnern
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kooperieren auf der Basis der im verteilten DV-System einheit-
lich vereinbarten Regeln des Transportprotokolls. Die for-
malen Regeln des Transportprotokolls werden durch einen in die
Transportstation integrierten endlichen Automaten, eine sog.
Protokolleinheit /DAB1/, realisiert.
Ein Flußkontrollmechanismus in jeder Transportstation regu-
liert den in einen Arbeitsrechner eingehenden Nachrichten-
strom. Gerade im Kleinrechnerbereich mit meist beschränkten
Adreßräumen und Pufferspeichern ist ein solche~ Kontrollme-
chanismus für einen koordinierten Ablauf von größter Be-
deutung. Flußkoritrolle geschieht deshalb explizit durch eine
dem eigentlichen Transfer vorangehende Abstimmung zwischen
Empfänger und Sender. Erst eine Sendeaufforderung seitens
des Empfängers, der einen Puffer für die zu erwartenden Daten
reserviert hat, löst eine Nachrichtenübertragung zwischen
Partnerprozessen aus.
Da in einem verteilten DV-System mit heterogenen Arbeitsrech-
nern jedes Betriebssystem eine ihm eigene und zumeist zu
anderen Betriebssystemen inkompatible Namensgebung für seine
Prozesse, Betriebsmittel und E/A-Aktivitäten hat, muß ein
neuer,netzweit eindeutiger Namensraum geschaffen werden. Die
Elemente dieses neuen Namensraums sind identisch mit den in
2.5 eingeführten Ports.
Vom Kommunikationsstandpunkt aus betrachtet ist eine Trans-
portstation zunächst nichts anderes als eine Gruppierung von
Ports, die durch je einen Bitstring definierter Länge iden-
tifiziert werden. In einer Transportstation werden die Port-
namen mit den Elementen des lokal gültigen Namensraums asso-
ziiert; Die Abbildung wird dabei dynamisch nach den Bedürf-
nisseri der Prozesse, die die Dienstleistung der Transport-
station in Ansp~uch riehmen wollen, vorgenommen.
Der Bitstring, durch den ein Prozeß über einen Portnamen iden-
tifiziert werden soll, muß so gewählt werden, daß sich alle
logischen Namen eindeutig auf den Portadreßraum abbilden
lassen. Die niederwertigen Bits werden dabei zur Unterschei~
dung einzelner Prozesse, die höherwertigen Bits zur Iden-
tifikation verschiedener Arbeitsrechner herangezogen.
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Untermengen dieses hierarchischen Adreßraums können für Dienst-
leistungsprozesse, die z.B. andere Benutzerprozesse initiali-
sieren, reserviert werden. Ports, die miteinander kommuni-
zieren wollen, werden miteinander verknüpft. Diese Assoziation
eines Portpaares wird durch die Eröffnungsphase des Trans-
portprotokolls vorgenommen und überwacht. Kommt die Verknüp-
fung zweier Ports zustande, können die assoziierten Prozesse
unter Beziehung auf diese Port namen über den neugeschaffenen
logischen Kanal Nachrichten austauschen. Dieser neue logische





Bild 7.2: Verbindungsorientierte Kommunikation
Das physikalische Transportsystem umfaßt alle Vorrichtungen,
die für die fehlerfreie übertragung von Daten zwischen
räumlich getrennten Arbeitsre~hnern notwendig sind. Dazu ge-
hören Einrichtungen, die die zu übertragenden Nachrichten in
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einer der Übertragungstechnik angepaßten Form codieren bzw.
decodieren und für die Abwicklung der Leitungsprozedllren zu-
ständig sind.
Leitungsprozeduren definieren die beim physikalischen Daten-
transport geltenden Regeln, nach denen der Verbindungsauf-
und -abbau, die Steuerung des Nachrichtenflusses, Fehlerer-
kennung, übertragungswiederholung und Wiederanlauf erfolgen.
Für die Realisierung" des physikalischen Transportsystems
wurde ein Ansatz gewählt, der eine weitgehende Entlastung
der Arbeitsrechner von elementaren Kommunikationsaufgaben
erlaubt und somit insbesondere die Einbeziehung leistungs-
schwacher Kleinrechner in verteilte DV-Systeme ermöglicht;
Auf der Grundlage von Mikroprozessoren lassen sich sog.
Kommunikationsprozessoren aufbauen, denen die gesamte Ab-
wicklung der Leitungsprozeduren und Vermittlungsaufgaben
übertragen werden kann. Im Gegensatz zu anderen Lösungen
(vgl. /TOT1/) lassen sich hier bei vertretbarem Kostenauf-
wand (~OOO bis 3000 DM pro Kommunikationsprozessor) maßge-
schneide~te ,~ösungen verwirklichen, die durch die freie Pro-
grammierbarkeit der Mikroprozessoren leicht an unterschied-
.liche Schnittstellen der Arbeitsrechner, Konfigurations-
und Leitungsprotokolländerungen, und an Änderungen der
Routing-Strategie für die Vermittlung von "Paketen" angepaßt
werden können.
Bei geringen Anforderungen an die Übertragungsleistung ist es
durchaus möglich, selbst elementare Aufgaben wie et~a die
Serialisierung von Nachrichten vom Mikroprozessor ausführen
zu lassen.
Bei hohem Nachrichtendurchsatz, wie er z.B. in lokalen ver-
teilten DV-Systemen verlangt wird, ergeben sich hierbei je-
doch Zeitprobleme, die eine Unterstützung des Mikroprozes-
sors durch vorgeschaltete Hardwareeinrichtungen für Seriali-
sierung, 8od:lerung; .ßlockpufferung und Prüfcodegenerierung
erfordern IPAT1/.
Bild 7.3 zeigt die Grobstruktur eines Kommunikationspro-
zessors mit dieser Konzeption IKRK1/. Er besteht aus zwei
- 81 -
unterschiedlichen Komponenten:
- Q,em Prozessorteil mit Zentraleinheit, Programm- und Daten-
speicher, Ein-/Ausga~e,
- dem oder den Leitungsinterface(s), die die physikalische
Ankopplung an die übertragungsleitung(en) leisten.




- Kommunikation mit dem angeschlosse-
nen Arbeitsrechner über eine Paral-
lelschnittstelle,
- Abwicklung der Leitungsprozedur auf
Blockebene (Generierung der Kontroll-
nachrichten, Reaktion auf Über-
tragungsfehler, Zeitüberwachung),
- Steuerung des oder der angeschlosse-
nen Leitungsinterfaces ("Sende Block",
"Gehe in Grundzustand"), und Verar-
beitung derer Zustandsmeldungen
("Block empfangen", "Ü-Fehler aufge-
treten", "Block senden fertig" etc.).
- Puffern von Datenblöcken bei Empfang
und Senden,
- Serialisierung, Parallelisierung,
- Prüfcodegenerierung bzw. -test,
- Bit- und Bytesynchronisation,
- Modulation/Demodulation,























Bild 7.3: Grobstruktur eines Kommunikationsprozessors auf
Mikroprozessorbasis
7.3 Pilotimplementie~ung
Experimentelle Grundlage für die Erprobung funktioneller
Komponenten verteilter Datenverwaltungssysteme bildet die
Pilotimplementierung eines verteilten DV-Systems am Insti-
tut für Datenverarbeitung in der Technik. Bei dem verteilten
DV-System handelt es sich um ein lokales System, das in
der ersten Ausbauphase zwei Kleinrechner vom Typ PDP11!03
als Arbeitsrechner umfaßt. Als Hintergrundspeicher steht
den Arbeitsrechnern jeweils ein Floppy-Disk-Doppellauf-
werk zur Verfügung. Für die in der Zukunft geplante Pilot-
implementierung einer verteilten Datenbank wird das ver-
teilte DV-System in der zweiten Ausbauphase um zwei Klein-
rechnersysteme Siemens PR330 mit Plattenspeichern er-
weitert werden.
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Das verteilte DV-System basiert auf einem Nachrichtentrans-
portsystem, dem das in 7.2 beschriebene Konzept zugrunde liegt.
Das physikali~~heTransportsystem, von der Grundstruktur her
ringförmig ausgelegt, ist so realisiert, daß es die Einbe-
ziehung eine~ nach oben nur durch die verfügbare Ubertragungs-
leistung beschränkte Zahl von Arbeitsrechnern ermllglicht.
Bei dei> J)nplementierung der Transports'tation wurde eine Ab-
bildung der zu erbringenden Funktionen auf insgesamt 5
se!ibsÜtndige ,'ais Tasks organisierte' Module vorgenommen.
B~ld 7.4 'zeigt die sich ergebende Struktur:
- :Pas Benutzerinterface nimmt die Anforderungen der Be-
hutzerprozesse entgegen, analysiert sie syntaktisch und
initiaiislert die Beschreibungsblöcke.
- Eine S.endetask bereitet Teilnachrichten ("Pakete") als
physikalischF Transportelemente auf und übergibt sie
dem Kommunikationssubsystem.
- Umgeke~rt sammelt eine Empfängertask einlaufende Teilnach-
~ichten, interpretiert die mitgelieferte Kontrollinfor-
mation und schleust die Daten in die Puffer der Emptänger-
prozesse.
Sende- und Empfängertask bedienen sich der Dienste der vom
Betriebssy'stem zur Verfügung gestellten Ein-/Ausgabetreiber.
- Eine unabhängig laufende Uhr überwacht festgesetzte
Timeoutschranken und initiiert bei Zeitüberschreitungen
die daraus resultierende:Fehlerbehandlung.
- Allen vorgenannten Modulen ist ein Taskumschalter über-
geordnet, der für die prioritätsgerechte zeitliche Se-
































Bild 7.4: Struktur einer Transportstation
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Die Transportstation wurde in den als Arbeitsrechnern ver-
wendetenPDP11/03 Rechnern unter Verwendung der Foreground/
Background-Version des Betriebssystems RT11 implementiert.
Dieses Betriebssystem erlaubt die prioritätsgesteuerte Ab-
arbeitung zweier Prozesse, wobei die Transportstation im Vor-
dergrund die zeitkri:tischen Anforderungen des physikalischen
Transportsystems übernimmt, während' der Hintergrund-Laufbe-
reich für Anwendungsprogramme reserviert bleibt. RT11 stellt
einen Satz von Betriebssystemfunktionen für Synchronisation
und lokale Prozeßkommunikation zur Verfügung, die sich für
die. Implementierung der Transportstation als hilfreich er-
weisen.
Die von der Transportstation bereitgestelite Schnittstelle
für Interprozeßk6mmunikation bietet ein Spektrum von Funk-
tionen an, das den in 7.1 zusammengestellten Anforderungen
weitgehend entspricht, wenn auch, durch die Implementierungs-
umgebung bedingt, eine Reihe von Einschränkungen erforderlich
waren (paralleles Senden, asynchrone Verarbeitung). Die re-
alisierten Kommunikationsprimitive sind:
--OPEN <port 1>, <port 2>, <t>
der aufrufende Prozeß fordert von der Transportstation den
Aufbau eines logischen Kanals zwischen dem lokalen Port
<port 1> und dem entfernten Port <port 2>. <port 1> be-
steht ,aus d,er Konkatenation von lokaler Rechnernummer , die
die Transportstation kennt, und der vom Aufrufer angegebenen
Portnummer. <port 2> muß vollständig spezifiziert werden.
Der Verbindungsaufbau soll innerhalb eines Zeitraums <t>
abgeschlossen werden können.
- OPENPORr <port>, <t>
der aufrufende Prozeß stellt für einen Zeitraum <t> einen
Portnamen zur Verfügung, der von Prozessen auf anderen
Arbeitsrechnern angewählt werden kann. Diese Funktion er-
laubt den Aufbau eines Kommunikationskanals, bei dem
seitens des Aufrufers die Identität des Partners noch
unbekannt ist. Serviceprozesse und Loggerprozesse leER1/
werden sich vorzugsweise dieser Dienstleistung bedienen.
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- CLOSE' <port>
dieser Aufruf verlangt die Auflösung einer logischen Ver-
bindung, sowie die Freigabe der damit verbundenen Betriebs-
mittel.
- CLOSEPORT' <port>
deaktiviert ein Adreßelement und gibt die zugeordneten Be-
s chreibungsb'löcke frei.
- SENDW <port 1>, <p0rt 2>, <buf>, <1>, <t>
- SEND <port 1>, <port 2>, <buf>, <1>, <t>
der diesen Aufruf absetzende Prozeß wünscht die Übertragung
des an der Adresse <buf> abgelegten Textes der Länge 1 über
die durch das Tupel «port 1>, <port 2» spezifizierte Ver-
bindung. Bei SENDW wird der Aufrufer bis zum Abschluß des
Transfers suspendiert; bei SEND-Aufrufen bleibt ihm die
Kontrolle über den Prozessor, auch nach der übergabe des
Aufrufs an die Transportstation, solange er nicht von
höherprioren Prozessen verdrängt wird. Der Transfer des
Pufferinhalts soll innerhalb der Zeitschranke' <t> erfolgt
sein.
- RECEIVEW <port 1>, <port 2>, <buf>, <1>, <t>
- RECEIVE <port 1>,' <port 2>,' <buf>,' <1>, <t>
der Aufrufer wünscht, daß die nächste zu erwartende Nach-
richt seitens des Partnerprozesses auf dem angegebenen Ka-
nal an der mit <buf> bezeichneten Adresse abzulegen ist.
Der Aufruf kann wiederum synchron (RECEIVEW) oder asynchron
(RECEIVE) beantwortet werden.
- TESTSTATUS <port>, <adr 0>, <adr 1>
diese Funktion dient der Statusabfrage bei asynchronen
Kommunikationsprimitiven. Ist einer der mit den Aufrufen
SEND oder RECEIVE verbundenen Aufträge von der Transport-
station abgeschlossen worden, so verzweigt das rufende Pro-
gramm zur Marke' <adr 1>, andernfalls zur Marke' <adr 0>. Ein
mitgelieferter Returncode gibt nähere Auskunft über eine
evtl. eingetretene Fehlersituation.
Die Angabe einer Zeitschranke bei den Aufrufen ist optional.
Beim Fehlen einer Zeitangabe wird eine unbeschränkte Dauer
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angenommen.
Der implementierte Satz von Kommunikationsfunktionen erfüllt
die Forderung nach Unabhängigkeit von der physikalischen Re-
alisierung des Informationstransports.
Das physikalische Transportsystem der Pilotimplementierung
benutzt auf dem Mikroprozessor INTEL 808oA /INT2/ bzw. ZILOG
z80 /SHI1/ basierende Kommunikationsprozessoren als "Inter-
faces" zu einem als Bus verwalteten Ringsystem. Der Aufbau
der Kommunikationsprozessoren entspricht dem in 7.2 vorge-
stellten Konzept.
Der Prozessorteil kann bis zu je 4 K Byte ROM und RAM zur
Speicherung von Programmen bzw. Daten ausgebaut werden. Das
Leitungsinterface, über den Systembus mit dem Mikroprozessor
verbunden, ist auf übertragungsraten von 156 K Bit/sec bis
2,5 M Bit/sec einstellbar und läßt beim Senden und Empfangen
die Zwischenpufferung von Datenblöcken bis 128 Byte Nutz-
datenlänge zu. Eine detaillierte Beschreibung der Kommuni-
kationsprozessorhardware findet sich in /KRK1/ und /HKK1/.
Die Kommunikationsprozessoren sind durch Zweidrahtleitungen
miteinander verbunden. Das verwendete Leitungsprotokoll ent-
spricht dem ISO-Vorschlag für die asymmetrische Variante der
Leitungsprozedur HDLC /INT1/.
Die verwendete Prozedurvariante bedingt eine hierarchische
Organisation des physikalischen Transportsystems, die sich in
einer unterschiedlichen Kommunikations software der von der
Hardware her identischen Kommunikationsprozessoren nieder-
schlägt, je nach Einsatz des Kommunikationsprozessors als
"Haupt-" oder "Unterstation". Im Rahmen des Gesamtkonzepts hat
dieser Umstand jedoch keinerlei Auswirkungen auf die Kommuni-
kation der Arbeitsrechner untereinander; das Transportproto-
koll für die Kommunikation zwischen den Transportstationen
bleibt völlig symmetrisch. Ein für später vorgesehener Aus-
tausch der asymmetrischen HDLC-Variante gegen ein dezentrali-
siertes Leitungsprotokoll bleibt ohne Einfluß auf die "logische"
Transportebene, d.h. auf die Ebene der Kommunikationshier-
archie oberhalb des physikalischen Transportsystems.
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HDLC ist eine bitorientierte Prozedur, die es erlaubt, code-
transparente Daten mit Hilfe synchroner Übertragungsverfahren
bitseriell zu übertragen. Dies geschieht in Nachrichtenrahmen
("frames") variabler Länge; jeder Rahmen besteht aus mehreren
Feldern, deren Bedeutung durch ihre relative Lage zu Anfang









FCS = Frame Check Sequence
(CRC-Prüfzeichen)
Bild 7.5: HDLC-Formate ("frames")
Im einzelnen sind die Felder folgendermaßen definiert:
- F Flagbytes begrenzen beidseitig jeden "frame"; sie be-
stehen aus der Bitfolge 0111 1110. Um ihr zufälliges
Auftreten innerhalb eines Rahmens zu verhindern,
wird beim Senden nach je 5 konsekutiven Einsen
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automatisch eine Null eingefügt, ausgenommen natürlich
bei· den Flagbytes. Beim Empfang werden diese Nullen
wieder entfernt. Diese Technik wird,mit Bitstuffing
bezeichnet.
- A Adresse der Unterstation (s.u.!).
- C Kontrollbyte: es enthält Kontrollnachrichten und Status-
informationen der beteiligten Stationen.
- D Datenfeld: es enthält in Form eines Bitstromes beliebi-
ger Länge code-transparente Daten (hier: modulo-8,
max. 124 Byte).
- FCS Sicherungsinformation in Form zweier CRC-Bytes, die mit
dem Generatorpolynom x16 + x12 + x5 + 1 erzeugt wird.
Ein Nachrichtenaustausch findet stets statt zwischen einer
Hauptstation ("primaryll) und einer Unterstation ("secondary").
Jede Unterstation darf nur auf explizite Aufforderung der
Hauptstatidh hin senden. Durch die Anordnung der Stationen
auf einer Ringleitung bedingt, werden in jeder Unterstation
eingehende Nachrichten unverändert weitergesendet (Ilrepeater").
Wird im Adreßfeld die eigene Adresse erkannt, so wird die
~achricht in einen Puffer kopiert. Die Hauptstation empfängt
dagegen alle eingehenden Nachrichten und nimmt sie vom Ring.
Um eine Kommunikation zwischen Unterstationen zu ermöglichen,
wurde als Zusatzeigenschaft in der Hauptstation eine Relais-
funktion implementiert, die es erlaubt, Nachrichten von
einer Unterstation auf ihren Zielort hin zu analysieren und
sie gegebenenfalls an die Ziel-Unterstation weiterzugeben.
Die Kommunikationssoftware setzt sich im wesentlichen zu-
sammen aus
(A) Basisroutinen für die
- Ein-!Ausgabe zum Arbeitsrechner ,
- Ansteuerung der Leitungsinterfaces ,
- Unterbrechungsbearbeitung,
- Ausgabe von Fehlernachrichten,
die gleichermaßen Verwendung finden in Haupt- und Unter-
stationen.
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(B) Stationsspezifische Programmodule, die für Hauptstation
und Unterstation unterschiedliche Struktur haben.
Die Hauptstation steuert den gesamten Kommunikationsablauf
auf dem R:j.ng. Durch ständiges, über eine "Polling"-Tabelle
gesteuertes Abfragen der Unterstationen stellt sie Über-
tragungswünsche fest und leitet ggf. Übertragungen ein. Die
daraufhin bei der Hauptstation eingehenden Nachrichten werden
dort auf ihren Zielort hin analysiert. Stimmt dieser nicht
mit der eigenen Adresse überein, so wird die Nachricht an die
ausgewiesene Zielunterstation weitergesendet (Relaisfunktion).
Der angeschlossene Arbeitsrechner ist in diesen Vorgang nicht
mit einbezogen.
Im Gegensatz zur Hauptstation wird der Programmablauf der
Unterstation vollständig durch Unterbrechungsanforderungen
gesteuert:
vom Leitungsinterface wird ein Unterbrechungswunsch erzeugt,
wenn von der Leitung eine Nachricht empfangen wird,
- vom Arbeitsrechner wird ebenfalls eine Unterbrechung er-
zeugt, wenn dieser eine Anfrage oder einen Sendeauftrag
an den Kommunikationsprozessor absetzen will.
Das bei der Entwicklung der Software für die Unterstation
verfolgte Ziel mußte sein:
- möglichst schnelle Reaktion auf Anforderungen von der
Leitung,
möglichst schnelle Rückkehr in einen unterbrechbaren Zu-
stand zur Vermeidung von Wartezeiten.
Die Ermittlung der Leistungsfähigkeit des Nachrichtentrans-
portsystems ergab für die Kommunikation zwischen verteilten
Prozessen über die Ipe-Schnittstelle eine Übertragungskapa-
zität von 2,1 K Byte/sec, wenn nur 2 Prozesse kommunizieren.
Leistungsbegrenzend wirk~ hier der Arbeitsrechner; die Grenze
der Leistungsfähigkeit des Kommunikationsprozessors selbst
liegt, wie andere Untersuchungen zeigten IHKK1, WEB1/, bei
einem Gesamtdurchsatz von 10 K Byte/sec, wenn der Mikro-
prozessor 8080A zum Eins~tz kommt; der Mikroprozessor vom
- 91 -
Typ z80 bringt ca. 50% Leistungsverbesserung. Diese Über-
tragungsrate ist, bedingt durch die Masterfunktion der Haupt-
station bei der jetzigen Konzeption des physikalischen Trans-
portsystems, gleichzeitig Leistungsgrenze für die totale
Datenrate (mittlere Übertragungsleistung) des gesamten Ring-
systems.
Für auf Rechnern des Typs PDP11/03 residierende Prozesse
folgt aus den angegebenen Leistungsgrenzen, daß die Leistungs-
fähigkeit des Nachrichtentransportsystems erst erschöpft ist,
wenn gleichzeitig 7 logische Kanäle zwischen je zwei Pro-
zessen mit einer übertragungsrate von jeweils 2,1 KByte/sec
betrieben werden.
Erste Experimente mit Koordinationsprotokollen (vgl. Kap. 6)
auf dem eingangs beschriebenen Pilot system ergaben, daß bei
Einsatz des Basisprotokolls für Koordinierungsaufgaoen die
"konventionelle" Realisierungstechnik (Koordinatortask im
Arbeitsrechner) eine mittlere Zyklusdauer von 250 Millisec.




Es wurde ein Grundkonzept für die Architektur verteilter
Datenbanken vorgestellt, das speziell die Einbeziehungvon
Kleinrechnersystemen berücksichtigt und für heterogene ver-
teilte.DV~Systeme ausgelegt ist.
Hauptmerkmal des Konzeptes ist di~ Einführung einer logischen
Dateiebene, die die Absolvierung verteilungsspezifischer
Aspekte ermöglicht und daher ein gegenüber dem Benutzer be-
züglich der Verteilung der Daten transparentes Verhalten an
der zugeordneten Schnittstelle anzubieten erlaubt.
Als Vorstufe zur Realisierung der logischen Dateiebene wurde
ein detailliertes operationales Modell entwickelt, das auf
der Schnittstelle für Interprozeßkommunikation eines Nach-
richtentransportsystems für verteilte DV-Systeme basiert.
Der Prototyp eines derartigen Nachrichtentransportsystems
wurde im Rahmen einer Pilotimplementierung realisiert.
Die logische Dateiebene ist als Grundlage für gängige Daten-
bankkonzepte geeignet. Dies wurdez.B. anhand der Untersuchung
der Realisierungsmöglichkeiten eines verteilten relationalen
Datenbanksystems demonstriert.
Große Bedeutung kommt bei der Konzipierung und Realisierung
verteilter Datenbanken der Einbettung spezieller Kompo-
nenten zu, die bei paralleler Transaktionsbearbeitung die
operationale Integrität verteilter, ggf. bewußt redundant
abgelegter Daten gewährleisten. Hierzu wurden geeignete Ver-
fahren entwickelt und im Rahmen von Implementierungsstudien
validiert.
Die erzielten Ergebnisse bilden die Grundlage des Folge-
vorhabens "Entwicklung und Implementierung von Funktionen
zur Verwaltung verteilter Datenbasen".
Wesentliche Ziele dieses Vorhabens sind:
- Entwicklung der zum Aufbau der Verwaltungsinstanzen benötig-
ten Datenmanagement-Funktionsbausteine für verteilte Systeme
in weitgehend portabler Form.
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Spezifikation und Erprobung der für die Kommunikation zwi-
schen Dateiverwaltungsinstanzen erforderlichen Kommunika-
tionsprotokolle.
- Entwicklung von Verfahren zur Sicherung und Aufrechterhal-
tung der Funktion verteilter Datenbasen im Falle des Aus-
fallS redundanter Komponenten; Lösung des Wiederanlauf-
problems;
- Einsatz dedizierte~ Prozessoren für Dateiverwaltungsauf-
gaben;
- Aufbau eines ModelIierungssystems;




Definition der Operatoren der logischen Dateiebene
Hinweis: In eckigen Klammern stehende Parameter sind optional;




READ «B-Datei>,· <Satznummer> ,. <Benutzervariable> ,
·~EreigniSVariable>J
. <Return-Code»<Unterprogrammname> '
READS «B-Datei>, [~l, <Benutzervariable> ,
·~EreigniSVariable>J
<Return-Code> )<Unterprogrammname> '
WRITE, WRITES (Parameter s.o.)











Wird keine Ereignisvariable oder kein Unterpro-


























PUT, PUTS (Parameter wie bei GET bzw. GETS und zusätzliche
Länge)
SETCURSOR «Z-Datei>, <Schlüssel>, <Return-Code»
Dateitypunabhängige Operatoren:
'WAIT «Ereignisvariable»
OPEN «Log. Datei>, <Paßwort>, [SEQ], <Return-Code»
<Paßwort> + <Paßwort für Lesen> / <Faßwort für alle
Operatoren>
CLOSE «Log. Datei>, <Return-Code»
BEGIN TRANS
END TRANS
LOCK «Log. Dateiliste>, t~Sperrtyp>], [<Satznummer>])
. <Sperrtyp> + Rb/WR
UNLOCK «Log. Dateiliste>, t<Satznummer>])
CREATE «Log. Datei>, <Return-Code»


























READ, READS, WRITE, WRITES,
SETCURSOR, CLOSE, LOCK,
UNLOCK, INSERT, REMOVE,
GET, GETS, PUT, PUTS,
GETNAME
OPEN, DELETE
READ, READS, WRITE, WRITES,
GET, GETS, PUT, PUTS
INSERT
INSERT, GETNAME
READ, READS, WRITE, WRITES,
SETCURSOR, GET, GETS, PUT,
PUTS, REMOVE

































READS, WRITES, GETS, PUTS
'INSERT, REMOVE, WRITE,
WRITES, PUT, PUTS, GETNAME
Wenn Ereignisvariable oder Unterprogramm fehlen, erfolgt der
Transfer synchron. Die Benutzervariable ist ein Speicherbe-
reich im Adreßraum des Benutzerprozesses, der einen Satz auf-
nimmt. Bei h6heren Programmiersprachen kann dies eine Reihung
oder ein Verbund sein. Die Wahl des richtigen Umfangs der
Benutzervariablen ist ein Problem der Einbettung der Schnitt-
stellenoperatoren in die Wirtssprache.
INSERT, REMOVE:
Beim Einfügen eines Satzes mit Hilfe von INSERT in eine B-
Datei muß die Satznummer mit angegeben werden. Bei Z-Dateien
muß ein noch nicht verwendeter Schlüssel im Satz enthalten
sein. Enthält die Datei bereits einen Satz mit der a~ge­
gebenen Satznummer bzw. mit dem übergebenen Schlüssel, so er-
i
folgt eine Fehlermeldung. Die neu eingefügten Sätze k6nnen
anschließend mit Hilfe von WRITE oder PUT modifiziert werden.
REMOVE beseitigt einen über die Parameter spezifizierten
Satz aus der angegebenen Datei.
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GETNAME:
GETNAME liefert, eine noch nicht verwendete Satznummer für
eine B-Datei. Wird zusätzlich eine'Benutzergruppe angegeben,
•
so wird die Satznummer aus einem dieser Benutzergruppe zuge-
ordneten Cluster beschafft. Wenn dies nicht möglich ist, er-
folgt Fehlermeldung. Falls die Datei für Leser und Schreiber
gesperrt ist, kann keine Satznummer beschafft werden.
OPEN:
Das Eröffnen von Dateien ist obligatorisch. Neben der Autori-
sierung des Benutzers wird aus dem Paßwort und der SEQ-An-
gabe Information für interne organisatorische Maßnahmen des
verteilten Dateiverwaltungssystems gewonnen. Die SEQ-An-
gabe ist für Verwendung der sequentiellen Zugriffsorgani-
sation bei B-Dateien nicht gefordert, für optimale Puffer-
beschaffung jedoch erwünscht.
SETCURSOR:
Der Benutzerprozeß bekommt für alle seine eröffneten Dateien
einen CURSOR. Er wird bei OPEN auf den ersten Satz der Datei
,gesetzt. Mit SETCURSOR wird dieser Zeiger auf den spezi-
fizierten Satz gesetzt.
Der Füllgradzeiger ist ein pro Datei vom System geführter
Zeiger, der dem Satz mit der höchsten Satznummer entspricht,
derb~schrieben wurde (nur für B-Datei).
READS, WRITES, GETS, PUTS:
Der Cursor wird nach Beenden des Transfers auf den nächsten
Satz gesetzt.
Bei Fehlen der Richtungsangabe V bzw. R wird vorwärts ge-
lesen.
Es können nur Sätze referenziert werden, die mit Hilfe von
INSERT in die Datei eingefügt worden sind.
LOCK, UNLOCK:
Bei B-Dateien können auch einzelne Sätz~ ge~perrt werden.
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RD bedeutet sperren von Lesern und Schreibern (allgemeiner:
Änderungen), WR läßt dagegen nicht verändernde Zugriffe
anderer Transaktionen (READ, READS usw.) zu. Wenn bei lesen-
den Zugriffen keine Sperrung erfolgte, können ungültige oder
inkonsistente Daten geliefert werden, bei verändernden Zu-
griffeh dagegen müssen die entsprechenden Daten grundsätzlich
über LOCK ( ... , RD) gesperrt worden sein.
Bei fehlendem Sperrtyp wird WR impliziert. Mit UNLOCK können
einzelne Sätze nur dann freigegeben werden, wenn sie auch ein-
zeln gesperrt worden sind.
CREATE, DELETE:
CREATE erzeugt eine Datei, deren Definition über DEF bereits
katalogisiert ist.
DELETE zerstört eine Datei, wenn
- beim OPEN das für alle Operatoren autorisierende Paßwort
angegeben wurde
- die Datei nicht mehr gesperrt ist.
Implizit 'wird neben dem Zerstören die Datei geschlossen. Die
Definition der Datei bleibt hingegen weiterhin katalogisiert.
DDL:
DEF «Dateityp>,' <Log. Datei>,' {<Satzlänge> , I
<Schlüsselanfang>, <Schlüssellänge>}, [<dimensionsmäßige
Abschätzung des Umfangs>], <Paßwort für Leser>,
. <Paßwort für Leser und Schreiber>, [Quick Log. Datei>],





<Benutzergruppenclusterumfang> + <Vielfaches eines Satzkon-
tingents>
UNDEF «Log. Datei>, <Return-Code»
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<Log. Datei> + <ASCII-Zeichen-String beliebiger Länge>
Semantik:
DEF trägt lediglieh die Definition einer Datei in einen Kata-
log ein. Die Datei wird erst bei CREATE erzeugt. Alle Längen-
, .
angaben erfolgen in Byte. Umfangabschätzungen sind Angaben
über eine Anzahl von Sätzen. Bei Angabe von Benutzergruppen-
beschreibungen (nur bei B-Dateien) werden entsprechende
Satzintervalle den zugehörigen Benutzergruppen derart zu-
geordnet, daß für sie bei einem CREATE durch kompakte
Speicherung physische Cluster angelegt werden.
Das Paßwort für Leser und Schreiber ermächtigt auch zur Ver-
wendung der DELETE- und REMOVE-Operatoren. Mit Hilfe Der
Sicherheitsklasse wird der Grad der Redundanz zur Erhöhung
der Verfügbarkeit einer zu erzeugenden Datei festgelegt.
UNDEF entkatalogisiert die Dateibeschreibung, vorausgesetzt,
daß die Datei noch nicht bzw. nicht mehr existiert.
MDL:
MAP «Log. Datei>, t<VG-Dateien-Liste>], <Return-Code»
Es kann auf MAP und die Spezifikation der Objekte der nächst
tieferen Schicht verzichtet werden. Die Namen der Objekte
werden dann automatisch erzeugt. MAP dient dazu, diesen
automatischen Abbildungsvorgang außer Kraft zu setzen.
Weiterhin stehen dem Datenbasisactministrator weitere Funktio-
nen und Dienstprogramme zur Verfügung, die jedoch nicht un-
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mittelbar auf der Ebene der logischen Dateien angesiedelt
werden können und daher hier nicht definiert werden. Zu den
Dienstprogrammen gehören Programme zum Ausdrucken von Katalog-
informationen und Übersichten, Kopieren von Dateien, Laden
von Z-Dateien, Programme zur Erstellung von Statistiken, zum
Anlegeh von Sicherungsbeständen, Auswerten von Log-Bändern,
Ändern von Attributen wie z.B. Paßworte etc.
Definition der Operatoren der GI-Ebene
DML:




WRITE (Parameter wie bei READ)
<GI-Datei> + <ASCII-String aus 6 Zeichen>
WAIT «Ereignisvariable»
OPEN «G! -Datei> " <Paßwort>, , <Return-Code»
CLOSE «GI-Datei>, <Return-Code»
'CREATE/DELETE «GI-Datei>, <Return-Code»
LOCK, UNLOCK «GI-Datei>; {~~})

























DEF «G'-Datei>, <Längenfaktor>, <Paßwort für Leser>,
<Paßwort für Leser und Schreiber>, [Quick
<G'-Dateiname>J, <Return~Code»
Anmerkung:' Das Leser-Schreiber-Paßwort autorisiert zu
DELETE-Aufruf
UNDEF «G'-Datei>, <Return-Code»








Der Längenfaktor definiert eine Anzahl von Blöcken, die
den Dateiumfang festlegen. Die Quick-Option kann weggelassen
werden. Im Falle ihrer Verwendung muß die darin angegebene
Datei nicht unbedingt bereits existieren. Sie bewirkt ab-
hängig von der Angabe einer eventuell vorhandenen MAP-An-
weisung eine physisch benachbarte Unterbringung einer Datei





MAP «G'-Datei>, <L-Datei>" ' , <Return-Code»
<LUN>




Anmerkung: Mit Hilfe der MAP-Anweisung kann der Datenbasis-
administrator die Plazierung der G'-Datei folgen-
dermaßen steuern:
- Rechner ist bereits definiert, da der Adreß-
raum für G'-Dateien die Datenträger des
(DISKPACKS, DISKS) lokalen Rechners sind
- 103 -
Unterbringung auf einern speziellen Datenträger
Unterbringung auf einern auf einer LUN (Lo-
. gischen Gerät) gerade montierten Datenträger
- auf irgendeinern montierten Datenträger, auf
dem eine L-Datei mit dem angegebenen Namen ein-
gerichtet ist
- durch Variation des L-Dateinamens ist nochmals
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