Abstract. We investigate the properties of a fast-identification style of control algorithm applied to a class of stochastic dynamical systems in continuous time which are sampled at a constant rate. The algorithm does not assume that the system dynamics are known and estimates them using a simple filter. Under a mild smoothness condition on the system dynamics, we show that when the sampling rate is sufficiently fast, the control algorithm stabilizes the system in the sense that the sampled closed-loop system becomes an ergodic Markov chain. Moreover, an explicit bound is given for the expected deviation of the system state from the origin. The result is also adapted for the case where state-measurement is subject to random noise.
1. Introduction. Suppose that we have a continuous-time dynamical system given by dx (p−1) (t) = f (x (p−1) (t), . . . ,ẋ(t), x(t))dt + u(t)dt + σdw(t), (1.1) where
dt k x(t), x(t) ∈ R, and w(t) is a standard Brownian motion process. The real-valued control term u(t) takes constant values on each time interval t ∈ [jδ, (j + 1)δ), j = 0, 1, 2, . . . , and can depend only on observed values of x and its derivatives at sampling points in time given by {kδ, k = 0, 1, 2, . . . ; kδ ≤ t}, where δ > 0 is a fixed sampling interval length which is to be specified in advance. Thus the control can be defined by the sequence {u j } with u j = u(t), jδ ≤ t < (j + 1)δ. The function f : R p → R is not known to the controller, but satisfies the global Lipschitz condition |f (a) − f (b)| ≤ β a − b (1.2) for some β < ∞, a = (aa T ) 1/2 being the Euclidean norm for row vectors a. Our objective is to make the sequence of vectors {x(jδ)} := {(x (p−1) (jδ), . . . ,ẋ(jδ), x(jδ))}, j = 0, 1, 2, . . . , behave in some desired fashion. We do this by choosing the (nonanticipative) control sequence {u j , j = 0, 1, 2, . . .} so as to make the system mimic as closely as possible a prespecified reference system. This type of approach is commonly used for adaptive control problems (see, e.g., [6] ). In order to match the system dynamics to those of the reference system, the controller will need to estimate the values of the unknown function f (·) on each sampling interval. In fact, it will turn out that as the class of possible systems to be controlled becomes larger (i.e., β increases), the sampling rate required to guarantee closed-loop stability also increases. Further aspects of this fast-sampling approach will be discussed below.
In this paper, we consider only the regulation problem, i.e., we choose reference systems which are stable around the origin. However, the results can be adapted for other types of problems.
There are relatively few results pertaining to the stability of control laws applied to nonlinear stochastic systems. In fact, to the authors' knowledge, this is the only current result which establishes closed-loop stability of a control law applied to an unknown nonlinear stochastic system. Florchinger [4] has obtained results which apply in the case where noise intensity vanishes as the system state approaches the origin, and Meyn and Guo [7] have obtained results on stability of control laws applied to linear time-varying stochastic systems (see also [2] ). In this paper, we consider the case where the system dynamics are nonlinear and the noise intensity does not necessarily approach zero as the state approaches the origin.
The discrete-time system
t , y [2] t , . . . , y
which matches the continuous-time system at the sampling points (in the sense that y t = x(tδ)) is governed by the system of nonlinear equations
t+1 , where the noise terms ǫ t are given by ǫ t = σ(w(tδ) − w((t − 1)δ)), w(t) being the standard Brownian motion generating the white noise in our original system, and the terms d t := (d [1] t , d [2] t , . . . , d
[p] t ) are "discretization-correction" terms clearly given by
This choice of d t+1 ensures that the discrete-time system does in fact match the continuous time system at the sampling points. To simplify the expressions which follow, we will often refer to the quantities y [1] t and d [1] t simply as y t and d t , respectively. Note also that {ǫ t } forms a sequence of independent identically distributed normal random variables, with first absolute moment γ := E [|ǫ t |] = σ 2δ/π.
The system (1.3) can be written more concisely in vector notation as To control our system, we will use a reference model specified by the linear relation
Note that the structure of the reference system (1.6) matches that of the discretetime system (1.5), i.e., there always exists some u t ∈ R such that (1.5) is equivalent to y t+1 = y t L + d t+1 . The reference system is in fact an Euler approximation to the continuous-time linear phase-space systemż = Hz. Clearly, in order for it to be stable, the continuous-time system must also be stable; i.e., all eigenvalues of H must have negative real parts. Furthermore, δ must be sufficiently small (so that the approximation is "reasonably" good). We establish the maximal value of δ for which stability of (1.6) is guaranteed, along with a bound on the spectral radius of L, as follows.
Let {λ 
It can then be shown, using an elementary geometric argument, that for all δ such that 0 ≤ δ ≤ δ 0 and for each eigenvalue λ
One possible choice of the quantities {h j } is
for some h > 0. In this case, a direct computation shows that det(L − λI) = (1 − δh − λ) p , so that L has a single eigenvalue λ = 1 − δh, with multiplicity p.
Our next step is to choose a control which will match the system dynamics (1.5) to the reference dynamics (1.6). If these were to be matched exactly, we would need to choose u t so that
Unfortunately, one cannot choose u t in this manner. It must depend only on current and past observations of the system, and in (1.11) above, f (y t ), ǫ t+1 , and d t+1 are unobservable at time t. We therefore use a simple filter to obtain an estimate of f (y t ). Rather than making any assumptions on the form of f (·) and estimating parameters, we directly estimate the value of f (y t ) itself. Taking into account the fact that E [ǫ t ] = 0 and ignoring the presence of the discretization-correction terms d t , we can obtain from (1.3) an estimate ζ t−1 of f (y t−1 ) of the form
(recall that y t = y [1] t ). Since this filter is operating with a lag, we cannot compute ζ t until time t + 1. Hence, for control purposes, we rely on the continuity of f (·) and use ζ t−1 as an estimate of f (y t ).
Substituting our estimate into (1.11), and again replacing the terms ǫ t+1 and d t+1 with 0, we obtain the control law
In terms of our original process (1.1), this control law takes the form
Since we cannot use this control law at time t = 0, we initialize the system by setting u 0 = 0.
This controller can be thought of as trying to eliminate any "external forces" (which are specified by the function f (·)) and replacing them with the force which would be applied by the stable reference system were it at the current point of the phase space. With this in mind, we hope that the system will tend to "imitate" the behavior of the reference system. In particular, we could expect it to be stable around the origin.
The dynamics of our system (using this control law) are now given by the closedloop equation (substituting (1.12) back into (1.5))
The sequence {y t } is not a Markov chain. However, it is easily seen (from (1.5) and (1.12)) that the sequence of vectors
forms a (time-homogeneous) Markov chain.
The main result.
Before stating the main result of this paper, we will require the following definitions.
Suppose that {X t } is a time-homogeneous Markov chain which takes values on the space R q . Let B(R q ) denote the family of Borel sets in R q . Let P k (z, A) denote the k-step transition function of the Markov chain {X t }, P (z, A) = P 1 (z, A). The Markov chain {X t } on R q is said to be ergodic if there exists an invariant probability measure π on B(R q ), that is,
where · T V represents the total variation norm on signed measures on B(R q ). Our main result is the following theorem. Theorem 2.1. Assume that the system (1.1) satisfies condition (1.2), and take any vector (h 1 , . . ., h p ) such that all eigenvalues of the matrix H given by (1.7) have negative real parts. Suppose that the sampling interval δ is no greater than the quantity δ 0 given by (1.8) and satisfies the inequalities
where the quantities k 4 (δ), k 5 (δ), and ̺ are given by
Then
(i) the Markov chain {Z t } with control law u t specified by (1.12) is ergodic and (ii) under this control law, the continuous-time process {x(t)} satisfies
where
and
Remark 1. The first part of Theorem 2.1 states that when the discrete-time controller (1.12) is applied to the continous-time system (1.1) with sampling interval δ, the state of the continuous-time system (and the controller) at the sampling times will approach a limiting distribution as time increases. The second part of the theorem places bounds on the deviation of the continuous-time system from the origin, thereby ensuring that the system will not behave "badly" in between the sampling times (this seems clear intuitively due to the smoothness of f (·)).
Remark 2. The condition (2.1) will be satisfied if
By choosing a sufficiently small sampling interval δ, conditions (2.1) and (2.2) can always be met. Although this is a fast-sampling approach to control, which has some inherent disadvantages, the compromise between the level of accuracy of plantknowledge and the sampling rate required for stability is an interesting issue which, to the authors' knowledge, is not well understood. We will not address this issue in this paper. However, the results obtained, in particular the required relationship between δ and β given by (2.4), suggest that this compromise is an issue worthy of further consideration.
Remark 3. The result can be extended to the case of noisy (but still complete) state measurements. Suppose that the controller only observes y ′ t = y t + n t , where {n t } is a sequence of independently and indentically distributed (i.i.d.) random variables with covariance matrix Q > 0. Using the same control law (1.12), with y t replaced by y ′ t , the sequence {Z t = (y t , u t , n t )} is a Markov chain. If the quantities η, k 6 (δ), and k 8 (δ) are replaced with
then the results of Theorem 2.1 still hold. This means that the conditions for stability of the closed-loop system remain the same, but the bounds on the first absolute moment of the Markov chain (and on the first absolute moment of the continuoustime process) increase. Remark 4. The result can also be extended to the multidimensional case where y
t ∈ R q , u t ∈ R q , and w(t) is a q-dimensional Brownian motion.
3. Proofs. First we bound E [ d t ] as a function of δ. Using this bound we will find a limiting upper bound for η t := E [ y t ]. This is a form of stability in itself. Then we will show that the Markov chain (1.15) is irreducible and aperiodic and has the (weak) Feller property. This allows us to use results from [8] to strengthen the stability result by establishing ergodicity of the chain.
3.1. Bounds on moments. In order to study the behavior of the discretizationcorrection terms d t , we establish a bound on the first absolute moment of the difference between processes v(t) and n(t) (starting at the same point v(0) = n(0)) which satisfy the equations
where G(·) satisfies the global Lipschitz condition G(a) − G(b) ≤ κ a − b and w(t) is a standard Brownian motion. We examine the error v(t) − n(t) by integrating (3.1) and subtracting (3.2) to obtain
Taking norms and expectations, defining Q(t) = E sup 0≤s≤t v(s) − n(s) , and using the Lipschitz property of the function G(·), we obtain
Using the Gronwall-Bellman inequality (see, e.g., [3] ), we obtain the bound
Applying this result to our original process (1.1) and its discretization (1.3) (with G(y t ) = y t B + (f (y t ) + u t )e 1 so that κ = β + 1), we obtain the bound on the (3.4) where the quantities k 1 (δ) and k 2 (δ) are defined in Theorem 2.1. For the sake of brevity, we will subsequently suppress the explicit reference to δ in the quantities k j (δ), so that, for instance, when we refer to k 1 we really mean k 1 (δ). Substituting the control (1.12) into (3.4), we obtain
We now take expectations to get (recall that
where k 4 , k 5 , and k 6 are the quantities defined in Theorem 2.1 (note their dependence on δ).
Iterating the inequality (3.5), we find that
We now set r t = δf (y t−1 )e 1 + ǫ t e 1 and iterate the closed-loop system equation (1.14) to obtain
Using the inequality (3.5), we can bound the first absolute moment of the last sum on the right-hand side of (3.7) as follows (setting η −1 = 0):
Recall that u 0 = 0, so it follows from inequality (3.4) that
where ω = |f (0)|. Taking norms and expectations on both sides of (3.7) and substituting (3.8) and (3.9), we have
Now we need to bound the norms of L k , k = 0, 1, 2, . . . . If the matrix L were normal (i.e., LL * = L * L, where L * is the conjugate-transpose of L), then we would have L k ≤ ρ k , ρ being the spectral radius (maximum of magnitudes of eigenvalues) of L bounded by (1.10). Unfortunately, the matrix L = I + δH is not normal, so we will have to make use of a different bound.
If U T U * is a Schur decomposition of L (i.e., T is upper triangular and U is unitary), then the matrix T can be expressed as the sum of a diagonal matrix and a strictly upper triangular matrix : 
where w h is defined by (2.3). As a direct consequence of Theorem 2 of [5] , we have the following lemma. Lemma 3.1. Let m = w h δ, with w h defined by (2.3). Then for all integers k ≥ 1, we have L k ≤ ̺ k , where
and ρ is the bound on the spectral radius of L defined by (1.10). Summing the inequality (3.11), we obtain the bound
In order to bound the behavior of η t , we will also make use of the following version of the discrete-time Gronwall-Bellman lemma.
Lemma 3.2. Suppose that {b t , t = 0, 1, . . .}, {α t , t = 0, 1, . . .}, and {g t , t = 0, 1, . . .} are sequences of nonnegative real values such that
It is easily shown that the inequality (3.10) can be expressed in the form (3.12) with
We can sum the coefficients {α j , j = 0, 1, . . .} of {η t−j , j = 0, 1, . . .} in (3.10) to obtain the bound (using (3.12))
where α is defined in the statement of Theorem 2.1.
Applying Lemma 3.2, we have, if α < 1,
In addition, we can rewrite (1.3) to get
It follows directly from this representation of u t , the Lipschitz property of f (·), and representation (1.
Bounds for the continuous-time process.
In the previous subsection we established bounds on the first absolute moments of the Markov chain {Z t }. Clearly, the behavior of the continuous-time process {x(t)} at times other than the sampling instants {kδ, k = 0, 1, 2, . . .} is also of importance. Intuitively, one might expect that due to the smoothness of f (·), the process will not be "badly" behaved in these time intervals. We construct a bound as follows.
Let us consider the process x(t) restricted to the interval T k := [kδ, (k + 1)δ). For all t ∈ T k , we have the integral representation
and E(t) is the correction term. Taking norms, suprema over the interval T k , and expectations, we obtain
and using the standard argument based on the reflection principle, it can be shown that
Substituting the equation
into (3.15) and using (3.4), we have (recalling that
Multiplying by δ and taking the limit superior on both sides (using (3.14)), we have lim sup
Substituting this expression into (3.16) and again taking limits superior on both sides, we find that
As one might expect, this quantity approaches η (cf. (3.14)) as δ approaches 0. This is consistent with the intuitive argument that as the sampling intervals shorten, within each interval the continuous-time process has less time to deviate from the starting point.
The second part of Theorem 2.1 follows from the fact that
3.3. Ergodicity. To prove that the chain (1.15) is ergodic, we first need to establish several further properties of the chain.
It is a well-known fact that solutions of stochastic differential equations for which the coefficients satisfy the Lipschitz condition (1.2) also satisfy the Feller property (see, for instance, [9, p. 126] ). It is a relatively simple matter to establish the (weak) Feller property for the chain (1.15), since the first p elements of the chain are simply successive samplings of the solution of a stochastic differential equation, and the distribution of the last element (the control term) at time (t+1) depends continuously on the state of the chain at time t.
We will also show that the chain {Z t } is irreducible with respect to µ p+1 , the (p + 1)-dimensional Lebesgue measure, that is, (3.17) and that the chain is aperiodic. The following lemma will assist us in doing this.
Lemma 3.3. Let {X t , t = 0, 1, 2, . . .} be a time-homogeneous Markov chain taking values in R q . Suppose that for some k > 0 and for each initial value X 0 ∈ R q , X k has a probability density which is positive everywhere in R q . Then the chain is µ q -irreducible and aperiodic. Proof. Relation (3.17) clearly holds for φ = µ q since P k (x, ·) has a positive density. Aperiodicity follows from the observation that, for any y ∈ R q , P k+1 (y, ·) has the same property due to the Chapman-Kolmogorov equation, and hence P k (y, ·) and P k+1 (y, ·) are equivalent measures, which precludes any periodic behavior. In order to use this lemma, first note that y 1 has a conditional probability density everywhere-positive in R p (for each Z 0 = (y 0 , u 0 )). To see this, recall that y 1 = x(δ) is simply the solution of the stochastic differential equation (1.1) at the fixed time t = δ. By Girsanov's theorem (see, e.g., [9] ), the distribution of this solution (in the space C p [0, δ] of R p -valued continuous functions) is equivalent to that of the solutioñ x(t) of the system dx 1 (t) = σdw(t), dx j (t) =x j−1 (t)dt, j = 2, . . . , p.
Therefore the distributions of y 1 andx(δ) are also equivalent, being the projections of equivalent measures. Furthermore, it can be shown (see, e.g., Lemma 3.2 of [10] ) that x(t) has a nondegenerate p-variate Gaussian distribution, and hence has a density which is positive everywhere. It is then a direct consequence of the Radon-Nikodym theorem (see, e.g., [1] ) that the density of y 1 has the same property. Now we will show that the two-step transition probabilities of the chain (1.15) have everywhere-positive densities in R p+1 (in fact the one-step transition functions are degenerate). From the control law (1.12), we know that given any (y 0 , u 0 ), u 1 is a linear function of y 1 . This implies that, given any (y 0 , u 0 ), the conditional distribution of (y 1 , u 1 ) is concentrated on the hyperplane
and has an everywhere-positive density with respect to the respective p-dimensional volume measure on this hyperplane. Hence the random variable v 1 = δ −1 e 1 · y 1 + u 1 also has a (conditional) density ν y0,u0 which is positive everywhere on the real line.
The same argument shows that the conditional distribution of (y 2 , u 2 ) given (y 1 , u 1 ) is concentrated on the hyperplane u = a · y + v 1 and also has a density on this hyperplane which is everywhere positive. Hence the conditional distribution of (y 2 , u 2 ) given v 1 , being a mixture of such distributions, also has a density f v1 (y, u) which is positive everywhere on the hyperplane. From this it follows that the joint conditional distribution of (y 2 , u 2 ) given the initial state (y 0 , u 0 ) has a density (with respect to µ p+1 ) which is proportional to the product f v (y, u)ν y0,u0 (v), with v = δ −1 e 1 · y + u. This density is clearly positive everywhere in R p+1 . Applying Lemma 3.3 (with k = 2), we see that the chain (1.15) is irreducible and aperiodic.
In addition, we have already seen that the first absolute moments E [ Z t ] are bounded. It follows then from Chebyshev's inequality that the chain must be bounded in probability, that is, its transition probability functions are tight: for any ǫ > 0 and any x ∈ R q , there exists a compact set C such that lim inf
Finally, having established that the chain {Z t } is an irreducible, aperiodic Feller chain which is bounded in probability, we can apply Theorems 6.0.1 (iii) and 18.0.2 (i) of [8] to see that the chain is ergodic. This completes the proof of Theorem 2.1. with noise intensity σ = 0.3 and sampling interval δ = 0.005. The sharp nonlinearity around the point x = 6 is included so as to test the adaptive behavior of the controller and to verify stability of the closed-loop system in the presence of such irregularities (recall that the only information available to the controller is the order of the system and a Lipschitz constant associated with the function f (·, ·)). We use the reference system specified by h(x,ẋ) = −ẋ − x/4, so that the matrix H has one eigenvalue λ H = −1/2 with multiplicity two, and H ≃ 1.4254. This choice of reference system is arbitrary (subject to its stability, of course). Clearly, by choosing a reference system with different eigenvalues, our closedloop system could be made to exhibit different characteristics, such as a different rate of convergence to the stable regime, more or less control effort expended, etc. It is easily verified that the system and reference system satisfy the conditions of Theorem 2.1, with β = 10, k 1 (δ) ≃ 0.3332, δ 0 = 2, and h = 1/2. Figures 4.1 and 4.2 display position and velocity as a function of time for a particular realization of the controlled system. The "settling down" behavior which becomes apparent as time increases is exactly what Theorem 2.1 leads us to expect. Figure 4 .3 illustrates the control action (specified by (1.12)) used to stabilize the system. The adaptive action of the controller becomes apparent just after the time t = 5, when the state enters the region 5 ≤ x ≤ 7. The small-scale plot of position for 37.5 ≤ t ≤ 40 given in Figure 4 .4 shows that the controller does indeed restrict the system to a narrow neighborhood around the origin as time increases.
The result appears to be quite conservative, since the sampling rate requirements can be relaxed significantly without destabilizing the system. In the example above, the maximal value of δ which satisfies the condition (2.2) is approximately 0.0056. However, simulations indicate that the critical value of δ for which the system becomes unstable is between 1.5 and 1.6. In part, this could be explained by the fact that the system only spends a minimal amount of time in the region of the nonlinearity (5 ≤ x ≤ 7), so the "effective Lipschitz constant" could be much smaller than 10. For systems in which f (·) varies more around 0, we could expect a smaller discrepancy between the critical value of δ determined by (2.2) and the critical value indicated by simulation.
