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Abstract
The results discussed here deal with the equilibrium as well as the
nonequilibrium properties of glass forming liquids. An example of equilib-
rium phenomena is the effect of strong confinement on the phase behavior
of a hard sphere glass. For this purpose, we focus on the interesting limit,
where the separation of the confining walls becomes of the order of a few
particle diameters. Via event-driven molecular dynamics simulations, we
show the emergence of a non-monotonic behavior of diffusion coefficients
upon a variation of the wall separation. This could lead to an alternating
liquid-glass coexistence in a wedge-shaped channel, where the plate separa-
tion varies with the distance from the corner. Moreover, this effect may find
interesting applications in micro- and nanotechnology, where channel dimen-
sions are comparable to the size of the contained particles. On the other
hand, the mechanical response of amorphous materials, which is an exam-
ple of nonequilibrium phenomena, is of great interest in modern science and
technology. For example, glassy materials start to flow only beyond a critical
yield stress leading to a wide range of practical applications in civil engi-
neering (paints, mortars, concrete, drilling liquids), in food industry (purees,
sauces), or in cosmetic industry (foams, gels, creams). In this context, one
challenging issue is to improve the product quality. However, all these glassy
materials often lead to an intermittent and heterogeneous response to ex-
ternally imposed stress or flow. On the one hand, we show that this flow
heterogeneity in amorphous solids can be rationalized within a simple and
purely hydrodynamic framework, which relates fluctuations of shear rate to
those of density (shear concentration coupling theory). For this purpose, we
demonstrate via molecular dynamics simulations that basic assumptions of
this theory are valid. On the other hand, the mechanical response in amor-
phous solids is addressed from a fully microscopic point of view. For this
purpose, we adopt a commonly used definition of local plastic activity and
determine the spatial correlations thereof. In line with recent experiments,
we find long range correlations of plastic response. Moreover, these corre-
lations lead to finite size effects, since the system size in MD simulations is
often far from being infinite. Finally, the spatio-temporal behavior of cor-
relations of accumulated strain is addressed in the supercooled liquid state
as well as in the glassy phase. Interestingly, it is found that this quantity
shows Eshelby type functional dependence in the supercooled state. Since
the Eshelby inclusion problem deals with the response of an elastic medium
to a perturbation, this result reveals signature of elasticity in the response
of supercooled liquids to an externally imposed deformation. Furthermore,
it is also observed that these strain correlations propagate across the system
with the speed of sound.
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Zusammenfassung
Diese Arbeit befasst sich mit den Eigenschaften glasbildenden Flu¨ssigkeiten
im sowie außerhalb des Gleichgewichts. Ein beispielhaftes Gleichgewicht-
spha¨nomen ist der Effekt, den eine starke geometrische Beschra¨nkung auf
das Phasenverhalten eines aus harten Kugeln bestehenden Glases hat. Zur
Untersuchung dieses Pha¨nomens wird ein System unter dem Einschluss
zweier Wa¨nde, deren Abstand einige Teilchendurchmesser betra¨gt, betra-
chtet. Mittels Molekulardynamiksimulationen wird gezeigt, dass die auftre-
tenden Diffusionskoeffizienten nicht-monoton von demWandabstand abha¨ngen.
In einem keilfo¨rmigen Kanal, in dem der Wandabstand naturgema¨ß mit dem
Abstand von der Spitze variiert, kann dieses Pha¨nomen zu alternierenden
Flu¨ssigkeit-Glas-Koexistenzzonen fu¨hren. Daru¨ber hinaus ist es denkbar,
dass dieser Effekt relevant fu¨r Anwendungen im Bereich der Mikro- und
Nanotechnologie ist, da dort die Kanaldimensionen oft vergleichbar mit
dem Teilchendurchmesser sind. Auf der anderen Seite ist das mechanische
Antwortverhalten amorpher Materialien ein wichtiges Beispiel eines Nicht-
gleichgewichtspha¨nomens und von großem Interesse in der heutigen Wis-
senschaft und Technologie. So ist bekannt, dass glasartige Materialien nur
bei genu¨gend großer Spannug zu fließen beginnen, was fu¨r eine Vielzahl prak-
tischer Anwendungen im Bauwesen (Farben, Mo¨rtel, Beton, Bohrflu¨ssigkeiten),
der Nahrungsmittelindustrie (Pu¨rees, Saucen) oder der kosmetischen Indus-
trie (Scha¨ume, Gele, Cremes) relevant ist. In diesem Zusammenhang ist die
Verbesserung der Produktqualita¨t eine wesentliche Herausforderung. Prob-
lematisch erweist sich dabei die Tatsache, dass glasartige Materialien oft
mit intermittierendem und heterogenem Verhalten auf externe Spannun-
gen reagieren. Es wird hier zuna¨chst dargelegt, dass das charakteristische
Fließverhalten amorpher Festko¨rper mittels eines einfachen hydrodynamis-
chen Modells, welches Fluktuationen in der Scherrate mit denen der Dichte
in Beziehung setzt, verstanden werden kann. Zu diesem Zweck wird die
Gu¨ltigkeit der zugrundeliegenden Annahmen des Modells mittels Moleku-
lardynamiksimulationen u¨berpru¨ft und besta¨tigt. Komplementa¨r zu der hy-
drodynamischen Betrachtungsweise wird das mechanische Antwortverhalten
eines amorphen Festko¨rpers auch von einem rein mikroskopischen Stand-
punkt her untersucht. Zu diesem Zweck werden die ra¨umlichen Korrelatio-
nen der plastischen Aktivita¨t bestimmt. In U¨bereinstimmung mit ku¨rzlich
durchgefu¨hrten Experimenten zeigen sich dabei langreichweitige Korrela-
tionen der plastischen Aktivita¨t. Aufgrund der endlichen Teilchenzahl in
Molekulardynamiksimulationen schlagen sich diese Korrelationen in charak-
teristischen Abha¨ngigkeiten von der Systemgro¨ße nieder. Schließlich wird
das ra¨umliche und zeitliche Verhalten der Korrelationen der akkumulierten
Scherung in einer unterku¨hlten Flu¨ssigkeit wie auch im Glas betrachtet.
Interessanterweise zeigt sich, dass diese Gro¨ße ein Eshelby-artiges Verhal-
iv
ten in der unterku¨hlten Flu¨ssigkeit besitzt. Da sich das klassische Eshelby-
Problem mit der Antwort eines elastischen Mediums auf eine a¨ußere Sto¨rung
befasst, deuten die pra¨sentierten Ergebnisse auf das Vorhandensein einer
elastischen Komponente in dem mechanischen Verhalten einer unterku¨hlten
Flu¨ssigkeit hin. Desweiteren wird demonstriert, dass sich die Korrelationen
der Scherung mit Schallgeschwindigkeit im System ausbreiten.
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Chapter 1
Introduction
The classic example of a disordered state of matter is a glass. Glasses
share similarities with crystalline solids since they are both mechanically
rigid, but also with liquids since both have similar disordered structures at
the molecular level. Glassy materials are everywhere around us and that is
why they attract interest beyond academic research, e.g., plastics are made
from entangled polymers; window glasses are built out of randomly arranged
silica molecules. Radioactive wastes are, in general, embedded in glasses to
ensure their confinement and insulation. Hydrogel, i.e., water trapped in an
amorphous polymer network is used in modern contact lenses. Other type of
new materials are bulk metallic glasses, which are famous for their strength,
ductility, and toughness.
Although glass has been discovered long time ago and plays an important
role in modern technology, the understanding of the macroscopic properties
and the way they arise from microscopic behavior is far from fully under-
stood. At the same time, glasses provide theoretical physicists with deep
fundamental questions since standard statistical mechanics is sometimes not
sufficient to properly account for the glassy state. It is the dynamics which
slows down during the transition, while there is no obvious change in struc-
ture. It may be the first time in solid state physics that such a disconnection
appears.
Not only the formation of glass, but also the mechanical response of
amorphous materials is a quite interesting and valuable field in itself. These
materials only start to flow beyond a critical yield stress. This leads to a
wide range of practical applications in civil engineering (paints, mortars,
concrete, drilling fluids), in food industry (purees, sauces), or in cosmetic
industry (foams, gels, creams). All these applications involve the flow of
yield stress fluids, initially at rest and partially removed by some flow or by
the displacement of an object through it. In order to improve the efficiency
of the process one should know the exact mechanical response. In fact,
2
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(a) (b)
Figure 1.1: (a) Schematic representation of the entropy as a function of tem-
perature in a liquid, from the high-T liquid phase, down to the deeply su-
percooled phase. All the relevant temperatures are: Tm is the melting point,
where a first-order phase transition between liquid and crystal occurs; Tc is
the temperature where the mode coupling theory (MCT) [1] locates a purely
dynamic transition; Tg is the dynamic glass transition, where the relaxation
time exceeds the conventional experimental time; Tk is Kauzmann’s entropy
temperature, where the extrapolated liquid entropy hits the crystal entropy.
(b) Angell plot. For ”strong” liquids, the plot is straight, whereas the bent
curve is for ”fragile” liquids. Adapted from Ref. [2].
the flow of these materials bears notable similarities with the dynamics
of earthquakes. In that it features a solid-like behavior at rest and local
yielding above a given applied stress. However, our knowledge of these flows
is extremely poor. Results discussed here aim at a better understanding of
the different complex flow behaviors, such as shear localization, dynamical
heterogeneities, and spatial correlations of plastic activity. Moreover, and
complementary to this non-equilibrium perspective, we will also study the
interplay between structure and dynamics of glasses in strong confinement
and will uncover interesting reentrant phenomena.
1.1 A short overview about glasses
A vast majority of liquids, such as molecular liquids and polymeric liquids
display a first order phase transition at the melting temperature Tm. The
crystal is the obvious choice below this melting temperature, since it has
lower free energy than the liquid. In order to form a supercooled liquid,
one has to cool the system fast enough below Tm to avoid crystallization
[2, 3]. Typical values of cooling rate in laboratory experiments are 0.1-
100 K/min [4]. A supercooled liquid is thus a metastable phase. In this
regime the relaxation time increases dramatically as shown in Fig. 1.2. By
decreasing T further, one can hit a temperature where the relaxation time
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exceeds the time scale of the experiment. Below such a temperature, it is not
possible to equilibrate the system, and the system appears in a glassy state.
Note that this glass transition at temperature Tg, is not a thermodynamic
phase transition at all (rather it is defined as a dynamical transition), since
it occurs as the system falls out of equilibrium and is empirically defined
[5]. Therefore, Tg does not play a fundamental role, as a phase transition
temperature would.
The typical time scale τα on which density fluctuations relax around the
melting temperature Tm is of the order of
√
ma2/kBT , which corresponds
to a few picoseconds for molecular glasses (m is the molecular mass, T is
the temperature, kB is the Boltzmann constant, which will often be set
to unity in the following sections, and a is the average distance between
molecules). Surprisingly, at Tg the typical time scale is of the order of 100s,
i.e, 14 orders of magnitude larger. This increase in τα is accompanied by
a corresponding increase of the shear viscosity η. This can be rationalized
by a simple Maxwell model in which η and τα are related by η = G∞τα,
where G∞ is the shear modulus which does not vary considerably in the
supercooled regime [6].
Fragile versus strong liquids
The increase of the relaxation time of supercooled liquids is remarkable not
only because of the large number of decades involved, but also because of
its temperature dependence. This is clearly demonstrated by plotting the
logarithm of viscosity (or relaxation time) as a function of Tg/T , which is
called Angell plot [3]. A liquid is called strong or fragile depending on its po-
sition in the Angell plot in Fig. 1.1(b). Straight lines correspond to ”strong”
glass formers and indicate an Arrhenius behavior, τα = τ0 exp (
E
kBT
). In this
case, one can extract an effective activation energy E from the plot. The
typical relaxation time is thus dominated by a single energy barrier. Win-
dow glasses generally fall in this category. Those lines that have the largest
deviation from a straight line in the plot, correspond to fragile liquids. The
relaxation of fragile glasses is different from strong glasses, as the energy
barriers become higher as the temperature decreases. An interpretation of
this behavior is that the formation of fragile glass is a collective phenomena.
This view is supported by the fact that the viscosity, and equivalently the
relaxation time, are well fitted by the Vogel-Fulcher-Tammann (VFT) law:
τα = τ0 exp(
DT0
T − T0 ) (1.1)
which suggests a divergence of the relaxation time at a finite temperature
T0. The parameter D tunes the fragility, a large D means a less fragile glass.
The model binary Lennard-Jones (LJ) and hard sphere(HS) glass formers
also belong to this category [5].
1.1 A short overview about glasses 5
Structural change
At this point, one can claim that the glass transition may not be such a
difficult problem since there are experimental evidences of a diverging time
scale. Now it is crucial to check whether the static correlation functions
show any diverging length scale or not. Remarkably, this remains an open
and debated question despite several decades of research. Simple static
correlation functions are quite unexciting in the supercooled regime [5]. A
simple static quantity is the static structure factor defined by
S(q) =
1
N
〈ρqρ−q〉, (1.2)
where the Fourier components of the density reads
ρq =
N∑
j=1
eiq.rj (1.3)
with N the number of particles, rj the position of particle j, and q the wave
vector. The structure factor measures the spatial correlations of particle
positions, but it does not show any diverging peak, in contrast to what
happens, for example, at the liquid-gas critical point where a divergence
is visible at small q [5]. A snapshot of a supercooled liquid configuration,
in fact, just looks like a glass configuration, despite their widely different
dynamic properties. This issue is, however, strongly debated, and recent
results suggest that it is possible to identify some growing static length
scales [7].
Dynamic correlation
Since the definition of glass transition is purely dynamic in nature, the failure
of a standard static approach to finding a signature of the glass transition is
not surprising. In particular, the viscosity, which marks the onset of glassi-
ness, is the integral over time of a dynamic correlation function, namely the
shear stress relaxation function. Similarly, the diffusion coefficient is related
to the time integral of velocity-velocity correlation function. An integral
wraps up an entire function into a single number, thus losing a lot of infor-
mation. Hence, it seems a good idea to check dynamic correlation functions,
rather than their integral. A first measure that captures the glassiness of
the material is the self part of the intermediate scattering functions (ISF):
Fs(q, t) =
1
N
N∑
j=1
〈ρj(q, t)ρj(q, 0)〉 (1.4)
where ρj(q, t) = exp[−iq.rj(t)] is the Fourier transform of density fluc-
tuations. Fs(q, t) measures the time at which the particles have lost the
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Figure 1.2: The self intermediate scattering function in a supercooled
Lennard-Jones mixture. Note that a two-step relaxation appears at low
T . Adapted from Ref. [8].
“memory” of their initial positions, or conversely have moved more than 2pi|q| .
As this quantity is accessible with light and neutron scattering techniques,
it has been widely used [9].
At high temperatures, this function is exponential
Fs(q, t) = F0 exp(−t/τ), (1.5)
where τ is the relaxation time and F0 is a fit parameter. However, at lower T
a two step relaxation appears: a fast relaxation, usually called β-relaxation,
followed by a plateau and a second relaxation, usually called α-relaxation.
This α-relaxation corresponds to the structural relaxation of the liquid. On
the other hand, this two step relaxation is the qualitative fingerprint of the
glassiness [1, 10]. Now, after doing an equilibrium measurement, one can
clearly say whether the sample is close to Tg or not. The interpretation of
this behavior is the following: at very short times, particles are in a ballis-
tic regime and decorrelate easily, but very soon they are blocked by their
neighbors and can not diffuse freely, leading to a plateau at intermediate
time scales: this is known as “cage effect”. Finally, since the α-relaxation
captures the collective motion, one can infer that the structure decorrelates
at long time scales. Moreover, the relaxation time τ grows very sharply near
the glass transition temperature Tg. Figure 1.2 shows that the qualitative
shape of Fs(q, t) changes significantly upon approaching Tg.
Similar phenomena can be found in a wide range of amorphous materials:
“hard glasses” (metallic glasses), where the length scale is typically of the
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order of nanometer with interaction energy ∼ 0.1 − 1.0eV , which leads to
very high elastic moduli G > 1.0GPa [11]. For “soft glasses” (colloids) the
length scale varies from few nanometers to few micrometers with thermal
energy ∼ kBT , which leads to a lower elastic moduli of the order of 1 to 103
Pa [12,13]. Thus, these materials can be made to flow under small loading.
For several decades, colloids have served as a valuable model system for
understanding the glass transition in molecular systems. The spatial and
temporal scales involved in these systems allow to apply a wide variety of
experimental techniques [12, 14, 15]. Modern techniques, such as confocal
microscopy and video microscopy, make it possible to follow the individual
particle motion. However, this type of measurements are inaccessible in
metallic or molecular glasses. That is why colloids earn a special interest as
a model system of amorphous materials in laboratory.
1.2 Colloids as a model system for the glass tran-
sition
Colloids are multiphase systems and are composed of micro-meter sized
particles in a liquid. They can be further divided into several categories
depending on their dispersed and continuous phases; (i) “colloidal suspen-
sions” refer to the case when solid particles are immersed in a liquid, (ii)
“emulsions” refer to the case when liquid droplets are dispersed in another
immiscible liquid, (iii) “foams” represent the case when gas bubbles are
trapped in a solid or a liquid medium, and (iv) “aerosols” correspond to the
case when liquid droplets or solid particles are trapped in a gas.
Due to their large size, colloids behave as a system of classical particles
where quantum mechanical properties can be largely ignored, though it is
important to understand the role of quantum phenomena such as van der
Waals interactions [16].
The key control parameter of colloidal suspensions is the volume fraction
φ (the fraction of volume occupied by the solid particles). Importantly, col-
loid particles are small enough which makes thermal fluctuations extremely
important. The solvent, which is in equilibrium at temperature T , acts as a
source of noise on the particles whose short time dynamics is described by
Brownian rather than Newtonian motion.
The microscopic time scale for short-time diffusion is described by τ =
R2/D, where D is the short time self diffusion coefficient. Typical values of
τ are of the order of ∼ 1 second, and thus are much larger than the ones
for molecular liquids (in the picosecond regime). Since it is easy to tune the
interaction potential between the particles, colloids are attractive objects
for technical applications.
Colloidal hard sphere systems have been extensively studied in experi-
ments [12, 14, 17] and in theories [1]. Hard sphere systems exhibit a fluid
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Figure 1.3: Schematic phase diagram of hard spheres in 3D.
phase from φ = 0 to intermediate volume fractions, a freezing-crystallization
transition at φ = 0.494, and a melting transition at φ = 0.545 as depicted
in Fig. 1.3. Above this latter value, the system can be compressed until
the close packing point φ = 0.74, which corresponds to a fcc crystal. In-
terestingly, for our purposes, a slight polydispersity (particles with slightly
different sizes) prevents crystallization, at least on experimental time scales.
In this case, the system can be more easily “supercompressed” above the
freezing transition without nucleating a crystal. In such situations, the liq-
uid is termed as “supercooled”. In this regime, the relaxation time scale
increases rapidly with increasing φ. At a packing fraction φ ≃ 0.57 − 0.59,
it becomes so large that the system can not relax anymore on typical exper-
imental time scales. This is reminiscent of the glass transition of molecular
systems. In particular, the location of the colloidal glass transition (φg) is
as ill-defined as the glass transition temperature Tg. Glasses can also be
formed at constant T by increasing the pressure [6]. Calling a glassy ma-
terials “solid” depends on time scales, and perhaps also on one’s patience.
Cheng et al. [18] observed a tremendous slowing down of the relaxation time
scales in colloidal sphere dispersion and found a nice fit with a VFT law as
a function of volume fraction.
However, there is a major difference between molecular and colloidal
glasses: since the microscopic time scale for colloids is so large, experiments
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can only explore, at the best, the first 5-6 decades of slowing down [19]. As
a consequence, the comparison between the molecular and colloidal transi-
tions must be performed by focusing only on the first five decades of the
slowing down, which corresponds to relatively high temperatures in molec-
ular liquids. Understanding how much and to what extent the glassiness of
colloidal suspensions is related to molecular liquids remains an active field
of research.
Numerical counterpart
In many cases, colloidal particles can be considered as simple hard-spheres.
Simulations of hard spheres provide useful insights to colloidal glasses, and
many cases have guided experiments [20]. The temperature does not play
any significant role here, apart from a trivial rescaling of the microscopic
time scale. It is, in general, difficult to simulate a large number of par-
ticles at high-volume fractions taking into account hydrodynamic interac-
tions. Therefore, approximations are often required [6]. Note that colloidal
glasses are only approximate models for molecular glassy materials. Now
the question arises to what extent colloidal glasses may provide insight into
the general glass transition. One hopes that the details are not crucial and
those approximations are acceptable. Fortunately, this seems to be the case,
as the microscopic dynamics seems unimportant at long-time scales relevant
for the glass transition [21]. Simulations with Brownian dynamics (appro-
priate for colloids) or Newtonian dynamics (appropriate for simple hard
sphere system without solvent) provide similar results at long time. The
interaction potentials are also unimportant [22]. Interestingly, simulations
also exhibit similar kind of slowing down in two dimensions and three di-
mensions. It is necessary to prevent crystallization in lower dimensions and
so binary or polydisperse samples must be used to study the glass transition
in two and three dimensions. However, this also suggests the possibility of
better understanding of crystallization and frustration by considering higher
dimensions [23].
1.3 Equilibrium features
So far, we understand that the slowing down of dynamics of supercooled
liquids near to the glass transition is one of the fundamental questions in
condensed matter physics [24]. One can try to study this phenomenon from
different perspectives. In the next section, we will discuss possible reasons
behind the dramatic slowing down of the dynamics in supercooled liquids.
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1.3.1 Confinement
Confinement effects on glass-forming liquids have attracted attention in dif-
ferent practical applications: coating (confined polymer in thinfilm geome-
try), lubrication, and biorheology. For instance they may, in principle, pro-
vide a clue to the origin of the glass transition in the “bulk” systems [17,25].
In this regard, colloids could serve as an excellent model system for studying
confinement effects.
It is now well believed that the slow dynamics of supercooled liquids is
related to the diverging correlation length ξdyn of cooperative motion. Such a
conceptual explanation arises from the Adam and Gibbs hypothesis [26,27],
which states that the structural relaxation in a supercooled liquid involves
the cooperative motion of molecules and that the structural arrest at the
glass transition appears due to a divergence of the size of these cooperatively
rearranging regions (CRRs). This makes sense: the relaxation times become
larger because larger and larger correlated regions must be rearranged at low
temperatures.
Moreover, glass transition is usually investigated in the context of macro-
scopically large systems. Confining samples so that one or more dimensions
are microscopic leads to new physics. Such spatial confinements are often
thought to be a promising experimental method for probing the length scale
ξdyn. As geometrical confinement is introduced, the confinement size H is
expected to affect the dynamics if H becomes comparable to ξdyn. However,
the experimental situations are quite complicated and often controversial,
even with the help of advanced confinement techniques.
Specific interactions between the walls and molecules lead to a modi-
fication of the local density of a liquid near the wall: attraction increases
the near wall density, whereas long-range repulsion decreases the near wall
density. Kegel et al. [28] found quasi-two-dimensional (q-2D) layers of parti-
cles formed along the surface of a glass slide in a bulk polydisperse colloidal
suspension. The wall-based particles seemed unable to leave their quasi-2D
layer, exhibiting two dimensional behavior which is fundamentally distinct
from the dynamics of the particles further away from the walls.
For a clear understanding of confinement effects on glassy systems, one
needs to separate purely geometrical effects from the chemical effects. This
can be realized by making the particle-wall interactions the same as the
inter-particle interactions. These requirements are easily met by computer
simulations, which have already clarified several important facts. For exam-
ple, it has been shown that the structural relaxation time τα of particles near
the wall is considerably larger than that near the center of the pore [29,30].
Furthermore, numerical studies of the glass transition in confined geome-
tries revealed the existence of an oscillatory density profile near the wall,
i.e., wall-induced layering of particles.
Quite recently, a focus has been given to introduce competing mecha-
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nisms. We will present new comprehensive simulation results for the dy-
namics of a hard sphere fluid confined between two smooth hard walls in
Chapter 3 of this thesis. This confinement introduces a new length scale
which competes with the local structure and could give rise to a reentrant
phenomena. So far, all these simulations [29, 30] and experimental stud-
ies [17, 31] are restricted to wall-to-wall separations of the order of many
particle diameters or larger. It is observed that the Tg either increases or
decreases depending upon the boundary conditions [25, 30]. Here we focus,
for the first time, on the limit of strong confinement, where only a few par-
ticle layers fit into the space between the walls. We observe a dramatic
change in diffusion of hard spheres under strong confinement, and above all
a non-monotonic variation of diffusion coefficient for all packing fractions.
Via extrapolating this data toward the limit of vanishing diffusion coeffi-
cient, we extract the glass transition line [1, 32]. By doing this we observe
a striking reentrant phenomenon upon variation of wall separation. Such
kind of reentrant scenarios have been found, for example upon adding short
range interaction to colloidal particles [33, 34], or inserting the liquid in a
frozen disordered host structure [35,36].
1.3.2 Dynamic heterogeneity
In the last decade, a new aspect of the relaxation behavior of supercooled
liquids has emerged, which is called dynamic heterogeneity and now plays
a central role in modern description of glassy liquids [5, 37]. Initial moti-
vation stemmed from the non-exponential relaxation process in supercooled
liquids. In particular, it is found that a Kohlraush-Williams-Watts stretched
exponential form
Fs(q, t) = F0exp[−(t/τ)β ], β < 1 (1.6)
fits the data reasonably well [38]. The interesting point is that the exponent
β decreases as the temperature is decreased, marking a larger and larger
deviation from a standard exponential relaxation. On the other hand, the
exponent β approaches 1 at high temperature, and the relaxation becomes
one step process (i.e., the two step structure disappears completely).
On the origin of the non-exponential relaxation, one can put forward
two hypotheses [5, 6]. According to the first, different regions have signif-
icantly different relaxation times and the relaxation is locally exponential.
The global response is the average over many different regions, as a result
one obtains a non-exponential decay. On the other hand, it is assumed that
the relaxation is complicated and non-exponential locally in all regions. Ex-
perimental and theoretical works suggest that both the mechanisms seem
to be important, but definitely conclude that relaxation is spatially hetero-
geneous, with regions faster or slower than the average dynamics. Since a
supercooled liquid is an ergodic system, a slow region will eventually become
fast, and vice versa. To characterize dynamic heterogeneity, one needs to
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Figure 1.4: (a) Spatial map of single particle displacements of a supercooled
LJ liquid in 2D. The arrows indicate the displacements. This map reveals
that the particles with different mobilities are spatially correlated. Adapted
from Ref. [6]. (b) Typical example of van Hove correlation function. One
can see that the whole plot consists of two parts: Gaussian at the middle
and exponential tails. In liquid, one expects a full Gaussian distribution.
Adapted from Ref. [39].
know the typical life time of the dynamic heterogeneity, as well as its typical
length scale.
A clearer and more direct evidence of the heterogeneous character of the
dynamics stems from simulation studies. We will describe these observations
below.
Different mobilities
If we take one snapshot of any supercooled liquid close to Tg, nothing is
impressive since the structural quantities are featureless. Let us consider two
subsequent snapshots separated by the time interval t. One can now measure
how much each particle moved during this time interval. If t is very short,
the system is in the ballistic regime, and we do not expect great variations
of the particle’s mobility, because the particle has undergone hardly any
collision. Similarly, if t is very large, i.e. larger than the relaxation time,
then we are averaging over such a large time window that the time average
will be equal to the ensemble average. Keep in mind that the system is
still at equilibrium, and hence ergodic. As a result, all the particles are
statistically equivalent, and thus, each particle has again the same mobility.
On the other hand, if t has an intermediate value, one observes something
very different. There are particles with mobility significantly higher, and
lower than the average. Moreover, Fig. 1.4(a) shows that the particles with
similar mobility tend to form a cluster.
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Exponential tail in van Hove correlation function
What do we see from the single particle mean square displacements (MSD)?
We mainly notice that most of the time particles simply vibrate around
the cage, separated by rapid jumps out of the cage. Vibrations within the
cage are realized by the plateau in the average MSD, while rapid jumps
correspond to the departure of the MSD from the plateau. In addition to
the average MSD, a more detailed information about the system dynamics
can be gained via a study of the distribution of single particle displacements.
This can be achieved by introducing the self-part of the van-Hove function,
which is defined as
Gs(r, t) = 〈 1
N
N∑
i=1
δ(r− [ri(t)− ri(0)])〉. (1.7)
It is completely Gaussian for normal liquids, but for supercooled liquids it
is no longer Gaussian. The tails are, in fact, well described by exponentials,
rather than Gaussian [37] for supercooled liquids as displayed in Fig. 1.4(b).
The exponential form of the tail originates from the jumps, rather than the
vibrations inside the cage. Thus, they reflect the coexistence of fast and
slow particles. This observation tells us that relaxation in a viscous liquid
differs qualitatively from that of a normal liquid.
Breakdown of Stokes-Einstein relation
Another important phenomenon related to the existence of dynamic het-
erogeneity is the decoupling between the self-diffusion Ds and the viscosity
η. In the high-temperature liquid state, self-diffusion and viscosity are re-
lated by the Stokes-Einstein relation Dsη/T = constant. For a large particle
moving in a fluid this constant is equal to 1/(6πR), where R is the radius
of the particle. Physically, the Stokes-Einstein relation means that the two
different measurements of the relaxation time R2/Ds and ηR
3/T lead to
the same time scale up to a constant factor. In a supercooled liquid, how-
ever, this phenomenological law breaks down. It is a significant indication
that different ways to measure relaxation times lead to different answers and
thus, is a strong hint of the existence of broad distribution of relaxation time
scales. Indeed, a natural explanation of this effect is that different observ-
ables capture the underlying relaxation dynamics differently. For example,
the self- diffusion coefficient of tracer particles is dominated by the more
mobile particles, whereas the viscosity is dominated via the movement of
every particle. The phenomena described above are all in line with the idea
of a spatially heterogeneous dynamics.
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Four point susceptibility
Recently, there has been a substantial progress in characterizing temporal
dynamical fluctuations. In particular, it is now understood that dynamical
fluctuations can be captured via higher-order correlation or response func-
tions. So far, we have not seen any simple static correlation function to
reveal any change upon approaching the glass transition. As a consequence,
it is quite natural to search for a growing length scale associated with the
dynamic correlation function.
The concept of dynamical heterogeneity tells us that the mobility of in-
dividual particle largely fluctuates in space. Furthermore, particles with
similar mobility also form cluster. Conventional two point correlation func-
tions, for example two point density correlation function (ISF), can not
detect large fluctuations in mobility because two point correlation functions
are average over all particles. To characterize and quantify the correlation
of the local mobilities, we have to analyze the fluctuations of the two point
correlation function. A possible choice is the following four-point correlation
function:
χ4(q, t) = N [
〈
F 2s (q, t)
〉− 〈Fs(q, t)〉2]. (1.8)
Integrating over the volume and setting q → 0, we get the so-called four
point dynamic susceptibility χ4(t).
Since in real systems no true phase transition can be observed, one ex-
pects χ4(t) to grow until t ∼ τα and decays back to zero thereafter as shown
in Fig. 1.5. A local relaxation event corresponds to the displacement of sin-
gle particle over the inter particle distance. Therefore, χ4(t) can be accessed
via measuring the fluctuations of Fs(q, t), evaluated at a wave vector q, of
the order of the first peak in the static structure factor. For supercooled liq-
uids, the function χ4(t) has been determined by Molecular dynamics (MD),
Brownian dynamics (BD), and Monte Carlo (MC) simulations in different
liquids. At a given temperature, χ4(t) is an increasing function of time at
short times reflecting the fact that dynamic heterogeneities slowly build up
with time. The peak value χ∗4 measures the volume on which the dynamical
processes relevant to structural relaxation at t ∼ τα are correlated. It is
found to increase when the temperature decreases and the dynamics slows
down. In the temperature regime above the mode-coupling temperature,
the growth is well described by an algebraic relation between the peak value
χ∗4 and relaxation time τα. Note that if the dynamically correlated regions
are compact, the peak of χ4 would be proportional to ξ
3 in 3D.
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Figure 1.5: χ4(t) quantifies the spontaneous fluctuations in a supercooled
liquid (a binary Lennard-Jones glass). This plot shows that χ4(t) has a
maximum at each temperature. This maximum shifts to a larger time and
larger value when the temperature decreases (data provided by F. Varnik).
1.4 Off-equilibrium features
In addition to the equilibrium properties of the supercooled liquids, as de-
scribed above, the properties that are far from equilibrium are also impor-
tant and valuable. Many people focus on the properties of glasses, i.e., at
temperatures below the glass transition temperature Tg (or volume fractions
above the glass transition volume fraction φg). Deep in the glassy phase,
the material seems to be frozen in an arrested amorphous state.
1.4.1 Aging
Coming back to the simplest situation of a sudden quench to a low tem-
perature, it is found that one-time physical quantities such as energy or
density evolves with time. In polymer glasses, for instance, the volume of
the sample decreases with waiting time [40]. In order to show that the sys-
tem never equilibrates, two-time quantities, density-density or dipole-dipole
correlation functions, are more useful. A typical example is presented in
Fig. 1.6(b) where the self part of the intermediate scattering function of a
hard sphere system is shown at various waiting times after the preparation
of the system. Immediately after the preparation of the system, the sys-
tem exhibits a relatively fast relaxation: particles still move substantially.
However, as the age of the system increases, the dynamics slows down [41].
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Figure 1.6: (a) Self part of the incoherent scattering function at different
volume fractions. While for φ <= 0.58 the time translation invariance is
eastablished after a waiting time of 105 [HS units], the system still shows
significant time evolution for larger packing fractions. (b) Typical example
of aging dynamics at volume fraction φ = 0.604.
Eventually, when the waiting time (tw) is large, the relaxation time becomes
too large to be followed in the experimental time and the system seems to
be frozen on the particular time scale. For practical purposes, it could be
assumed to be a glass.
1.4.2 Jamming phase diagram
Glasses can be formed along a variety of routes. Homogeneous liquids form
glasses as the temperature decreases, while complex fluids like colloidal sus-
pensions, foams, and emulsions form soft glasses as the packing fraction
increases. Also note that all glasses can be fluidized by applying external
fields such as shear stress (Σ). As the shear rate γ˙ increases, the viscos-
ity decreases dramatically. This non-Newtonian behavior is known as shear
thinning. Quite recently, Liu and Nagel [42] proposed a ”Jamming phase
diagram” parametrized by temperature, packing fraction, and shear stress
to organize all types of glasses together. In this phase diagram (Fig. 1.7),
the load is also considered in addition to the temperature and density. The
load is, for example, the shear stress applied on the material. The glass tran-
sition occurs in the (inverse) density and temperature plane. In contrast,
in dissipative system, where thermal fluctuations can be ignored, jamming
transition occurs in the density and shear stress plane. Thus, studies of
glasses and supercooled liquids in sheared non-equilibrium state provide an
attractive alternative route to gain valuable insights into the microscopic
mechanisms of glass and jamming transitions.
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Figure 1.7: A jamming phase diagram (see the text). Adapted from Ref. [42,
43].
1.4.3 Rheological response
The prediction of the rheological response of amorphous materials is a well-
established area of engineering [44, 45]. One can deform a piece of material
under various conditions: constant stress, constant strain-rate, step stress or
strain, while measuring the response using appropriate observables. These
systems behave elastically at small applied stress, but can also be easily made
to flow when the externally applied stress exceeds a critical value, the so
called “yield stress” [46–48]. Non-equilibrium glassy dynamics under shear
has been investigated extensively from both fundamental and application
point of view [12]. Indeed, materials like ketchup or mayonnaise require
a finite yield stress before they begin to flow. This is just an example of
many rheological characteristics that all these glassy materials can exhibit.
One goal of theories of plasticity is to provide a macroscopic description of
a deforming medium, similar to the Navier-Stokes equations for Newtonian
fluids.
Shear banding
One very important aspect that escapes the purely macroscopic description
of flow is the “shear band”. For example, bulk metallic glasses exhibit unique
properties related to the mechanical response which is of intense technologi-
cal importance, but they fail as brittle materials by shear banding during de-
formation [11]. Similarly, a broad variety of complex fluids exhibit spatially
inhomogeneous flows, usually described as “shear bands” [13,15,46]. It was
first observed in micelar solutions and has since then created an enormous
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Figure 1.8: (a) Non-monotonic flow curve of worm like micelles with flow
instability. Flow is unstable in the shear rate range γ˙1 < γ˙ < γ˙2, where
the flow curve has a negative slope. (b) Schematic representation of shear
banding for similar systems. Adapted from Ref. [13].
interest due to various industrial applications [49]. Both experiments [13,50]
and simulations [51,52] report the existence of inhomogeneous shear banded
flows in colloidal suspensions and foams, although these shear bands do not
seem to be permanent. Additionally, it is also mentioned that the addition
of a small amount of attractive forces between particles could trigger the
appearance of shear bands [52]. We will discuss the main mechanisms that
might cause shear banding in soft glassy materials.
In many cases, shear banding can be rationalized in terms of a non-
monotonic flow curve (shear stress versus shear rate) [49,53]. Examples are
polymers, worm-like micelles or anisotropic colloidal particles, in which shear
can induce alignment and orientation order inside the system. Starting from
a detailed microscopic description, one can obtain a nonmonotonic relation
between the stress and strain rate in Fig. 1.8(a). The negative sloped part
of the curve (Fig. 1.8(a)) is associated with an instability. For an applied
shear rate in the unstable range, the system separates into bands of high and
low shear rates that coexist at a common stress and are associated with two
different organizations of the materials: an isotropic region, similar in struc-
ture to the original solution, and a strongly birefringent region, in which the
micelles are strongly aligned in the flow direction (Fig. 1.8(b)). The pro-
portions φ1 and φ2 of high and low shear bands are required to satisfy the
applied shear rate according to the lever rule: γ˙ = γ˙1φ1+ γ˙2φ2. Recent work
has focused on the initiation of shear banding and the boundaries between
low and high shear bands [54].
Similarly, for certain complex fluids, like colloidal gels, such a nonmono-
tonicity and the resulting shear banding is a consequence of the competi-
tion between a structural phase transition and shear [55]. Microscopically,
in a simple picture, there is a competition between formation of clusters,
which causes aging and increase in viscosity, and shearing, which breaks up
these clusters. This phenomena can be captured in a simple order parameter
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Figure 1.9: (a) Non-monotonic flow curve for a suspensions of aggregating
colloidal gel. The magenta curve is the model prediction, in which the up
(down) triangles represents upper (lower) stable branch. (b) Velocity profiles
at different shear rates. Adapted from Ref. [55]
(a) (b)
Figure 1.10: (a) Experimental monotonic flow curve for a suspension of
colloidal hard spheres.(b) Evolution of the velocity profile at different time
intervals at fixed shear rate γ˙ = 0.01. Adapted from Ref. [50].
model called the “λmodel” [55]. Experiments performed in a cone-and-plate
geometry demonstrate that the fluid flow evolves toward either a liquid or
solid state depending on the applied stress and the previous flow history, as
shown in Fig. 1.9(a). The coexistence of the flowing and non-flowing regime
is described in terms of a similar lever rule as described in the above para-
graph, for constant applied global shear rate. Rheological measurements
show a stress plateau in the shear banding regime. When the stress is im-
posed, the strain rate is not stable and evolves either toward a lower or
upper bound. The curve that separates these two cases exhibits a negative
slope, associated with mechanical instabilities. The flow instabilities are
absent above a critical shear rate, at which the flow curve shows a positive
slope. The difference between these above two phenomena is that here the
stress does not go to zero at small strain rates, which suggests that aging
and arrest of the materials play a crucial role.
However, in HS colloidal suspensions, flow heterogeneity is often ob-
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Figure 1.11: (a) Stress versus shear rate profiles obtained from MD simula-
tions. These are qualitatively similar to experimental results of hard sphere
colloids. (b) Fluctuation of the Velocity profile at different time interval at
fixed shear rate γ˙ = 10−5. Each curve is obtained as an average over 100%
strain interval.
served without such accompanying structural changes as described in Fig. 1.10.
Quite recently, it has been proposed that shear banding in dense hard sphere
suspensions can be understood in terms of the so called shear-concentration
coupling (SCC) [50], a well-known feedback mechanism for flow instability
in complex fluids [56]. In this model, regions of high (low) shear rate are
associated with high (low) diffusivity, giving rise to a shear-induced flux
from high to low shear-rate regions. This leads to an increase (decrease) of
density and thus viscosity in low (high) shear-rate regions, thereby enhanc-
ing shear-rate fluctuations further. This, in turn, enhances the migration
of particles from high to low shear-rate regions, unless balanced by diffu-
sive counter flux. While the proposed picture is in qualitative agreement
with experimental observations [50], a thorough test of the basic under-
lying assumptions, such as the presence of correlation between shear-rate
and concentration fluctuations or the growth of velocity fluctuations upon
approaching the transition from homogeneous to inhomogeneous flow has
been lacking so far for a colloidal hard sphere glass. Indeed, the relevant
density fluctuations which trigger the flow instability are extremely small
and thus hard to measure in experiments. Due to the limited experimental
time window, it is also not easy to perform extensive temporal analysis.
In this context, numerical studies may help to test and discriminate
these different physical ideas. This will be the topic of Chapter 4, where we
report on results of event-driven molecular dynamics (MD) simulations of a
polydisperse hard sphere system and examine different aspects relevant for
the emergence of flow heterogeneity as shown in Fig. 1.11.
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Dynamical heterogeneities and spatial correlations during the flow
We already discussed the issue of dynamic heterogeneity under equilibrium
conditions. That is why, one can ask why do we need to discuss dynamical
heterogeneities again in the presence of shear? The reason is the following.
Most classical continuum constitutive theories relate the macroscopic stress
and strain in the system in a homogeneous and continuous manner, and
makes no statement regarding the underlying mechanisms. As it will be
shown in this thesis, dynamic heterogeneity may, however, becomes impor-
tant when one attempts to understand the underlying microscopic mecha-
nism of plastic activity in glasses.
In crystals, the mechanisms of plastic deformation involve the motion
and generation of dislocations, which are a class of topological defects of
the periodic structure. The possibility to identify and precisely define the
dislocation has played and continues to play a key role to formulate and
construct governing equations for plasticity of crystalline materials. Simi-
larly, the flow of fluids can also be described microscopically as a succession
of local, independent processes: collisions in the kinetic theory or hopping
events in the classical Eyring description.
Unfortunately, the exact mechanism behind the deformation of glassy
materials is not fully resolved, although there is a general consensus that
the fundamental unit process for deformation must be a local rearrangement
of atoms that can accommodate shear strain. Ali Argon [57] proposed that
macroscopic plastic deformation is the result of an accumulation of local,
collective, rearrangements of small volume elements, typically 5-10 particles
in diameter. It was first observed in a flow of bubble raft, and this idea
is now firmly supported by numerical simulations [45, 58] and by a recent
experiment [12]. These “zones” have been identified via measurements of
particle displacements field [58] or via local elastic moduli [59], but there
is no prescription to identify a priori the locations where flips occur. Of
course, it is not excluded that these are related to the fluctuations of energy,
stress, or density (free-volume) [44]. These are called “shear transformation
zones (STZ)” [45].
In Bulatov and Argon’s [57] view, elasticity would couple local rearrange-
ments, and claim that an isolated rearrangement would lead to a global
stress drop. Finally, this stress drop would lead to a spatial redistribution
with both increases and decreases of stress in its neighborhood. This load
redistribution mechanism would lead to avalanches. Studies of athermal
quasi-static shear flow of amorphous solids revealed the existence of system-
spanning avalanches, which is generated by correlated activation of plastic
events [58] 1.
1In quiescent glasses, it is well established that dynamic correlations grow upon ap-
proaching the glass transition, which is manifested by an increase of the dynamic suscepti-
bility [6] as well as strongly non-Gaussian displacement distributions. However, extensive
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It is then interesting to elucidate how the dynamics crosses over from
the thermal regime to a strongly driven regime. We know that the dy-
namic glass transition occurs when the thermal fluctuations are no longer
sufficient to induce particle rearrangements on observable time scales. It is
already proposed that repulsive spheres only flow when thermal fluctuations
do enough work against the pressure to open up sufficient free volume. In
the case of hard spheres, the system relaxes via free volume. Similarly, soft-
sphere liquids can also create free volume by using thermal energy. At high
temperatures, there is plenty of this “thermal” free volume, so the system
relaxes quickly. Whereas, at low temperatures, there is less thermal free
volume, so the system relaxes more slowly. However, the jamming phase
diagram reveals that another way to do work on glasses is to apply external
shear stress. In this way, one can fluidize the system below its dynamic glass
transition temperature [60]. This shearing drives the system far from equi-
librium: energy is pumped on long time and length scales by the boundaries
and is removed on short scales by thermal reservoir. It has been suggested
that the applied shear acts as an effective temperature, which is higher than
the bath temperature, that drives microscopic fluctuations in an isotropic
way [60, 61]. If the concept of an effective temperature is valid, then the
sheared non-equilibrium state can be mapped to an equilibrium state with
temperature Teff.
Since the applied shear imposes a directionality of motion, this should
reflect itself in the nature of microscopic fluctuations or their correlations.
In fact, our recent simulations reveal isotropic correlations in the thermal
regime and cross over to anisotropic correlations when shear dominates the
relaxation. This is not entirely surprising. The supercooled liquids are glob-
ally isotropic, while stress in the sheared system breaks this isotropy. This
observation is similar to the direction-dependent correlations observed in
quasistatic computer simulations of two-dimensional Lennard-Jones glasses
at zero [58, 62] and finite [63] temperatures. This finding indicates that the
shear state cannot be completely mapped onto the equilibrium state. We
also find that, upon decreasing the shear rate, the exponential tail of the
single particle displacement distributions broadens, and that this broaden-
ing is linked to the increase of dynamic heterogeneity. These studies will be
presented in Chapter 5.
1.5 Outline
This thesis presents an extensive study of event-driven Molecular Dynamics
of a hard sphere system. It is one of the most realistic models for colloidal
hard sphere glasses. The work is organized as given below.
simulations and experiments report that the dynamic correlation length remains relatively
small, limited to a few particle diameters.
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Chapter 2: This chapter provides an introduction to the event driven
Molecular Dynamics of hard sphere systems. It is the basis of all results in
this work.
Chapter 3: We perform molecular dynamics of densely packed poly-
disperse hard sphere fluids confined between two hard parallel walls. The
diffusion coefficient parallel to the walls is observed to vary by orders of
magnitudes upon changing the wall separation while keeping the packing
fraction fixed. A striking reentrant phenomena (the transition from liquid
to glass) is observed as the wall separation become comparable to the particle
diameter. The non-monotonic behavior of the phase diagram is revealed by
determining the dependence of the ideal glass transition on the wall-to-wall
separation. This is achieved via power-law fits to the diffusion coefficients
as provided by the ideal Mode Coupling theory.
Chapter 4: Understanding the origin of flow heterogeneity in glassy sys-
tems is of high interest. We study these issues via our simulation. We
observe significant fluctuations of the velocity profile with a time scale of
the order of few hundred percent of strain. Furthermore, there appears
to be a correlation between local shear rate fluctuations and local density
fluctuations. The time scales of the fluctuations of density and shear rate
are practically identical. These observations motivate an interpretation of
our results via the shear concentration coupling theory (SCC). A detailed
comparison, however, reveals serious inconsistencies.
Chapter 5: We study the packing fraction and shear rate dependence of
single particle fluctuations and dynamic correlations in hard sphere glasses
under shear. At packing fractions above the glass transition, correlations
increase as the shear rate decreases, i.e., the exponential tails in the distri-
bution of single particle jumps broaden and dynamic four-point correlations
increase. Furthermore, spatial correlations are isotropic in the thermally
dominated regime, but develop anisotropy as the shear dominates the mi-
croscopic fluctuations. An explanation for this behavior is proposed in terms
of a competition between shear and thermal fluctuations. Furthermore, we
study the behavior of spatio-temporal correlations of accumulated strains in
the supercooled as well as in the glassy phase. Interestingly, it is found that
this quantity shows Eshelby type functional dependence in the supercooled
regime.
Chapter 2
Simulation details
To study the effect of strong confinement on the phase behavior of hard
sphere glass as well as the mechanical response of glass forming hard sphere
systems, we perform event-driven molecular dynamics (MD) simulations of
a polydisperse hard-sphere system [64, 65]. This is a billiard ball like sys-
tem. These particles see each other when they collide, otherwise they move
in a straight line. This model represents a useful approximation to a dense
suspension of hard sphere colloidal particles [22]. Due to the absence of
attractive interactions, the system is characterized by only one order pa-
rameter, the packing fraction φ. Lengths are measured in units of σ and
time in units of σ
√
m/kBT , where m is the mass, T is temperature and
kB, the Boltzmann constant. Each of these constants is set to unity for
convenience.
2.1 Simulation setup for confinement study
The particles are confined between two planar hard walls placed in parallel
at ±H/2 and periodic boundary conditions are applied along the lateral
directions. The particle size distribution is drawn from a Gaussian around a
mean diameter of σ¯ with two different polydispersities of 10% and 15%. The
polydispersity is defined as the width of the Gaussian distribution function
relative to the mean particle diameter. Here, the mean particle diameter
Figure 2.1: Polydisperse particles are placed between two parallel hard walls
in 3D. The wall-to-wall separation is H. Periodic boundary conditions are
maintained in the other two directions.
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Figure 2.2: A snapshot of simulated polydisperse hard spheres system. The
walls (red) are placed at the left and right sides of the cell.
σ¯ serves as “good” measure since the distribution is narrow enough, that
higher moments do not contain further information σn ≈ σn. The center of
particle i with diameter σi is confined to −(H − σi)/2 ≤ zi ≤ (H − σi)/2.
The volume of the simulation box is V = L2boxH, where the lateral system
size Lbox varies in the range from 60σ¯ to 75σ¯. Depending on polydispersity,
the packing fractions investigated lie in the range ϕ ∈ [0.4 0.49] (10%)
and ϕ ∈ [0.45 0.54] (15%). Depending on H,Lbox and ϕ, the number of
particles ranges between 8000 and 30000. Thermal equilibrium is ensured
by sufficiently long simulations (extending up to 7 decades in time) and
explicitly testing the time-translation invariance of the properties of interest.
While large H and low ϕ is computationally inexpensive, significant effort
is necessary in order to obtain accurate results for (ϕ,H) values with the
slowest dynamics. For example, at 15% polydispersity, 10 independent runs
for ϕ = 0.52 and H = 2.34σ¯ are performed, each with a duration of roughly
6 weeks on a 3GHz CPU.
2.2 Shearing by moving walls
Here we again consider a system of polydisperse (polydispersity 11%) hard
spheres in order to study the flow behavior of glassy materials. Shear is im-
posed by moving the walls with velocities ±Uwall in the ±x direction (planar
Couette flow). A snapshot of the simulation cell is shown in Fig. 2.2. The
shear gradient points in the +z direction. Note that, in a simple Newto-
nian fluid, this would give rise to a linear velocity profile with a constant
shear rate of γ˙(z) = γ˙av = 2Uwall/LZ , where LZ is the distance between the
walls. The walls are made of the same kind of particles as the bulk, but
have infinite mass. The configuration of wall particles is obtained from bulk
equilibrium simulations and subsequent freezing of the two layers on the top
and bottom of the simulation cell. Local quantities, such as velocity and
density profiles, are computed as an average over particles within distinct
layers of finite width parallel to the walls. Note that, for simplicity of no-
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Figure 2.3: A typical Lees-Edwards boundary condition. The central box
(C) containing few thousands particles (which is not shown here) is an ac-
tual simulation box, and all surrounding boxes are image of this central box.
Note that the top image boxes are moving with a constant velocity V to-
wards right, while the bottom boxes are moving on the opposite direction.
This leads to an overall shear rate γ˙ = V/L, where L is the length of the
simulation box.
tation, we will drop the subscript “av.” Local quantities are identified by
their arguments, e.g., γ˙(z) and φ(z). Throughout this work, we will discuss
only results obtained in the steady state by ignoring the data corresponding
to the first 100% strain. By doing so, we make sure that the system is no
longer in the transient regime. The temperature is fixed at T = 1 via veloc-
ity rescaling. In most of the simulations reported, N = 7000 particles are
placed in a random configuration between two walls. We also performed a
number of simulations with N = 35000 particles, thus making sure that, in
the investigated parameter range, the obtained results are independent of
the particle number.
2.3 Shearing by Lees-Edwards boundary conditions
The Lees-Edwards boundaries allow us to shear the system in a clever way.
By doing this, we are allowed to maintain periodic boundary conditions
along all three directions. The idea is to keep ordinary periodic boundaries
along two directions (one direction for 2D), while in the shear gradient direc-
tion periodic images of each particle are displaced [66]. This leads to a shear
deformation of γ = tγ˙. A typical Lees-Edwards boundary has been shown
in Fig. 2.3. The simulated shear rates vary from γ˙ = 4× 10−3 to 5× 10−5.
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The packing fractions studied are around the glass transition point, which,
for the present polydisperse system (11%), is located at a packing fraction of
φg ≈ 0.58 (3D) [20] and φg ≈ 0.80 (2D) [67]. The quiescent properties of the
3D system have been studied extensively in Ref. [68]. The temperature is
again fixed at T = 1 via velocity rescaling. We present all the measurements
after 100% shearing to ensure that the system has reached steady state.
Chapter 3
Confinement effects
3.1 Motivation
A thorough understanding of the slowing down of transport by orders of
magnitude upon approaching the glass transition is one of the grand chal-
lenges of condensed matter theory [69–73]. A recent focus in the study
of glasses has been to introduce competing mechanisms that lead to glass
transition phase diagrams exhibiting non-monotonic behavior. Reentrant
scenarios have been uncovered, for example, upon adding a short-range at-
traction to colloidal particles [33, 34, 74], by competing near ordering in bi-
nary mixtures [35,36], or by inserting the liquid in a frozen disordered host
structure [75–77]. However, instead of changing the structure of the liquid
directly, one may also affect its properties by purely geometric means, via
an increase of its confinement [17, 25, 32, 78–85]. Depending on the ratio of
the characteristic confinement length (e.g., the wall separation) to particle
diameter, this can either lead to an increase or decrease of the first peak of
the pair distribution function—the latter being a measure of the “stiffness”
of the local packing structure [25]. As long as crystallization is kinetically
hindered, this is expected to have a strong impact on the dynamics of the
liquid and the glass transition.
Earlier simulation studies and experiments of the confinement effects on
the glass transition were mainly concerned with wall-to-wall separations of
the order of several particle diameters or larger (see,e.g [17,25,78–81,84,85]
and references therein), or were restricted to moderate packing fractions,
fairly away from the solid-liquid transition, due to crystallization effects [82].
Recently, however, the case of stronger confinement has received growing at-
tention [32, 82, 84, 85]. Here, we focus on the regime of strong confinement,
where only a few particle layers fit into the space between the walls. The
problem of crystallization is circumvented by introducing size-dispersity into
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our simulations, which leads to a geometric frustration. We evaluate the dif-
fusion coefficient to assess the slowing-down of the dynamics and to establish
a glass-transition state diagram. Typical snapshots from our molecular dy-
namics (MD) simulations are shown in Fig. 3.1, where the coloring indicates
the particle diffusivity and serves as a visualization of the non-monotonic
effects on the dynamics due to confinement. Further simulation details can
be found in the section 2.1. A drastic enhancement of confinement effects
on the system’s dynamics is observed as the packing fraction approaches
the glass transition. We transfer our results to the experimentally easily
accessible situation of a wedge-shaped channel filled with colloidal hard-
sphere particles and provide evidence for the coexistence of quasi-periodic
liquid-glass regions along the wedge. These findings are corroborated by
theoretical calculations based on a combination of density functional and
integral equation theory, and mode-coupling theory of the glass transition
(MCT) [1, 32].
(a) (b) (c)
Figure 3.1: Snapshots of the simulation box for three selected plate separa-
tions of H = 2.0σ¯ (left), H = 2.34σ¯ (middle) and H = 3.0σ¯ (right). The
packing fraction is ϕ = 0.50 in all the three cases shown. The color encodes
the diffusivity of individual particles, defined via Di ≡ 〈[xi(t)− xi(0)]2〉/2t.
Here, t is chosen sufficiently large to reflect diffusive motion (see also the
text). Note that same color corresponds to the same diffusivity in all the
cases shown (see the scale bar). In all the three cases shown the color scale
ranges from 0 (blue) to 0.0003 (red).
3.2 Theory
Here, we provide a brief introduction to the mode coupling theory (MCT) for
the glass-transition and its extension to the confined geometry. The mode-
coupling approach has been used extensively in various fields of condensed-
matter physics. It was first proposed by Kawasaki [86], who applied MCT
for the treatment of phase transitions and critical phenomena. The input
parameter for his theory was the static structure factor. Very close to a
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phase transition the static structure factor increases strongly at low wave
vector q, which indicates a diverging static length scale. On the other hand,
MCT for the glass transition was promoted by Go¨tze and coworkers [1], and
it will be the main topic of our discussion. In contrast to the Kawasaki
theory, the static structure factor near to the glass-transition point changes
only slightly, while the time scale of the structural relaxation diverges. MCT
for glasses is very famous for its remarkable predictions, and many of them
have been confirmed by colloidal experiments and simulations [1]. The basic
idea of this theory is to identify the slow variables, such as the pair density
fluctuations. We know that particles are increasingly caged by their neigh-
bors as packing fraction increases, and at a “critical” point (ϕg) this caging
becomes effectively permanent. As a result, the system gets arrested. A
measure of this arrest can be understood by intermediate scattering func-
tions. The coherent intermediate scattering function can be described as
Fc(~q, t) =
1
N
〈
N∑
i=1
N∑
j=1
exp(i~q.[~ri(t)− ~rj(0)]〉, (3.1)
where ~ri(t) is the position of the ith particle at time t. From Fc(~q, t) a self
intermediate scattering function can be extracted as
Fs(~q, t) =
1
N
〈
N∑
i=1
exp(i~q.[~ri(t)− ~ri(0)]〉. (3.2)
Translational invariance of bulk liquids imply that Fs(~q, t) and Fc(~q, t) de-
pend only on the magnitude of the wavevector ~q. The next aim is to derive an
equation of motion of Fµ(q, t) based on the microscopic equation of motion,
where µ = c and s labels the coherent and self part respectively. Finally,
the MCT equation of motion for the normalized scattering function Fc(q, t)
(for Newtonian dynamics) can be written as
γ˙qF¨c(q, t) + Fc(q, t) +
∫ t
0
dt′mq(t− t′)F˙c(q, t) = 0. (3.3)
The corresponding equation for the self part of the intermediate scattering
function is
γ˙qF¨s(q, t) + Fs(q, t) +
∫ t
0
dt′mq(t− t′)F˙s(q, t) = 0, (3.4)
where γq is a single particle diffusive time scale. The above equation is
basically an oscillator equation, where mq(t) plays the role of a generalized
friction coefficient and is a function of the static structure factor.
Unfortunately, there is no general analytic solution of the MCT equa-
tions for Fc(q, t) or Fs(q, t), however its asymptotic form close to the glass-
transition point is known. Notably, on approaching the glass transition
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point, fµ(q) = lim
t→∞
Fµ(q, t) jumps discontinuously from zero to nonzero
(where the dynamics changes from ergodic to nonergodic behavior). More
importantly, near to the liquid-glass transition point, Fc(q, t) or Fs(q, t) is
found to follow a typical two-step decay. A plateau appears at the interme-
diate time scale, which is due to the aforementioned cage-effect (precursor
of the glass-transition). The first decay at short times is towards the plateau
and the second decay at long times is from the plateau (know as α relax-
ation). The time required for the first decay is employed to explore the cages
formed by their neighbors and can be expressed with a critical law ∼ t−a,
where a is the critical exponent. Whereas, the second decay helps to restore
the ergodicity of the fluid via cage breaking. This decay from the plateau
(α relaxation) can be described as
Fµ(q, t) = fµ(q)− h(1)q (t/τµ)b + h(2)q (t/τµ)2b +O((t/τµ)b), (3.5)
where h
(1)
q and h
(2)
q are amplitudes and τµ is the α relaxation time. Here,
b is known as the von Schweidler exponent, which depends on the details
of the interaction potential. Furthermore, equation (3.5) implies that the
time scale τµ diverges as the glass transition is approached according to a
power law, τµ ∼ |ǫ|γ , with ǫ being the distance from the transition point, i.e.,
ǫ = ϕg − ϕ. Interestingly, γ is also related to the von Schweidler exponent
via γ = 12a +
1
2b .
In addition to the intermediate scattering function, one can use the MSD
to identify the glass-transition point in glass-forming liquids. In this context,
the height of the plateau in the MSD defines the localization length and is
a measure of the size of cages, as formed by its neighbors. If the particles
break their cages, only then diffusive motion is expected with a self diffusion
coefficient D. This self diffusion coefficient tends to zero near to the glass
transition as D ∼ |ǫ|γ . This later approach has been used to locate the glass
transition point throughout our studies.
In bulk liquids, translational and rotational invariance imply that the ISF
depends only on the magnitude of the wavevector. For confined systems,
one has to generalize bulk MCT [32,83,87] to describe matrix-valued inter-
mediate scattering functions Sµν(q, t) = 〈ρµ(~q, t)∗ρν(~q)〉/N . Here, ρν(~q, t) =∑N
n=1 exp[2πiνzn(t)/L] exp(i~q ·~rn(t)), are symmetry-adapted Fourier modes
for the microscopic density, where the first exponential factor accounts for
the confinement along the z-direction. The coordinate axes are chosen as
(x, y, z), where ~r = (x, y) lies in the plane parallel to the walls and z denotes
the normal direction. The MCT has been derived only for single-component
liquids; to make comparison with the polydisperse system we associate the
accessible width L of the slit with H − σ¯. Furthermore, we employ the
static structure for an equivalent monodisperse confined hard-sphere liquid
of diameter σ¯.
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Glass states are characterized by non-vanishing long-time limits of the
incoherent scattering function (ISF), Fµν(q) = limt→∞ Sµν(q, t) 6= 0 referred
to as glass form factors. The theory provides a closed set of equations to eval-
uate Fµν(q), where the known static structure factors Sµν(q) = Sµν(q, t = 0),
as well as the average density profile n(z) enter as sole inputs. We have em-
ployed fundamental-measure theory [88,89] to evaluate n(z) and have used a
Percus-Yevick approximation to close the inhomogeneous Ornstein-Zernike
relation [90] to solve for the structure factors. We have implemented the
MCT fixed-point equation and have located numerically the critical packing
fraction ϕMCTc (H) as a function of the plate distance H.
For the location of the glass-liquid transition line for the distances H =
2.0σ, 2.1σ, . . . , 5.0σ the fixed point equation is solved by iteration to obtain
ϕMCTc (H). The discrete mode indices are truncated as |ν| < 10 and the
wavevectors discretized on a grid q = qˆ∆q + q0 with parameters q0/σ =
0.1212,∆q/σ = 0.4 and grid range qˆ = 0, 1, . . . N − 1 with N = 75. To re-
duce computing time only diagonal elements of matrix-valued quantities are
included. These calculations allow for the first time an accurate determina-
tion of the glass transition in the presence of confinement. In particular, the
approach used here is free of the linearization approximation used in [32].
Furthermore, as mentioned above, we employ fundamental measure the-
ory in order to get theoretical density profile. Minimization of the functional
for the grand free energy leads to the equation
lnni(z) = βµi − β δF
ex[ni]
δni(z)
− βVi(z) , (3.6)
where ni(z) is the partial number density of component i (with diameter σi),
µi the chemical potential for component i which is set by a particle reser-
voir, Vi(z) is the wall potential (different for each component), and F
ex is the
excess free energy functional for a hard-sphere-mixture from fundamental-
measure theory (FMT), version White Bear II [89], currently the most pre-
cise and consistent hard sphere mixture functional. We use n = 31 com-
ponents and in order to make the numerical solution tractable, we require
that the bulk densities in the reservoir are taken from a Gaussian distribu-
tion as used in the simulation, and the chemical potentials µi correspond to
these bulk densities. This results in partial species concentrations in the slit
which depend on the slit width and may deviate slightly from a Gaussian
distribution.
The same functional, but with n = 1 (monodisperse spheres), has been
used to calculate the slit density distribution and static structure factor.
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Figure 3.2: Structure and density due to confinement. (a) Simulated static
structure factor S00(q) for different plate distancesH at packing fraction ϕ =
0.47. The first sharp diffraction peak varies non-monotonically; lowest for
H = 2.0σ¯ and H = 3.0σ¯, highest for H = 2.34σ¯. Inset: The density profiles
for various wall-to-wall distances at the same packing fraction. (b) Structure
factor for ϕ = 0.47 obtained from Percus-Yevick theory with density profiles
n(z) as obtained from fundamental-measure theory.
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Figure 3.3: (a) Simulated static structure factor S00(q) for different film
thicknesses H at packing fraction ϕ = 0.47 for a polydispersity of 10%. The
first sharp diffraction peak varies non-monotonically; lowest for H = 2.0σ¯
and H = 3.0σ¯, highest for H = 2.3σ¯. Inset: The density profiles for various
wall-to-wall distances at the same packing fraction. (b) Comparison of the
results for density profiles obtained from event-driven molecular dynamics
simulations (symbols) and fundamental-measure theory (solid lines). Simu-
lations are performed for a polydispersity of 10%. In the FMT calculations,
polydispersity is also accounted for. Excellent agreement is found between
theory and simulation for the peaks closest to the walls. Observed devia-
tions between theory and simulation in the channel center are due to a small
difference in setting up the polydispersity.
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3.3 Static properties
3.3.1 Structure factor and density profile
The strong confinement induces structural changes of the liquid due to com-
peting length scales. Layering effects become manifest in an oscillatory den-
sity profile along the direction perpendicular to the wall, n(z), see Fig. 3.2.
The simulations clearly display accumulations of particles close to the walls,
z = ±H/2, and upon increasing the plate distance more oscillations emerge.
The theoretical n(z) shares the same oscillatory structure, although the
peaks at the walls are here located at the contact distances and are more
pronounced. The difference to the simulations is due to the polydispersity
as we have checked by explicit calculations using FMT (e.g., see Fig. 3.3(b)).
The structure factor S00(q) (q being the wavevector parallel to the walls)
is similar in overall shape to bulk liquids. Simulations reveal already at this
level a non-monotonic variation manifested in a steep shoot-up of the first
sharp diffraction peak for non-commensurate wall distances. For the dis-
tances investigated, the maximum appears for H ≈ 2.34σ¯, where σ¯ is the
average particle diameter, see Fig. 3.2. Within the Percus-Yevick approxi-
mation, the maximum of the peak occurs at the same wall separation, how-
ever, the peaks are more pronounced and the oscillations persist to larger
wavenumbers. The structural features in the simulations are smeared due
to polydispersity. This is evidenced by Fig. 3.3(a), where a decrease of poly-
dispersity is shown to enhance the non-monotonic effect of confinement on
S00(q). The quality of the Percus-Yevick closure has been corroborated re-
cently for confined systems [91]. The qualitative agreement between theory
and simulation on the static level is a prerequisite to compare computer
simulation and MCT for the dynamics in the vicinity of the glass transition.
3.3.2 Segregation effects
Polydispersity has been introduced in our simulations in order to avoid crys-
tallization [92]. However, in a confined system, polydispersity may also bring
about the issue of particle segregation, i.e., redistribution of particle sizes
in zones close and distant from the wall. We have, therefore, checked for
this effect as well. As depicted in Fig. 3.4, besides a slight variation of
size distribution in the case of 15% polydispersity, there is no signature of
wall-induced segregation in our simulations.
3.3.3 Crystallization effects
Another issue worth being examined is the possibility of confinement-induced
long range order. Such an effect is interesting in itself since it would open the
way to a new phenomenology but would at the same time make the study of
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Figure 3.4: Size distribution at different distances from the wall. Size dis-
tribution in a channel of width H = 3.0σ¯ for two different polydispersities
as indicated. The inset shows the density profile and defines the two central
(c) and wall (w) regions where size distribution is determined. Besides a
slight shift in the case of 15% polydispersity, the size distributions in the
central and wall regions are essentially identical thus ensuring the absence
of size segregation phenomena.
the glass transition at least problematic. As shown in Fig. 3.5, at a polydis-
persity of 10%, the local structure remains liquid-like for ϕ ≤ 0.49. In the
context of the present study—which focuses on the glassy like dynamics—
the range of accessible ϕ-values is extended to significantly higher values as
the polydispersity is increased to 15%. This allows a wider dynamic range
for a study of the glass transition at all plate separations investigated.
3.4 Dynamical properties
3.4.1 Mean square displacement
A first glimpse of the non-monotonic dependence of the dynamics on plate
separation is illustrated in Fig. 3.1. Here, particles are colored according
to their individual diffusivity with their initial position. A particle that is
moved more than one particle diameter is red (highest diffusivity), whereas
a particle that has no displacement is blue (zero diffusivity). Other col-
ors represent intermediate displacements. Fig. 3.1 clearly exhibits that the
intermediate wall separation (H = 2.34σ¯) has a maximum number of im-
mobile particles (blue) compared to the other two cases shown (H = 2.0σ¯
and H = 3.0σ¯). For a quantitative analysis, we have determined the mean-
square displacement in the direction parallel to the walls for a wide range
of plate separations and packing fractions. As evidenced in Fig. 3.6(a), the
dynamics of the confined system is significantly suppressed with respect to
the bulk. Beginning at H = 2.0σ¯ and increasing H at constant packing
fraction, the dynamics first slows down and the characteristic plateau at a
length scale of 0.1σ¯ extends further. Separating the walls even more, the
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Figure 3.5: Simulated pair-distribution function. Panels (a) and (b) show
the data for polydispersities of 15% and 10% in the supercooled state
where the local structure is liquid-like. Panel (c) illustrates the onset of
confinement-induced long-range order at a packing fraction of ϕ = 0.51 in
the case of 10% polydispersity for two selected plate separations. These
data have been omitted in the estimate for ϕc. An increase of polydisper-
sity to 15% stabilizes the glassy structure even at a higher packing fraction
of ϕ = 0.54. Panel (d) depicts the height of the first peak in the radial distri-
bution function as a function of the wall separation reflecting non-monotonic
behavior. These variations are stronger for less polydisperse systems.
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Figure 3.6: The film average mean-square displacement in the direction
parallel to the walls for the same plate separations and packing fraction as
in Fig. 3.1. For reference, the bulk data are also shown for the same packing
fraction. The polydispersity is 15% in (a) and 10% in (b).
dynamics becomes faster again, such that the plateau region almost disap-
pears. Similar to the static structure, a reduction of polydispersity leads to
an enhancement of this non-monotonic confinement effect (Fig. 3.6(b)).
3.4.2 Diffusivities and state diagram
The diffusion coefficient D of the fluid (Fig. 3.7) is extracted as an average
over all the particles in the system from the long-time behavior of the mean-
squared displacement of the particles by D = limt→∞〈[x(t) − x(0)]2〉/2t; a
reliable criterion here to have reached the diffusive regime is that 〈[x(t) −
x(0)]2〉 ≥ σ¯2. The diffusion constant is measured in units of σ¯2/τHS , where
τHS = σ¯/
√
kBT is the hard-sphere time scale (T is temperature and kB is the
Boltzmann constant, both set to unity in our simulations). A non-monotonic
dependence of D on the plate separation has been observed already for
moderate densities [82] with modulations of about a factor of 2. As seen in
Fig. 3.7, increasing the packing fraction leads to a dramatic enhancement
of confinement effects in the vicinity of the—H-dependent—glass transition.
At ϕ = 0.52 (15% polydispersity), for example, the diffusion coefficient varies
by a factor of 1000 upon a variation of H. This amplification in the densely
packed regime is one of our principle results and could only be achieved
by introducing polydispersity. The slightly shorter dynamic range in the
case of 10% polydispersity is related to the onset of the above mentioned
wall-induced long range order for ϕ > 0.49.
The diffusivities remain monotonic as function of the packing fraction
ϕ for fixed wall distance. We have fitted a power law D(ϕ) ∝ (ϕc − ϕ)γ
to the data (Fig. 3.8), which is asymptotically predicted by the (idealized)
MCT [1] and persists under confinement [93,94]. We find that the exponent
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Figure 3.7: Measurement of dynamical properties via diffusion coefficients.
Diffusion coefficientD versus film thicknessH for different measured packing
fractions ϕ for two different polydispersities of (a) 15% and (b) 10%. The
packing fraction increases from top to bottom. The confinement-induced
oscillations become less pronounced as polydispersity decreases.
γ = 2.1 ± 0.1 is rather robust, and depends only weakly on polydispersity
and H. Therefore the fit probes essentially the critical packing fraction ϕc.
We use the such extracted ϕc(H) as indicator for the glass-transition
line. The state diagram relying on the extrapolated ϕc(H) from the simula-
tion is compared to the MCT calculations in Fig. 3.9. The most prominent
features are oscillations with a period comparable to the hard-sphere diam-
eter, emphasizing the competition of wall-induced layering and local pack-
ing. As a consequence, reentrant behavior is generic on isopycnics (lines of
constant density) upon gradually decreasing the wall distance. Along such
paths (see arrows in Fig. 3.9b), first a transition from a confined liquid to a
non-ergodic glass state occurs, followed by a melting to a fluid state upon
further shrinking the dimension. Contrary to reentrant phenomena induced
by, e.g., short-range attraction [74], here the oscillations allow for multiple
reentrants.
The MCT calculations predict for 0.39 ≤ ϕ ≤ 0.46 another melting tran-
sition which for ϕ = 0.45 (see lower arrow in Fig. 3.9b) is located at distance
H ≈ 2.0σ, and we anticipate a subsequent oscillation with a further min-
imum (similar to the coexistence lines of hard spheres at H = σ [95, 96])
and joining the 2d limit, ϕc(H = σ) = 0.46, where this packing fraction has
been obtained from MCT for two-dimensional hard disks [67]. The simu-
lation data for 10% polydispersity and the MCT result reveal an increase
of the transition line at the lowest plate distances, corroborating this sce-
nario. The enhanced oscillations at a lower polydispersity suggest the size
dispersity to be an important cause for deviations between simulations and
theory—the latter considering a perfectly monodisperse system.
The phase diagrams differ quantitatively in three respects. First, MCT
predicts the glass-transition line at a packing fraction that is by some 10-
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Figure 3.8: Power-law fits for diffusion data. Idealized mode-coupling the-
ory fits D(ϕ) ∝ (ϕc − ϕ)γ [1] (straight lines) to the diffusion data for a
polydispersity of 15%.
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Figure 3.9: Comparison of the state diagram between simulation and theory.
(a) State diagram of confined polydisperse hard-spheres as obtained from
power-law fits to our simulation results on the diffusion coefficient. (b)
Numerical results from MCT for a confined hard-sphere fluid. The arrows
indicate paths of equal densities where (multiple) reentrant behavior occurs.
Error bars are of the order of the symbol size.
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Figure 3.10: Typical wedge. A snapshot of a polydisperse hard-sphere sys-
tem in a wedge-shaped channel. The height H obeys H = x tan(θ). Note
that the tilt angle θ here is much larger than in typical experiments.
20% lower, a phenomenon already known for bulk liquids [1]. Second, the
simulated phase diagram displays oscillations that fade quickly with wall
separation. We presume this to be a consequence of the smoothening of
particle ordering in the liquid produced by polydispersity, as can be inferred
from Figs. 3.7 and 3.9 (where a reduction of polydispersity leads to enhanced
and long-ranged oscillations). Last, the extrema of the oscillations in the
simulations do no longer correspond closely to half-integer multiples of the
(average) particle diameter in contrast to the MCT prediction. This shift
gradually develops already in the isodiffusivity lines upon approaching the
glass-transition singularity.
The difference may be rationalized as follows. The MCT predicts the
glass-transition line at lower packing fractions than the ones in the simu-
lation. However the average density profile, and the structure factors cor-
respondingly, may display a rearrangement of the layering structure in the
range between ϕMCTc and ϕc. Then the input of MCT may miss the neces-
sary ingredient to capture correctly the observed shifts.
3.5 Transferring results to a wedge-shaped con-
finement
Since isopycnic (constant density) experiments with a variable plate distance
may be difficult to perform, we use thermodynamic relations to transfer the
above results to the experimentally more accessible situation of a wedge-
shaped geometry, see Fig. 3.10, which has been used in a similar context
already [17, 97]. For small tilt angle, θ, the plates are locally parallel and
the fluid is in local thermal equilibrium, such that particle exchange along
the wedge is possible. Hence, the chemical potential is constant throughout
the system, while the channel width H = H(x) = x tan(θ) increases slowly
along the wedge (x is the distance from the corner, see Fig. 3.10).
A liquid of N particles confined between two parallel flat walls of surface
area A separated by a distance H (assumed to be comparable to the bulk
correlation length) is characterized by a free energy F (T,A,H,N) (T being
the temperature). The free energy fulfills the fundamental thermodynamic
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relation
dF = −SdT − pLHdA− pNAdH + µdN (3.7)
where S is the entropy, µ is the chemical potential and pL and pN are the
lateral and normal pressures, respectively. The extensivity of F implies that
F (T,A,H,N) = Nf(T, a,H), where f is the free energy per particle and
a = A/N the area per particle. We thus obtain
dF = fdN+N
(
∂f
∂T
)
a,H
dT+N
(
∂f
∂a
)
T,H
[
1
N
dA− A
N2
dN
]
+N
(
∂f
∂H
)
T,a
dH .
(3.8)
Comparing terms with Eq. (3.7) yields the fundamental relation for the free
energy per particle
df = −sdT − pLHda− pNadH (3.9)
with s ≡ S/N the entropy per particle, as well as the relation
µ = f + apLH . (3.10)
In an open wedge, temperature and chemical potential are constant. Thus,
Eq. (3.10) along the channel leads to
0 = dµ = −pNadH + apLdH + aH
(
∂pL
∂a
)
T,H
da+ aH
(
∂pL
∂H
)
T,a
dH .
(3.11)
Making use of the Maxwell-relations(
∂(pLH)
∂H
)
T,a
=
(
∂(pNa)
∂a
)
T,H
(3.12)
implied by Eq. (3.9), we finally arrive at
da
dH
∣∣∣
coex
= − a
H
(∂pN/∂a)T,H
(∂pL/∂a)T,H
= − a
H
(
∂pN
∂pL
)
T,H
. (3.13)
This Clausius-Clapeyron type relation allows us to obtain the depen-
dence of the packing fraction on H at constant chemical potential from
the normal and lateral pressures. For this purpose, we use the relation
ϕ =
∑N
i=1 vi/(AH) = v¯/(aH), where v¯ =
∑N
i=1 vi/N is the average volume
of a particle.
Fig. 3.11 shows the normal and lateral pressures as obtained from our
MD simulations. In our MD simulations, the unit of pressure is kBT/σ¯
3.
To allow for a smooth solution of the differential equation (3.13), the finite
amount of data points for pN and pL have to be interpolated. Different in-
terpolation schemes have been tested (including simple linear interpolation),
and found to give qualitatively similar results.
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Figure 3.11: Normal and lateral pressure measurement. Normal (pN) and
lateral (pL) components of the pressure tensor versus plate separation L
as obtained from our event-driven MD simulations. These data serve as
the starting point in our estimate of density profiles at a constant chemical
potential, shown in Fig. 3.12a,b.
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Figure 3.12: Variation of density at constant chemical potential in a wedge.
Lines of constant chemical potential (‘iso-µ lines’) as obtained from thermo-
dynamic mapping of the simulated data at 10% (a) and 15% (b) polydisper-
sity to the case of a wedge-shaped geometry. (c) The same quantity (open
symbols) as obtained from fundamental-measure theory.
Fig. 3.12 shows the variation of the density along the wedge channel for
different values of the chemical potential (using the above given relation
H = x tan(θ)). The existence of multiple crossing points between the glass-
transition line and a line of constant chemical potential indicates that liquid
and glass states can indeed coexist along a wedge.
More direct evidence for the persistence of the proposed non-monotonic
scenario is provided via event-driven molecular dynamics simulations of a
polydisperse hard-sphere system in a wedge. Results of these simulations
and the corresponding theoretical calculations via FMT provide strong ev-
idence that the proposed non-monotonic effects of confinement do indeed
transfer to the experimentally more accessible case of a wedge-shaped chan-
nel (see Fig. 3.13 and Fig. 3.14).
3.5.1 Wedge simulations at moderate packing fractions
In order to provide further evidence for the non-monotonic scenario pro-
posed in the present chapter, we have also performed a number of event
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driven molecular dynamics simulations of a polydisperse hard sphere sys-
tem in a wedge geometry with a tilt angle of θ ≈ 9◦. These simulations
clearly show that the diffusion coefficient in a wedge exhibits oscillations as
a function of the distance from the corner of the wedge (Fig. 3.13). At a
constant average packing fraction, these oscillations are most pronounced
for the monodisperse system. In the case of a polydisperse system, simi-
lar effects are observed at higher average packing fractions, corresponding
to higher chemical potentials or pressures. This strongly suggests that the
anticipated liquid-glass phase-coexistence may indeed occur at a sufficiently
high external pressure. We have performed a consistency check for the
proposed transferal from parallel plates to a wedge of small tilt angle. In
Fig. 3.14 we display the packing fractions as a function of the wall sepa-
rations obtained from direct simulations of the wedge and compare them
to the DFT calculations at constant chemical potential. Both simulation
and theory show oscillations of the packing fraction along the wedge and
an enhancement of these oscillations upon increasing the packing fraction
or chemical potential. The slight differences between simulation and theory
are due to the finite tilt angle in simulations and the related deviations from
the assumption of locally parallel plates.
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Figure 3.13: Diffusion coefficient in a wedge versus local height H = x tan(θ)
for monodisperse (left) and polydispersity of 10% (right). Here, θ is the tilt
angle (θ ≈ 9◦ in our simulation) and x refers to the distance from the corner
of the wedge.
3.6 Additional tests
3.6.1 MCT test via intermediate scattering functions
In order to test the predictions of MCT for glasses at a more quantitative
level, we describe the long-time relaxation of the correlator by a stretched
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Figure 3.14: Volume fraction variation in a wedge for different polydisper-
sities as indicated. Symbols correspond to simulations while solid lines are
result of DFT calculations at constant chemical potential.
exponential (KWW fits) of the form [29]
Fµ(q, t) ≈ fµ(q)exp[−( t
τµ(q)
)βµ(q)], (3.14)
Note that this is an empirical function often used to describe the α process.
The description of the α process can be done by βµ(q), τµ(q), and fµ(q).
Here, βµ(q) is the stretching index which must be in the range 0 < βµ < 1,
τµ(q) is the relaxation time, and fµ(q) is the nonergodicity parameter. Our
next task will be to fit this function to our simulated data in order to get all
these quantities, and discuss their significance. The fit range has been fixed
such a way that the fit parameters exhibit only a weak dependence on the
fit boundaries.
In the following section, the bulk system will be discussed first and then
we will comment on confined systems.
Bulk– Figure 3.15 shows the time evolution of both the self part and
the coherent part of the intermediate scattering function. The wavevector
varies in the range from qσ¯ = 2 to qσ¯ = 14. From this figure it is obvious
that the height of the plateau depends strongly on the value of q. The
relaxation time also varies by orders of magnitude for different wavevectors.
Interestingly, Fig. 3.15 shows that both the self and coherent intermediate
scattering functions exhibit qualitatively similar behavior, for example, two-
step relaxation is observed for both. However, we find that the nonergodicity
parameter of Fs(q, t) shows a monotonic decreasing trend in Fig. 3.15(c),
whereas the nonergodicity parameters for Fc(q, t) shows oscillations that
are in phase with the corresponding static structure factor. Furthermore,
at large values of q the nonergodicity parameter fc(q) oscillates around the
one for the incoherent one. The MCT for glasses already predicted these
type of observations qualitatively [67]. In the following, we will focus on the
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Figure 3.15: The wavevector dependence study of (a) self and (b) coherent
intermediate scattering functions. The packing fraction is fixed to ϕ = 0.586,
which is very close to the glass transition (ϕg = 0.59 for this model with
a polydispersity of 10%). The symbols are from the simulated data. The
lines are the KWW fits. (c) The nonergodicity parameters obtained from
the KWW fits for self as well as coherent scattering functions. Note that
the self part shows a monotonic decrease, whereas the coherent part exhibits
oscillations around the self part. Very similar observations have been found
in Ref. [98].
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Figure 3.16: The packing fraction dependence of nonergodicity parameters
for different wavevectors obtained from the (a) self and (b) coherent scat-
tering functions. The KWW fitting parameters τs(q) and τc(q) are shown in
(c) and (d). Similarly, βs(q) is depicted in (e) and βc(q) in (f). See equation
(3.14)
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incoherent scattering functions due to its better statistics as compared to
the coherent part of the density-density correlation functions, which suffer
from strong statistical noise.
The study of these nonergodicity parameters is useful to understand the
mechanisms of the cage formation of a particle by its neighbors. As expected,
the shape of the nonergodicity parameter depends on the packing fraction
as shown in Fig. 3.16(a). The height of this curve increases with increasing
packing fraction. In this context, one can try to fit the q dependence of
the nonergodicity parameter via a Gaussian approximation exp(−q2r2s) [25],
where rs is the size of the cage. We obtain rs = 0.24σ¯ (ϕ = 0.572) and
rs = 0.23σ¯ (ϕ = 0.586). So the caging appears stronger for higher packing
fraction. Nevertheless, this cage size is larger than one expected from the
Lindemann criterion (rs ≈ σ¯). Lindemann criterion states that a crystal
is going to melt when each particle moves more than 10% of its diameter.
Alternatively, one can determine the size of the cage from the plateau height
of the MSD as shown in Fig. 3.17(a). It turns out that these plateau values
are closer to the Lindemann criterion.
We now address the wavevector dependence of the α−relaxation time
(τs(q)) in more details. These new results have been shown in Fig. 3.16(c).
Note that α-relaxation time versus wavevector shows a power law like be-
havior. Interestingly, the exponent for this power law starts to decrease
with increasing packing fraction. In order to understand these observations
we will discuss length and time scale dependent relaxation times in glass
forming liquids in the following.
Different studies [99,100] have established that there could be three dif-
ferent relaxation regimes on different time and length scales. First, the
motion is ballistic for very short times or large wavevectors (short length
scales). Secondly, heterogeneities develop on intermediate times or interme-
diate wavevectors. In this region the time correlation functions decay in a
stretched exponential way. At the intermediate time scales, the van Hove
distribution function also exhibits a well-developed exponential tail [37]. Fi-
nally, at very long times (several times larger than the α-relaxation time) or
at very small wavevectors (large length scales) Fickian diffusion sets in. The
system is said to be in the Fickian diffusion regime, when the distribution
of particle displacements is Gaussian. A scaling τs(q) ≈ 1/q2 is observed
in the Fickian diffusion regime. However, our simulations exhibit stretched-
exponential decay even for qσ¯ < 3, so we can not expect Fickian diffusion
for time and length scales accessible to our simulations. Another prediction
from the MCT for glasses is that the exponent of τs(q) should be compara-
ble to the von Schweidler exponent at the intermediate wave vectors (when
the value of the static structure factor is 1), i.e., τs(q) ≈ q−1/b. However,
poor statistics does not allow us to compare such predictions. Fig. 3.16(c)
shows that the exponent starts to decrease with increasing packing fraction,
and one should recover the Fickian diffusion (τs(q) ≈ 1/q2) at low packing
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Figure 3.17: (a) The packing fraction dependence of the MSD for bulk
systems. (b) The film average mean-square displacement in the direction
parallel to the walls for the same plate separations and packing fraction as
in Fig. 3.1. For reference, the bulk data are also shown for the same packing
fraction. The polydispersity is 15%. The dashed line gives the Lindemann
criterion for cage size.
fractions or at long times.
In Fig. 3.16(e) we present the wavevector dependence of the stretching
exponent βs(q). The stretching exponent is expected to be βs(q) ∼ 1 at
low wavevectors according to the Debey law, and equal to the value of
the von Schweidler exponent b at large q [35]. In the large distance limit
(small q), diffusion is the dominant process that is why the α-relaxation
must be fully exponential. As described above, at intermediate distances
(comparable to the cage size) the dynamics is dominated by cooperative
motion, as a consequence, the relaxation appears stretched (βs(q) < 1).
This can be linked with the dynamical heterogeneity and will be discussed
later on. For higher qσ¯, the exponents are very close to 0.52 for packing
fraction ϕ = 0.586. It is noteworthy that the MCT calculations for the
monodisperse hard sphere system using the Percus-Yeivick approximation
predict b = 0.583 [98].
Confinement– We are now in the position to study the effects of confine-
ment on hard sphere liquids. Similar to the bulk, we study the wavevec-
tor dependence of both Fs(q, t) and Fc(q, t) in Fig. 3.18 for three different
wall separations, i.e, H = 2.00σ¯, 2.34σ¯, and 3.00σ¯ at fixed packing fraction
ϕ = 0.52. Remember that at this packing fraction the bulk system shows
liquid like behavior (no plateau at all), for example, see Fig. 3.17(b). Inter-
estingly, the strong confinement leads to a two-step relaxation even at very
low packing fraction. This means confinement is an alternative way to reach
a glass-transition point even at low packing fraction.
Now, we will investigate all the fit parameters of equation (3.14) for
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Figure 3.18: The left panels show the wave-vector-dependence of self-part
of the incoherent scattering function for three different wall separations,
i.e., for H = 2.00σ¯, H = 2.34σ¯, and H = 3.00σ¯, respectively. Solid lines
are KWW fits to the curve. Time dependence of the coherent scattering
function for three different wall separations investigated on the right panels.
Note that normalized coherent scattering function exhibit some oscillation
for different wave vectors.
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Figure 3.19: The wavevector dependence of the nonergodicity parameters
obtained from self intermediate scattering functions Fs(q, t) (red) and from
coherent scattering functions Fc(q, t) (black) for H = 2.00σ¯, (b) H = 2.34σ¯,
and (c) for H = 3.00σ¯, receptively. The coherent nonergodicity parameters
show oscillations in phase with the static structure factor for qσ¯ > 6.
the thin film. First, we plot the non-ergodicity parameters fs(q) for three
different wall-separations in Fig. 3.20(a) and observe nonmonotonic behavior
in height. This could be linked with the size of the cages. To test this idea,
we fit the Gaussian approximation in order to obtain the size of the cages.
Using this Gaussian fit, we find rs = 0.29σ¯ for H = 2.00σ¯, rs = 0.27σ¯
for H = 2.34σ¯, and rs = 0.31σ¯ for H = 3.00σ¯. So the caging is stronger
for the non-integer distance between the walls. Figure 3.17(b) also exhibits
qualitatively similar trend.
Secondly, Fig. 3.20(c) shows a non-monotonic pattern of the exponent.
It is lowest for the non-integer distance wall-to-wall separation. Finally,
stretching exponents are also showing nonmonotonic effects upon variation
of wall separations as shown in Fig. 3.20(e). Note that the magnitude of
these stretching is maximum for non-integer distance. It could be linked with
the dynamical heterogeneity. If this is true, then the system with non-integer
distance wall-separation must show strong dynamical heterogeneities. This
will be discussed in the next section.
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Figure 3.20: The non-ergodicity parameters fs(q) by fitting equation (3.14)
to the (a) self and (b) coherent part of the intermediate scattering functions
for three different wall separations at ϕ = 0.52. The relaxation times τs(q)
and τc(q) obtained by fitting the equation (3.14) to the self (c) and (d)
coherent scattering functions. Similarly, βs(q) in (e) and βc(q) in (f).
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Figure 3.21: The fastest 200 particles (from a total of 4000) at a packing
fraction of ϕ = 0.42 (left) and ϕ = 0.52 (right). These systems are confined
between two hard parallel walls separated by a distance of H = 2.34σ¯. At
low packing fraction, the system is dynamically homogeneous (the fast par-
ticles are randomly distributed inside the system). However, at the higher
packing fraction these fastest particles start to form clusters.
3.6.2 Dynamical heterogeneity
In the previous section, we have noticed stretching in the α relaxation.
Probably this appears due to the dynamical heterogeneity in the system.
More recently, simulations have focused on the “dynamical heterogeneity” to
understand the microscopic origin of slow dynamics for bulk systems. Now,
for the first time we will apply those developed ideas in our confinement
problem. At the very beginning, we would like to provide a short story
about the dynamic heterogeneity, and then we will explain our findings.
In short, the dynamical heterogeneity (DH) means that the mobility
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Figure 3.22: Four point correlation functions for (a) bulk and (b) confined
systems.
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of individual particles largely fluctuates in the supercooled liquids. More-
over, particles that have similar mobility form cooperative correlated regions.
The idea of cooperative molecular motion was first proposed by Adam and
Gibbs [26] in 1965. They proposed that significant molecular motion in a
dense fluid can only occur if the molecules rearrange their positions in a
cooperative manner. According to these authors, glass-forming liquids can
be viewed as a collection of independent sub-volumes within which the mo-
tion of the particles are cooperative. As the volume fraction of the liquid is
increased, the number of particles involved in these cooperative rearrange-
ments increases. Thus, the above picture indicates a growing length scale
upon increasing the packing fraction.
Most studies on dynamical heterogeneities in supercooled liquids and
glassy state try to monitor a certain percentage of the fastest (“mobile”)
or slowest (“immobile”) particles, and analyze their spatial distributions.
Here, we adopt this approach. We characterize the mobility of each particle
by calculating the mean square displacement in a certain time interval.
The time interval corresponds to the time at which the displacement
distribution has maximum deviation from the Gaussian distribution, i.e.,
the time at which the non-Gaussian parameter has a maximum peak. This
choice is motivated by the general observation that dynamic correlations
are most enhanced for this time interval. We show in Fig. 3.21 the fastest
200 (from a total of 4000) particles for two characteristic packing fractions
corresponding to the normal liquid state (left) and the supercooled regime
(right). As seen from this plot, dynamic heterogeneity strongly enhances as
the system approaches the glass transition. Thus, this important feature of
glassy dynamics is nicely born out by our simulations of the confined system.
From this figure, we can easily identify dynamically correlated clusters of
particles. Thus, this image illustrates the close connection between dynamic
heterogeneity and the collective character of particle motion at intermediate
time scales. From this image, in principle, it should be possible to identify
a cooperative length scale via the average size of dynamically correlated
particle clusters. A detailed study of this issue would be an interesting task
for future work.
It is well known that two-point density correlation function, for exam-
ple, Fs(q, t) cannot detect large fluctuations in the local mobility since these
functions are averages over all particles. Therefore, to quantify these qualita-
tive observations, we study the four point correlation function χ4. In short,
χ4 is a measure to quantify the extent of the dynamic heterogeneities. It
is defined as N times the variance of the self part of the intermediate scat-
tering function via χ4(q, t) = N [〈F 2s (q, t)〉 − 〈Fs(q, t)〉2]. If the dynamical
heterogeneity is the only reason behind the slowing down of the dynamics,
then the fluctuations in the particle mobilities must be large upon increasing
packing fraction. As a result, the χ4 will be able to show the growth of its
correlation volume upon increasing the packing fraction.
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In all the cases, χ4 displays a well defined maximum as a function of
time. From Fig. 3.22(a), we observe that correlation volume increases with
increasing packing fraction for bulk as expected. Note that these packing
fractions are very close to the glass transition point for the bulk system. Sim-
ilar behavior is also observed for other glass-forming systems. This strongly
suggests that the dynamic correlation length increases with increasing pack-
ing fraction.
Next we study the dependence of the peak value χp4 on wall separation
H. Here, the packing fraction is fixed to ϕ = 0.52. In the bulk, the peak
value at this packing fraction is comparatively very small (χp4 ≈ 2). Thus,
the system is free from any sort of dynamical heterogeneities. Remarkably,
under strong confinement, our data indicate that the peak values of χ4 in-
crease significantly compared to the bulk. This is one of the most important
findings in this section. This finding indicates that the cooperative correla-
tion length increases due to the strong confinement, as a result, the system
requires longer time to relax. Or better to say that the system slows down
due to the confinement. Secondly, we again observe a nonmonotonic depen-
dence of peak values on wall separations, and the peak value is found to be
maximum for H = 2.34σ¯. Thus, our new observation supports nonmono-
tonic relaxation as a function of wall separation.
3.7 Conclusion and outlook
Simulation results for the dynamics of a polydisperse hard-sphere fluid con-
fined between two smooth hard walls reveal a dramatic change in the diffu-
sion of hard spheres under confinement. In particular, glassy dynamics can
be promoted or suppressed by varying the film thickness while the pack-
ing fraction remains constant. The diffusion coefficient follows the idealized
MCT prediction for all film thicknesses, supporting that MCT in confine-
ment leads to the same universal scenario close to the glass-transition singu-
larity as in the bulk, but with a H-dependent critical packing fraction. For
not too strong polydispersity, also the resulting phase diagram is in qualita-
tive agreement with the MCT prediction. We have shown for the first time
the emergence of a multiple reentrant scenario for the case of a moderately
polydisperse system in confined geometry.
The interplay of several length scales is drastically enhanced near the
glass-transition line. Our results reveal that the glass transition itself ex-
hibits subtle incommensurability effects. These competing trends should
manifest themselves also in the glass form factors as function of wavenumber
and mode index. Similarly, the shape of the structural relaxation dynamics
should contain valuable information on how commensurability controls the
glass transition.
The present study also sheds light onto the delicate role of polydispersity.
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While on the one hand increasing size dispersity has a stabilizing effect on
the metastable amorphous state, on the other hand it smears the multiple-
reentrant phenomenon. Our study thus suggests that, in order to keep this
effect intact, the polydispersity must be selected with care.
Finally, by transferring the present results to the case of a wedge-shaped
channel, we predict that the reentrant effect also persists in this interesting,
experimentally more accessible case. In such experiments, there would be no
need to keep the density constant. Rather, by tuning the external pressure,
it is possible to enforce the coexistence of alternating liquid-glass regions.
The present findings motivate further investigations of confined hard-
sphere glasses. Indeed, the glass transition is a rich field where small com-
peting effects are enhanced drastically as manifested, e.g., in the structural
relaxation and diffusion. A question of interest here is how, upon a varia-
tion of wall separation, the system approaches the quasi-2D behavior corre-
sponding to extreme confinement (H < 2.0σ¯). Another direction for future
studies would be to investigate possible finite size effects upon confinement
and when approaching the glass transition [101–103]. This issue is partic-
ularly interesting since different existing theories on the glass transition do
provide different predictions regarding finite size effects [101].
Chapter 4
Shear banding
4.1 Motivation
This chapter aims to explore the possible mechanism of shear bands in hard
sphere type of glasses. We already noticed that shear banding appears in
many complex fluids due to an instability in the flow curve. This instability
occurs when the stress has negative slope with respect to the shear rate or
strain [54]. However, in some systems, for example, a hard sphere colloidal
glass, we do not observe any kind of instability in the flow curve. Moreover,
we also do not find any obvious structural change due to shear. In spite of all
these, these kind of systems exhibit a heterogeneous flow. Recently, Bessel-
ing and coworker [50] suggested that a coupling mechanism between shear
rate and density fluctuations may explain the appearance of heterogeneous
flow in hard sphere type of glasses.
While the experimental data by Besseling et al. [50] are interpreted con-
sistently within the proposed macroscopic picture, no test of the basic under-
lying assumptions, such as the presence of a correlation between shear-rate
and concentration fluctuations or the growth of emergent velocity fluctua-
tions, has been provided so far for colloidal hard sphere glasses. This is not
surprising, as the relevant density fluctuations that trigger the initial insta-
bility are quite small and hardly accessible to experiments. Furthermore,
the available experimental time window for the observation of velocity fluc-
tuations is limited to a few hundred percent strain, thus making a temporal
analysis rather difficult. This motivates us to study these and related issues
via event-driven molecular dynamics (MD) simulations of a polydisperse
hard sphere system. Our aim will be to first derive a criterion for the onset
of instability. We will then investigate this criterion via our MD simulation.
An overview of simulations can be found in the section 2.2.
Moreover, we provide an analysis of the assumptions underlying the shear
57
4.2 Flow heterogeneity 58
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0.03
 0.035
 0.04
 0  50  100  150  200  250  300  350  400  450  500
 0
 50
 100
 150
 200
 250
 300
 350
 400
 450
 500
Figure 4.1: Typical radial distribution function in the presence of shear
(γ˙ = 10−4). A completely isotropic structure is visible.
concentration coupling (SCC) theory [51]. It will be explicitly shown that
fluctuations of the local density, δρ, are correlated to the fluctuations of the
local shear rate δγ˙. More precisely, a decrease of local density is accom-
panied by an increase of the local shear rate and vice versa. Furthermore,
the relative amplitude of shear-rate fluctuations increases more rapidly with
decreasing shear rate, the magnitude of the fluctuations of density. The
temporal behavior of the fluctuations is characterized by a dominant time
scale which is identical for both observables δρ and δγ˙. This time scale is of
the order of a few hundred percent strain and fairly independent of the im-
posed shear rate in the studied range. Interestingly, the correlation volume,
as determined from the maximum of the four-point susceptibility of density
fluctuations is roughly constant for the same range of shear rates. Thus, at
least within the parameter range studied here, the correlation length asso-
ciated with dynamic heterogeneities is essentially constant.
This chapter is structured as follows. The next section gives a brief
overview of our simulations. First, we survey the heterogeneous shear in
the system. Then we outline a possible mechanism behind these shear het-
erogeneities via SCC theory and then provide an in-depth discussion of the
criterion for flow instability.
4.2 Flow heterogeneity
As mentioned above, in many complex fluids, shear bands are a consequence
of an instability in their flow curve (i.e., negative slope of shear stress with
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Figure 4.2: (a) Shear stress versus shear rate for various packing fractions
ranging from the glassy state to the supercooled state. The rheological
response of glass is quite different from supercooled state. In the supercooled
regime we do observe non-linear response at high shear rates followed by
linear relation between the shear stress and the shear rate at low shear rates
(which results a constant viscosity). As the packing fraction is increased
the linear response regime is shifted towards progressively lower shear rate
and eventually vanishes in the glassy state. (b) Exactly the same data but
plotted in different way. Here, viscosity is defined as η = σ/γ˙. In the linear
response regime the viscosity is independent of shear rate.
shear or strain rate) [54]. Moller et al. [55], for example, observed shear
bands in a colloidal gel due to structural change in the presence of shear.
However, we also check the radial distribution function and do not see any
obvious change in structure under shear as shown in Fig. 4.1. Fig. 4.2(a)
tells us that there is no sign of instability in the flow curve of hard sphere
glasses. Moreover, Fig. 4.2(a) tells us that our polydisperse HS model ex-
hibits heterogeneous flow for a range of low shear rates in the glassy state. To
illustrate this, we determine the velocity profile at successive strain intervals
in the glassy phase (φ = 0.6075). As shown in Fig. 4.3(a), the velocity profile
strongly deviates from a linear profile and the corresponding local shear rate
is far from being constant across the channel. A second observation from
Fig. 4.3(a) is that the velocity profile is not stationary but fluctuates with
time. A survey of temporal behavior is shown in Fig. 4.3(b), where relative
fluctuations of the local shear rate in the middle of the channel are plotted
versus strain(Note that strain is proportional to time, γ = γ˙t). Interestingly,
similar temporal fluctuations have also been observed in experiments on col-
loidal hard spheres [50] and numerical simulations of a binary Lenard-Jones
glass [46].
The above discussed results as well as recent experiments [14] on hard
sphere colloidal glasses underline the fluctuating nature of the inhomoge-
neous flow and suggest that glassy materials made of hard spheres do not
probably exhibit steady shear bands. Recently, Chaudhuri and cowork-
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Figure 4.3: (a) The velocity profile in a sheared HS glass. Each curve
is computed as an average over the indicated strain interval (100% strain
corresponds to a time of 1/γ˙). (b) δγ˙/γ˙ and δρ/ρ versus time at the center
of the simulation cell for a 300 times higher shear rate.
ers [52] used a Durian-type bubble model [104] and observed a similar kind
of inhomogeneous flow profile under shear. Furthermore, the same model
in the quasistatic limit displays strong dynamical heterogeneities [105] and
strongly nonaffine particle motion [106]. Interestingly but not unexpect-
edly, for the present hard sphere glass, we do also observe that the system
dynamics becomes increasingly more heterogeneous as shear rate decreases
from the homogeneous flow regime to the inhomogeneous one. This is un-
derlined by the plots in Fig. 4.4, where the non-affine displacement field
is depicted for three values of the shear rate. The non-affine displace-
ments are defined as the deviations from the average particle motion i.e,
∆xnon-affine = ∆x− < x >z, where < x >z is the average particle motion
at the transverse coordinate z. Here, the wall-to-wall separation is approx-
imately 30 average particle diameters and the packing fraction is φ = 0.60.
While at the highest shear rate the distribution of non-affine displacements
is fairly homogeneous (Fig. 4.4(a)), marked heterogeneity is visible at the
lowest shear rate shown (Fig. 4.4(c)).
4.3 Model and Theory
We now outline the shear concentration coupling (SCC) model, which aims
at explaining the origin of flow heterogeneities. Shear concentration coupling
is a well-known feedback mechanism for flow instability in complex fluids.
A simple representation of this theory is given in Fig. 4.5. In this model,
regions of high (low) shear rate are associated with high (low) diffusivity,
giving rise to a shear-induced flux from high to low shear-rate regions. This
leads to an increase (decrease) of density and thus viscosity in low (high)
shear-rate regions, thereby enhancing shear-rate fluctuations further. This,
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Figure 4.4: Non-affine displacement map (δxnon−affine, δz) for hard sphere
particles for shear rates of (a) γ˙ = 10−2, (b) γ˙ = 10−3 and (c) γ˙ = 10−4.
In all the panels, the solid line represents the observed velocity profile. The
dashed line is the linear profile expected for a Newtonian fluid. The wall-to-
wall separation for the present system is approximately 30 average particle
diameters and packing fraction is φ = 0.60.
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(a)
Figure 4.5: Schematic representation of shear concentration coupling theory.
in turn, enhances the migration of particles from high to low shear-rate re-
gions, unless balanced by diffusive counter flux originating from a pressure
gradient. This imbalance leads to a flow instability. Theoretically, an in-
stability could, at least in principle, trigger strain-localisation. This model
is relevant for colloidal suspensions, polymer solutions, and copolymer solu-
tions. Recently, it has been extended by Besseling et al. [50] in order to study
shear banding in colloidal glasses. These colloids are Brownian particles sus-
pended in a solvent. That is why colloidal glass is called a two component
system, and the associated model is named “Original SCC theory”.
In order to clarify the role of coupling mechanism, we present a linear
stability analysis for shear rate and density fluctuations around their average
values. Moreover, we derive the criterion for the onset of flow instability.
4.3.1 Linear stability analysis
In this section we outline a linear stability analysis in order to determine
whether a state of initially homogeneous shear flow becomes unstable due
to the presence of small perturbations. In this theory, flow instability occurs
if and only if density and shear rate are coupled. Due to this coupling, a
coupled diffusion equation and Navier-Stokes equation should be considered.
A linear stability analysis of such a coupled diffusion and Navier-Stokes
equation has been performed by Schmitt et al. [56].
In order to analyze the effect of coupling, Ficks’s diffusion equation is
first generalized to include driving forces for mass transport due to gradi-
ent in shear rate. We know that motion of one component relative to the
remainder of a mixture may arise from different sources, including density
difference or concentration gradient. Driving force is often described in terms
of a potential, e.g., the gravitational potential energy for settling particles.
Diffusion is usually accounted through a Fickian flux ~J = −D~∇φ, with D
the diffusivity and φ the solute (colloid) density. The potential associated
with concentration diffusion is given by the osmotic pressure. Note that
4.3 Model and Theory 63
diffusive flux and osmotic pressure are two complementary descriptions to
account for the influence of random motion of a solute. The effect of shear-
induced diffusion can also be naturally taken into account via a dependence
of the osmotic pressure on shear rate. For small gradients in concentration
and shear rate, the mass flux ~J can be written as ~J = φ[~u − 1ξ ~∇Π(γ˙, φ)],
where φ is the concentration, ~u is the flow velocity of solvent, ξ is a friction
coefficient, γ˙ is the shear rate, and Π is the osmotic pressure. In [56], ~J was
described via chemical potential µ (It is avoided here due to problematic
definition of µ under shear).
The mass flux can be written as,
~J = φ[~u− 1
ξ
~∇Π(φ, γ˙)]
= φ[~u− 1
ξ
∂Π
∂φ
|φ0,γ˙0 ~∇φ−
1
ξ
∂Π
∂γ˙
|φ0,γ˙0 ~∇γ˙].
In the above equation, the second term has the form of Fickian diffusion,
and the third term is a shear-induced diffusion flux. Now we substitute this
mass flux in the continuity equation
∂φ
∂t
= −~∇ · ~J
= −~u · ~∇φ− φ~∇ · ~u+ φ
ξ
∂Π
∂φ
|φ0,γ˙0 ~∇2φ+
φ
ξ
∂Π
∂γ˙
|φ0,γ˙0 ~∇2γ˙]. (4.1)
Now we introduce small heterogeneous perturbations around the homoge-
neous solution:
φ = φ0 + δφ,
γ˙ = γ˙0 + δγ˙.
(4.2)
Substituting Eq. 4.2 into the continuity equation, we find
∂δφ
∂t
=
φ0
ξ
∂Π
∂φ
|φ0,γ˙0 ~∇2δφ+
φ0
ξ
∂Π
∂γ˙
|φ0,γ˙0 ~∇2δγ˙].. (4.3)
The term ~u · ~∇φ is entirely neglected, since ux∂x ≡ 0 (no variation along
the flow direction) and uy∂yφ and uz∂zφ are of second order of fluctuations.
Furthermore, ~∇ · ~u is neglected due to the incompressibility of the solvent.
On the other hand, in the viscous limit and for the planar Coutte flow
geometry considered here, the Navier-Stokes equation takes, in the absence
of pressure gradient and external body force, the simple form:
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φ
∂ux
∂t
=
∂σ(φ, γ˙)
∂z
φ
∂
∂z
(
∂ux
∂t
) =
∂
∂z
(
∂σ(φ, γ˙)
∂z
)
φ
∂γ˙
∂t
=
∂2
∂z2
[
∂σ
∂φ
|γ˙0,φ0 δφ+
∂σ
∂γ˙
|γ˙0,φ0 δγ˙].
(4.4)
In the form of Eq. 4.4, ∂φδz
∂ux
δt is still included. It is neglected only in the
form φ ∂∂z (
∂ux
∂t ). Since the flow is in the x-direction and gradient in the z-
direction, the only survived component of the stress tensor is σxz. We have,
therefore, drop the xz subscript from shear component σxz for clarity. By
substituting φ = φ0 + δφ and γ˙ = γ˙0 + δγ˙ into the above expression and
linearziation with respect to δφ and δγ˙, one obtains the following equation
φ0
∂δγ˙
∂t
=
∂σ
∂φ
|γ˙0,φ0
∂2δφ
∂z2
+
∂σ
∂γ˙
|γ˙0,φ0
∂2δγ˙
∂z2
. (4.5)
We want to determine whether the perturbations have a negative or
positive growth. To find the growth we apply the ansatz δφ = δφ0e
wt−iqz
and δγ˙ = δγ˙0e
wt−iqz in these above equations, where δφ0 and δγ˙0 are initial
amplitudes of the density and shear rate, respectively. Clearly, both the
density and shear rate are unstable when w > 0. Substitution of ansatz into
Eqs. 4.3 and 4.5 gives,
wδφ0 =
φ0
ξ
q2
∂Π
∂φ
|φ0,γ˙0 δφ0 +
φ0
ξ
q2
∂Π
∂γ˙
|φ0,γ˙0 δγ˙0
φ0wδγ˙0 = q
2∂σ
∂φ
|φ0,γ˙0 δφ0 + q2
∂σ
∂γ˙
|φ0,γ˙0 δγ˙0
(4.6)
Eliminating δφ0 from the second equation gives a second order equation for
w
−w2 + wq2(φ0
ξ
∂Π
∂φ
|φ0,γ˙0 +
1
φ0
∂σ
∂γ˙
|φ0,γ˙0) +
q4
ξ
(
∂Π
∂γ˙
|φ0,γ˙0
∂σ
∂φ
|φ0,γ˙0 −
∂Π
∂φ
|φ0,γ˙0
∂σ
∂γ˙
|φ0,γ˙0) = 0.
(4.7)
By solving the above equation we obtain the dispersion relation,
w =
q2
2
[
−a±
√
a2 +
4
ξ
(
∂Π
∂γ˙
|γ˙0,φ0
∂σ
∂φ
|γ˙0,φ0 −
∂Π
∂φ
|γ˙0,φ0
∂σ
∂γ˙
|γ˙0,φ0)
]
,
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where a = φ0ξ
∂Π
∂φ |γ˙0,φ0 + 1φ0 ∂σ∂γ˙ |γ˙0,φ0> 0 for a hard sphere glass.
Equation 4.8 and the fact that a > 0 for a HS system imply that w
will be negative. This means that, in this case, if we add tiny fluctuations
around the linear velocity profile,these fluctuations will die out. In contrast,
a positive w leads to growing perturbations, and the system will be linearly
unstable.
At this point we have to add a note of caution: the present molecular
dynamics simulations only deal with the colloidal particles and do not in-
clude the solvent fluid. The idea behind this work is that at higher packing
fractions and slow shear rate the effect of solvent is negligible. A description
in terms of of the Navier-Stokes equations for a single component compress-
ible fluid therefore seems more appropriate and research in this direction is
currently underway [107]. In the modified SCC model, the density replaces
the concentration as the dynamical variable that couples to the shear field.
Interestingly, using this modified SCC theory, we find a different disper-
sion relation compared to the above decribed “Original SCC theory”, but
identical stability criterion [107], i.e., w < 0 when Πρσγ˙ > Πγ˙σρ, where
σρ =
∂σ
∂ρ |ρ0,γ˙0 , σγ˙ = ∂σ∂γ˙ |ρ0,γ˙0 , Πρ = ∂Π∂ρ |ρ0,γ˙0 , and Πγ˙ = ∂Π∂γ˙ |ρ0,γ˙0 .
This implies an instability when Πγ˙σρ > Πρσγ˙ . We want to emphasize
that this instability is purely due to the coupling between density and shear
rate. Moreover, the analysis of this model shows that coupling to concentra-
tion can lead to an instability even when dσ(γ˙)/dγ˙ is always positive. The
intuitive explanation of this SCC instability is as follows. When Πγ˙ > 0,
there will be mass transport in the direction of low shear rates. At the same
time if σρ > 0, the shear rate where mass is transported will decrease as the
shear stress is constant across the gap. Such a decrease in shear rate will
lead to a larger spatial gradient in shear rate and thus enhance mass trans-
port towards the lower shear rate region. This self-amplifying mechanism
leads to a high concentration associated with low shear rate region, and a
low concentration with high shear rate region.
This self-amplifying mechanism is counter balanced by diffusion (induced
by the gradient in hydrostatic pressure). Diffusion will drive the system back
to the homogeneous state and thus will counter balance the mass transport
towards regions with lower local shear rates. If the stress strongly decreases
with decreasing shear rate, i.e., when σγ˙ > 0 and large, the decrease of
the local shear rate is small. This is also reflected in the condition that
Πγ˙σρ (the driving force for the instability) should be larger than Πρσγ˙ (the
counter-balancing forces) [50, 56].
4.4 Results
In order to obtain the stability phase diagram, we need constitutive re-
lations from our MD simulations. We already know that central to the
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theory of shear-concentration coupling are a non-Newtonian constitutive re-
lation for the shear stress and the notion of a nonequilibrium particle pres-
sure [56]. Both quantities are coupled through the Navier-Stokes equations.
In Fig. 4.6(a) and 4.6(b), we show the dependence of the shear stress on shear
rate for packing fractions ranging from the normal fluid state (Newtonian
behivior) to the glassy phase (yield stress fluid), as obtained from our sim-
ulations. ρ = φ/φm is the reduced volume fraction (φm = 0.67 corresponds
to random close packing). In the glassy phase (φ > 0.585↔ ρ > 0.873), our
data can be well described by a Herschel-Bulkley expression
σ =
σ0
(1− ρ)p [1 + s(ρ)γ˙
n], s(ρ) = A(1− ρ)n , (4.8)
where p, n, σ0 and A are constants to be determined by a fit. The first
term in Eq. 4.8 represents the dynamic yield stress, while the second term
accounts for the effect of shear. The dynamic yield stress can be naturally
associated with shear heterogeneity, if the rigid regions are understood to be
locally below the yielding threshold, while the liquidlike regions are above
[48, 50]. However, it does not explain the mechanism of the initial flow
instability.
The particle pressure obtained from our simulations for different densities
and shear rates is shown in Figs. 4.7(a) and 4.7(b). Noting that the pressure
data show similar behavior to the shear stress, it appears natural to write
(m, r, Π0 and B are fit parameters)
Π =
Π0ρ
(1− ρ) [1 + g(ρ)γ˙
m], g(ρ) ≡ B(1− ρ)1−r. (4.9)
The first term constitutes the pressure contribution responsible for ordinary
concentration diffusion [108]. The shear-rate dependence of the particle
pressure is a manifestation of shear-induced particle migration, also known
as “dilatancy” [109].
As we already discussed, within SCC, the feedback responsible for het-
erogeneous flow occurs if an initial density excess leads, via σρ, to a locally
lower shear rate, which in turn drives, via Πγ˙ , further particle migration to-
wards the low shear region. The flow instability develops as soon as this flux
can not be overcome anymore by the concentration and viscous momentum
diffusion, described by Πρ and σγ˙ , respectively. The above linear stability
analysis [50, 56] shows that this happens if
F ≡ (Πγ˙)(σρ)/(Πρ)(σγ˙) > 1. (4.10)
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By using the above constitutive relations, we obtain
σρ =
σ0
(1− ρ)p+1 [p+ (p− n)s(ρ)γ˙
n],
σγ˙ =
nσ0s(ρ)γ˙
n−1
(1− ρ)p ,
Πρ =
Π0
(1− ρ)2 [1 + rρg(ρ)γ˙
m],
Πγ˙ =
Π0ρg(ρ)mγ˙
m−1
(1− ρ) .
(4.11)
It is noteworthy that, in the interesting lower shear-rate regime, F reduces
to
F (γ˙ → 0) ≃ γ˙m−n mpg(ρ)ρ
ns(ρ)
≃ mpBρ
nA(1− ρ)r+n−1 = F0. (4.12)
On the other hand, F at large shear rate is given by
F (γ˙ →∞) = m(p− n)
nr
. (4.13)
As seen from Fig. 4.6(a) and 4.7(a), for the glassy phase in the limit of low
shear rates, shear stress as well as pressure show quite a similar dependence
on shear rate. Indeed, trying various fit procedures revealed that m ≈ n
leads to consistent fit results for all the simulated data. This suggests that
F0 is practically independent on γ˙. Using this information in F (γ˙c, ρ) = 1,
the critical shear rate for the onset of instability is obtained:
γ˙c(ρ) ≃
[
p
rs(ρ)[1− F (γ˙ →∞)]
(
1− 1
F0(ρ)
)]1/n
. (4.14)
To test the stability phase diagram, Eq. 4.14, via our simulations, we iden-
tify a heterogeneous flow by requiring max|(v(z) − γ˙z)/Uwall| > 0.18. As
can be seen from Fig. 4.8(b), simulation and theoretical predictions are in
reasonable agreement. Thus, SCC seems to describe at least the onset of
instability quite well for the present system.
However, this is not the whole story. We made a number of assump-
tions during the development of this theory. So its time to check all these
assumptions explicitly. The name of this theory (SCC) itself tells us that
there should exist a coupling between shear and density fluctuations. In
order to test this idea we perform a detailed survey of temporal fluctuations
of both local shear rate, δγ˙ = γ˙(z)− γ˙, and volume fraction, δρ = ρ(z)− ρ
[Fig. 4.3(b)]. The data suggest that a positive δρ is often accompanied by
a negative δγ˙ and vice versa. Moreover, even though the temporal analysis
is performed at considerably higher γ˙ (due to limited computer time), the
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Figure 4.6: Shear stress σ versus (a) imposed shear rate γ˙ and (b) re-
duced volume fraction ρ. Solid lines are fits to (a),(b) Eq. 4.8 with pa-
rameters p ≃ 2.355, n = 0.4, σ0 = 0.0119, and A = 18 − 35. From
bottom to top, different curves correspond to (a),(c) ρ = 0.8060(φ =
0.5400), 0.8657(0.5800), 0.8970(0.6014), 0.9067(0.6075), 0.9189(0.6157),
0.9251(0.6198) and 0.9299(0.6230) and (b),(d) γ˙ = 10−5, 4× 10−5, 10−4, 4×
10−4, 10−3, 4× 10−3 and 10−2.
(a)
1e-05 0.0001 0.001 0.01
γ.
100
Pr
es
su
re
(b)
0.89 0.9 0.91 0.92 0.93ρ
60
80
100
120
140
160
180
Pr
es
su
re
Figure 4.7: Particle pressure Π versus (a) imposed shear rate γ˙ and (b)
reduced volume fraction ρ. Solid lines are fits to (a),(b) Eq. 4.9 with
parameters r = 3.8 − 4.1, m = 0.4, Π0 ≃ 8.4 − 10.05, and B =
0.0015 − 0.007. From bottom to top, different curves correspond to (a),(c)
ρ = 0.8060(φ = 0.5400), 0.8657(0.5800), 0.8970(0.6014), 0.9067(0.6075),
0.9189(0.6157), 0.9251(0.6198) and 0.9299(0.6230) and (b),(d) γ˙ = 10−5, 4×
10−5, 10−4, 4× 10−4, 10−3, 4× 10−3 and 10−2.
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Figure 4.8: (a) Comparing simulation results to Eq. 4.14 with p = 2.355,
r = 4.1, m,n = 0.4, A = 34.5 and B = 0.007. The dashed line marks the
parameter range for which a detailed temporal analysis of fluctuations is
performed (see Fig. 4.9). (b) Correlation between fluctuations of local shear
rate and volume fraction, determined within parallel layers of two-particle
diameter thickness.
time scale of fluctuations in Fig. 4.3(a) and 4.3(b) seems to be roughly the
same in units of strain.
Indeed, the depicted data seem to support this idea. A more telling
test of this issue is shown in Fig. 4.8(b), where statistical average of the
instantaneous correlations between fluctuations of the local shear rate and
packing fraction, Cργ˙(z) = 〈δγ˙(z)δρ(z)/(ργ˙)〉 is illustrated for an average
shear rate of γ˙ = 10−5 and a packing fraction of φ = 0.6075. It is seen
that the correlations are small but definitely nonzero within the statistical
error. The large values of Cγ˙ρ(z) at z ≈ ±9 are a consequence of wall
effects. Indeed, the packing fraction close to the walls is slightly (by about
1%) but systematically larger than the average packing fraction, leading to
a corresponding decrease of wall shear rate.
Another important assumption which enters the shear concentration cou-
pling theory is that fluctuations of density and shear rate occur on the same
time scale. This assumption is used in the linear stability analysis of the
underlying equations and leads to the prediction of the phase diagram for
the transition from homogeneous to inhomogeneous flow [50, 56]. To test
this assumption, we study layer-resolved fluctuations, δγ˙(z, t) and δρ(z, t),
and determine, via a Fourier analysis, the peak frequency and the associated
characteristic time scale of fluctuations at φ = 0.6075 for shear rates ranging
from homogeneous to inhomogeneous flow regime [51]. We observe that this
time scale is independent of z if the walls are more than a few particle diam-
eters away as shown in Fig. 4.9(b). We thus average this time scale over z
to improve the statistical accuracy. Results obtained from this analysis are
depicted in Fig. 4.9(b). Quite importantly, the time scales are identical for
both observables δγ˙ and δρ as assumed within the SCC theory. In contrast
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Figure 4.9: (a) Dependence on shear rate of the relative amplitude and the
characteristic time scale of fluctuations. (b) One typical example of space
resolved frequency at γ˙ = 3× 10−3.
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Figure 4.10: (a) Time evolution (a) δγ˙(z = 0, t)/γ˙ and (b) δρ(z = 0, t)/φ
for various shear rates. It is visible that the relative amplitude of the fluc-
tuations of shear rate is increased with decrease in shear rate. In contrast
to this, the relative amplitude fluctuations of volume fraction seems to be
the same for various shear rates.
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Figure 4.11: The function χ4 whose maximum is a measure of the correlation
volume.
to this, however, the relative amplitude of the fluctuations of local shear
rate, δγ˙/γ˙, increases with decreasing shear rate, whereas, as also shown in
Fig. 4.9(a), δρ/ρ hardly varies across the stability/instability transition. At
least at a first sight, this is rather unexpected within the SCC model since a
larger fluctuation of shear rate is expected to give rise to a larger fluctuation
of density and vice versa. Quite interestingly, however, as discussed in the
next section, a plausible explanation for this behavior can be found within
the SCC picture. Moreover, as discussed above, simulation results on the
phase diagram for the transition from homogeneous to inhomogeneous flow
are in qualitative agreement with the predictions of the SCC theory for the
present polydisperse HS model.
4.5 Discussion and summary
The above observations have a number of consequences for a possible inter-
pretation of flow heterogeneity. First, the presence of a correlation between
fluctuations of local shear rate and volume fraction [Fig.4.8(b)] and the anal-
ysis of the stability diagram [Fig. 4.8(a)], and the same time scale for density
and shear rate fluctuations [Fig. 4.9(a)] are in favor of SCC theory. However,
the basic assumption of SCC theory is that fluctuations of shear rate give
rise to fluctuations of volume fraction and vice versa. This implies that, as
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Table 4.1: The ratio of the fluctuations of shear rate to density fluctuations
evaluated for a selected number of shear rates.
γ˙ δγ˙δρ
δγ˙/γ˙
δρ/ρ
0.01 −0.543 −49.279
0.003 −0.196 −59.494
0.001 −0.095 −86.765
0.0003 −0.038 −116.662
the instability is approached, both δγ˙ and δφ should grow to some extent.
At a first sight, this seems to be at odds with the data shown in Fig. 4.9(a).
In order to better understand the peculiar behavior between density and
shear rate fluctuations, we go one step further and, assuming that the shear
stress remains constant across the gap, differentiate Eq. 4.8 and find
δγ˙
δρ
=
[γ˙ −
pσ
σ0
(1−ρ)p−1
An(1−ρ)nγ˙n ]
(1− ρ) . (4.15)
A nice thing about this expression is that we know all the exponents (n and
p) and constants (A and σ0). First, we define a scale factor s =
δγ˙/γ˙
δρ/ρ .
Table 4.1 shows the value of s at different shear rates for ρ = 0.9067.
Interestingly, but not unexpectedly we find that a very little change in den-
sity can give rise to a huge change in shear rate. Table 4.1 shows that δγ˙/γ˙
can in principle increase by a large factor while δρ/ρ remains aproximately
constant. Fig. 4.9(a) also shows that the relative amplitude of shear rate
fluctuations and this scale factor have similar trend. Thus, also the behavior
of the fluctuation amplitudes can be rationalized within the SCC model.
Next we try to provide a link between the observed temporal behavior of
δγ˙ and δρ and dynamic heterogeneity. Without any claim for rigor, we start
from the intuitive idea that some regions in the material are more mobile
(i.e., appear more fluidlike) than others and therefore can support larger
shear. These regions are not static. Rather, they continuously form and
dissociate. The time scale of the fluctuations in the flow velocity is thus
expected to reflect a time scale inherent to this microscopic dynamics. This
inherent time scale should in turn be related to the characteristic size of
these dynamically correlated regions.
If this idea is consistent, the constant time scale 1 observed in our sim-
ulations would then imply a constant correlation volume. This is indeed
borne out in Fig. 4.11, where we plot χ4, whose maximum is a measure of
the correlation volume [110], as a function of shear rate. We remark that
1Here we assume that, in the present case, the strain is the relevant unit of time (note
that thermal fluctuations are negligible).
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dynamic correlations are not visible in the fluctuations of one-particle den-
sity so that, based on this idea, no conclusion can be made as to how local
density fluctuations should behave. Therefore, the different behaviors of the
fluctuation amplitudes of shear rate and density shown in Fig. 4.9(a) are
not a priori in conflict with this picture.
In conclusion, we find that, the theory of shear-concentration coupling
describes almost all aspects of flow heterogeneity in hard sphere glasses.
However, a more stringent test of the SCC theory would be to numerically
solve the underlying Navier-Stokes equations using the experimental (or sim-
ulated) σ(γ˙, ρ) and Π(γ˙, ρ) as input [50, 51]. An important question to be
answered would be whether the SCC theory predicts stable shear bands or
a fluctuating behavior as observed in our simulations.
Chapter 5
Spatial correlation of plastic
activity in sheared hard
sphere glasses
5.1 Motivation
In this chapter, we will investigate the shear-rate and packing-fraction de-
pendence of dynamic fluctuations and correlations in hard-sphere glasses.
We present event-driven molecular dynamics simulations of particle dynam-
ics in sheared supercooled liquids and glasses at shear-rates from the thermal
to the shear-dominated regime. Simulation details can be found in the sec-
tion 2.3. We find that upon decreasing the shear rate, the exponential tail
of the single-particle displacement distributions broadens, and we show that
this broadening is linked to the increase of dynamic heterogeneity [6,111] as
proposed in [37]. In contrast to this, upon increasing the packing fraction at
constant shear rate, dynamic correlations grow but the exponential tail of
the displacement distributions becomes narrower. We interpret this in terms
of a competition between shear-induced and inherent thermally-induced dy-
namics. Finally, we address the question of the direction dependence of
spatial correlations. We find a consistent direction dependence in both sim-
ulations and experiments: isotropic correlations in the thermal regime go
over into anisotropic correlations when shear dominates the relaxation. Be-
sides this agreement, however, the decay of correlations has different func-
tional form. While an exponential decay perfectly describes our simulation
data, a power-law behavior is found in the experiments. A possible reason
for this discrepancy could be finite size effects in our simulations. Indeed,
via 2D simulations of longer system sizes, we uncover a power-law decay.
Finally, we interpret this power-law behavior as a signature of elastic effects
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Figure 5.1: (a) A sketch illustrating the non-affine displacements around a
reference particle (red empty circle). The dashed line represents the best
affine strain obtained via linear regression. The thin arrows indicate non-
affine particle motion. (b) A snapshot of real-space distribution of plastic
activity, as measured by the scalar quantity D2 (Eq. 5.1).
in sheared supercolled liquids and glasses.
5.2 Nonaffine motion
It must be mentioned that, in the presence of flow, the displacement of a
particle consists of an affine part, which simply reflects the simple shear, and
a non-affine part, which constitutes the random part of the dynamics. It is
noteworthy that sometimes the magnitude of nonaffine displacements could
be of the same order of magnitude as affine displacements and therefore
can not be considered as small corrections to affine displacements [112]. It
is already agreed that the non-affine motion of particles is central to the
relaxation and flow of glasses.
We define a quantitative measure of plastic activity as follows [45]. For
a reference particle (noted here with index 0), we follow the evolution of the
distance vectors di = ri − r0 for a short time interval δt, where i runs over
the nearest neighbors of the reference particle. We then define a measure
for plastic activity as
D2 = (1/n)
n∑
i=1
(di(t+ δt)− di(t)− ǫ · di(t))2, (5.1)
where ǫ is the linear (affine) transformation tensor which best describes
the time evolution of di. D
2 is the mean-square deviation from a local
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affine deformation, and is known as an excellent measure of local plastic-
ity [45]. Snapshot of real-space distribution of D2 for a short time interval
is shown in Fig. 5.1(b). The magnitude of nonaffine motion is represented
with color: the blue color indicates particles with small nonaffine motion,
while the red color stands for particles with large nonaffine motion. Red
zones in Fig. 5.1(b) thus represnt regions of highly nonaffine particle rear-
rangements. These zones are the active zones of plastic deformation and
have been referred to as shear transformation zones. On the other hand,
one can determine the non-affine displacement of the particles along the
flow direction via subtraction of the local flow,
dxna = x(t+ δt)− x(t)− δγz(t). (5.2)
5.3 Structure versus single particle dynamics
Simulation results– The relation between microscopic structure and me-
chanical properties of glasses still remains a major concern. It is already
mentioned in Chapter 1 that hard sphere systems have served as a model
system for metallic glasses. In this model system, structural changes of
nearest neighbors are believed to be central to the flow and relaxation of
glasses [113].
To understand in depth such dependence, we will first focus on the glass
structure and single-particle displacements in the simulations. It is known
that the stress is related to the pair distribution g(r) of hard sphere colloidal
suspensions by [113]
σ ≈ −n2kBTa
∫ ∫
r=2a
rˆrˆg(~r)dS, (5.3)
where n is the number density, kBT is the thermal energy scale, a is the
particle diameter, rˆ is the unit vector along the line passing through the two
particle centers and dS is the solid angle.
In equlibrium, the pair correlation function is completely isotropic. As
a result, the non-diagonal terms of the stress tensor are zero, whereas the
diagonal terms are non-zero. These diagonal terms contribute to the hydro-
static pressure. However, under shear, the pair correlation function in the
x− z plane, g(x, z), is distorted so that the shear stress σxz is non-zero.
In order to highlight this property, we determine via computer simula-
tions the pair correlation function, g(r, θ), along different spatial directions
in the shear plane. Given that a particle is at the origin of the coordinate
system, g(r, θ) is the probability density for finding another particle a dis-
tance r apart from the origin along the direction θ with respect to the flow.
First, we prepare the sample at a packing fraction above the glass transition
(φ = 0.61) and allow the system to age until time t = 105. Then we start
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Figure 5.2: Projection onto the shear plane of radial distribution function
(a) at rest and (b) in the presence of steady shear (γ˙ = 10−4) at φ = 0.61
(3D).
our observations. In Fig. 5.2, we present the pair correlation function of
the system both in the quiscent state and under steady shear. With bare
eyes, we do not find any difference between these two figures. In order to
illustrate the effect of shear, we plot the difference of g(r, θ) during start up
shear from that at rest, i.e., ∆g(r, θ) = g(r, θ, γ˙ 6= 0) − g(r, θ, γ˙ = 0). In
Fig. 5.3, the structure is slightly distorted at 1% strain. Recently, it has
been found that this distorted structure can be linked with the stress over-
shoot in sheared colloidal glasses [113]. It is reported that the structural
distortion is maximum at the place of the stress overshoot.
At steady state a permanent distorted cage is formed by the competi-
tion of increased particle escape along the extension axis and crowding in
the compression axis. Since g(r, θ) is not isotropic in sheared glasses, we
measure the maxima along the compression and extension axis where the
anisotropy is larger. Figure 5.4(a) indicates an enhanced peak along the
compression axis (θ = 135◦) and a weaker one along the extension axis
(θ = 45◦). Furthermore, the peak position along the compression (exten-
sion) axis is shifted to slightly smaller (larger) distances. These observations
clearly indicate an increased probability to find particles at contact in the
compression axis, whereas a lower one in the extension axis. Interestingly,
no detectable difference could be found for g(r, θ) along the x, y, and z
directions.
Since the local packing structure of an amorphous system strongly in-
fluences its dynamic behavior [1], it is interesting to check whether this
anisotropy has an effect on the distribution of single particle displacements.
We have determined the distribution of non-affine displacements, also
called the self part of the van Hove function (see Chapter 1), Gsx, along
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Figure 5.3: MD simulation at φ = 0.61 and γ˙ = 10−4: ∆g(r, θ) at different
strains during start-up shear. The four images correspond to the structure
at 1%, 3%, 5% and 10% strain as shown in (a), (b), (c), and (d) respectively.
We do not observe any further structural change after 3% strain.
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Figure 5.4: (a) The pair distribution function along various directions. Inter-
estingly, the difference between the principal coordinate directions (θ = 0◦
and θ = 90◦) is hardly detectable. Albeit small, the anisotropy is, how-
ever, well resolved when comparing the extension and compression direc-
tions (θ = 45◦ and θ = 135◦) in the shear plane (spanned by the flow
and shear gradient directions). (b) Distribution function of single particle
displacements, Gsx, determined along different directions as indicated. Ob-
viously, no signature of anisotropy is visible in this quantity. Solid lines are
exponential fits. The dashed line is a quasi-Gaussian fit.
various spatial directions. As seen from Fig. 5.4(b), in contrast to the pair
distribution, the single particle displacements seem to be quite insensitive
to shear-induced anisotropy, in agreement with previous reports [114]. In
marked contrast to this observation, as will be shown below, the situation
is quite different for the spatial correlations of the displacements.
When computing the displacement distributions, a question arises re-
garding a possible dependence of the results on the selected time or strain
interval. Here we show that there is a range of strain intervals where the
shape of Gsx is essentially unchanged (Fig. 5.5). As a survey of the mean-
square displacement (see Fig. 5.6) clearly shows, the selected strain interval
corresponds to the time domain, where particles start to leave the cage but
still are partially trapped (departure from the plateau in the MSD). We ex-
pect significant changes in Gsx both for shorter and longer strain intervals.
For shorter times, particles move essentially unperturbed along straight lines
(ballistic motion) and since the velocity distribution is a Maxwellian, the dis-
tribution of the displacements ∆r = v∆t is also a Maxwellian (Gaussian).
In the limit of long times, on the other hand, particles leave the cage and
their motion becomes uncorrelated to that of their neighbors so that again
a Gaussian distribution is established [37].
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Figure 5.5: (a) The self part of the van Hove functions along the flow and
vorticity directions (x and y) for different strain intervals. (b) Same as in
(a) but now normalized by the width of the distribution function.
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Figure 5.6: Mean squared displacements at a packing fraction of φ = 0.61
and a shear rate of γ˙ = 10−4. The vertical dashed lines mark the range of
strains used in Fig. 5.5.
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(a) (b)
Figure 5.7: Experimental pair distribution function (a) and particle dis-
placements (b) at a shear rate of γ˙τ = 2.2. The main panel in (a) shows the
pair distribution function along the extension (−π/4) and compression di-
rection (π/4) in the shear plane. A clear difference is observed. Inset shows
the pair distribution function in the flow-vorticity plane. No significant dif-
ference between the directions is observed. (b) Particle displacements in the
shear plane along the indicated directions with respect to the flow axis, as
well as along the vorticity direction. Good overlap is observed. Reproduced
from Ref. [115] with kind permission of V. Chikaddi and P. Schall.
Experimental results– We complement our simulations with experimen-
tal measurements of particle displacements in sheared colloidal glasses, per-
formed by Chikaddi and coworkers [115] 1. We first elucidate changes in the
glass structure under shear by showing experimentally measured pair dis-
tribution functions in Fig. 5.7(a). Similar to the simulations, in Fig. 5.7(a),
main panel, one observes an enhanced peak along the compression direction,
and a weaker one along the dilation direction, demonstrating a small distor-
tion of the structure in the shear plane. On the other hand, no significant
difference is observed in the flow-vorticity plane as shown in the inset, again
in agreement with the simulations.
Despite the small anisotropy of the structure, the displacements of the
particles are surprisingly isotropic, again in agreement with the simulations.
To show this, the non-affine displacements are obtained by subtracting con-
tributions from the mean flow according to equation (5.2). The non-affine
1The particle volume fraction is fixed at φ ∼ 0.6 in experiments. Shear is applied
with constant shear rates in the range of 1.5 × 10−5 to 2.2 × 10−4s−1, corresponding to
Peclet numbers γ˙τ between 0.3 and 2.2, respectively. Here, the structural relaxation time
τ = 2 × 104s was determined from the mean-square displacement of the particles. More
experimental details can be found in [15].
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Figure 5.8: Experimentally measured particle displacements for increasing
strain intervals. (a) Probability of particle displacements along the flow
(open symbols) and vorticity direction (closed symbols). (b) Same as in
(a), but now normalized by the width of the distribution. The robust shape
of the distribution function indicates robust behavior of the glass in the
investigated time domain. Reproduced from Ref. [115] with kind permission
of V. Chikaddi and P. Schall.
displacements resolved along various directions with respect to the flow di-
rection are shown in Fig. 5.7(b). The data shows that the distributions
overlap, indicating that the single particle displacements are isotropic. This
is further confirmed when investigating displacements for different strain
intervals; the corresponding distributions of displacements, resolved along
the flow and vorticity directions, are indicated in Fig. 5.8. The data show
that the two distributions overlap for all strain intervals, again indicating
the isotropy of the single particle displacements. In fact, similar to the sim-
ulations, the displacement distributions remain robust for all investigated
strain intervals as shown by the overlap of the rescaled curves in Fig. 5.8(b).
The collapse of the data indicates that the strain intervals all probe a similar
time domain, where the particles exhibit essentially similar diffusive charac-
teristics. The mean-square displacement of the particles (data not shown)
shows that this time domain corresponds to the onset of the diffusive regime,
similar to the regime addressed by the simulations, as shown in Fig. 5.6.
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5.4 Single particle displacements and dynamic het-
erogeneity in 3D
Simulation results– We are now in the position to study the effect of
shear rate and packing fraction on the displacement distribution. The effect
of shear rate is demonstrated in Fig. 5.9(a). We observe a Gaussian central
part and a perfect exponential decay at large displacements; this exponen-
tial tail broadens with decreasing shear rate. Broad non-Gaussian tails in
the self part of the van Hove function have been also observed in [37]. The
exponential form of the tail and its universal character has been recently
addressed in [37] where a simple model based on the idea of dynamic het-
erogeneity has been proposed, which could reproduce this important feature
with only a few fit parameters. The central idea behind the approach pro-
posed in [37] is that the particles in the system can be divided into slow
and fast groups. While the former perform essentially vibrational motion in
the cage formed by their neighbors, the more mobile particles make com-
parably large jumps (of the order of the cage size). Despite the fact that
the distribution of single particle displacements in both cases is Gaussian
(with different underlying length and time scales), an exponential tail with
logarithmic corrections can be deduced for the Gsx of the entire system [37].
This motivates us to seek an interpretation of our observations in terms of
dynamic heterogeneity. The observed broadening would imply that dynamic
heterogeneity becomes enhanced at lower γ˙. A way to test this idea is to com-
pute the so-called correlation volume associated with dynamic correlations.
There are a number of ways of determining the correlation volume. Two
well-known possibilities are the overlap function [71] and the peak value of
the four-point susceptibility of density fluctuations, χ4 [6]. Here, we choose
the second option and determine χ4 = N [
〈
f2q (t)
〉−〈fq(t)〉2]. In this expres-
sion, N is the particle number and fq(t) = N
−1
∑N
i=1 exp[iq · (ri(t)− ri(0))]
is the incoherent scattering function at wave vector q. Results on χ4 are
plotted in panel (b) of Fig. 5.9. In agreement with the above described pic-
ture, the maximum value of χ4 increases with decreasing shear rate. This
observation is also in line with early studies of Yamamoto and Onuki who
showed evidence for the growing length of dynamic correlations upon de-
creasing shear rate in a binary mixture of soft-core particles [116].
The effect of packing fraction is addressed in Fig. 5.10. We show Gs
and χ4 for a range of packing fractions at a fixed shear rate of γ˙ = 10
−4.
Again, a Gaussian central part and a perfect exponential decay at large
displacements is found in all the cases shown. Note that, upon decreasing
packing fraction, one expects a decrease of correlations but an increase of
particle mobility. We thus expect that the probability for a jump of a given
length shall increase upon decreasing φ, while the maximum of χ4 shall
decrease. This expectation is confirmed by the data shown in Fig. 5.10.
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Figure 5.9: Effect of shear rate on (a) Gs(∆x) and (b) χ4. The exponential
tail becomes broader as γ˙ decreases. This is accompanied by a corresponding
increase of the maximum value of the dynamic susceptibility, a measure of
dynamic heterogeneity in the system.
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Figure 5.10: Effect of packing fraction on (a) van Hove correlation function
and (b) four point correlation function.
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(a) (b)
Figure 5.11: Experimentally measured displacement distribution (a) and
dynamic susceptibility (b) plotted for increasing shear rate. The exponential
tail in (a) becomes broader as γ˙ decreases, similar to the simulations. This
is accompanied by an increase of the dynamic susceptibility as shown in
(b). Reproduced from Ref. [39] with kind permission of V. Chikaddi and P.
Schall.
Experimental results– Similar to the simulations, the full time-dependent
particle trajectories are used to determine the corresponding displacement
distributions and their dynamic correlations. We plot the results for three
different shear rates spanning Peclet numbers from 0.3 to 2.2 in Fig. 5.11.
This corresponds to shear rates from 1.5× 10−5 to 2.2× 10−4s−1. In agree-
ment with the simulations, the displacement distributions show a broaden-
ing of the exponential tail with decreasing strain rate indicating increasing
dynamic heterogeneity (Fig 5.11a). This increasing dynamic heterogene-
ity is confirmed by measurement of the dynamic susceptibility as shown in
Fig. 5.11b. At the smallest applied strain rate, the dynamic susceptibility
rises to values larger than ∼ 300, indicating long-range correlated motion.
Due to the limited acquisition speed of the 3D imaging, however, small
strain intervals are not accessible for the fastest strain rate and the maxi-
mum dynamic susceptibility lies outside the accessible window. While the
results in Fig. 5.11 are in qualitative agreement with the simulations shown
in Fig. 5.9, the absolute value of the dynamic susceptibility observed here is
much larger than in the simulations.
5.5 Spatial correlations of D2 in 3D
Simulation results– In this section, we focus on the direction-dependence
of dynamic correlations. To do so, we use the above introduced scalar quan-
tity D2 (see Eq. 5.1), which is actually a byproduct of the calculation of
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non-affine displacements. In order to study spatial correlations between
non-affine displacements, we define the function [15]
CD2(∆r) =
〈
D2(r+∆r)D2(r)
〉− 〈D2(r)〉2
〈D2(r)2〉 − 〈D2(r)〉2 . (5.4)
The function CD2(∆r) provides a measure of correlations between non-affine
displacements at two points in space separated by a vector ∆r = (δx, δy, δz).
Here, we determine directional dependence of this correlation function by
projecting the distance vector ∆r along different directions with respect to
the flow. To avoid unnecessary fluctuations, we average the correlation over
angular width π/60. It is also worth mentioning that, as shown above in the
case of Gsx, we have explicitly checked that the correlation function CD2 is
insensitive to the specific value of the strain, δγ, as long as it belongs to the
intermediate regime (data not shown).
Results on CD2 are depicted in Fig. 5.12 for two characteristic packing
fractions of φ = 0.58 (supercooled state) and φ = 0.61 (glass) for a shear rate
of γ˙ = 4 × 10−5. As seen from this plot, the correlation of plastic activity
is fully isotropic in the supercooled state, while marked anisotropy is visible
in the glassy phase (φ = 0.61). This is an important observation since it
tells us that, even in the steady state where a colloidal glass is considered
to be completely shear melted, it is possible to distinguish a glass from a
supercooled liquid by purely dynamical measurements, i.e., without referring
to any static property of the system.
In order to highlight the functional form of CD2(∆r), we have illustrated
the above data both in log-linear and in log-log scale. As visible from panels
(a) and (b), strong deviations from the power law are observed both in the
supercooled state and in the glass. This is in line with our previous report
at a slightly higher shear rate [115]. Interestingly, plotting the same data in
the log-linear scale reveals perfect exponential decay both in the supercooled
state (Fig. 5.12(c)) and in the glassy phase (Fig. 5.12(d)). We are not aware
of any theoretical explanation for this exponential decay, and will show below
that this in fact contrasts with the experimental observations. A possible
interpretation of the different behavior of correlations in simulations and
experiments is also given below.
Experimental results– Finally, we elucidate the direction-dependence
of the dynamic correlations. In order to experimentally address direction-
dependence of the dynamic correlations, the full three-dimensional correla-
tion function is obtained from the measured particle trajectories, as done
previously in the simulations. To smooth the experimental data, this time
angular bins of width π/18 are chosen around the specific directions. The
resulting correlation functions are shown in Fig. 5.13. One distinguishes two
regimes: the thermal regime, where γ˙τ < 1 and particle motion is dominated
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Figure 5.12: Correlation of plastic activity in the shear (x, y) plane along
different spatial directions with respect to the flow. In order to better high-
light the functional dependence, the same data are presented both in a
log-log scale ((a) and (b)) and in a log-linear plot ((c) and (d)). In (d), the
angle-dependent long time limit of CD2(∆r) is subtracted from the data.
5.6 Finite-size effects on spatial correlation of plasticity 88
by thermal fluctuations (Fig. 5.13a,c), and the regime γ˙τ > 1, where par-
ticle displacements are dominated by the applied shear (Fig. 5.13b,d). The
data reveals a characteristic change of the decay of correlations similar to
that observed in the simulations: correlations exhibit isotropic decay in the
thermal, and anisotropic decay in the shear-dominated regime. In the latter
case, the anisotropic decay is characterized by a slower decay in the flow-
and a faster decay in the flow-gradient direction. In contrast to the sim-
ulations, however, the functional form of the decay appears different. The
experimental data in Fig. 5.13 suggest a power-law decay of correlations,
whereas the simulations indicate an exponential decay. This slower decay is
in qualitative agreement with the larger values of χ4 observed before: larger
values of χ4 indicate that dynamic correlations span more particles, and are
therefore more extended in space, in agreement with the power-law decay
observed in the experiments.
5.6 Finite-size effects on spatial correlation of plas-
ticity
So far we addressed the issue of spatial correlations of plasticity for a hard
sphere glass both via computer simulations and experiments with a focus
on direction-dependence of correlations and the crossover from the ther-
mal regime of supercooled liquids to the athermal limit of strongly driven
glasses [39, 115]. Qualitative agreement was found between simulations
and experiments regarding both the behavior of single particle fluctuations
(found to be isotropic) and the anisotropy of their spatial correlations. The
specific functional form of these correlations was, however, found to be dif-
ferent. While experimental data were best described by a power law decay—
recalling a self-similar behavior—simulations suggested an exponential decay
with a characteristic length of the order of a few particle diameters.
Here we provide strong evidence that a reason for this discrepancy is
the finite system size of simulations. When performing event-driven finite-
temperature simulations in 2D (which allows for much larger linear sizes,
L), we find that the exponential decay found for smaller sizes changes to an
algebraic decay at larger L.
5.6.1 Revisit of experimental and simulation results in 3D
We compare correlations of plastic activity in experiments and the 3D simu-
lations in Fig. 5.14. Panels (a) and (b), which are the experimental correla-
tions, show robust power-law correlations with exponent α ∼ 1.3 for a range
of Peclet numbers. These power-law correlations extend out to the distance
r ∼ 50σ that equals the vertical system size. (In the horizontal directions,
the experimental system is macroscopically large.) In contrast, panels (c)
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Figure 5.13: Experimental correlation functions of non-affine displacements
in the thermal (γ˙τ = 0.3) (a,c) and shear-dominated regime (γ˙τ = 2.2) (b,d),
in double logarithmic (upper row) and half-logarithmic representation (lower
row). The correlation functions are resolved along the indicated directions
with respect to the flow direction in the shear plane. Reproduced from
Ref. [39] with kind permission of V. Chikaddi and P. Schall.
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Figure 5.14: Angular correlation of plastic activity in experiments (a,b) and
simulations (c,d) of hard-sphere glasses. The same data are shown both
in double logarithmic (left panel) and semilogarithmic (right panel) scales.
The experimental data show robust power-law decay while the simulations
rather show exponential decay. From Ref. [117], Exp. plots are reused here
with kind permission of V. Chikaddi and P. Schall.
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Figure 5.15: Flow curve of a 2D hard sphere system with 11% polydisperity
for packing fraction ranging from the supercooled state (φ = 0.75 < φg ≈
0.80) to the glassy phase (φ = 0.82).
and (d) of Fig. 5.14, which are the correlations from the event-driven 3D
simulations, give strong evidence of an exponential decay.
5.6.2 Simulation results in 2D
One possible reason for the discrepancy noted above could be the limited
system size, L/σ = 25, in the event-driven 3D simulations which is due
to limitations in computational resources. To achieve larger linear system
sizes with similar computational effort we turn to two dimensions. In this
way, we are able to reach sizes of up to L/σ = 200. A typical example of
stress versus strain relation for 2D hard sphere system is shown in Fig. 5.15.
This figure indicates the cross-over liquid-like response (shear stress∼ shear
rate) to a solid-like behavior (shear stress≈ const.) as packing fraction
varies across the glass transition. We thus performed a systematic study
of the finite size effects of CD2 at a density of φ = 0.82 above φg ≈ 0.80
(Fig. 5.16). For L/σ < 50, we find that correlations decay exponentially, in
perfect agreement with the 3D simulations in Fig. 5.14(c) and (d). For larger
sizes, the figure shows clear evidence of a power-law decay. This observation
suggests that it is the rather limited system size in the 3D simulations that
is the main cause for the observed exponential decay, and that a power-law
decay is the true behavior for sufficiently large system sizes. These results
therefore point to a good agreement between experiments and simulations.
In contrast to the glassy phase, CD2 decays in the supercooled state
exponentially, regardless of the system size (Fig. 5.17). This observation is
interesting and suggests that the glassy state is distinct from the supercooled
state: spatial correlations of plastic activity are mediated by the elastic field
[12, 58, 118]. In the supercooled state, the elasticity is not well established
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Figure 5.16: Angle averaged correlation of plastic activity in 2D simulations
of hard disks for various system sizes in double logarithmic (a) and semilog-
arithmic (b) scale. The packing fraction is φ = 0.82 > φg ≈ 0.80 (glassy
phase). Straight lines are fitted to A(∆r)−α (a) and B exp (−∆r/ξ) (b) with
values of α and ξ as indicated.
(a)
10
∆r/σ
10-3
10-2
10-1
C D
2 (∆
r)
200σ
150σ
100σ
40σ
30σ
20σ
2D
φ=0.77
γ.=10-4
L:
__
(b)
5 10 15 20
∆r/σ
10-3
10-2
10-1
C D
2 (∆
r)
200σ  (ξ=3.26)
150σ  (ξ=3.05)
100σ (ξ=2.77)
40σ (ξ=2.48)
30σ (ξ=2.22)
20σ (ξ=1.62)2D
φ=0.77
γ.=10-4
L:
__
Figure 5.17: Same quantity as in Fig. 5.16 but for a lower packing fraction
of φ = 0.77 < φg ≈ 0.80 (supercooled state).
(though observable for sufficiently fast processes [119]), and correlations are
short ranged; in the glassy phase, on the other hand, the glass has developed
a system-spanning elastic field. A local plastic rearrangement may then
influence a region far away by distorting this elastic field. This has been
discussed in the mean-field model [118].
We note that the elastic response in amorphous solids has been studied
by a number of authors [62, 120, 121]. In particular, DiDonna and Luben-
sky [121] proposed an analytic model for correlations in systems with random
distribution of elastic moduli. For system sizes large compared to the corre-
lation length of the elastic modulus, nonaffinity correlations were predicted
to scale as |x|−1 in 3D with a logarithmic decay in 2D. Interestingly, in
3D, we observe a power-law decay of correlations with an exponent of −1.3.
Nevertheless, as can be inferred from the presented data, our 2D simulations
suggest a power-law decay with approximately the same exponent as in 3D,
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rather than a logarithmic behavior. We note, however, that the correlation
of plastic activity considered in the present manuscript is a different quan-
tity than the correlations of nonaffine velocities—〈v(r) · v(r+∆r)〉, studied
in [121]; the latter is closely related–albeit not identical–to the correlations
of plastic activity.
5.7 Elastic field in hard sphere glass forming sys-
tems in 2D
So far, we understood that the plastic deformation of glassy materials re-
sults from the accumulation of irreversible rearrangements of small volume
elements (zones). It is noteworthy that all these plastic events seem to be
coupled to one another via long-range correlations [15, 39]. Interestingly,
these long-range correlations have a power law form. This power law behav-
ior indicates system spanning correlations without any characteristic length
scale. Now we must understand the undergoing mechanisms behind this
power law type spatial correlations among single plastic events.
In this context, Argon [57] stated that a local plastic event in a deformed
glass should create a long-range elastic field via a mechanism, similar to the
Eshelby inclusion problem for a continuum elastic medium. This means
basically that the stress or strain that was maintained by the particles in-
volved in the plastic event is released to the neighbors, and these neighbors
act as a continuum elastic body. Interestingly, in 2D this Eshelby field has
anisotropic character with cos(4θ) symmetry. This issue is very interesting
since several theories [110] explicitly considered these long-range elastic in-
teractions in their amorphous plasticity models. However, an explicit test of
these long-range type elastic interactions is still missing for hard sphere glass
forming systems. In order to characterize this elastic signature, for the first
time, at both below and above φg, we will investigate the shear strain field
and its spatial correlations. Indeed using these spatial correlations, we can
see the emergence of Eshelby field in the linear response regime. Note that
the response of a supercooled liquid is linear (Newtonian) at sufficiently low
shear rates. In this limit, thermal fluctuations trigger plastic events. Above
all, we are going to establish that a supercooled hard sphere liquid can be
treated as an elastic body with regard to the correlations of small plastic
rearrangements.
We now go one step further and study this strain field and its spatial
correlation in the shear dominated regime. To study this shear dominated
regime, we consider a packing fraction above φg, where thermal fluctuations
are not sufficient to trigger plastic events. To get plastic flow, we have to
apply external shear. Finally, using this strain field and its spatial correla-
tions, we are also able to show an emergence of avalanche behavior in sheared
hard sphere glasses. This is basically due to the anisotropic character of Es-
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helby fields. Note that these Eshelby fields bias the occurrence probabilities
of plastic events depending on their locations compared to previous ones.
As a result, it promotes avalanche behavior (organization of plastic events
along band-like patterns) in the shear dominated regime. Several previous
research [58,122] also reported the same behavior for BLJ systems.
In short, we are going to address few fundamental problems in glass
forming hard sphere liquids under shear. First, we will try to identify plas-
tic events from strain field maps. Interestingly, one can find the elastic
propagator from the spatial autocorrelation of these strain fields. The next
question is whether this elastic propagator exhibits four-fold symmetry sim-
ilar to the Eshelby problem. Furthermore, we address questions such as:
What is the speed of this elastic propagator? Does this elastic propagator
promote an avalanche behavior in the shear dominated regime?
The Eshelby problem– Since long-range elastic effects are a key to this
section, we will describe the Eshelby problem briefly. Eshelby considered an
elastic volume V and a subvolume V0 as shown in Fig. 5.18. The material
inside the subvolume is called an “inclusion” and the material outside this
subvolume is called the “matrix”. Moreover, the material is assumed to
be homogeneous, isotropic, and infinite. When this inclusion undergoes
a change in its internal structure, both the inclusion and the matrix will
experience an elastic stress or strain field. Therefore, the main aim of this
problem is to determine the elastic response of both the inclusion and the
surrounding “matrix”. Recently, Picard et al. [118] rederived the far field
Eshelby solution considering the elastic response in an infinite, isotropic,
homogeneous and elastic medium due to an “elastic dipole” with zero mean
forces and zero torque. The resulting strain field obtained by this derivation
is of the form
ǫExy(r, θ) =
2µa2∆ǫ0
π
cos(4θ)
r2
for (r >> a), (5.5)
where µ is the shear modulus and µa2∆ǫ0 is the dipole strength. So the
produced long-range strain field in this problem is anisotropic with a four
fold symmetry (cos(4θ)) in 2D, and decays in a power-law like manner. Note
that these strain fields vanish at r →∞.
Nonaffine strain fields– In order to characterize flow events, we will
look at the nonaffine strain field and its spatial correlation for both sheared
supercooled liquids and glasses. To construct a nonaffine strain field, we fol-
low the method proposed in [123]. Our first task will be to create continuous
density and nonaffine displacement fields. Then this nonaffine displacement
field will be used to calculate the nonaffine strain field. To obtain the con-
tinuous mass density, we use the normalized coarse-graining function ψ(r)
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as ψ(r) = 1− 2(r/rc)4+(r/rc)8 for r < rc and ψ(r) = 0 for r > rc, where rc
is the cut-off length [119, 122]. Hence, the continuous mass density can be
written as
ρ(~r, t) =
N∑
i=1
miψ(||~r0 − ~ri(t)||), (5.6)
where N is the number of nearest neighbors and mi is the mass of the ith
particle. Using this continuous mass density, one can define a coarse-grained
nonaffine displacement field via
~ulin(~r, t) =
∑N
i=1mi~ui(t)ψ(||~r0 − ~ri(t)||)∑N
i=1miψ(||~r0 − ~ri(t)||)
, (5.7)
where ~ui is the nonaffine displacement for each particle. The x and y com-
ponents of this nonaffine displacement are (~ui)x = xi(t) − xi(0) − γyi(t)
and (~ui)y = yi(t) − yi(0), where γ = γ˙t is the strain interval. Finally, the
nonaffine strain field reads as
ǫn.aαβ =
1
2
[
∂
∂rα
ulinβ (~r, t) +
∂
∂rβ
ulinα (~r, t)], (5.8)
where α and β are the x or y component of the vector. Spatial correlation
of this accumulated strain field can be obtained via this following function
(similar to equation (5.4))
Cxy(∆r) =
〈
ǫn.axy (r+∆r)ǫ
n.a
xy (r)
〉− 〈ǫn.axy (r)〉2〈
ǫn.axy (r)
2
〉− 〈ǫn.axy (r)〉2 . (5.9)
For consistency check, we used different cut-off lengths, for example, rc =
1, 2 and 3 in the definition of the coarse graining function ψ, and found
similar results. In the remaining part of this chapter, we will use rc = 1.
5.7.1 Sheared supercooled liquids
Figure 5.19 shows typical nonaffine strain field maps for three different strain
intervals at φ = 0.75 (well below φg = 0.80) and γ˙ = 10
−4. These strain field
maps are very interesting in order to visualize the plastic events qualitatively.
If some regions exhibit large strain values, then one can think that plastic
events have occurred at that place. Figures 5.19(a),(b),(c) highlight the
emergence of random plastic events. It should be pointed out that in this
linear response regime, thermal fluctuations trigger plastic events.
In order to get further insights of this linear response regime, we will
focus on the spatial correlation of the accumulated strain field as defined
in equation (5.9). Figure 5.19(d) nicely indicates the appearance of prop-
agators. Note that there are positive lobes (or propagators) along the x
and y directions, while negative lobes occur along the diagonal directions.
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Figure 5.18: A typical example of the Eshelby “inclusion” (red) and the
“matrix” (remaining white part).
It means that during rearrangements, the strain field will be released along
the x or y direction in our 2D geometry. Moreover, Fig. 5.19(d) reveals an
emergence of the cos(4θ) symmetry as predicted by the Eshelby problem.
On the other hand, Fig. 5.20 shows that this correlation function presents
a 1/R2 decay in the four directions. So we recover Cxy ∝ cos(4θ)/R2, the
same analytic form of the far-field strain field produced by an Eshelby event.
These observations clearly indicate that, in the linear response regime, flow
results from the accumulation of independent Eshelby events, and confirm
the elastic signature of supercooled hard sphere liquids under shear for small
deformation.
In order to test the robustness of this elastic signature, we look at the
form of the spatial correlations with increasing strain intervals. Figure 5.21
suggests that the range of validity of 1/R2 shifts towards large distances.
5.7.2 Transmission of the noise in space
Since each plastic event modifies the strain field in its surroundings, the
flowing system must realize a self-generated dynamical noise. Figure 5.22
shows a simple cartoon, where the noise has been created at the origin of
a plastic event, and propagates in space with a finite speed. To study this
issue, we focus on spatial correlations of the accumulated strain for short
times as compared to the time for propagation of the sound across the system
(see Eqs. 5.8 and 5.9). Results obtained from these studies are shown in
Fig. 5.23(a), and demonstrate that the first minimum of this correlation
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(a) (b)
(c) (d)
Figure 5.19: Typical strain field map of a supercooled liquid (φ = 0.75) at
γ˙ = 10−4 for increasing strain interval ∆γ = 2%, 5%, and 10% in (a), (b),
and (c), respectively. (d) 2D plot of spatial strain correlation of accumulated
strain field from the Fig. 5.19(b). It exhibits identical positive and negative
lobes.
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Figure 5.20: Spatial correlation of accumulated strain field from Fig. 5.19(d)
along different directions. The blue dashed line has exponent −2.
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Figure 5.21: Spatial correlation of accumulated strain field for growing strain
intervals. The red dashed line has exponent −2.
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Figure 5.22: A cartoon for the transmission of the noise in space from the
source point (left). Realization of the same process in our simulation (right).
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Figure 5.23: (a) Propagation of dynamical noise with time. Strain correla-
tion function is shown for short times compared to the time necessary for
the propagation of sound across the system. As time proceeds, the first
minimum of the curve shifts to longer distances. The velocity of this pro-
cess is approximately equal to the speed of sound as estimated from density
and shear elasticity via cs = (G/ρ)
1/2. (b) Shear stress versus strain plot in
order to find the shear rigidity modulus from the slope of the curve at small
strains.
function is moving with a speed of 12.2 [HS units]. On the other hand,
from continuum mechanics, one can estimate the speed of sound from the
following relation cs = (G/ρ)
1/2, where G is the shear rigidity modulus and
ρ is the number density. We do have access to these two quantities as shown
in Fig. 5.23(b). From the above relation, the sound speed is estimated to
be 12.33 [HS units]. This means that the noise created by the plastic event
moves with the speed of sound. Thus, a zone situated at a distance r from
the source of a plastic event can realize the long-range strain field after time
r/c. A possible interpretation of this observation would be that for large
strains the immediate cage around a particle is more strongly perturbed
than more distant regions.
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5.7.3 Sheared glasses
Next we address the behavior of strain correlations in the glassy phase,
where shear dominates plastic rearrangements. Figure 5.24 shows typical
strain field maps for 1%, 5%, and 10% strain intervals. In contrast to the
linear response regime (Fig. 5.19), one observes in the glass the organization
of plastic events along bandlike patterns (avalanche). This happens because
the Eshelby fields influence weak zones along the x and y directions (along
the positive lobes). These “weak zones” refer to a state, which is very close to
the instability threshold. As a consequence, a series of plastic events could
occur along a line with increasing strain as shown in Fig. 5.24(a),(b),(c).
This types of cooperative effects also modify the spatial correlation function.
Figure 5.24(d) indicates a strong imbalance between positive and negative
lobes. Note that negative lobes are missing here. For a quantitative study,
we look at the functional dependence of this correlation in Fig 5.25, and
find that the decay is weaker compared to the typical Eshelby field ( 1/R2).
This is probably due to the cooperative effects among single plastic events.
5.8 Conclusion
Simulations and experiments reveal interesting properties of displacement
fluctuations in sheared glasses. While the glass structure and single-particle
displacement fluctuations remain essentially isotropic, interesting features
arise in the correlations of these displacements in terms of their anisotropy,
volume-fraction and strain-rate dependence. Our detailed analysis of sim-
ulation and experimental data shows that within the range of shear rates
studied here, dynamic correlations grow with decreasing applied strain rate.
This is mirrored in an increasing non-Gaussian behavior of the displace-
ment distributions. Furthermore, correlations grow with increasing packing
fraction. An interesting transition arises with respect to the symmetry of
correlations: while correlations decay isotropically in the thermal regime,
they become anisotropic when shear dominates the displacements. We find
overall good qualitative agreement between the simulations and experiments;
however, the range of dynamic correlations differs significantly as evidenced
by a short-range exponential decay of correlations in 3D simulations, and a
longer-range power-law-like decay in the experiments.
A possible reason for this discrepancy has been attributed to the finite
system size of our simulations. By going over 2D, we find strong evidence
that the exponential behavior is a consequence of too small system size
in our 3D simulations. Moreover, we provide strong evidence for elastic
signature of strain correlations in sheared supercooled hard sphere liquids.
We also find that this elastic coupling may play an important role in the
shear dominated regime. We speculate that this elastic coupling may lead
to a macroscopic shear band or material failure.
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(a) (b)
(c) (d)
Figure 5.24: Typical strain field maps of a hard sphere glass (φ = 0.82) at
γ˙ = 10−4 for increasing strain interval ∆γ = 2%, 5%, and 10% in (a), (b),
and (c) respectively. (d) The spatial correlation of the accumulated strain
field from the Fig. 5.24(b). Note that negative lobes are missing compared
to Fig. 5.19(d).
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Figure 5.25: Spatial correlation of accumulated strain field from Fig. 5.24(d)
along different directions. The blue dashed line has exponent −1.25.
Chapter 6
Conclusion
One of the main topics addressed within this doctoral study is the effect
of strong confinement on the phase behavior of a hard sphere glass. The par-
ticles are confined between two planar hard walls. It is found that the first
peak of the pair distribution function shows a non-monotonic dependence
on plate separation. This structural change has a dynamic counterpart. In-
deed, we also find a non-monotonic variation of the diffusion coefficient with
changing confinement. This non-monotonic effect of confinement persists up
to the glass transition. An interesting consequence of this effect is that, in a
wedge-shaped channel where plate separation varies with distance from the
corner, alternating liquid-glass regions may coexist. This effect may find in-
teresting applications making use of the dynamic contrast between the glass
and the liquid.
Not only formation of glass, but also the mechanical response of amor-
phous materials is of great interest in modern science and technology. At
sufficiently high densities or low temperatures, these systems develop a finite
yield stress and start to flow only if the applied stress exceeds this thresh-
old. Moreover, the deformation in amorphous solids is often heterogeneous
and intermittent as exemplified by shear bands in metallic glasses. A major
part of this thesis is, therefore, devoted to a thorough study of the various
aspects of deformation and response in glass forming systems (Chapter 4
and 5).
On the one hand, we address in Chapter 4 whether flow heterogeneity in
amorphous solids can be rationalized within a simple and purely hydrody-
namic framework, which relates fluctuations of shear rate to those of density
(shear concentration coupling theory, SCC). For this purpose, we show via
molecular dynamics simulations that basic assumptions of this theory are
valid. Via a Fourier analysis, we find that the time scale for the fluctuations
of density and shear rate are essentially the same and independent of shear
rate as assumed in the linear stability analysis within the theory. Moreover,
MD results on the ratio of the amplitudes of density and shear rate fluc-
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tuations are in line with the theoretical prediction. Last but not least, the
simulated and predicted phase diagrams for the onset of flow instability show
good agreement. Thus, despite its simplicity, the shear concentration cou-
pling theory provides a consistent picture on the onset of flow heterogeneity
in hard sphere glasses.
In Chapter 5, a change in the perspective is undertaken and the me-
chanical response in amorphous solids is addressed from a fully microscopic
viewpoint. For this purpose, we adopt a commonly used definition of lo-
cal plastic activity and determine spatial correlations thereof. In line with
recent experiments, we find long range correlations of plastic response. In-
terestingly but not surprisingly, these long range correlations lead to finite
size effects in MD simulations where the system size is often far from be-
ing infinite. This influences the functional form of correlations so that an
agreement with experiments is obtained in the limit of large system sizes
only. Another interesting finding addressed in Chapter 5 is that these spa-
tial correlations are isotropic in the thermally activated regime but become
anisotropic as fluctuations are dominated by the shear-induced collisions be-
tween particles. It is noteworthy that this anisotropy does not show up in
the distribution of single particle displacements (jumps). This underlines
the importance of spatial correlations for a characterization of the response
of an amorphous solid to external deformation. Finally, we also address
in Chapter 5 the spatio-temporal behavior of correlations of accumulated
strain both in the supercooled liquid state as well as in the glassy phase. It
is found that this quantity shows Eshelby type functional dependence in the
supercooled liquid state. Noting that the Eshelby inclusion problem deals
with the response of an elastic medium to a perturbation, these results sug-
gest that strain correlations reveal signature of elasticity in the response of
supercooled liquids to an externally imposed deformation. It is also found
that these strain correlations propagate across the system with the speed of
sound.
The results presented in this PhD thesis call for further studies. While
the results presented in Chapter 3 suggest that a coexistence between liquid
and glassy phases my occur at sufficiently high densities, it is still unclear
how polydisperisty will change along the wedge as the packing fraction ap-
proaches the glass transition and how this may influence the predicted non-
monotonic scenario. It would also be interesting to extend these studies to
other glass forming systems and thus address the generality of the observed
behavior.
As to the investigations of flow heterogeneity in Chapter 4, we recall
that analytic results based on the shear concentration coupling theory are
obtained via a linear stability analysis. While such an analysis becomes
exact in the stable regime, where fluctuations decay with time, it soon looses
validity in the unstable regime, since fluctuations grow and can no longer
be considered as small. Thus, via this approach, no statement can be made
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regarding the long time behavior of the system in the unstable branch. A
way to tackle this problem would be to numerically solve the underlying
hydrodynamic equations and thus investigate the long time behavior of the
system. On the analytical side, the use of weakly non-linear stability analysis
could provide valuable information on the trends in the system dynamics
beyond the linear regime.
A further direction of research motivated by the present thesis would be
to investigate the universality of the observed spatio-temporal correlations
of plastic activity by the study of other glass forming systems. Moreover, the
knowledge of these correlations could be incorporated in mesoscopic models
of amorphous plasticity which would allow the study of plastic response on
larger length and time scales.
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