Abstract. We consider a class of quasilinear wave equations in 3 + 1 space-time dimensions that satisfy the "weak null condition" as defined by Lindblad and Rodnianski [40], and study the large time behavior of solutions to the Cauchy problem. The prototype for the class of equations considered is −∂ 2 t u + (1 + u)∆u = 0. Global solutions for such equations have been constructed by Lindblad [37, 38] and Alinhac [5] . Our main results are the derivation of a precise asymptotic system with good error bounds, and a detailed description of the behavior of solutions close to the light cone, including the blow-up at infinity.
Introduction
In this paper we are interested in the global behavior of nonlinear wave equations in 3 + 1 space-time dimensions. Our main focus is the description of the asymptotic behavior for small solutions of the Cauchy problem for a class of nonlinear wave equations satisfying the so-called "weak null condition" [40, 41] . The prototype that we are going to consider is the equation −∂ 2 t u + (1 + u)∆u = 0.
(1.1)
Background and the Weak Null Condition Conjecture. One area of research on nonlinear wave equations where major progress has been made focuses on identifying nonlinearities that lead to global solutions for small initial data. Of particular interest is the case of quadratic nonlinearities, that is, systems of the form
where ✷ = −∂ 2 t + ∆, i = 1, . . . , N for some positive integer N , and the sum runs over j, k = 1, . . . , N , and all multi-indices α, β ∈ Z 4 + with |α|, |β| ≤ 2, |α| + |β| ≤ 3, with the usual convention that ∂ 0 = ∂ t . Indeed, in 3 spatial dimensions general quadratic nonlinearities can have long range effects: Since solutions of the linear wave equation decay uniformly in space at best at the rate of t −1 , the L 2 norm of the nonlinearity computed on a linear solution also decays at the borderline non-integrable rate of t −1 . In particular, quadratic nonlinearities can contribute to the long time behavior of solutions and even cause finite-time blowup. It is in fact known since the pioneering works of John [27, 28] that this latter scenario can occur even for solutions with small, smooth and localized data. At the same time, for some very general classes of quadratic nonlinearities, solutions were shown to exist almost globally, that is, for times of the order exp(c/ε), where ε is the size of the Cauchy data, by John and Klainerman [30] and Klainerman [35] .
The main breakthrough in identifying classes of nonlinear wave equations where solutions with small data exist globally and scatter was in the works of Klainerman [36, 34] , see also Christodoulou [7] , on the null condition, which we will refer to as (NC). The class of nonlinearities that satisfy (NC) have the form
where the following condition holds: a jk i,αβ ξ α ξ β = 0 for any ξ ∈ R 4 such that −ξ 2 0 + ξ 2 1 + ξ 2 2 + ξ 2 3 = 0.
(1.4)
For such systems it was shown by Klainerman [36] that in 3+1 dimension solutions with small and a localized data exist globally. Moreover, (NC) leads to a linear asymptotic behavior of solutions as t → ∞.
On the other hand, while (NC) is sufficient for global existence, it can be easily seen to not be necessary as the simple example ✷u 1 = (∂ t u 2 ) 2 ✷u 2 = 0 (1.5)
shows. Since (1.5) is a decoupled system, one can trivially solve globally-in-time the equation for u 1 . One should note however that the behavior of u 1 is different from that of a linear solution.
In [40, 41] Lindblad and Rodnianski introduced a weaker notion than (NC), that of the weak null condition, which we will refer to as (WNC). This concept was later instrumental to showing the stability of Minkowski space for the Einstein's vacuum equations in harmonic gauge [41, 42] . To describe (WNC) consider a system of the form (1.3), which we rewrite for simplicity as Making the ansatz u(t, x) ≈ ε |x| U (q, s, ω), q = t − |x|, s = ε log t, ω = x/|x|, (1.7)
one can derive, at least formally, up to faster decaying remainders, an asymptotic PDE for U . We provide some examples of such asymptotic PDEs in the next paragraph. This type of asymptotic PDE was introduced by Hörmander [18, 19] to study the blow-up time for scalar wave equations violating the null condition. The system (1.6) is said to satisfy (WNC) if the asymptotic PDE for the ansatz (1.7) admits a global solution defined for all s, which, together with its derivatives, grows at most exponentially in s (algebraically in t). An important conjecture in the field is the following 1 1 It is natural to attribute this conjecture to Lindblad and Rodnianski, following [40, 41] . However, these same authors commented in [42, p. 1405 ] "In our previous work [40] we identified criteria under which it is more likely that a quasilinear system of the form (1.3) has global solutions [. . . ] At this point, it is unclear whether this criterion is sufficient for establishing a "small data global existence" result for a general system of quasilinear hyperbolic equations." Conjecture 1.1. (WNC) is a sufficient condition for the global regularity of the Cauchy problem with small and localized data.
To give an idea of the definition of (WNC) consider the following three examples of scalar nonlinear wave equations, and their associated asymptotic PDEs:
(1.8)
The first equation is an example (the only scalar one) of the classical (NC); when (NC) is satisfied one always obtains the trivial asymptotic PDE ∂ s ∂ q U = 0, which obviously has global and uniformly bounded solutions. The second example is Burgers' equation ∂ s v + v∂ q v = 0, for v = ∂ q U ; solutions to this PDE blow-up in finite time, and so do solutions of the corresponding wave equation. See the works [19, 2, 3, 8, 17, 46] and references therein for extensive studies of blow-up for geometric classes of hyperbolic wave equations violating (WNC). The last of the three examples in (1.8) is the prototypical equation (1.1). For this equation the construction of global solutions for small C ∞ 0 data was done by Lindblad [37] in the radial case. Global solutions where obtained by Alinhac in [5] in the non-radial case. In [38] Lindblad treated the more general case of (1.13) below. One way to see the difference with respect to the previous asymptotic PDEs is to set again v = ∂ q U , obtaining ∂ s v + ∂ −1 q v∂ q v = 0; in this equation v is transported by ∂ −1 q v which smooths out the contribution of high frequencies, and prevents the formation of shocks by the intersection of characteristic.
The explicit global solution of the asymptotic PDE from which one sees exponential growth in (logarithmic) time s for derivatives of ∂ q U .
Motivation and results. Our interest in the asymptotic behavior of solutions to (1.1), as well as the more general equation (1.13) , is twofold. First, understanding the global behavior of solutions of nonlinear hyperbolic and dispersive equations is one of the main objectives in the field. For (1.1) and (1.13) this question has been left open since the cited works of Lindblad and Alinhac. See also Hörmander [18] and John [29] . Recently, several results on asymptotics for hyperbolic PDEs have been obtained. In [39] Lindblad has proven asymptotics for small solutions of Einstein's vacuum equations in General Relativity. Semilinear models for Einstein's equations have been studied in [43] , and the Maxwell-Klein-Gordon system was considered in [6] . Other works on asymptotics for semilinear wave equation include [31, 32] and references therein. See also the recent work [23] on modified scattering for coupled Wave-Klein-Gordon systems modeling the Einstein-Klein-Gordon system. We remark that, in the context of quasilinear waves, (1.13) is conceptually harder to treat than Einstein's equations despite its much simpler look; indeed, Einstein's equations satisfy (WNC) essentially by having a nilpotent structure as (1.5) (with additional null forms and cubic terms). Second, it is well established that, especially for quasilinear evolution equations, the question of global regularity is intimately tied to a precise understanding of the asymptotic behavior of solutions. Some important examples in this respect are the global stability of Minkowski space in General Relativity [9, 42] , the stability of one dimensional interfaces for gravity waves [25, 1, 20] and capillary waves [26, 21] , and the stability of two dimensional interfaces for the full gravitycapillary water waves system [12] . Thus, one of the main reasons for our work is a contribution to the understanding of the Weak Null Condition Conjecture 1.1 through the study of the asymptotic behavior of solutions of (1.1) and (1.13) . To this end, we should also remark that since solutions of the asymptotic system associated to (1.1) grow exponentially in s, this equation is supposed to represent the hardest example within the class of equations satisfying (WNC). In fact, our techniques and results can be adapted to general systems satisfying (WNC).
To end this introduction, let us give a brief and informal description of our results. Precise statements are given in Theorem 2.2 (the derivation of an asymptotic system) and Theorem 2.3 (exact asymptotics along the light cone). Some ideas of the proof are given in Subsection 2.5. We start by considering a global small solution u of (1.1) as constructed by Lindblad [38] , and assume a priori some of the bounds obtained in [38] on weighted L 2 norms of the solution. We then improve these bounds by iterating Duhamel's formula in Fourier space and obtain almost sharp bounds for the Fourier transform of the profile f associated to the solution u, see (2.5) . A detailed analysis of the bilinear interactions, depending on the size and direction of the frequency, leads to the derivation of an "asymptotic ODE" for f with good control on the error terms. Thanks to this we can then construct (a) an asymptotic profile U : (s, ρ, θ) ∈ R × R × S 2 → R which satisfies the asymptotic PDE (1.9) with suitable initial conditions, and (b) a shift function A : (s, θ) ∈ R × S 2 → R, which depends nonlinearly on f , such that, for |x| ≈ |t| ≫ 1 we have
We remark that our results also apply to the general case
with g αβ smooth and g αβ (0) = 1. For simplicity we will work with (1.1) but it will be apparent that all our arguments can be carried out for (1.13) as well.
Organization of the paper. The set up of the equation, Duhamel's formula in Fourier space, and basic definition are given in the first part of Section 2. In Subsection 2.4 we give the statements of our main results, and in 2.5 we sketch some of the ideas in the proofs. Section 3 contains several auxiliary lemmas. In 3.1 we first recall the a priori bounds on weighted energies of [38] and derive some basic consequences. Lemma 3.3 contains a result about angular integration by parts in oscillatory integrals that will be repeatedly used to restrict bilinear interactions to nearly parallel frequencies. In 3.3 we obtain some key improved bounds on the spatial Fourier transform of the profile and localized version of it. Section 4 is dedicated to the proof of Theorem 2.2; this is subdivided into five lemmas which are stated in Subsection 4.1. Finally, exact asymptotics as in the statement of Theorem 2.3 are derived in Section 5.
Set up and statements
2.1. Duhamel's formula. Throughout this paper the Fourier transform is defined as
We fix a number of parameters
3)
where 0 < ε ≪ 1 and ϕ 0 and ψ 0 are fixed Schwartz functions. In fact, we only need ϕ 0 and ψ 0 to belong to a suitable weighted Sobolev space for which the energy estimate in Lindblad [38] hold,
we have the Duhamel's formula
where we denote 
We use this to decompose (omitting the dependence on the inputs for a lighter notation)
C will generally denote an absolute constant that may vary from line to line. The notation A B means that A ≤ CB for some absolute constant C > 0; we will use and ≈ in a similar standard way.
We denote the space-time gradient ∂ = (∂ t , ∇). The rotation vector fields are Ω = (x i ∂ j − x j ∂ i ) 1≤i<j≤3 , and the scaling vector field S = t∂ t + x · ∂ x .
We fix a smooth radial cutoff function ϕ that equals 1 for |ξ| ≤ 1 and vanishes for |ξ| ≥ 2, and define
(2.11)
We let P k denote the standard Littlewood-Paley projections, P k f (ξ) := ϕ k (ξ) f (ξ), and let Q jk be defined, for (j, k) ∈ J := {(j, k) : j ≥ max(−k, 0)}, as
For any k ∈ Z we will define k + = max(k, 0) and k − = max(−k, 0).
2.3.
Definition of Acceptable Error. Our main objective is to find the leading order asymptotics in (2.8). As it will turn out this will require the derivation of a nonlinear PDE that drives the asymptotic dynamics, as well as a phase correction/shift. We then need a proper definition of acceptable remainder terms. The norm in which we will measure our remainders is:
Definition 2.1 (Acceptable remainder). We will deem a function R(t, ξ) to be an acceptable remainder if we can write is as
We will write R = R(t, ξ) ∈ R if it is an acceptable remainder in the above sense.
2.4.
Statements of the main results. Our first main Theorem gives convergence of solutions of (2.3) to an asymptotic system. Theorem 2.2 (Approximation by the asymptotic system). Let u be a solution of the equation (2.3)-(2.4), and let f be the associated profile in (2.5). Denote spherical coordinates by ξ = ρθ, ρ > 0,φ ∈ S 2 . Define the "radial profile" 14) and the quantities 15) and
Then F θ satisfies the "asymptotic PDE"
where R is an acceptable remainder in the sense of Definition 2.1.
The proof of Theorem 2.2 will follow from the approximation Lemmas 4.1-4.5, which are stated in 4.1 and proven in the rest of Section 4. Combining Theorem 2.2 with additional linear and nonlinear estimates, we will obtain the following result: Theorem 2.3 (Nonlinear Scattering and Asymptotics). Consider a solution u of (2.3). For ||x| − t| t γ/10 the asymptotic behavior of u(t, x) as t → ∞, is as follows: there exists a function ("the asymptotic profile") U = U θ (s, q), satisfying 18) and the equation 19) and a function D θ (t) (the "shift") satisfying 20) such that
21)
where θ = x/|x|.
Let us make a few comments.
-Our result applies also to the general case of the equation (1.13) with g αβ smooth and g αβ (0) = 1. For simplicity we deal with (2.3) but it will be apparent that all our arguments apply verbatim to (1.13). The only changes involve the dependence on the "parameter" θ in the formulas of Theorems 2.2 and 2.3.
-The asymptotic formula (2.19)-(2.21) follows from the asymptotic PDE (2.17), whose derivation occupies most of our paper. It is important to observe that the PDE (2.17), with the explicit formulas (2.14)-(2.15), actually contains more precise information about the asymptotic behavior of solutions of (2.3). However, in order to be able to fully exploit this, and obtain asymptotics inside the light cone for the solution u itself, it seems that one would need to strengthen the notion of acceptable remainder, and prove even stronger bounds than the ones in this paper. This we plan to do in future work.
-Away from the light cone, when ||x| − t| (1 + |t|) γ/10 , one has
as a consequence of the standard Klainerman-Sobolev embedding, and the weighted bounds (3.1).
-Note that (2.21) with α = β = 0 implies the sharp t −1 decay for ∂u close to the light cone. In particular, it follows that we can close energy estimate (with small-in-time growth) in standard Sobolev spaces. Weighted energy estimates would instead require additional arguments, see also the comment below.
-As already mentioned, the construction of global solutions for (2.3) for small C ∞ 0 data was done by Lindblad [37] in the radial case. Global solutions where obtained by Alinhac in [5] , and by Lindblad [38] for the more general case of (1.13). To obtain our results on asymptotics and nonlinear scattering we are going to use some of the a priori bounds on weighted Sobolev norms from [38] , more precisely only those involving one single scaling vectorfield and several rotation vectorfields.
-We did not optimize the choice of the parameters in (2.2), nor the fraction of γ in (2.21), but prioritized convenience instead. For similar reasons, the exponent 7/8 appearing in the definitions (2.15)-(2.16) is a convenient number slightly smaller than 1.
2.5. Ideas and structure of the proof. We now discuss the strategy for our proofs and some of the main features of our arguments. We focus on describing the main intuition behind the derivation of the asymptotic system in Theorem 2.2 and the construction of the asymptotic profile in Theorem 2.3. For the sake of explanation we will disregard many technical aspects of the proofs. The initial approach follows the general scheme of recent works on global solutions of (quasilinear) evolution systems, see [15, 13, 22, 25] . In the context of wave equation this general framework was employed by Shatah and the second author [44, 45] . Let v and f be defined as in (2.5). For sufficiently regular and localized solutions, one has the following linear asymptotic for |x| ≈ t:
up to faster decaying terms; see Proposition 5.3 for a precise formula. Motivated by this, we look at the evolution of f , which reads, see (2.8),
where we denote f + = f , f − = f , and
For simplicity, let us focus on one of the terms in the nonlinear expression (2.23)-(2.24), the term with (κ 1 κ 2 ) = (+−). In other words, let us look at the equation
One can verify that the interacting waves have the same velocity, and therefore travel in the same direction, for frequencies in the set
For such frequencies the integral (2.25) presents no oscillations in η, ∇ η Φ +− = 0. In addition, on the subset 27) there are no oscillations over time, as Φ +− = 0 as well. Interactions between waves with parallel frequencies in the set (2.27) are call "resonant" and are the most problematic to handle. We refer the reader to the introduction of [44] for a longer discussion along these lines. Our general approach to obtaining bounds on solutions will be to first restrict the integral in (2.25) to the parallel frequencies in the set (2.27) and then analyze the resulting contribution. We remark that such contribution would vanish if (NC) was satisfied. One of the things we are going to show is that, when the (WNC) is satisfied, the asymptotic PDE (1.9) or, more precisely, the equation (2.17), emerges from the reduction of (2.23)-(2.24) to resonant interactions. However, in order to be able to see the full asymptotic dynamics there are several important aspects one needs to deal with. In the remaining of this section we give a schematic description of our main steps.
Step 1: Improved bounds by iteration. We begin by translating the energy bounds from [38] on weighted L 2 -norms of solutions of (1.1) in terms of the profile f . Roughly speaking these give us a bound of the form
where Ω is any rotation vectorfield of the form x i ∂ x j − x j ∂ x i , N is a sufficiently large number, and ε ≪ 1 is the size of the initial data. Then, we obtain a number of stronger bounds by iterating the basic bound (2.28) through Duhamel's formula (2.24)-(2.25). These bounds give good control on f , as well as improvements for localized versions of it. See Lemmas 3.2, 3.5 and 3.7. A key tool that we often use is the angular integration by parts Lemma 3.3.
Step 2: Low frequency outputs. It is important to observe that one cannot restrict the interactions to parallel frequencies when these frequencies are too small. Therefore, we first look at the contribution of very small frequencies outputs |ξ| (1 + |t|) −1+ . In this case, using the weighted and pointwise bounds obtained in the previous step, we show that
where R denotes here, and in what follows, a remainder which decays fast enough in time in a suitably strong norm, see Definition 2.1. In other words, we see that low frequency outputs contribute a bulk term h such that |ξ|h(t, |ξ|) decays at a critical t −1 rate.
Step 3: High-low interactions and phase shift. The next step is to measure the feedback contribution of the low frequency bulk h to the nonlinear interactions. We then look at (2.25) when |η| (1+|t|) −1+ ≪ |ξ|. Formally replacing f (η) by the contribution coming from t 0 h(s, |η|) ds =: H(t, |η|), and approximating f (ξ − η) by f (ξ), we see that:
This shows that high frequencies are essentially transported by the low frequencies bulk. Eventually we will renormalize f to incorporate this contribution via a phase correction/shift, using the reality of H. This is a similar phenomenon to the one occurring in scattering-critical equations such as 1d nonlinear Schrödinger equations [16, 33, 24] , and 2d water waves [25, 26] .
Step 4: High-high interactions: Reduction to parallel frequencies. After treating very low frequency inputs and outputs we can isolate the contribution of parallel frequencies, using the improved bounds obtained earlier, and angular integration by parts arguments. Denoting spherical coordinates by ξ = ρθ, η = rφ, with θ, φ ∈ S 2 , we can write Duhamel's formula (2.25) as 31) where the integral over S 2 φ is supported in a small cap around θ. Then, a stationary phase argument on the sphere gives
Thus, we have arrived at
Step 5: The asymptotic PDE. Similar arguments to those sketched above for (2.25) can be used for the other terms in (2.23)- (2.24) . Gathering all the contributions, and defining the "radial profile"
one obtains 35) where C θ (t) is a real-valued nonlinear function of F θ which takes into account the low frequencies contributions (2.29)-(2.30), and we have disregarded some less important terms. See Theorem 2.2 for details. We then define U θ = U (s, q; θ) by setting 36) and observe that equation (2.35) is the 1 dimensional Fourier transform of the equation
This is a perturbation of the asymptotic PDE (1.9). An important aspect of our analysis is the control of all the remainders R in a proper "critical norm", see (2.13), to guarantee a strong enough proof of convergence to the asymptotic system.
Step 6: Asymptotics. The last step consists in rigorously proving convergence of U θ to an asymptotic profile, which will still depends on time s, and deduce from there asymptotics for u. Combining the solution of the perturbed asymptotic system (2.37) for U θ with the improved bounds obtained by analyzing Duhamel's formula (2.23), we explicitly construct an asymptotic profile U θ = U (s, q, θ) that solves the unperturbed asymptotic system (1.9) together with suitable initial conditions, and such that
with the convergence happening in a suitable norm. Combining this with identities (2.34) and (2.36) and the linear asymptotic (2.22), one obtains
We refer the reader to Propositions 5.2 and 5.3, and the formulas (5.4)-(5.5) for more details on the asymptotic profile.
A priori bounds and improvements
In this section we gather several supporting estimates that we are going to use in the proof of Theorem 2.2 in the next section. We begin by recalling the weighted energy bounds from [38] and state some basic consequences in terms of the profile (2.5) in Lemmas 3.1 and 3.2. We then prove a general results about angular integration by parts in oscillatory integrals in Lemma 3.3; this will be used repeatedly in rest of this section and in Section 4 to restrict many bilinear interactions to nearly parallel frequencies. Finally, in Subsection 3.3 we improve in various ways the basic energy bounds by iterating Duhamel's formula, and obtain several key bounds on the Fourier transform of f , see Lemmas 3.5 and 3.7.
3.1. Basic a priori bounds and norms. We will use the following energy bounds established by Lindblad [38] :
where Ω = (
. Moreover we will use the decay information, see [38, (6.8) 
This first Lemma translate the weighted energy bounds on the profile.
Lemma 3.1 (Energy bounds).
We have
where f is the profile for (∂ t − i|∇|)u defined in (2.5). Moreover we have the bound
Proof. A direct computations shows that e it|∇| commutes with ∂ x , Ω and S, so (3.1)) directly implies (3.3). Now by (3.3) and commutation we have
and by (2.6) and (3.2) we have
and combining this with the bounds
which is again true for |ℓ| + |ℓ ′ | ≤ N − 2, we obtain that
Cε which, via standard harmonic analysis estimates, implies (3.4).
The next lemma contains some basic bound that are consequences of the energy bounds (3.3). More refined bounds will be proved later in Section 3.3.
for any (j, k) ∈ J . As a consequence we see that
In particular, combining (3.6)-(3.7), we have
Proof. Since (3.6) is a direct consequence of (3.5), and (3.8) is direct consequences of (3.7), we only need to prove (3.5) and (3.7).
Proof of (3.
Writing ξ = ρθ in polar coordinates, and using Sobolev embedding in θ and Gagliardo-Nirenberg in ρ, and using the support information of F , we see that
Proof of (3.7). This bound is not a direct consequence of the a priori bounds (3.1) when frequencies are very small. We therefore prove it by a bootstrap argument. More precisely, we assume the bounds (3.1)-(3.2), which in particular imply (3.6), and assume a priori
where C ′ ≫ C but still is an absolute constant, and show that these imply
, in view of the decomposition (2.7)-(2.10), and the identity
we only need to estimate, for fixed κ 1,2 ∈ {±} and fixed ℓ 1 , ℓ 2 , the integral
Let Ω ℓ j f κ j = g j , then for |ℓ| ≤ N/2 and each k we have 12) and by fixing time s ≈ 2 m it suffices to bound
Now for |ξ| ≈ 2 k we have
Cεm , using (3.12) and also the consequence that P k 2 g 2 L 2 ε2 3k/2 2 (1+C ′ ε)m . For the remaining terms we have
using (3.6). This proves (3.7).
Angular integration by parts.
Here is a Lemma about angular integration by parts which we will use several times in the rest of the proof.
where p ≤ 0, χ is a compactly supported and smooth cutoff,
and, for all |α| ≤ M , the functions f and g satisfy
where Ω denotes the rotation vector fields. Then, we have
provided that
for some constant ν > 0.
Proof. We may assume that f (ζ) is supported in the region |ζ| ≈ 2 k 1 , and similarly for g; by symmetry and (3.18) we may also assume k 1 ≥ k 2 and min(k,
for some suitable cutoff χ, we may assume that |ξ 1 η 2 − ξ 2 η 1 | ≈ 2 p+k+k 2 in the support of integral.
There are then three cases to consider.
First express f in polar coordinates and use the Fourier transform in the radial coordinate to write
where H(ρ, ζ) is homogeneous of degree 0 in ζ, then we have that (due to our assumption about the support of f , and |k − k 1 | ≤ 4)
so if we define 22) and define (f ′ , f ′′ ) and (J ′ , J ′′ ) accordingly, then we have
which is acceptable. Below we will consider f ′ and J ′ only, and will omit the "prime" symbol for simplicity. Since now
we will first fix one ρ and denote the corresponding contribution by J ρ . Note that |ρ| ≪ s by our assumption, so
then we have L(e isΦ+iρ|ξ−η| ) = i(±s + ρ)e isΦ+iρ|ξ−η| , and thus
where 29) where the coefficients are omitted for simplicity (the same below); now we analyze each factor appearing in this expression. First, we have
by Faà di Bruno's formula one has that
again with coefficients omitted, therefore
with constants depending on q. As for the D α 0 G factor, we have
and 34) which implies that 35) and similarly
Using also that
we get
and therefore
and
Integrating in ρ, we get that
Optimizing the last line, we get that
due to our choice (3.18).
We then apply the same argument as in Case 1, except that the bounds are now 
and consequently
Case 3: |k − k 1 | ≤ 4, and j 2 ≤ (1 − ν)m. In this case we switch the role of η and ξ − η; first we manipulate g(η) in the same way as Case 1 above, and reduce to studying H(ρ, η/|η|).
and define L and other quantities accordingly, then we have, replacing the estimates in Case 1, that
and (3.34) now implies that
and similarly
so following the same line as Case 1 we get that
Here is an additional simple result for non-stationary integrals:
Assume also that F is real-valued and satisfies
3.3. Improved bounds on f . We now show how starting from the basic bounds of Lemma 3.2, it is possible to get improved estimates by using, among other things, the angular integration by parts estimate of Lemma 3.3.
Lemma 3.5. Let f be the profile (2.7)-(2.8), and assume the apriori bounds (3.4). Then, for all
Note that, combining Lemmas 3.5 and 3.2 yields a useful bound: for all t ≈ 2 m we have
This follows by using (3.7) for the sum over k ≤ −2m, and (3.56) and (3.6) when summing over k ≥ −2m.
Proof. The bound (3.56) is the consequence of iterating many times the following claim, starting at β = 1 and M = 0 (see Lemma 3.2):
Claim. Suppose for some β, M > 0 we have
for all t ≈ 2 m , then for the same t we also have, with β ′ = 2β/3 and M ′ = 2M/3 + 4, that
To prove the claim, assume that (3.58) holds. Using the Duhamel formula (2.7) and the commutation formula (3.11), in the same way as in the proof of Lemma 3.2, we see that (3.59) would follow if we can prove the estimate
for all s ≈ 2 m and all functions g r (which are g r = Ω ℓr f κr , see the proof of Lemma 3.2) satisfying
for r = 1, 2. We decompose the inputs g r into Q jrkr g r for r = 1, 2, and divide the proof into two cases.
(1) Assume that min(j 1 , j 2 ) ≥ (1 − 4δ)m or max(j 1 , j 2 ) ≥ 2m. To treat the case when both inputs have large spatial localization it suffices to use the second inequality in (3.61) and estimate
which is stronger than (3.60).
(2) Assume min(j 1 , j 2 ) ≤ (1 − 4δ)m and max(j 1 , j 2 ) ≤ 2m. We can then be able to apply Lemma 3.3 in combination with the first inequality in (3.61), see the first condition in (3.18) , to restrict the integral to the region where
This then restricts the integral to a cone of angular aperture 2 p 0 and radius 2 min(k 1 ,k 2 ) ; arguing as in (3.63), we obtain that
If k 2 ≥ k − 10, then we have
which implies, using the second inequality in (3.61), that
which implies (3.60) upon summing over (j r , k r ). If k 2 ≤ k − 10, then |k − k 1 | ≤ 5 and (3.65) gives
Now if k 2 ≤ −βm, then in (3.66) we may use the second inequality in (3.61) to bound the first L ∞ factor and (3.62) to bound the second, obtaining
This does not imply (3.60), but upon integration in time, this implies that
which then implies (3.59) via interpolation with (3.6) (we obtain M ′ = (M + 4)/2). Finally, if k ≥ k 2 ≥ −βm, then the second inequality in (3.61) and (3.62) implies, for
This then gives
which again implies (3.60) upon summation. This completes the proof.
Another direct consequence of Lemma 3.5 is the following bound for time derivative of the profile: Lemma 3.6. Under the assumptions (3.4), for all t ≈ 2 m , m ≥ 0, we have the following estimates:
Proof. To prove (3.67) is suffices to use (2.6), Hölder's inequality, and the L ∞ decay (3.2). To prove (3.68) it suffices to combine the commutation formula (3.11), the estimate (3.66) and (3.56), and follow the proof of Lemma 3.5.
Finally, we have the following improvement of (3.56) for Q jk f :
Proof. Fix a time s ∈ [0, t], assume s ≈ 2 n , where 0 ≤ n ≤ m. By Duhamel formula (2.10), and the commutation formula (3.11), it suffices to prove that
where
and g r = Ω ℓr f κr as before. In particular g r satisfy the bounds
We decompose g r into Q jrkr g r , and subdivide the proof of (3.70) in various cases along the same lines of the proof of (3.56) above.
Case max(n, min(j 1 , j 2 )) ≤ (1 − 2γ)m. Without loss of generality assume j 1 ≤ (1 − 2γ)m; we differentiate (3.71), using the fact that
we obtain that
Since j ≥ (1 − γ)m, by choosing |α| big enough we see that
Case min(j 1 , j 2 ) ≥ (1 − 4δ)n or max(j 1 , j 2 ) ≥ 3m. The case max(j 1 , j 2 ) ≥ 3m can be simply treated as in (3.63), so we skip it. We then assume min(j 1 , j 2 ) ≥ (1 − 4δ)n and separate into different cases depending on the size of k 2 relative to k. Note also that min(j 1 , j 2 ) ≥ (1−4δ−2γ)m since when n ≤ (1 − 2γ)m we must have min(j 1 , j 2 ) ≥ (1 − 2γ)m.
Subcase 1: k 2 ≤ k − 10. In this case k 2 is the smallest frequency and |k 1 − k| ≤ 10. If k 2 ≤ −2m/3 we estimate
which suffices since n ≤ m. If instead k 2 ≥ −2m/3 we estimate
(−2/3+δ ′ +4δ+2γ+Cε)m using that n ≤ m, −2m/3 ≤ k 2 ≤ k ≤ −m/2 + 2γm and j 1 ≥ (1 − 4δ − 2γ)m, which suffices.
Here we can use an L 2 × L 2 estimate and obtain
which is more than sufficient since k ≥ −7m/8 and
Using Lemma 3.3 we can restrict the angle between ξ and η in the integral I k in (3.71), and reduce matters to estimating
Subcase 1: k 2 ≤ k 1 − 10. In this case |k 1 − k| ≤ 5 and we estimate, using (3.57),
which suffices since k ≤ −n/2 + 2γn and n ≥ (1 − 2γ)m. The case k 1 ≤ k 2 − 10 is treated similarly and easier in view of the factor 2 k 1 −k 2 . Subcase 2: |k 2 − k 1 | ≤ 10, and max(j 1 , j 2 ) ≥ 2n/5. Suppose j 1 ≥ 2n/5, we proceed similarly and estimate
which suffices noticing that n ≥ (1 − 2γ)m, and that
From now on we may assume max(j 1 , j 2 ) ≤ 2n/5, so in particular min(k 1 , k 2 ) ≥ −2n/5. In this case we will have to consider the integral I k,p 0 with the phase, namely
For simplicity we also assume max(k 1 , k 2 ) ≤ 0. Recall that in the region of integration we have ξ/|ξ| ± η/|η| 2 p 0 . Case κ 1 = κ 2 , or when ξ/|ξ| + κ 1 η/|η| 2 p 0 . If κ 1 = κ 2 , since k ≤ −m/2 + 2γm and k 1 , k 2 ≥ −2m/5, we know that in the region of integration we have
via integrating by parts in η many times, noticing also that
due to Faà di Bruno's formula and the observation that (ξ2 −k ) ∧ η has all η derivatives bounded. If κ 2 = −κ 1 , and ξ/|ξ|+κ 1 η/|η| 2 p 0 , then in the region of integration we have |∇ ξ Φ| 2 p 0 + , which implies, via Faà di Bruno's formula, that
so by taking ξ derivatives in the integral definition of I k,p 0 we get that
Case κ 2 = −κ 1 , and ξ/|ξ| − κ 1 η/|η| 2 p 0 . We may assume κ 1 = 1, κ 2 = −1, and |∠(ξ, η)| 2 p 0 (the other case being similar). In this case we have
so we will integrate by parts in time. Recall that to prove (3.69) it suffices to show
Now, integrating by parts in s, we get that
Now we have
which suffices since k ≥ −7m/8 and n ≥ (1 − 2γ)m; similarly we have
which also suffices since k ≥ −7m/8 and n ≥ (1 − 2γ)m. This completes the proof.
Proof of Theorem 2.2: The Asymptotic System
The proof of Theorem 2.2 will be built on the approximation Lemmas 4.1-4.5. We first state all these lemmas and then prove them in the remaining of this section.
The main Approximation Lemmas.
In what follows, we will always assume m ≥ 1, and the a priori bounds (3.1)-(3.2) and their consequences, see Lemma 3.1, Lemma 3.2 and the result in Subsection 3.3.
We will frequently write a vector ξ ∈ R 3 in polar coordinates, say ξ = ρθ where ρ = |ξ| and θ = ξ/|ξ|; we may use similar notations such as ξ = rφ, etc. In these coordinates we will define F θ (t, ρ) := f (t, ρθ), and similarly F φ (t, r) := f (t, rφ), etc. 
This is proven in Section 4.2 by exploiting oscillations in time and making use of the angular integration by parts Lemma 3.3.
We then look at low frequency outputs and prove the following:
Lemma 4.2 (Low Frequency Outputs). We have
Moreover, we have
In particular, by Duhamel's formula (2.7)-(2.10), it follows that
The above Lemma is proven in 4.3. Notice that in (4.2) we prove stronger bounds than what is needed for the terms to be considered acceptable remainders. These bounds will be used later on in the proof of Lemma 4.3.
Next, we decompose I κ 1 κ 2 to distinguish between high and low frequency inputs. Define
and I m,0
The next lemma treats the high-low frequency interactions I m,0 κ 1 κ 2 and shows the appearance of a low frequency bulk term correction. It will be proven in 4.4.
Lemma 4.3 (High-Low Interactions). We have
11)
and H φ (t, r) is defined in (4.6).
The next lemma treats the high-high frequency interactions I m,1 κ 1 κ 2 , and shows that the leading order behavior is governed by an asymptotic PDE. 
then we have
The proofs of Lemma 4.4 is performed in Section 4.5. The last lemma reduces the function G θ on the right hand side of (4.15) back to F θ , thus recovering the expression on right-hand side of (2.17): Since the phase Φ −− is elliptic, Φ −− ≈ max(|ξ|, |ξ − η|, |η|), it is convenient to write
Proof of Lemma 4.1. Recall that
Now, by using (3.11), we only need to estimate
Note that they satisfy the estimates sup |ℓ|≤N/2
We begin by decomposing the two inputs in frequencies k 1 , k 2 and distinguish a few cases. 
We can then sum over frequencies using (3.57):
According to (4.18) and the definition of acceptable remainder 2.1, this suffices to deal with this term. For the same reason the term τ ′ m K −− [g 1 , g 2 ] in (4.18) is also an acceptable remainder when the frequencies of the inputs satisfy min(k 1 , k 2 ) ≤ −3m/4, see (2.9).
To deal with the other two terms we estimate similarly, using (3.57) and (3.67):
The term K −− [∂ t g 1 , g 2 ] can be handled in the same way. Next, we decompose g r = (jr,kr) Q jrkr g r , and treat first the case when min(j 1 , j 2 ) is large.
Case 2: min(j 1 , j 2 ) ≥ 9m/10 or max(j 1 , j 2 ) ≥ 3m. When max(j 1 , j 2 ) ≥ 3m estimating directly using (4.17) suffices. When min(j 1 , j 2 ) ≥ 9m/10, the starting point is again the identity (4.18). Then, using the bound (3.5), for all |ξ| ≈ 2 k and t ≈ 2 m , we estimate
For j 1 , j 2 ≥ 9m/10, and −3m/4 ≤ min(k 1 , k 2 ) ≤ max(k 1 , k 2 ), we can sum the above bound over all parameters k 1 , k 2 , j 1 , j 2 obtaining the desired bound of ε 2 2 −γm . By the same argument, the term τ ′ m K −− [g 1 , g 2 ] is also an acceptable remainder. For the other two terms in (4.18) we proceed similarly as above but also using (3.68):
Using that j 1 ≥ 9m/10 and summing over all parameters gives a more than sufficient bound of ε 2 2 −11m/10 . The term K −− [∂ t f, f ] can be treated identically.
Case 3: min(k 1 , k 2 ) ≥ −3m/4, and min(j 1 , j 2 ) ≤ 9m/10. In this last case we can use Lemma 3.3, thanks to the restrictions on the frequencies and spatial localization guaranteeing that the hypotheses (3.15)-(3.16) are satisfied. The conclusion (3.17) then takes care of the integral in (4.17) with inputs f 1 , f 2 , when the support is restricted to |ξ ∧ η| 2 p 0 +k+min(k 1 ,k 2 ) with
Therefore, matters are reduced to estimating the term
for a compactly supported function χ. Similarly to (4.18) we can write
Notice that, for each fixed ξ, the support of the above integral is contained in a cone of aperture 2 p 0 and length 2 min(k 1 ,k 2 ) , whose measure is 2 2p 0 +3 min(k 1 ,k 2 ) . Then, for t ≈ 2 m we can estimate
where we have used (3.57), and this bound clearly suffices. This also takes care of the term
In a similar fashion, we can deal with the other terms in (4.24), by using in addition (3.68) as follows:
Summing over all parameters we see that we get at least a bound of ε 2 2 −5m/4 which suffices. The
can be treated identically. This concludes the proof of this Lemma.
Proof of Lemma 4.2.
Proof of (4.2). We begin by showing the first claim in (4.2), and in particular the following:
By using (3.11), we again reduce to estimating I m ++ [g 1 , g 2 ], where g 1,2 are defined in (4.19). We let |ξ| ≈ 2 k , k ∈ Z, and begin by splitting relative to the size of |η|:
Using (3.56)
After multiplication by ϕ ≤0 (ξ t 7/8 )|ξ| 4/5 this term can be absorbed into R in (4.26).
++ is treated using integration by parts. More precisely we write
(4.27)
Notice that for |ξ| ≈ 2 k with k ≤ −7m/8, on the support of K ++ we have |η| ≥ 2 10 |ξ|, and therefore |Φ ++ (ξ, η)| |η| ≈ |ξ − η|. It is then not hard to see that for all k 2 ≥ k + 10 we have for
Using (4.28), followed by (3.8), we immediately obtain, for all t ≈ 2 m
having used (3.57). This term can then be absorbed in S in (4.26). The same bound shows that also τ ′ m K m ++ [g 1 , g 2 ] can be absorbed into R in (4.26). Similarly, we can use again (3.57), and in addition (3.67), to obtain
A similar bound holds for
, so that these terms can be also absorbed into R in (4.26). The same argument above also show the claim (4.2) for the term I m −− (t, ξ), since Φ −− (ξ, η) = |ξ| + |η| + |ξ − η| so that we can directly resort to integration by parts in the time variable as in (4.27).
Proof of (4.3). We need to show that for all t ≈ 2 m , m ≥ 0, and |ℓ| ≤ N 1 , we have
From the definition of I κ 1 κ 2 we can write
We can immediately verify that I +−,≤q 0 (t, ξ) is an acceptable remainder term by using (3.56):
where g 1,2 are defined in (4.19).
Next, for (κ 1 κ 2 ) ∈ {(+−), (−+)}, let
Let us look at the case (κ 1 κ 2 ) = (+−) and estimate
Estimating in the same way as (4.31) we can prove I 0 ∈ R. Since for all |ξ| 2 −7m/8 ≪ |η| one has
we can estimate, for t ≈ 2 m and |ℓ| ≤ N 1 ,
Here g 1,2 are as in (4.19), and we have used (3.57) for the last inequality. Upon multiplying this by |ξ| 4/5 , with |ξ| 2 −7m/8 , we obtain the bound
The second term in (4.33) can be estimated as follows:
Multiplying this bound by |ξ| 4/5 , with |ξ| 2 −7m/8 , we see that this is also an acceptable remainder.
To estimate I 3 we decompose g 1 = (j 1 ,k 1 ) Q j 1 k 1 g 1 , and write
having used that |ξ − η| ≈ |η| on the support of the integral (noticing also that |k 1 − k 2 | ≤ 5, so we omit the summation in k 2 ). Observe that, for |ξ| ≈ 2 k , with k ≤ k 1 − 20, in view of the estimate (3.6), we have
Also, in view of the apriori bound (3.4), we have, for all t ≈ 2 m ,
For large values of j 1 we use Hölder, (4.35) and (3.57) to obtain
When j 1 ≥ 2m this bound clearly suffices. For j 1 ≤ 2m with j 1 ≥ −(k 1 + 2k)/3 we obtain
having used k ≤ −7m/8 and k 1 + 10 ≥ q 0 = −m/2. This gives an acceptable remainder.
In the remaining case when j 1 ≤ −(k 1 + 2k)/3, we use (4.34) and again (3.57) to estimate
Then we have
which is the same acceptable bound obtained above. From the above inequalities, and (4.33), together with the analogous estimates for (κ 1 κ 2 ) = (−+), it follows that
when t ≈ 2 m , γ < 1/60 and |ℓ| ≤ N 1 . This implies the desired bound (4.3) since
which is (4.4) once we write the integral in polar coordinates ξ = ρθ, η = rφ. Finally (4.5) follows from integrating in t, and noticing that in the support of ϕ ≤−10 (ξ t 7/8 ), we have ϕ ≤0 (ξ s 7/8 ) = 1 for all s ≤ t.
Proof of Lemma 4.3.
Proof of (4. Moreover, in this setting we may modify the g 1,2 defined in (4.19) by attaching in Fourier space cutoff factors like ϕ ≤−10 (ξ t 7/8 ) or ϕ >−10 (ξ t 7/8 ), and note that they still satisfy the same estimates (3.72)-(3.74). By abusing notation, below we will still write them as g 1,2 .
Case 1: k 1 ≤ k 2 + 20. We first look at the terms I
which, when multiplied by 2 15k + and summed over k, k 1 , k 2 with |k−k 2 | ≤ 30 and k 1 ≤ −7m/8+30, gives us
having used (3.57).
Case 2: k 1 > k 2 + 20. In this case k 2 − 10 ≤ −7m/8 ≤ k − 15, and we can integrate by parts in time using
We define
and write, noticing that I
(when omitting the input functions in these bilinear operators we always understand that the input functions are f or f ),
To prove the desired bound observe that for all |t| ≈ 2 m , and k 2 ≤ k − 10,
This estimate implies
having used (3.56) and (3.57) . This is consistent with our definition of remainder (2.13). Moreover, using again (3.57) together with (3.67) gives
which again suffices. For the last term K
we use the bound (3.68) on ∂ t g 1 , and (3.56) obtaining
which concludes the proof of (4.9).
Proof of (4.10). Let us begin by observing that we can argue as in the beginning of the proof of (4.9) to obtain that the contributions from k 1 ≤ k 2 + 20 are acceptable remainders, that is, for κ 2 ∈ {+, −},
so we can concentrate on the case k 2 ≤ min(−7m/8 + 10, k 1 − 20). We let 38) recall the definition (4.4), and write
where g 2 = Ω ℓ 2 f κ 2 , |ℓ 2 | ≤ N 1 , and
We now show
For the first term we can use ||ξ| − |ξ − η| − κ 2 |η| − Φ 0 (ξ, η)| |η| 2 /|ξ| and estimate
so that summing over k 1 , k 2 in the current frequency configuration, and using (3.56)-(3.57), we get a bound of
To estimate (4.41) we decompose
we can use (3.5) and (3.7) to estimate
We can then sum this as in (4.44) when j 1 ≥ 2m/3, to obtain a bound of ε 2 2 −10m/9 2 −15k + , which is an acceptable contribution. When instead j 1 ≤ 2m/3 we can use again (3.5), see also (4.34), and (3.56) to estimate
Summing this bound over j 1 ≤ 2m/3 and k 1 , k 2 in the current frequency configuration, we conclude that (4.44) holds for K 2 .
For the third term we use (4.5) to deduce, for k 2 ≤ k 1 − 10,
Summing over k 2 ≤ min{−7m/8 + 10, k 1 − 10} gives a bound of ε 2 2 −(1+γ)m 2 −15k + for γ < 1/40. Finally the estimate for (4.43) follows directly from the assumption on initial data.
Putting together (4.44) and (4.39) we have obtained that for all k ≥ −7m/8,
By writing ξ = ρθ and η = rφ, summing over (k 1 , k 2 ), and making the change of variables η → −η in the second integral above, we arrive at the desired conclusion (4.10).
4.5. Proof of Lemma 4.4. As seen from (4.8), the term I
, in the same way as the proof of (4.9) above, then we have
For lighter notation, we will often denote the term I
, and sometimes omit the dependence on (κ 1 κ 2 ) when this causes no confusion.
The main idea for the proof of this Lemma is to restrict the interactions to parallel ones using integration by parts in the angular directions via Lemma 3.3. However, before being able to extract the main contribution from the nonlinear terms, we need several reductions. We subdivide as usual our inputs according to their frequency and spatial localization, that is g r = Q jrkr g r , and analyze various cases.
Step 1: min(j 1 , j 2 ) ≥ (1 − 4δ)m or max(j 1 , j 2 ) ≥ 3m. We first treat inputs with large spatial localization, and show that these only contribute to the remainder terms. We look at three cases depending on the size of k 2 . First, using the a priori weighted bound (3.4) we see that
This suffices to obtain an estimate compatible with a remainder of the type (2.13) provided that k 2 ≥ −m/2 + 2γm, noticing that γ = 15δ, see (2.2). In the case k 2 ≤ −m/2 − 2γm, we estimate using the bounds (3.5) and (3.56):
This suffices since j 1 ≥ (1 − 4δ)m and k − k 1 + min(k 1 , k 2 ) ≤ −m/2 − 2γm + 10, and γ = 15δ.
We are then left with the case −2γm ≤ k 2 + m/2 ≤ 2γm, which we treat using (3.5) similarly to the case above, this time together with the additional improved bound (3.69):
where we used j 1 ≥ (1 − 4δ)m in the last inequality. Since k 2 ≤ −m/2 + 2γm this gives us a bound of ε 2 2 −15k + 2 (3δ+Cε)m 2 (−1−1/16+4γ)m which is sufficient with γ = 1/90, see (2.2).
Step 2: Restriction to parallel interactions. In view of the previous step, we may assume that min(j 1 , j 2 ) ≤ (1 − 4δ)m and max(j 1 , j 2 ) ≤ 3m. Moreover, by definition of (4.45) we already have min(k, k 1 , k 2 ) ≥ −7m/8 − D, so that we are within the hypotheses of Lemma 3.3. Using this Lemma reduces matters to estimating the terms
with
where we denoted as usual f r := Q jr,kr f , r = 1, 2, and
We next treat the case when max(j 1 , j 2 ) ≥ (1 − 2δ)m. Using that η is in a solid cone of approximate aperture 2 p 0 and height 2 min(k 1 ,k 2 ) , we get that
We may assume k 2 ≤ k − 10, other cases being similar and simpler; then we have
If j 1 ≥ (1 − 2δ)m, using first (3.5) and then (3.57), we have
which suffices; if j 2 ≥ (1 − 2δ)m and k 2 ≥ (−1/2 + 2γ)m, again by (3.5) and (3.57), we have
which again suffices. Finally, if j 2 ≥ (1 − 2δ)m and −7m/8 ≤ k 2 ≤ (−1/2 + 2γ)m, then using Lemma 3.7, we get 2
which suffices, and completes the proof in the case max(j 1 , j 2 ) ≥ (1 − 2δ)m. Now we will assume max(
In what follows we show that the expressions in (4.46), under the restrictions (4.47)-(4.48), are well approximated by the sole contributions from frequencies η which are parallel to ξ (whether in the same direction or the opposite depends on the signs κ 1 κ 2 ).
Let us introduce the following nonlinear terms
where, for lighter notation, we have omitted the dependence on m, k, k 1 , k 2 , p 0 . Let us also define
Next we show how the terms
in (4.46), are well approximated by the terms J κ 1 κ 2 by first approximating them by J κ 1 κ 2 .
Step 2.1: Proof that I κ 1 κ 2 − τ m (t)J κ 1 κ 2 ∈ R. Let us look at the case κ 1 κ 2 = ++ and write
(4.51)
The expressions for Ω ℓ A and Ω ℓ B are similar, just with f 1 replaced by g 1 and g 2 . Both of these terms can be treated by integration by parts in η many times using Lemma 3.4, since on the support of both A and B we have
and max(j 1 , j 2 ) ≤ (1 − 2δ)m, min(k 1 , k 2 ) ≥ −(1 − 2δ)m, and moreover
using Faà di Bruno's formula and the observation that ∠(ξ, η) is homogeneous of degree 0 and smooth on S 2 .
In the +− case we decompose depending on the size of η relative to ξ:
(4.52)
On the support of C, since ξ and η are almost parallel and 2|η| ≤ |ξ|, we have
We can then apply again Lemma 3.4 as done for the terms A and B above to deduce that C is an acceptable remainder.
On the support of D instead, the gradient of the phase is not lower bounded, but the phase itself satisfies a good lower bound:
We can then use this to integrate by parts in time. More precisely we write
We then have
which settles the first two terms in (4.54); the last two terms are treated similarly, using
and similarly for
The estimate of the remaining term I −+ − J −+ is similar and we omit the details.
Step 2.2: Proof that J κ 1 κ 2 − J κ 1 κ 2 ∈ R. We look at the case with (κ 1 κ 2 ) = (++), the other cases being similar. Write
where ν = sgn(ξ · (ξ − η)). We then proceed to show that for all ℓ = 1, . . . , 4, the terms L ℓ ∈ R, see (2.13). For this we first prove that on the support of the integrals we have
In fact, if p 0 ≥ −10 then first inequality in (4.56) is obvious, and so is the second inequality, since we must have ν = 1 if |η| ≪ |ξ|. Assume p 0 ≤ −10, then from |ξ ∧ η| 2 p 0 +k+k 1 we know that either |∠(ξ, ξ − η)| ≤ 2 −p 0 and ν = 1 or |∠(ξ, ξ − η) − π| ≤ 2 −p 0 and ν = −1, and in either case the first inequality in (4.56) follows. As for the second inequality, notice that |ξ| 2 −|η| 2 = (ξ+η)·(ξ−η) has the same sign as ν, so we have
Estimate of L 1 . Observe that on the support of L 1 one has, by (4.56), that
Also, for every fixed ξ, the support of L 1 is contained in a solid cone of approximate aperture 2 p 0 and height 2 k 2 . Then we can estimate
We can use the standard apriori bounds (3.6) and the improved bound (3.56) to obtain
which suffices in view of
Estimate of L 2 . By (4.56) we have
In the case j 1 ≤ 5m/6 we estimate
which is easily seen to suffice. If instead j 1 ≥ 5m/6 we do not look at the difference of the profile g 1 at the two different locations, and instead directly estimate using the apriori bound (3.5):
which can be seen to be largely sufficient using (3.57).
Estimate of L 3 . Here we can use
and estimate similarly to the term L 1 above:
This is sufficient in view of the usual bounds (3.6) and (3.57), and the lower bound (4.48) on k 2 , by separately considering the cases k ≥ k 1 + 10 and k ≤ k 1 + 10.
Estimate of L 4 . Using (4.56) we have that the symbol in the expression for L 4 is bounded by 2 2p 0 and therefore
Then we can directly invoke (3.57) and see that this contribution is also controlled as desired. This completes the estimate for the four terms in (4.55), hence for I ++ − J ++ The estimates of I κ 1 κ 2 −J κ 1 κ 2 in the remaining cases (κ 1 κ 2 ) = (+−), (−+) can be done similarly, se we omit the details. Putting together the above steps we have obtained
(4.60)
Step 3: Phase oscillations and asymptotics. Let us write the integrals in (4.50) in spherical coordinates, by denoting ξ = ρθ, θ ∈ S 2 :
We then define, for ρ ≥ 0 and r ∈ R such that |ρ| ≈ 2 k , |ρ − r| ≈ 2 k 1 and |r| ≈ 2 k 2 , that I(θ; t, r, ρ) := |(ρ − r)r|
and rewrite
having changed (r, φ) → −(r, φ) to obtain the expression for J +− . By rotational symmetry we know that I(θ; t, r, ρ) is independent of θ. To arrive at our final asymptotic expression we now calculate asymptotics for I in (4.62).
, m ≥ 1, and assume that min(k, k 1 , k 2 ) ≥ −7m/8 + 10. Let p 0 be given as in (4.47). Then, for all θ ∈ S 2 , we have
Proof of Lemma 4.6. We assume r ≥ 0 (the other case is similar), and denote |ρ − r| = σ. For simplicity we will also assume k 1 , k 2 ≤ 0. Note that in the support of the integral we have
moreover we write
which implies that e it(ρ−r−|ρθ−rφ|) = e it(ρ−r−|ρ−r|) e
The integral of the error term is bounded by
We then consider the main term, which is now |rσ|e it(ρ−r−|ρ−r|)
If one replaces the cutoff function χ 2 −p 0 +(k 2 −k 1 ) + ν) by χ 1 (ν), where χ 1 is a fixed smooth cutoff function supported at |ν| 1/100 and equals 1 for |ν| 1/200, then by the same argument as in Lemma 3.3, we can show that the difference introduced will be O(2 −100m ), since in the support of χ − χ 1 there is no critical point of the phase 1 − cos ν. Therefore, below we will replace the cutoff function by χ 1 . Writing in spherical coordinates we get
where λ = cos ν, and χ 2 is supported in |λ−1| ≤ 1/10 and equals 1 for |λ−1| ≤ 1/200. Integrating by parts in λ and noticing that the boundary term at λ = −1 vanishes, we obtain that
noticing also that (tρr)/σ 2 m/8 . Summing up, we get that
Step 4: Conclusion. We still need to control the error terms coming from Lemma 4.6, which is of form R where
Now we may assume k 1 ≥ k 2 ; if k 2 ≤ −m/2 the above is bounded by
which suffices since k 1 ≥ −7m/8 − 10. If k 2 ≥ −m/2 then we have the bound
which also suffices. Moreover, in the integral J ++ , if r ≥ ρ, then by Lemma 4.6, up to acceptable error terms, this integral is of form +∞ ρ e 2it(ρ−r) |ρ − r|r ϕ ≤5 (r/ρ) f 1 (t, (ρ − r)θ) f 1 (t, rθ dr, which decays like 2 −100m since we can integrate by parts in r, using the fact that max(j 1 , j 2 ) ≤ (1 − 4δ)m and that there is no boundary term since f 1 is supported on |ρ − r| 2 −7m/8 . Thanks to this we can restrict the r integral in J ++ to r ∈ [0, ρ], and similarly restrict the integral in J +− to r ∈ (−∞, 0] and the integral in J −+ to r ∈ [ρ, +∞). In conclusion, we see from from the formulas (4.66), with (4.62)-(4.63), and using (4.65), and the apriori bound (3.4) , that
, and putting together (4.60) and (4.66), we see that
which implies the desired conclusion.
Let |ρ| ≈ 2 k , |ρ − r| ≈ 2 k 1 and |r| ≈ 2 k 2 ; estimating A using Lemma 3.5, we get
By similar estimates, and using (4.5), we can show that
Finally, for C(t, ρ) we can decompose
The first term can be shown to be in R in the same way as above. For the second term, as |r| 2 −7m/8 , we may assume |ρ − r| ≫ 2 −7m/8 , for otherwise the desired bound follows from the smallness of (ρ − r) 2 ; then, decomposing f into Q jk f (and F accordingly) as in Section 2, and using (3.5) This gives that C(t, ρ) ∈ R, which completes the proof.
Proof of Theorem 2.3: Nonlinear Asymptotics
We start by proving an upper bound for the correction term B θ (t) defined in (2.16). Recall that the vector fields in Ω are equivalent to ∂ θ . Let |t| ≈ 2 m , by using (3.3), Lemma 3.4 and integrating by parts in φ, we see that the above integral can be restricted to the region | sin ∠(θ, φ)| (1 + sρ) −1/2 2 Cεm ; using also the L ∞ bounds (3.6), we estimate Using the definition of X norm, the assumption about the error term R, and the bound (5.2) on h θ , we obtain that
−γs (5.8) for j ∈ {1, 2}. Using (5.6), we can obtain the asymptotic behavior of U as follows. 
We use the method of characteristics. Let V θ (s, q) = (∂ q U θ )(s, q) and z θ = z θ (s, q) be defined such that ∂ s z θ (s, q) = U θ (s, z θ (s, q)), z θ (0, q) = q, and make the bootstrap assumption log ∂ q z θ (s, q) Y 14 ≤ Cεs. (5.10)
For simplicity we will omit the subscript θ below. Then we calculate that where the O Y 14 (·) term is the same as above, we then obtain that log ∂ q z(s, q) = sV ∞ (q) + E ∞ (q) + O Y 14 (ε 2 e −γs/6 ).
We can now define the function U(s, q). Let q = q 0 (s) be the unique point where z(s, q 0 (s)) = 0, we let ∂ q z(s, q) = e sV∞(q)+E∞(q) , z(s, q 0 (s)) = 0 U (s, z(s, q)) = ∂ s z(s, q). By calculations similar to the ones above we can check that ∂ s ∂ q U + U · ∂ 2 q U = 0, as claimed in the statement.
Finally, we let V := ∂ q U and need to control V (s, q) − V (s, q) as in (5.9). For |q| e γs/10 , we may replace q by z(s, q) and reduce to considering V (s, z(s, q))−V (s, z(s, q)) for |q−q 0 (s)| e γs/9 . Moreover, since V (s, z(s, q)) = V ∞ (q) + O Y 14 (εe −γs/6 ), V (s, z(s, q)) = V ∞ (q),
we just need to control V (s, z(s, q)) − V (s, z(s, q)), which is essentially bounded by |∂ q V (s)| · |z(s, q) − z(s, q)|. Then, since z(s, q 0 (s)) = z(s, q 0 (s)) = 0, |q − q 0 (s)| e γs/9 , and |∂ q z − ∂ q z| = e sV∞(q) · e O Y 14 (εe −γs ) − 1 = O Y 14 (ε 2 e −γs/6 ),
we end up obtaining (5.9).
To conclude the proof of Theorem 2.3, we need to transfer the asymptotics of U to the asymptotics of u (and ∂u), which is done in the following: Proposition 5.3. Let x = rω ∈ R 3 , such that ω ∈ S 2 and |r − t| e γs/10 , where t = e s . θ j e ρr(ω·θ) F θ (t, ρ) dθ.
(5.13)
In the above integral, with fixed ρ, we can restrict to the region | sin ∠(θ, ω)| (ρr) −1/2 2 Cεm , by integrating by parts in θ using (3.3) and Lemma 3.4; moreover when θ is close to ±ω we can replace F θ (t, ρ) by F ±ω (t, ρ), where the control on the difference is given by
and Lemma 3.5. By a standard calculation on oscillatory integrals (see for example Lemma 4.6), we then obtain that together with the corresponding bounds with vector fields Ω. Therefore we obtain (using also the assumption F θ (t, −ρ) = F θ (t, ρ)) ∂ j u(t, x) = ω j r Im = ω j 2r (∂ q F −1 F ω (t, r − t) + ∂ q F −1 F −ω (t, −r − t)) + (error 2 ), (5.14) where the error term satisfies |(error 2 )| ε2 −m−m/10 , and is thus bounded by the right hand side of (5.12) (note also that |r| ≈ 2 m ). The corresponding bounds with several applications of ∇ and Ω can be proved in the same way. It remains to bound |∂ q F −1 F −ω (t, −r − t)|; for this we recall that F θ (t, ρ) = f (t, ρθ), and decompose f into Q jk f . Since | − r − t| ≈ 2 m we may assume j ≥ m − 10; using also the Hausdorff-Young inequality and (3.56) we may assume k ≥ −m/10. Then, using the bound (3.5) and Hausdorff-Young again we deduce that 
