Barycenters in the Hellinger-Kantorovich space by Chung, Nhan-Phu & Phung, Minh-Nhat
ar
X
iv
:1
90
9.
05
51
3v
2 
 [m
ath
.O
C]
  1
1 J
un
 20
20
BARYCENTERS IN THE HELLINGER-KANTOROVICH SPACE
NHAN-PHU CHUNG AND MINH-NHAT PHUNG
Abstract. Recently, Liero, Mielke and Savare´ introduced the Hellinger-Kantorovich
distance on the space of nonnegative Radon measures of a metric spaceX . We prove that
Hellinger-Kantorovich barycenters always exist for a class of metric spaces containing of
compact spaces and Polish CAT(1) spaces; and if we assume further some conditions on
the data, such barycenters are unique. We also introduce homogeneous multimarginal
problems and illustrate some relations between their solutions and Hellinger-Kantorovich
barycenters. Our results are analogous to the work of Agueh and Carlier for Wasserstein
barycenters.
1. Introduction
A notion of barycenter in the Wasserstein space over Rn has been introduced and in-
vestigated by Agueh and Carlier in [1], and has been explored extensively after that. It
is closely related to optimal transport problems and has many applications in other fields
such as texture mixing in computer vision [24], machine learning [26], multi-population
matching equilibrium in economics [7]. The Wasserstein barycenter also has been investi-
gated for measures (not necessarily with finite support) over compact manifolds [15] and
locally compact geodesic spaces [18].
On the other hand, recently unbalanced optimal transport problems and various gen-
eralized Wasserstein distances on the space of finite measures have been introduced and
studied by various authors [8, 16, 17, 19, 20, 23]. In [20], Liero, Mielke and Savare´ define
the Hellinger-Kantorovich distance HK(µ, ν) between measures on a metric space via
homogeneous marginals and Wasserstein distances over its Euclidean cone C. They also
represent this distance in terms of Logarithmic Entropy Transport problems and estab-
lish a Benamou-Brenier formula for it. As natural we would like to ask whether we can
define barycenters and show their existence, uniqueness and consistency in the Hellinger-
Kantorovich space as in the Wasserstein setting. Because Hellinger-Kantorovich spaces in
general are not NPC, the existence and uniqueness of barycenters do not follow straight-
forward from the work of [27].
Let (X, d) be a metric space and (C, dC) be its Euclidean cone. Let p ≥ 2 be an integer,
λ1, λ2, . . . , λp be positive real numbers satisfying
∑p
i=1 λi = 1 and µ1, µ2, . . . , µp ∈M(X).
We consider the following Hellinger-Kantorovich barycenter problem
inf
µ∈M(X)
J(µ) =
p∑
i=1
λiHK
2(µ, µi) (P).
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In this article, we will first prove that barycenters in the Hellinger-Kantorovich space
M(X) always exist if our base space X is a Polish metric space having property (BC)
(see definition 3.1 in section 3). Roughly speaking, our assumptions on metric spaces
concern a nice selection of the ‘pointwise barycenter’. Our class of examples include all
compact geodesic spaces, and Polish CAT(1) spaces. To do that, we lift up a sequence
of minimizing measures to their corresponding measures on the cone, and if we can find
Wasserstein barycenters for the latter ones we can push back a minimizing solution in
Hellinger-Kantorovich distance. As we need the existence of Wasserstein barycenters in
the cone C which is not locally compact unless X is compact, we also can not apply
directly results in [1, 15, 18] for our work.
Secondly, following the strategy in [1], to study the uniqueness of our barycenters we
introduce dual formulations of the Hellinger-Kantorovich barycenter problem (P). To
achieve the uniqueness of barycenters, we need that the term
∑p
i=1
∫
X
λifidµ in formula
(1) on page 20 does not depend on the choice of solutions µ of (P). That is the reason
we put the constraint
∑p
i=1 λifi = 0 into the dual problem (P∗) (page 13). And to show
that the dual problem (P∗) is actually a dual formulation of problem (P), we introduce
another (normalized) dual problem (P∗0 ) of (P) to finish this task via convex analysis.
In addition, to get our formula (1) we need to show that problem (P∗) has solutions.
To do this, we need that the limit function of a sequence of functions maximizing (P∗)
still satisfies the constraints in (P∗). Therefore, we can not apply directly the duality
formula of HK in [20, Theorem 7.21] as the constraint sup f < 1 there is not closed
under the pointwise limit. Instead, we introduce the sets of functions Fi, i = 1, · · ·p in
definition 4.3, and establish variants of [20, Theorem 7.21 (i) and (ii)] in lemmas 4.1,
4.2, 4.4 to overcome this obstacle. All these steps hold for general metric spaces X .
Finally, applying duality results in [20] for the Hellinger-Kantorovich distance in terms
of Logarithmic Entropy Transport problems, and the uniqueness of optimal plans for
these problems [20, Theorem 6.6], we achieve the unique barycenter under some mild
conditions for our starting measures when X = Rn. Note that although the authors
stated [20, Theorem 6.6] only for the Euclidean case X = Rn, their proof still holds for
all metric spaces for which we can apply Rademacher’s theorem. For simplicity, we only
present our result on the uniqueness of Hellinger-Kantorovich barycenters for the case
X = Rn. Furthermore, our dual formulation (P∗) of the original barycenter problem is
useful for us to compute Hellinger-Kantorovich barycenters (example 4.10).
Finally, similar to [1, 22] in Wasserstein spaces, we propose and study the following
homogeneous multimarginal problem
inf
{∫
Cp
c((η1, . . . , ηp))dα,α ∈M2(Cp), h2iα = µi
}
,
where the definition of homogeneous marginals h2iα is given at definition 1 below, and
the cost function c : Cp → [0,∞) is defined by
c(η) := inf
η∈C
p∑
i=1
λid
2
C(η, ηi) for every η = (η1, . . . , ηp) ∈ Cp.
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We also establish relations of their minimum solutions with Hellinger-Kantorovich
barycenters whenever X is a Polish space having property (BC) in theorem 5.2. As a
consequence, in theorem 5.3 we get a consistency result of Hellinger-Kantorovich barycen-
ters which has been proved for Wasserstein spaces in [4]. We also illustrate an explicit
formula of Hellinger-Kantorovich barycenters via solutions of the homogeneous multi-
marginal problem when X is the (n− 1)-sphere Sn−1.
Our paper is organized as following. In section 2, we review Wasserstein distances,
Hellinger-Kantorovich distances, and Logarithmic Entropy Transport. In section 3, we
introduce metric spaces satisfying property (BC) and prove the existence of Hellinger-
Kantorovich barycenters for metric spaces having property (BC). In section 4, we es-
tablish dual formulations of our original barycenter problem and prove the uniqueness of
barycenters. And in the last section, we show our results for homogeneous multimarginal
problems.
We also study barycenters for generalized Wasserstein spaces in our companion paper
[9].
Relation to [11]. After we posted our preprint on Arxiv in September 2019, soon
after that in October 2019, Friesecke, Matthes and Schmitzer announced the related ar-
ticle [11] which studies the barycenters for the Hellinger-Kantorovich distance over Rd.
Their setting in the article is restricted to compact, convex subsets of Rd while ours fo-
cuses on more general metric spaces beyond compact ones. However, their exposition is
rather different from ours. First, the authors provide an alternate proof for the uniqueness
of the Hellinger-Kantorovich barycenters over Rd without using their dual formulations.
Second, using a detailed study of the convexity properties of the multimarginal cost, they
establish a multimarginal formulation of the Hellinger-Kantorovich barycenter problem.
The latter result relies heavily on convex duality between positively 1-homogeneous in-
tegral functionals on measures and indicator functions on continuous functions [25]. In
addition, they also provide a detailed analysis of the Hellinger-Kantorovich barycenters
between Dirac measures and show corresponding numerical illustrations. In contrast,
with a different method we introduce a homogeneous multimarginal formulation of the
Hellinger-Kantorovich barycenter problem for more general metric spaces.
Acknowledgements: Part of this paper was carried out when N. P. Chung visited
University of Science, Vietnam National University at Ho Chi Minh city in summer 2019.
He thanks the math department there for its warm hospitality. The authors were partially
supported by the National Research Foundation of Korea (NRF) grants funded by the
Korea government No. NRF- 2016R1A5A1008055 , No. NRF-2016R1D1A1B03931922
and No. NRF-2019R1C1C1007107. We thank the anonymous referee for her/his useful
comments which vastly improve the paper.
2. Preliminaries
Given a metric space (X, d), we denote by M(X) and P(X) the spaces of all finite
nonnegative Radon measures and all probability Radon measures on X , respectively. The
set P2(X) (resp. M2(X)) is defined as the set of all µ ∈ P(X) (resp. M(X)) such that
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there exists some (and therefore every) x0 ∈ X such that
∫
X
d2(x0, x)dµ(x) < ∞. Given
two measures µ1, µ2 ∈ P2(X), the Wasserstein distance between µ1 and µ2 is defined by
W2(µ1, µ2) :=
(
inf
pi∈Π(µ1,µ2)
∫
X×X
d2(x, y)dπ(x, y)
)1/2
,
where Π(µ1, µ2) is the set of all probability measures π ∈ P(X×X) such that its marginals
are µ1 and µ2.
For every µ ∈ M(X) and every measurable map T : X → Y between metric spaces X
and Y we will denote by T#µ ∈ M(Y ) the push forward measure defined by T#µ(A) :=
µ(T−1(A)) for every Borel set A in Y .
Given µ, ν ∈ M(X), we say that µ is absolutely continuous with respect to ν and
write µ ≪ ν if ν(A) = 0 yields µ(A) = 0 for every Borel subset A of X . We call µ
and ν mutually singular and write µ ⊥ ν if there exists a Borel subset B of X such that
µ(B) = ν(X\B) = 0.
Let (X, d) be a metric space. For every a ≥ 0, we will denote by da := d ∧ a the
truncated metric, i.e. da(x, y) = min{d(x, y), a} for every x, y ∈ X . The (Euclidean)
cone C of X , as a set, is the quotient space of X × [0,∞) by the equivalence relation ∼
given by (x1, r1) ∼ (x2, r2) if and only if r1 = r2 = 0 or r1 = r2, x1 = x2. We denote
the equivalence classes by η = [x, r]. The special class [x, 0] is denoted by o. Then the
function dC : C× C→ [0,∞) defined by
d2C([x1, r1], [x2, r2]) := r
2
1 + r
2
2 − 2r1r2 cos(dpi(x1, x2))
is a metric.
Fixing a point x¯ ∈ X , we define two maps r : C → [0,∞), r([x, r]) := r and x :
C → X,x([x, r]) := x if r > 0 and equals to x¯ if r = 0. For every n ∈ N, we will
denote by η = (η1, . . . , ηn) = ([x1, r1], . . . , [xn, rn]) ∈ Cn, and define ri(η) := r(ηi) = ri,
xi(η) := x(ηi).
Definition 2.1. For every α ∈ M(Cn) with ∫
Cn
∑n
i=1 r
2
idα < ∞, we define its homoge-
neous marginals
h2i (α) := (xi)#(r
2
iα) ∈M(X), i = 1, . . . , n.
When n = 1 we will write h instead of h1.
Given µ1, µ2 ∈ M(X), the Hellinger-Kantorovich distance between µ1 and µ2 is defined
by
HK2(µ1, µ2) := inf
{∫
C2
d2C(η1, η2)dα : α ∈M2(C2), h2iα = µi, i = 1, 2
}
.
For every R ≥ 0, let us set
C[R] := {[x, r] ∈ C : r ≤ R}.
Let ℓ : [0,∞] → [0,∞] be the function defined by ℓ(t) := log(1 + tan2(min{t, π/2})),
for every t ∈ [0,∞]. For every γ ∈ M(X ×X), its marginals are denoted by γ1 and γ2.
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Given µ1, µ2 ∈M(X), we define
LET(µ1, µ2) := inf
γ∈M(X×X)
{∑
i
∫
X
(σi log σi − σi + 1)dµi +
∫
X×X
ℓ(d(x1, x2))dγ
}
,
where σi =
dγi
dµi
is the Radon-Nikodym derivative of γi with respect to µi, and we also follow
the convention that 0 log 0 = 0. We denote by OptLET(µ1, µ2) the set of all γ ∈M(X×X)
minimizing the above inf.
As we use the following results several times, we recall them.
Lemma 2.2. ([20, Remark 7.12]) Let (X, d) be a metric space. For every n ≥ 2 and every
µ1, . . . , µn ∈ M(X), there exists β ∈ P2(Cn) concentrated on {η ∈ Cn : supj rj(η) ≤ Ξ}
such that
h2jβ = µj and HK
2(µ1, µj) =
∫
d2C(η1, ηj)dβ, j = 1, . . . , n,
where Ξ =
√
µ1(X) +
∑n
j=2HK(µ1, µj).
Theorem 2.3. ([20, Theorem 6.3 and Theorem 7.20]) Let (X, d) be a metric space. For
all µ1, µ2 ∈M(X) we have
HK2(µ1, µ2) = LET(µ1, µ2) = sup
{∑
i
∫
X
fidµi : fi ∈ LSCs(X), sup fi < 1,
(1− f1(x1))(1− f2(x2)) ≥ cos2(dpi/2(x1, x2)) for every x1, x2 ∈ X
}
,
where LSCs(X) is the space of all lower semi-continuous functions on X with finite im-
ages. The identity still holds if we replace the space LSCs(X) by Cb(X), the space of all
bounded continuous functions on X.
3. Existence of Hellinger-Kantorovich barycenters
Let (X, d) be a metric space. Let p ≥ 2 be an integer, λ1, λ2, . . . , λp be positive real
numbers satisfying
∑p
i=1 λi = 1 and µ1, µ2, . . . , µp ∈ M(X). We consider the following
problem
(P) inf
µ∈M(X)
J(µ) =
p∑
i=1
λiHK
2(µ, µi).
We call a solution of problem (P) a Hellinger-Kantorovich barycenter of the measures
µi with weights λi. To study the existence of Hellinger-Kantorovich barycenters, we
introduce some classes of metric spaces.
Definition 3.1. We say that a metric space (Y, d) has property (B) if for every k ∈ N,
y1, . . . , yk ∈ Y , and every λ1, . . . , λk ≥ 0 with
∑k
i=1 λi = 1, the problem infy∈Y
∑k
i=1 λid
2(y, yi)
attains the minimum and the set {z ∈ Y :∑ki=1 λid2(z, yi) = miny∈Y ∑ki=1 λid2(y, yi)} is
also σ-compact. We say that a metric space (Y, d) has property (BC) if its cone C has
property (B).
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Lemma 3.2. Let (Y, d) be a metric space. Then for every k ∈ N, and every λ1, . . . , λk ≥ 0
with
∑k
i=1 λi = 1, the map c : Y
k → [0,∞) defined by
c((y1, . . . , yk)) := inf
y∈Y
k∑
i=1
λid
2(y, yi) for every (y1, . . . , yk) ∈ Y k
is lower semi-continuous.
Proof. Let {yn = (yn1 , . . . , ynk )} be a sequence in Y k converging to y = (y1, . . . , yk) in Y k.
Let yn(j) be a sequence that minimizes
∑k
i=1 λid
2(y, yni ). As {d(yn(j), yi)}n,j is bounded
we get that for sufficient large n, the difference between d2(yn(j), yni ) and d
2(yn(j), yi) is
small for all j. Hence the difference between
∑k
i=1 λid
2(yn(j), yi) and c(y
n) is small for
sufficient large n and sufficient large j. Thus, lim infn c(y
n) ≥ c(y). 
Now, we have versions of [18, Lemma 7 and Theorem 8] for metric spaces having
property (B).
Lemma 3.3. Let (Y, d) be a Polish space satisfying property (B). Then for every k ∈ N
and weights λ1, . . . , λk, there exists a Borel map T : Y
k → Y associating (y1, . . . , yk) to a
minimum of infy∈Y
∑k
i=1 λid
2(y, yi).
Proof. Applying [6, Theorem 1] with U = Y k, V = Y to the subset
S =
{
(y1, . . . , yk, y) ∈ U × V :
k∑
i=1
λid
2(y, yi) = inf
z∈Y
k∑
i=1
λid
2(z, yi)
}
,
we get the result. 
Recall that given µ1, . . . , µk ∈ P(Y ) we denote Π(µ1, . . . , µk) as the set of all α ∈
P(Y k) with marginals are µ1, . . . , µk. Using lemma 3.2, lemma 3.3 and the same proof of
[18, Theorem 8] we get
Theorem 3.4. Let (Y, d) be a Polish space satisfying property (B). Then for every k ∈ N,
µ1, . . . , µk ∈ P2(Y ) and weights λ1, . . . , λk, there exists a measure α ∈ Π(µ1, . . . , µk)
minimizing
β 7→
∫
inf
y∈E
k∑
i=1
λid
2(yi, y)dβ(y1, . . . , yk).
Moreover, let T : Y k → Y be a Borel map as in Lemma 3.3 then the measure T#α is
a barycenter of µi with weight λi in Wasserstein space and if this map T is unique then
T#α is the unique barycenter.
Theorem 3.5. Let X be a Polish space having property (BC). Let µ1, µ2, . . . , µp ∈M(X)
and let λ1, λ2, . . . , λp be positive real numbers satisfying
∑p
i=1 λi = 1. Then problem (P)
has solutions.
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Proof. By theorem 2.3, we get
p∑
i=1
λiHK
2(µ, µi) = sup
{∫
X
p∑
i=1
λifidµ+
p∑
i=1
∫
X
λigidµi
}
,
where fi, gi ∈ LSCs(X) with sup fi < 1, sup gi < 1, and (1 − fi(x))(1 − gi(y)) ≥
cos2(dpi/2(x, y)) for every x, y ∈ X . Take a sequence {µn} minimizing infµ∈M(X) J(µ)
then consider fi =
1
2
, gi = −1 in the dual form to get J(µn) +
∑p
i=1 λiµi(X) ≥ 12µn(X).
Because J(µn) is bounded and µi(X) is finite for all i so {µn} is bounded.
By lemma 2.2, there are αn, αni ∈ P2(C) with αn, αni being concentrated in C[Ξn] where
Ξn =
√
µn(X) +
∑p
i=1HK(µ
n, µi) such that
h2αn = µn, h2αni = µi for i = 1, . . . , p,
HK(µn, µi) =WdC(α
n, αni ) for i = 1, . . . , p.
Note that
∑p
i=1HK(µ
n, µi) ≤
∑ 1
4λi
+ J(µn) so
∑p
i=1HK(µ
n, µi) is bounded. Thus,
{Ξn} is bounded. Let Ξ be an upper bound of {Ξn}, we have that αni is concentrated in
C[Ξ] for all n.
Recall that a sequence {νn} ⊂ M(X) is weak* convergent to ν ∈ M(X) if limn→∞
∫
X
ϕdνn =∫
X
ϕdν, for every ϕ ∈ Cb(X). By [20, Lemma 7.3] and Prokhorov’s theorem {αni } is rela-
tively compact in weak*-topology. Then there is a subsequence {αnki } converging weakly*
in P2(X). Let αi be the limit of {αnki }. As {αnki } is concentrated on the bounded set
C[Ξ], we get ∫
d2C([x, r], [x
′, 0])dαnki ([x, r]) −→
∫
d2C([x, r], [x
′, 0])dαi([x, r]).
Therefore from [28, Theorem 6.9], WdC(α
nk
i , αi) converges to 0.
Since
∑p
i=1HK(µ
n, µi) is bounded then so is WdC(α
nk , αnki ). Using the inequalities
|WdC(αnki , αnk)−WdC(αnk , αi)| ≤WdC(αnki , αi) andWdC(αnk , αi) ≤ WdC(αnk , αnki )+WdC(αnki , αi),
we have that∣∣W 2dC(αnk , αnki )−W 2dC(αnk , αi)∣∣
= |WdC(αnk , αnki )−WdC(αnk , αi)| |WdC(αnk , αnki ) +WdC(αnk , αi)|
≤ WdC(αnki , αi) (2WdC(αnk , αnki ) +WdC(αnki , αi)) .
As X is a Polish space having property (BC), its cone C is also Polish and has property
(B). From theorem 3.4, we get for every ε > 0 there exists N > 0 such that for every
nk > N :
ε+ J(µnk) ≥
p∑
i=1
λiW
2
dC
(αnk , αi)
≥ min
α¯∈P2(C)
p∑
i=1
λiW
2
dC
(α¯, αi)
8 NHAN-PHU CHUNG AND MINH-NHAT PHUNG
=
p∑
i=1
λiW
2
dC
(α, αi) (α is a minimizing solution)
≥ J(h2α).
Hence, infµ∈M(X) J(µ) ≥ J(h2α) and this leads to the existence of solutions for the mini-
mizing problem in Hellinger-Kantorovich space. 
Now we illustrate examples of metric spaces satisfying property (BC).
Example 3.6. It is clear that every compact metric X space has property (B).
First, we show that every separable locally compact geodesic space (X, d) also has prop-
erty (B). As X is locally compact and geodesic, it is proper, i.e. every closed ball is
compact, by Hopf-Rinow theorem. Hence for every k ∈ N, x1, . . . , xk ∈ X, and ev-
ery λ1, . . . , λk ≥ 0 with
∑k
i=1 λi = 1, infy∈X
∑k
i=1 λid
2(y, xi) always attains the min-
imum. Furthermore, because X is locally compact and separable we get that the set
{z ∈ X : ∑ki=1 λid2(z, xi) = miny∈X∑ki=1 λid2(y, xi)} is also σ-compact. Therefore, X
has property (B).
Now we will show that every compact metric space X which is geodesic has property
(BC). From [20, Lemma 7.1] and [5, Proposition I.5.10] we get that C is locally compact
and geodesic. On the other hand, we also have that C is separable as X is compact.
Therefore, C has property (B) and hence X has property (BC).
Note that when X is a compact metric space, from [20, Corollary 7.16] we know that the
space (M(X), HK) is proper and hence the existence of Hellinger-Kantorovich barycenters
is straightforward.
Next we will illustrate that every complete CAT(1) space has property (BC). Let us
review CAT(κ) spaces, and more details can be found in [5]. Let (Y, d) be a metric space
and let x, y ∈ Y . A geodesic joining x, y is a map ϕ : [0, ℓ] → Y such that ϕ(0) =
x, ϕ(ℓ) = y, and d(ϕ(s), ϕ(t)) = |t− s| for every s, t ∈ [0, ℓ], where ℓ := d(x, y). We say
that Y is a geodesic space if for every x, y ∈ Y there exists a geodesic joining x and y.
Given r > 0, we call that Y is r-geodesic if for every x, y ∈ Y with d(x, y) < r there exists
a geodesic joining x and y.
Given a real number κ, we denote model spaces by Mκ the following metric spaces:
(1) M0 is the Euclidean space R
2;
(2) if κ > 0 then Mκ is the sphere S
2 with the metric is obtained by multiplying its
distance function with 1/
√
κ;
(3) if κ < 0 then Mκ is the hyperbolic plane H with the metric is obtained by multi-
plying its distance function with 1/
√−κ.
We put Dκ := +∞ if κ ≤ 0 and Dκ := π/√κ if κ > 0. Let (X, d) be a metric space.
For x, y ∈ X, if there exists a geodesic joining we write [x, y] to denote a definite geodesic
segment joining x to y. A geodesic triangle ∆ in X consists of three points x, y, z ∈
X and a choice of three geodesic segments [x, y], [y, z] and [z, x]. A point p ∈ ∆ if p
is in [x, y] ∪ [y, z] ∪ [z, x]. A triangle ∆(x¯, y¯, z¯) in Mκ is called a comparison triangle
BARYCENTERS IN THE HELLINGER-KANTOROVICH SPACE 9
for ∆([x, y], [y, z], [z, x]) if d(x, y) = d(x, y), d(z, y) = d(z, y) and d(x, z) = d(x, z). If
d(x, y) + d(y, z) + d(z, x) < 2Dκ, such a triangle always exists [5, Lemma I.2.14].
Let ∆ be a triangle geodesic in X with perimeter less than Dκ and let ∆ ⊂ Mκ be its
comparison triangle. We say that ∆ satisfies the CAT(κ) inequality if for every p, q ∈ ∆
and all comparison points p¯, q¯ ∈ ∆, one has d(p, q) ≤ d(p¯, q¯).
If κ ≤ 0 then X is called CAT(κ) space if it is geodesic and every its geodesic triangle
satisfies the CAT(κ) inequality. If κ > 0 then we X is called CAT(κ) space if it is Dκ-
geodesic and every its geodesic triangle with perimeter less than 2Dκ satisfies the CAT(κ)
inequality.
We say that a metric space (Y, d) is a (global) NPC space if it is complete, and for
every x1, x2 ∈ Y , there exists y ∈ Y such that for all z ∈ Y , one has
d2(z, y) ≤ 1
2
d2(z, x1) +
1
2
d2(z, x2)− 1
4
d2(x1, x2).
From [3, Theorem 1.3.2], we know that complete CAT(0) spaces consist of all NPC spaces.
Applying [27, Proposition 4.3] we get that every NPC space has property (B). And as X is
CAT(1) if and only if its cone C is CAT(0) [5, Theorem II.3.14], and X is complete if and
only if C is complete [5, Proposition I.5.9], we obtain that CAT(1)-spaces have property
(BC). Examples of CAT(1)-spaces can be found in [5, Section II.1].
Here are the reasons we put the condition (BC) of metric spaces to prove the existence
of Hellinger-Kantorovich barycenters.
Remark 3.7. (1) As C is not locally compact unless X is compact, we can not apply
directly results of [15, 18] for the existence of Wasserstein barycenters on C.
(2) Hellinger-Kantorovich spaces in general are not NPC [20, Theorem 8.8]. There-
fore, the existence of Hellinger-Kantorovich barycenters is not a consequence of
[27]. Indeed, given two measures µ1, µ2 in R
n as in example 4.11, there exists
t ∈ (0, 1) such that infµ∈M(Rn)(1−t)HK2(µ, µ1)+tHK2(µ, µ2) has at least two dif-
ferent minimizing solutions. Therefore, (M(Rn), HK) is not NPC by [27, Propo-
sition 4.3].
(3) If (X, d) is a geodesic space then so is (M(X), HK) [20, Proposition 8.3]. How-
ever, similar to the Wasserstein setting, if X is not compact, (M(X), HK) is not
locally compact, in particular not proper; and the existence of barycenters is also
less known for non-proper spaces. Here is our example inspired by [19, Example
4, Example 9] and [2, Remark 7.1.9] for this fact.
Example 3.8. (The space (M(X), HK) is locally compact only if X is compact).
Let (X, d) be a metric space. First we calculate the distance HK(µ0, µ1) where µ0 =
a0δx0, µ1 = a1δx0 + b1δx1, a0, a1, b1 are positive numbers, and x0, x1 are points in X. From
[20, Theorem 6.3 (b)] we know that
a1
√
a0√
a1 + b1 cos2(dpi/2(x0, x1))
δ(x0,x0) +
b1 cos
2(dpi/2(x0, x1))
√
a0√
a1 + b1 cos2(dpi/2(x0, x1))
δ(x0,x1) ∈ OptLET(µ0, µ1)
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and so using [20, Theorem 6.3 (d)] we get
HK2(µ0, µ1) = LET(µ0, µ1) = a0 + a1 + b1 − 2
√
a0(a1 + b1 cos2(dpi/2(x0, x1))).
If (M(X), HK) is locally compact then we assume that there are ε > 0 and a point x0
such that the ball B′(δx0 , ε) := {µ ∈M(X) : HK(µ, δx0) ≤ ε} is compact. Consider any
sequence (xn) ∈ X then we have
HK2(δx0 , aδx0 + bδxn) =1 + a + b− 2
√
a + b cos2(dpi/2(x0, xn))
=
(√
a+ b cos2(dpi/2(x0, xn))− 1
)2
+ b sin2(dpi/2(x0, xn))
for any positive numbers a, b. Choose a := 1 +
√
2ε and b :=
ε2
2
, we see that
HK2(δx0 , aδx0 + bδxn) =
(√
a+ b cos2(dpi/2(x0, xn))− 1
)2
+ b sin2(dpi/2(x0, xn))
≤
(√
1 +
√
2ε+
ε2
2
− 1
)2
+
ε2
2
= ε2.
Therefore, (aδx0+bδxn) has a convergent subsequence in HK distance. Applying [20, The-
orem 7.15 ] we have that (aδx0+bδxn) has a convergent subsequence in the narrow topology
on M(X). Hence (xn) must have a convergent subsequence in X by [2, Proposition 5.1.8
and Corollary 5.1.9].
4. Uniqueness and characterizations of Hellinger-Kantorovich
barycenters
In this section we will introduce dual formulations of the Hellinger-Kantorovich barycen-
ter problem (P), and investigate the uniqueness of barycenters.
4.1. Dual formulations of the Hellinger-Kantorovich barycenter problem. Let
(X, d) be a metric space. For every f ∈ Cb(X) with sup f ≤ 1, we define the function Sf
on X by
Sf(y) :=

 infx∈Xf
{
1− cos
2(dpi/2(x, y))
1− f(x)
}
if By(π/2) ⊂ Xf ,
−∞ otherwise ,
where Xf = {x ∈ X|f(x) < 1} .
Our lemmas 4.1, 4.2 and 4.4 are variants of [20, Theorem 7.21 (i) and (ii)]. As we
mentioned on the introduction, we need the constraint fi ∈ Fi in lemma 4.4 instead of
sup fi < 1 as in [20, Theorem 7.21 (ii)], which is not closed under the pointwise limit, to
show that the dual problem (P∗) has solutions in proposition 4.7.
Lemma 4.1. For every f ∈ Cb(X) with sup f ≤ 1, the function Sf is upper semi-
continuous, and in particular Sf is measurable. Furthermore, if sup f < 1 then Sf is
bounded and continuous with supSf < 1.
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Proof. Let f ∈ Cb(X) with sup f ≤ 1, it’s easy to see that supSf < 1. For y ∈ X if
there exists x ∈ By(π/2) : f(x) = 1 then for all y′ ∈ By(π/2 − d(x, y)) : Sf(y′) = −∞.
Otherwise for yn ∈ X, yn → y we have
lim sup
n
Sf(yn) ≤ lim sup
n
inf
x∈Xf
{
1− cos
2(dpi/2(x, yn))
1− f(x)
}
≤ inf
x∈Xf
lim sup
n
{
1− cos
2(dpi/2(x, yn))
1− f(x)
}
=Sf(y).
Let f ∈ Cb(X) with sup f = M < 1 then 1 − cos
2(dpi/2(x, y))
1− f(x) ≥ 1 −
1
1−M for all
x, y ∈ X which means Sf is bounded below. For y, y′ ∈ X consider a sequence {xn} that
minimizes infx∈X{1− cos
2(dpi/2(x, y))
1− f(x) }. Then we get
Sf(y′)− Sf(y)
≤ lim inf
n
4
1−M cos
(
1
2
(
dpi/2(xn, y) + dpi/2(xn, y
′)
))
cos
(
1
2
(
dpi/2(xn, y)− dpi/2(xn, y′)
))
sin
(
1
2
(
dpi/2(xn, y) + dpi/2(xn, y
′)
))
sin
(
1
2
(
dpi/2(xn, y)− dpi/2(xn, y′)
))
≤ 2dpi/2(y, y
′)
1−M .
Similarly, Sf(y)− Sf(y′) ≤ 2dpi/2(y, y
′)
1−M . Hence Sf is continuous. 
Lemma 4.2. Let (X, d) be a metric space and let µ1, µ2 ∈M(X). Then
HK2(µ1, µ2) = sup
{∫
X
fdµ1 +
∫
X
Sfdµ2, f ∈ Cb(X), sup f < 1
}
.
Proof. Given f, g ∈ Cb(X) with sup f < 1, sup g < 1 and (1 − f(x))(1 − g(y)) ≥
cos2(dpi/2(x, y)) for every x, y ∈ X , we have g(y) ≤ 1 − cos
2(dpi/2(x, y))
1− f(x) for all x ∈ X
which means g ≤ Sf . Therefore, from theorem 2.3, we have
HK2(µ1, µ2) ≤ sup
{∫
X
fdµ1 +
∫
X
Sfdµ2, f ∈ Cb(X), sup f < 1
}
.
Now we prove that HK2(µ1, µ2) ≥
∫
X
fdµ1 +
∫
X
Sfdµ2 for every f ∈ Cb(X) with
sup f < 1. By [20, Lemma 7.19] there exists α ∈ M2(C2) such that h21α = µ1, h22α = µ2
and HK2(µ1, µ2) =
∫
d2pi/2,Cdα. Then we have∫
X
fdµ1 +
∫
X
Sfdµ2 =
∫
C2
(
f(x1)r
2
1 + Sf(x2)r
2
2
)
dα
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=
∫
C2
(
r21 + r
2
2 − (1− f(x1))r21 − (1− Sf(x2))r22
)
dα
≤
∫
C2
(
r21 + r
2
2 − 2r1r2 cos(dpi/2(x1, x2))
)
dα
=HK2(µ1, µ2).

Definition 4.3. Given p ≥ 1, µ1, . . . , µp ∈ M(X) and weights λ1, . . . , λp, we define Fi
for every i = 1, . . . , p as the set of all functions f satisfying the following conditions:
(1) f ∈ Cb(X) and f(x) ≤ 1, ∀x ∈ X,
(2) If f(x) = 1 then µi(B
′
x(π/8)) = 0, where B
′
x(s) := {y ∈ X : d(x, y) ≤ s} for every
s > 0.
As Fi contains all f ∈ Cb(X) with sup f < 1, from lemma 4.2 we get that
HK2(µ, µi) ≤ sup
{∫
X
fidµ+
∫
X
Sfidµi, fi ∈ Fi
}
.
And the proof in lemma 4.2 of HK2(µ, µi) ≥
∫
X
fidµ+
∫
X
Sfidµi still holds for all fi ∈ Fi.
Therefore, we get the following lemma.
Lemma 4.4. Let X be a metric space. Then for every µ ∈M(X) we have
HK2(µ, µi) = sup
{∫
X
fidµ+
∫
X
Sfidµi, fi ∈ Fi
}
.
And hence λiHK
2(µ, µi) = sup
{∫
X
λifidµ+
∫
X
λiSfidµi, fi ∈ Fi
}
, for every µ ∈ M(X).
Now we consider a dual formulation of the Hellinger-Kantorovich barycenter problem
(P∗) sup
{
F (f1, . . . , fp) =
p∑
i=1
∫
X
λiSfidµi : fi ∈ Fi,
p∑
i=1
λifi = 0
}
.
For every i = 1, · · · , p and every f ∈ Cb(X) with sup f < λi we define the function
Sλif on X by
Sλif(y) := inf
x∈X
{
λi − λ
2
i cos
2(dpi/2(x, y))
λi − fi(x)
}
for every y ∈ X.
Then for every f ∈ Cb(X) with sup f < 1 and every i = 1, · · · , p we have Sλi(λifi) =
λiSfi.
To prove inf(P) = sup(P∗) we investigate another maximum problem
(P∗0 ) sup
{
F (f1, . . . , fp) =
p∑
i=1
∫
X
Sλifidµi : fi ∈ C0(X), sup fi < λi,
p∑
i=1
fi = 0
}
.
For f ∈ C0(X) we define
Hi(f) :=
{ − ∫
X
Sλifdµi if sup f < λi
+∞ otherwise.
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Then we can define the Legendre-Fenchel transform of Hi with respect to the dual pairing
〈f, µ〉 := ∫
X
fdµ for every f ∈ C0(X), µ ∈Ms(X) as follows
H∗i (µ) : = sup
f∈C0(X)
{∫
X
fdµ−Hi(f)
}
= sup
f∈C0(X),sup f<λi
{∫
X
fdµ+
∫
X
Sλifdµi
}
,
where Ms(X) is the set of all Radon (not necessarily nonnegative) measures on X .
Lemma 4.5. For every Radon measure with finite total variation µ we have
H∗i (µ) =
{
λiHK
2(µ, µi) if µ ∈M(X)
+∞ otherwise.
Proof. In case that µ is not nonnegative, there exists f ∈ C0(X), f ≥ 0 such that
∫
X
fdµ <
0. Instead of f , we take −f which means there is a function f ∈ C0(X), f ≤ 0 such that∫
X
fdµ > 0. Note that Sλi is order-reversing so Sλi(tf) ≥ 0 for every t ≥ 0. Thus, we
have
H∗i (µ) ≥ sup
t≥0
t
∫
X
fdµ = +∞.
Now, let’s consider µ ∈ M(X). It’s clear that λiHK2(µ, µi) ≥ H∗i (µ), suppose
λiHK
2(µ, µi) > H
∗
i (µ) then there exists f0 ∈ Cb(X), sup f0 < 1 such that∫
X
f0dµ+
∫
X
Sf0dµi > sup
f∈C0(X),sup f<1
{∫
X
fdµ+
∫
X
Sfdµi
}
.
By the definition of Radon measures, for ε > 0 there exists a compact subset Kε of X
such that µ(X \Kε), µi(X \Kε) < ε. Recall that d(x,A) := infy∈A d(x, y) for x ∈ X and
A is a subset of X. Define the subset K ′ε := {x ∈ X : d(x,Kε) ≤ π/2}. Define
fε(x) =
f0(x)
ed(x,K ′ε)
then we have that f0 is equal to fε on K
′
ε and Sf0 is equal to Sfε on Kε. Since f0 is
bounded and sup f0 < 1 there exist N < 0,M > 0 such that N ≤ f0(x) ≤M < 1, ∀x ∈ X
and hence N,M : N ≤ fε(x) ≤ M < 1, for every x ∈ X , and every ε > 0. Since S is
order-reversing, 1− 1
1−M ≤ Sfε(y) ≤ 1−
1
1−N , ∀y ∈ X, ε > 0. As a consequence,∣∣∣∣
∫
X
(f0 − fε)dµ+
∫
X
(Sf0 − Sfε)dµi
∣∣∣∣ ≤
∫
X
|f0 − fε| dµ+
∫
X
|Sf0 − Sfε| dµi
≤ε
(
M −N + 1
1−M −
1
1−N
)
, ∀ε > 0.
We get a contradiction so λiHK
2(µ, µi) = H
∗
i (µ). 
Proposition 4.6. Let (X, d) be a metric space. Then we have
inf(P) = sup(P∗) = sup(P∗0 ).
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Proof. First, it is clear that sup(P∗) = sup(P∗0 ).
Second, we will prove that inf(P) ≥ sup(P∗). Let µ ∈ M(X), and f1, . . . , fp ∈ C0(X)
with sup fi < λi and
∑p
i=1 fi = 0. From lemma 4.5, we get
λiHK
2(µ, µi) ≥
∫
X
fidµ+
∫
X
Sλifidµi for every i = 1, . . . , p.
Summing over i and using that
∑p
i=1 fi = 0 we have
p∑
i=1
λiHK(µ, µi) ≥
p∑
i=1
∫
X
Sλifidµi.
Now we only need to prove that inf(P) = sup(P∗0 ). We define H(f) for f ∈ C0(X) as
follow:
H(f) := inf
{
p∑
i=1
Hi(fi), fi ∈ C0(X),
p∑
i=1
fi = f
}
.
Considering the duality pairing 〈f, µ〉 := ∫
X
fdµ for every f ∈ C0(X), µ ∈ Ms(X), we
will prove the following properties:
(1) H is convex and continuous on {f ∈ C0(X) : sup f < 1}. Hence, H∗∗(0) = H(0).
(2) H∗ =
∑p
i=1H
∗
i .
(3) inf
∑p
i=1H
∗
i = − (
∑p
i=1H
∗
i )
∗
(0).
Applying these properties, we get that
inf(P) = inf
p∑
i=1
H∗i = −
(
p∑
i=1
H∗i
)∗
(0) = −H∗∗(0) = −H(0) = sup(P∗0 ).
Now we check that those properties indeed hold. For f, g ∈ C0(X) and sup f, sup g ≤ λi
we have
tSλif(y) + (1− t)Sλig(y) =t inf
x
{
λi − λ
2
i cos
2(dpi/2(x, y))
λi − f(x)
}
+ (1− t) inf
x
{
λi − λ
2
i cos
2(dpi/2(x, y))
λi − g(x)
}
≤ inf
x
{
λi − tλ
2
i cos
2(dpi/2(x, y))
λi − f(x) − (1− t)
λ2i cos
2(dpi/2(x, y))
λi − g(x)
}
≤ inf
x
{
λi − λ
2
i cos
2(dpi/2(x, y))
λi − tf(x)− (1− t)g(x)
}
=Sλi(tf + (1− f)g)
so Hi(tf + (1 − f)g) ≤ tHi(f) + (1 − t)Hi(g). If sup f or sup g is not less than λi then
H(f) or H(g) is +∞ and we still have the inequality. Hence, Hi is convex and so is H .
For f ∈ C0(X) and sup f = M < 1 take ε such that M + ε < 1 then for g : ‖g − f‖ < ε
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take gi = λig we have
Hi(gi) =
∫
X
sup
x
{
λ2i cos
2(dpi/2(x, y))
λi − gi(x) − λi
}
dµi
≤λiµi(X)
(
1
1−M − ε − 1
)
.
Thus, H(g) is bounded above in Bf (ε) and is continuous by [10, Lemma I.2.1]. From
[10, Proposition I.4.1] we get that H∗∗ is the Γ-regularization of H . The Γ-regularization
coincides with the lower-semicontinuous regularization ([10, Proposition I.3.3]) since H
is convex and admits a continuous affine minorant. As H is continuous at 0, it also
coincides with its lower-semicontinuous regularization at 0 ([10, Corollary I.2.1]). Hence
H∗∗(0) = H(0).
Now we will prove the second property. Note that if sup f ≥ 1 and ∑pi=1 fi = f then
there must exist j such that sup fj ≥ λj which means there always exists j such that
Hj(fj) = +∞ so H(f) = +∞ when sup f ≥ 1. Therefore, we have that
H∗(µ) = sup
{∫
X
fdµ−H(f), f ∈ C0(X)
}
= sup
{∫
X
fdµ−H(f), f ∈ C0(X), sup f < 1
}
= sup
{∫
X
fdµ+ sup{−
p∑
i=1
Hi(fi), fi ∈ C0(X), sup fi < λi,
p∑
i=1
fi = f}, f ∈ C0(X), sup f < 1
}
=
p∑
i=1
sup
{∫
X
fidµ−Hi(fi), fi ∈ C0(X), sup fi < λi
}
=
p∑
i=1
H∗i (µ).
The last one follows immediately from
−
(
p∑
i=1
H∗i
)∗
(0) = − sup
{∫
X
0dµ−
p∑
i=1
H∗i (µ)
}
= inf
p∑
i=1
H∗i .

Before proving the existence of solutions for problem (P∗) we recall several notions.
The c-transform of a function ϕ : X → R ∪ {+∞} for a cost function c : X × X →
[0,+∞] is defined by
ϕc(y) := inf
x∈X
(c(x, y)− ϕ(x)) for every y ∈ X,
with the convention that the subtraction is +∞ whenever c(x, y) = +∞ and ϕ(x) = +∞.
It is easy to check that ϕcc ≥ ϕ. And we call that ϕ is c-concave if ϕcc = ϕ.
For a uniformly continuous map f between metric spaces (X1, d1) and (X2, d2), its
modulus of continuity is the function ω : [0,∞)→ [0,∞] defined by
ω(t) := sup{d2(f(x), f(y)) : d1(x, y) ≤ t} for every t ∈ [0,∞).
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It is clear that ω is nondecreasing, ω(0) = 0, d2(f(x), f(y)) ≤ ω(d1(x, y)) for every
x, y ∈ X1, and ω is continuous at 0. Furthermore if f is bounded the image of ω is indeed
in [0,∞).
We also recall that a space is proper if every of its closed balls is compact.
Proposition 4.7. Let (X, d) be a separable metric space which is proper. Then problem
(P∗) has solutions.
Proof. Because the supremum of problem (P∗) stays the same if we strengthen the con-
straint to fi ∈ Cb(X) and sup fi < 1 so we take {fni } to be a sequence satisfying that and
maximizing (P∗). Take ϕni = − log(1 − fni ) then (ϕni )c = − log(1 − Sfni ) with the cost
function c(x, y) := − log(cos2(dpi/2(x, y))). Problem (P∗) is equivalent to the problem:
sup
{
p∑
i=1
∫
X
λi(1− e−ϕci )dµi : ϕi ∈ Φi,
p∑
i=1
λie
−ϕi = 1
}
,
where Φi is the set of all functions ϕ satisfying:
(1) ϕ : X → R ∪ {+∞} is continuous.
(2) If ϕ(x) = +∞ then µi(B′x(π/8)) = 0.
For all i = 1, . . . , p − 1, instead of ϕni we can consider ϕ˜ni := (ϕni )cc and ϕ˜np =
− log
(
1−∑p−1i=1 λie−ϕ˜ni
λp
)
. This argument is valid since ϕ˜ni ≥ ϕni and (ϕ˜ni )c = (ϕni )c,
ϕ˜np ≤ ϕnp so (ϕ˜np )c ≥ (ϕnp )c. Thus, we can always consider the case that ϕni is c−concave
for i = 1, . . . , p− 1.
Let x0 be a point in X , we consider the compact set Kx0 = B
′
x0
(π/8). For every
x, y ∈ Kx0 with d(x, y) ≤ π/4 we have ec(x,y) ≤ 2 on Kx0. Because {ϕni } is a sequence
that maximizes the problem, we can suppose there is a constant C such that
p∑
i=1
∫
X
λi(1− e−(ϕni )c)dµi ≥ C
and as a consequence
p∑
i=1
λiµi(X)− C ≥
p∑
i=1
∫
X
λie
−(ϕni )
c
dµi.
As ϕni (x) ≤ c(x, y)− (ϕni )c(y) for every x, y ∈ X , we have that for every x ∈ Kx0,
p∑
i=1
∫
Kx0
λie
ϕni (x)dµi(y) ≤
p∑
i=1
∫
Kx0
λie
c(x,y)e−(ϕ
n
i )
c(y)dµi(y)
≤2
(
p∑
i=1
λiµi(X)− C
)
.
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If µi(Kx0) > 0 then {ϕni } is bounded from above in Kx0 . On the other hand, {ϕni } is
bounded below by log(λi) from the constraint
∑p
i=1 λie
−ϕni = 1. Thus, {ϕni } is bounded
in Kx0.
As {ϕni } is bounded below by log(λi) we get (ϕni )c(y) = infx∈X(c(x, y) − ϕni (x)) is
bounded above by − log(λi). Let Mi(Kx0) be an upper bound for {ϕni } on Kx0. For
x ∈ Kx0 and y /∈ B′x (t) we have c(x, y)−(ϕni )c(y) > Mi(Kx0), where t = arccos
√
λi
eMi(Kx0)
.
Therefore, for every x ∈ Kx0 we get
(ϕni )
cc(x) = inf
y∈X
(c(x, y)− (ϕni )c(y)) = inf
y∈B′x(t)
(c(x, y)− (ϕni )c(y)).
Let x ∈ Kx0 , let δ := π/2 − t and take δ′ = δ/4, the cost function c is continuous on
(B′x(δ
′) ∩Kx0)× B′x (t+ δ′) so it is uniformly continuous and bounded. Let ω : [0,∞)→
[0,∞) be its modulus of continuity then for every x′ ∈ B′x(δ′)∩Kx0, y, y′ ∈ B′x (t + δ′), we
have
|c(x′, y)− c(x, y)| ≤ ω(d(x′, x)).
As ϕni = (ϕ
n
i )
cc by its c-concavity, we take a minimizing sequence {yk} ⊂ B′x(t + δ′) for
ϕni (x) to get
ϕni (x
′)− ϕni (x) ≤ lim inf
k
(c(x′, yk)− c(x, yk)) ≤ ω(d(x′, x)).
As B′x′(t) ⊂ B′x(t+ δ′) and
ϕni (x
′) = inf
y∈X
(c(x′, y)− (ϕni )c(y)) = inf
y∈B′
x′
(t)
(c(x′, y)− (ϕni )c(y)),
similarly as above, take a minimizing sequence {y′k} ⊂ B′x(t+ δ′), we also get
ϕni (x)− ϕni (x′) ≤ lim inf
k
(c(x, y′k)− c(x′, y′k)) ≤ ω(d(x, x′)).
Since ω does not depend on n, ω(0) = 0 and ω is continuous at 0, we get that ϕni |Kx0 is
equi-continuous.
By Ascoli-Arzela` theorem, if µi(Kx0) > 0 there exists a subsequence of ϕ
n
i |Kx0 (here
still denoted by ϕni |Kx0 ) and ϕi,Kx0 ∈ C(Kx0) such that ϕni |Kx0 uniformly converges to
ϕi,Kx0 , i = 1, . . . , p− 1.
As X is Polish, let A = {x1, x2, . . .} be a countable dense subset of X . Let K1 =⋃
µ1(Kxj )>0
Kxj and by a standard diagonal argument we get a subsequence ϕ
n
1 that is
pointwise convergent to ϕ1,Kxj whenever µ1(Kxj) > 0, then we can define on K
1
ϕ1(x) := ϕ1,Kxj (x)
when x ∈ Kxj and µ1(Kxj ) > 0. For any point xk ∈ A \K1, if ϕn1 (xk) is bounded then
we can take a subsequence of ϕn1 such that ϕ
n
1 (xk) is convergent and define ϕ1(xk) by its
limit, otherwise there exists a subsequence of ϕn1 such that ϕ
n
1 (xk) increases to infinity and
we define ϕ1(xk) = +∞. Using a standard diagonal argument again and the density of A,
we construct a subsequence ϕn1 that pointwise converges to ϕ1 and ϕ1 ∈ Φ1. With similar
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arguments, we can construct a subsequence (ϕn1 , . . . , ϕ
n
p−1) that pointwise converges to
(ϕ1, . . . , ϕp−1) and ϕi ∈ Φi for every i = 1, · · · , p− 1.
We define
ϕp := − log
(
1−∑p−1i=1 λie−ϕi
λp
)
.
If µp(Kxj) > 0, then
p−1∑
i=1
λie
−ϕni = 1− λpe−ϕnp ≤ 1− e−Cj
where Cj = log
(
2 (
∑p
i=1 λiµi(X)− C)
λpµp(Kxj)
)
so we also have ϕnp pointwise converges to ϕp
and ϕp ∈ Φp.
Using Fatou’s Lemma, we have that fi = 1−e−ϕi solve problem (P∗). To finish, we need
to check that lim supn Sf
n
i ≤ Sfi. For y ∈ X , if By(π/2) 6⊂ Xfi then Sfi(y) = −∞, we
show that lim supn Sf
n
i (y) = −∞. Indeed, there exists x ∈ By(π/2) such that fi(x) = 1
so fni (x) converges to 1. Sf
n
i (y) ≤ 1 −
cos2(dpi/2(x, y))
1− fni (x)
which converges to −∞. If
By(π/2) ⊂ Xfi then
Sfi(y) = inf
x∈Xfi
{
1− cos
2(dpi/2(x, y))
1− fi(x)
}
= inf
x∈Xfi
lim sup
n
{
1− cos
2(dpi/2(x, y))
1− fni (x)
}
≥ lim sup
n
inf
x∈Xfi
{
1− cos
2(dpi/2(x, y))
1− fni (x)
}
≥ lim sup
n
inf
x∈X
{
1− cos
2(dpi/2(x, y))
1− fni (x)
}
= lim sup
n
Sfni .

4.2. Uniqueness of Hellinger-Kantorovich barycenters. Now we are ready to in-
vestigate the uniqueness of Hellinger-Kantorovich barycenters. Recall that given γ, µ ∈
M(X) with µ(X) + γ(X) > 0, from [20, Lemma 2.3] there exist Borel functions σ, ρ :
X → [0,∞) and a Borel partition (A,Aγ, Aµ) of X satisfying the following properties:
A = {x ∈ X : σ(x) > 0} = {x ∈ X : ρ(x) > 0}, σ(x)ρ(x) = 1, ∀x ∈ A;
γ = σµ+ γ⊥, γ⊥ ⊥ µ, µ(Aγ) = γ⊥(X \ Aγ) = 0;
µ = ργ + µ⊥, µ⊥ ⊥ γ, γ(Aµ) = µ⊥(X \ Aµ) = 0;
σ ∈ L1(X, µ), ρ ∈ L1(X, γ).
Furthermore, the sets A,Aγ , Aµ and the maps σ, ρ are uniquely determined up to (µ+γ)-
negligible sets.
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Let (X, d) be a metric space having property (BC). Let µ ∈ M(X) be a solution for
(P) and (f1, . . . , fp) ∈ F1 × · · · × Fp with
∑p
i=1 λifi = 0 be a solution for (P∗). Then
p∑
i=1
λiHK
2(µ, µi) =
p∑
i=1
∫
X
λiSfidµi =
p∑
i=1
∫
X
λiSfidµi +
p∑
i=1
∫
X
λifidµ.(1)
From lemma 4.4 we have
HK2(µ, µi) =
∫
X
λiSfidµi +
∫
X
λifidµ, for every i = 1, . . . , p,
and then applying theorem 2.3 we get
LET(µ, µi) =
∫
X
fidµ+
∫
X
Sfidµi.
Let γ ∈ OptLET(µ, µi), then by [20, Theorem 6.3 (b)] we know γ1, γ2 are absolutely
continuous with respect to µ, µi and there exist Borel sets Aj ⊂ supp(γj) with γj(X\Aj) =
0 and Borel densities σ1 : A1 → (0,∞) of γ1 w.r.t µ, σ2 : A2 → (0,∞) of γ2 w.r.t µi such
that
σ1(x1)σ2(x2) ≥ cos2(dpi/2(x1, x2)) in A1 ×A2,
σ1(x1)σ2(x2) = cos
2(dpi/2(x1, x2)) γ-a.e in A1 × A2.
As γj(X \ Aj) = 0 for j = 1, 2 we get γ(A1 × X) = γ(X × X) = γ(X × A2) and hence
γ(A1 ×A2) = γ(X ×X). Because σ1(x)σ2(y) = cos2(dpi/2(x, y) for γ-a.e (x, y) in A1 ×A2
and σj > 0 in Aj we get that γ is concentrated on {(x, y) ∈ A1 × A2|d(x, y) < π/2}. Now
we will show that
1− fi(x)
σ1(x)
+
1− Sfi(y)
σ2(y)
≥ 2 for γ − a.e (x, y) in A1 × A2.
Recall that the function Sfi : X → R ∪ {−∞} is defined by
Sfi(y) :=

 infx∈Xfi
{
1− cos
2(dpi/2(x, y))
1− fi(x)
}
if By(π/2) ⊂ Xfi ,
−∞ otherwise ,
where Xfi = {x ∈ X|fi(x) < 1} .
If Sfi(y) = −∞ then it is clear that 1− fi(x)
σ1(x)
+
1− Sfi(y)
σ2(y)
≥ 2. Therefore, we only
consider Sfi(y) 6= −∞. In this case, by Cauchy-Schwarz inequality we have
1− fi(x)
σ1(x)
+
1− Sfi(y)
σ2(y)
≥ 2
√
1− fi(x)
σ1(x)
1− Sfi(y)
σ2(y)
.
Hence, we only need to check (1−fi(x))(1−Sfi(y)) ≥ σ1(x)σ2(y) for every (x, y) ∈ A1×A2
with Sfi(y) 6= −∞ and d(x, y) < π/2. Let (x, y) ∈ A1 × A2 satisfying Sfi(y) 6= −∞ and
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d(x, y) < π/2. Because Sfi(y) 6= −∞, from the definition of Sfi we have By(π/2) ⊂ Xfi
and hence x ∈ Xfi. As Sfi(y) = infz∈Xfi
{
1− cos
2(dpi/2(z, y))
1− fi(z)
}
we get that
(1− fi(x))(1− Sfi(y)) ≥ cos2(dpi/2(x, y)) = σ1(x)σ2(y).
And hence we finish the proof that
1− fi(x)
σ1(x)
+
1− Sfi(y)
σ2(y)
≥ 2 for γ − a.e (x, y) in A1 × A2.
It implies that
LET(µ, µi) =
∫
X
fidµ+
∫
X
Sfidµi
=
∫
X
dµ−
∫
X
(1− fi)dµ+
∫
X
dµi −
∫
X
(1− Sfi)dµi
=µ(X) + µi(X)−
∫
A1
1− fi
σ1
dγ1 −
∫
A2
1− Sfi
σ2
dγ2
−
∫
X\A1
(1− fi)dµ−
∫
X\A2
(1− Sfi)dµi
≤µ(X) + µi(X)− 2γ(A1 ×A2)
=µ(X) + µi(X)− 2γ(X ×X).
On the other we have µ(X)+µi(X)−2γ(X2) = LET(µ, µi) [20, Theorem 6.3 (d)]. Hence,
σ1 = 1−fi γ1-a.e on A1,1−fi = 0 µ-a.e onX\A1 and σ2 = 1−Sfi γ2-a.e on A2, 1−Sfi = 0
µi-a.e on X \ A2. Because supSfi < 1 we can consider suppµi = A2.
We say that ν ∈M(X) satisfies condition (*) if d(x, suppν) < π/2 for every x ∈ X .
Because d must be greater than π/2 in suppµ⊥ × suppµi by [20, Theorem 6.3 (b)] we
get that if µi satisfies condition (*) then suppµ
⊥ = ∅ and hence µ⊥ is the null measure.
Now we assume that X = Rn with the Euclidean distance for some n ∈ N, and there
exists some i such that µi is absolutely continuous with respect to the Lebesgue measure.
We will use the notion of approximate differential denoted by D˜ [2, Definition 5.5.1]. Then
by [20, Theorem 6.6] σ2 is approximately differentiable µi-a.e. and the optimal plan γ of
µ, µi is uniquely determined by the push forward measure (t, Id)#γ2, where
t(x2) :=x2 − arctan(‖ξ(x2)‖)‖ξ(x2)‖ ξ(x2),
ξ(x2) :=− 1
2
D˜ log σ2(x2).
Since Sfi is already determined so σ2, γ2, γ1, σ1 will be determined regardless of what µ
is. We can write µ in the form σ−11 γ1 + µ
⊥. And if µi satisfies condition (*) then µ is
uniquely determined. We conclude the result into the following proposition.
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Theorem 4.8. Let µ1, . . . , µp be nonnegative Radon measures on R
n and let λ1, . . . , λp be
positive real numbers satisfying
∑p
i=1 λi = 1. Let µ be a solution for (P) and (f1, . . . , fp)
be a solution for (P∗). Taking Ai := suppµi, σi := 1− Sfi on Ai,γi := σiµi.
(1) If there exists i such that σi is µi-a.e. approximately differentiable on Ai (for
instance µi is absolutely continuous to Lebesgue measure), then µ must have the
form σ˜i
−1γ˜i + µ
⊥, where σ˜i := 1 − fi on A˜i := ti(Ai) ∩ {x ∈ Rn|fi(x) < 1} and
γ˜i = ti#γi with
ti(x) :=x− arctan(‖ξi(x)‖)‖ξi(x)‖
ξi(x),
ξi(x) :=−
1
2
D˜ log σi(x).
(2) Furthermore, if µi above also satisfies condition (*) then the solution µ is unique.
Remark 4.9. Theorem 4.8 would hold for all metric spaces having property (BC) and
for which [20, Theorem 6.6] is still valid. From the proof of [20, Theorem 6.6], we see
that it could be extended for all spaces that we can apply Rademacher’s theorem, i.e. every
Lipschitz function is approximately differentiable. For simplicity, we only present theorem
4.8 for Rn only.
Example 4.10. Let X = R, p = 2, λ1 = λ2 = 1/2 and µ1 = L[−1−pi,−pi], µ2 = L[pi,pi+1]
where L is the Lebesgue measure and LA is the restriction measure on Borel set A. We
define
f1(x) =


−1 if x ≤ −π/2
2x
π
if − π/2 ≤ x ≤ π/2
1 if x ≥ π/2
and f2 = −f1. Now we check that (f1, f2) is a solution for (P∗). Let (g1, g2) ∈ F1 × F2
such that λ1g1 + λ2g2 = 0. Then g1 + g2 = 0, gi ≤ 1, and hence −1 ≤ gi ≤ 1. As g1 ∈ F1
and µ1 = L[−1−pi,−pi], by the definition of F1 we must have g1 < 1 on [−1−π,−π]. Because
g1 is bounded below by −1, we have Sg1(y) ≤ infx∈Xg1
{
1− cos
2(dpi/2(x, y))
1− g1(x)
}
≤ 1− 1
2
= 1
2
for every y ∈ [−1 − π,−π]. Similarly, we have Sg2 ≤ 12 on [π, 1 + π]. By the definitions
of f1, f2, we have that (f1, f2) ∈ F1 × F2, λ1f1 + λ2f2 = 0, Sf1 = 12 on [−1− π,−π], and
Sf2 =
1
2
on [π, 1 + π]. As Sf1, Sf2 reach the largest possible values on the supports of
µ1, µ2, respectively, we get that (f1, f2) is a solution of (P∗).
Applying proposition 4.6 we get that
inf
µ∈M(X)
λ1HK
2(µ, µ1) + λ2HK
2(µ, µ2) =
1
2
2∑
i=1
∫
X
Sfidµi =
1
2
.
Consider µ1, as in theorem 4.8, we have A1 = [−1 − π,−π], σ1 = 1/2, t1 = Id and
hence a barycenter µ has the form
1
4
µ1+ µ
⊥ ( suppµ⊥ ⊂ [π/2,+∞) ). Similarly consider
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µ2, we will get µ =
1
4
µ1 +
1
4
µ2. We can check this µ is truly a barycenter. Indeed
γi = 1/2(Id, Id)#µi ∈ OptLET (µ, µi) ([20, Theorem 6.3 (b)]) so HK2(µ, µi) = 1/2.
In this case we still have the uniqueness of barycenter although both µ1, µ2 do not satisfy
condition (*). However, in general we may not have it.
Example 4.11. ([19, Example 11 ii)]) Let X = Rn, p = 2 and µ1 = a1δx1 , µ2 = a2δx2
where ai is a positive number and δxi is the Dirac measure at point xi ∈ X such that
|x1 − x2| = π/2. We have two geodesics which connect µ1 and µ2. The first geodesic
is the Hellinger curve µH(s) := (1 − s)2a1δx1 + s2a2δx2 and the second one is defined
by µ(s) := a(s)δx(s) where a(s) := (1 − s)2a1 + s2a2, x(s) := (1 − p(s))x1 + p(s)x2 and
p(s) :=


2
π
arctan
(
s
√
a2
(1− s)√a1
)
if s ∈ [0, 1)
1 if s = 1.
For µ1, µ2 with different constant-speed geodesics µ
1(s), µ2(s) which connect them, there
is t ∈ (0, 1) such that µ1(t) 6= µ2(t). Both µ1(t), µ2(t) minimize the problem infµ∈M(X)(1−
t)HK2(µ, µ1) + tHK
2(µ, µ2).
5. Homogeneous multimarginal problems and Hellinger-Kantorovich
barycenters
Let (X, d) be a metric space and C be its cone, µ1, . . . , µp be nonnegative Radon mea-
sures on X , λ1, . . . , λp be positive real numbers satisfying
∑p
i=1 λi = 1. We define the
cost function c : Cp → [0,∞) by
c(η) := inf
η∈C
p∑
i=1
λid
2
C(η, ηi) for every η = (η1, . . . , ηp) ∈ Cp.
As c is the infimum of continuous functions we get that c is upper semi-continuous and
hence it is measurable.
The multi-marginal problem for the cost function c above has been studied first by
Gangbo and S´wie¸ch for Rn [12]. Their result has been generalized in several directions in
[13, 14, 21, 22]. It also has been used to study Wasserstein barycenters [1, 22].
Similar to [1,22], now we investigate the following homogeneous multimarginal problem
and its connection with Hellinger-Kantorovich barycenters
inf
{∫
Cp
c((η1, . . . , ηp))dα,α ∈M2(Cp), h2iα = µi
}
.
Before proving the existence of solutions for the homogeneous multimarginal problem,
let us recall dilations. If α ∈M(Cp) and ϑ : Cp → (0,∞) is a Borel map in L2(Cp,α) we
define the map prdϑ : C
p → Cp by
prdϑ(η)i := ηi · (ϑ(η))−1, for every η = (η1, . . . , ηp) ∈ Cp, i = 1, . . . , p.
Lemma 5.1. Let (X, d) be a metric space. Then the function c is continuous and the
homogeneous multimarginal problem has a solution.
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Proof. Applying lemma 3.2 we get that c is lower semi-continuous and hence it is contin-
uous.
As there always exists α ∈M2(Cp), h2iα = µi by [20, (5.29)]), we can take a minimizing
sequence αn of the homogeneous multimarginal problem. From the definition of hi, we can
restrict the constraint in the problem to all α ∈M2(Cp) concentrated on Cp\{(o, . . . , o)},
where o is the point [x, 0] in C. Then using dilations we can restrict furthermore the
constraint to α ∈ P2(Cp), with h2iα = µi and α is concentrated on C[Ξ], where Ξ =√∑p
i=1 µi(X). This is valid since c(prdϑ(η)) = c(η)(ϑ(η))
−2 for every Borel map ϑ :
Cp → (0,∞), η ∈ Cp. Indeed, let ηn and ηn be minimizing sequences for the barycenter
problem for the point η and the point prdϑ(η), respectively then we have that
c(prdϑ(η)) = lim
n
p∑
i=1
λid
2
C(η
n, ηi · (ϑ(η))−1)
= lim
n
p∑
i=1
λid
2
C(η
n · ϑ(η), ηi)(ϑ(η))−2
≥c(η)(ϑ(η))−2
= lim
n
p∑
i=1
λid
2
C(η
n · (ϑ(η))−1, ηi · (ϑ(η))−1)
≥c(prdϑ(η)).
With such an estimate, the sequence αn is bounded and equally tight by [20, lemma
7.3]. Thus, it’s relative compact in the weak* topology and each limit point still satisfies
the constraint. As c is continuous we get the result. 
Now, analogous to the results in [1, 22] for the Wasserstein setting, we establish rela-
tions between Hellinger-Kantorovich barycenters and solutions of the homogeneous mul-
timarginal problem.
Theorem 5.2. Let (X, d) be a Polish metric space having property (BC). Let T : Cp → C
be a Borel barycenter map as in lemma 3.3.
(1) If the homogeneous multimarginal problem has a solution α ∈M2(Cp) then h2T#α
is a barycenter of µ1, . . . , µp with weights λ1, . . . , λp;
(2) Assume further that for every η = (η1, . . . , ηp) ∈ Cp, the point T (η) is the unique
barycenter of (ηi, λi). Then every Hellinger-Kantorovich barycenter µ0 of (µi, λi)
must have the form h2T#α for some solution α ∈ P2(Cp) of the homogeneous
multimarginal problem with α being concentrated on Cp[Ξ], with Ξ =
√
µ0(X) +∑p
i=1HK(µ0, µi).
Proof. (1) Let µn ∈M(X) be a sequence minimizing∑pi=1 λiHK2(µ, µi) and α ∈M2(Cp)
be a minimizer of the homogeneous multimarginal problem. Then from lemma 2.2, for
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every n ∈ N choosing βn ∈ P2(Cp+1) with h21βn = µn, h2i+1βn = µi and HK2(µn, µi) =∫
d2C(η0, ηi)dβ
n, i = 1, . . . , p, we get that
p∑
i=1
λiHK
2(µn, µi) =
∫ p∑
i=1
λid
2
C(η0, ηi)dβ
n
≥
∫ p∑
i=1
λid
2
C(T (η1, . . . , ηp), ηi)dβ
n
≥
∫ p∑
i=1
λid
2
C(T (η1, . . . , ηp), ηi)dα
≥
p∑
i=1
λiHK
2(h2T#α, µi).
Thus, h2T#α is a barycenter of µ1, . . . , µp with respect to λ1, . . . , λp.
(2) Let µ0 be a barycenter of µ1, . . . , µp with respect to λ1, . . . , λp then from lemma 2.2
there is β ∈ P2(Cp+1) concentrated on Cp+1[Ξ], with Ξ =
√
µ0(X) +
∑p
i=1HK(µ0, µi)
such that
p∑
i=1
λiHK
2(µ0, µi) =
∫ p∑
i=1
λid
2
C(η0, ηi)dβ(η0, . . . , ηp)
≥
∫ p∑
i=1
λid
2
C(T (η1, . . . , ηp), ηi)dβ(η0, . . . , ηp)
=
∫ p∑
i=1
λid
2
C(T (η1, . . . , ηp), ηi)dΠ1,...,p#β(η1, . . . , ηp)
≥
p∑
i=1
λiHK
2(h2T#Π1,...,p#β, µi).
Since all the equations hold, Π1,...,p#β must be a minimizer for homogeneous multimarginal
problem and β is concentrated on the graph (T (η1, . . . , ηp), η1, . . . , ηp). Thus, µ0 = h
2T#α,
where α = Π1,...,p#β ∈ P2(Cp). 
As a consequence, we get a consistency result for Hellinger-Kantorovich barycenters. It
has been proved for Wasserstein spaces in [4, Theorem 3.1].
Theorem 5.3. Let (X, d) be a Polish metric space having property (BC). Let T : Cp →
C be a Borel barycenter map as in lemma 3.3. Assume that T is continuous and for
every η = (η1, . . . , ηp) ∈ Cp, the point T (η) is the unique barycenter of (ηi, λi). Let
{µn1}, . . . , {µnp} be sequences in M(X) such that µni converges to µi weakly*, and for every
n ∈ N let µnB be any Hellinger-Kantorovich barycenter of (µni , λi). Then the sequence
{µnB}n is relative compact and any of its limit is a Hellinger-Kantorovich barycenter for
(µi, λi).
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Proof. According to theorem 5.2, there exists αn ∈ P2(Cp) which is a solution for homo-
geneous multimarginal problem and satisfying h2T#α
n = µnB for each n. Also, α
n is con-
centrated on Cp[
√
µnB(X)+
∑p
i=1HK(µ
n
B, µ
n
i )] and T#α
n is concentrated on C[
√
µnB(X)+∑p
i=1HK(µ
n
B, µ
n
i )]. Let ν0 be the null measure on X . Then we have HK
2(ν, ν0) = ν(X)
for every ν ∈M(X). Therefore
1
2
µnB(X) =
1
2
HK2(µnB, ν0)
≤ 1
2
p∑
i=1
λi[HK(µ
n
i , ν0) +HK(µ
n
B, µ
n
i )]
2
≤
p∑
i=1
λiµ
n
i (X) +
p∑
i=1
λiHK
2(µnB, µ
n
i ).
We also have
p∑
i=1
HK(µnB, µ
n
i ) ≤
p∑
i=1
1
4λi
+
p∑
i=1
λiHK
2(µnB, µ
n
i ).
Because µni converges to µi as n → ∞, we get that {µni (X)}n is bounded. Using [20,
Theorem 7.15]) we also get that {∑pi=1 λiHK2(µnB, µni )}n is bounded. Hence {√µnB(X)+∑p
i=1HK(µ
n
B, µ
n
i )}n is bounded above by some Ξ > 0. Then we can assume that αn is
concentrated on Cp[Ξ], T#α
n is concentrated on C[Ξ] for every n ∈ N. As {µni }n is a
convergent sequence we obtain that {µni }n is an equally tight set in M(X) then {αn}
is also an equally tight set in M(Cp) by [20, Lemma 7.3]). As αn is also a probability
measure for every n, we get that {αn}n is relative compact. Because T is continuous and
T#α
n is concentrated on C[Ξ] for every n ∈ N, we get that the sequence {µnB} is also
relative compact.
Take a convergent subsequence of µnB, to simplify, we still denote it by µ
n
B. We denote
its limit by µB. Let µ0 be a Hellinger-Kantorovich barycenter for (µi, λi), then applying
again [20, Theorem 7.15] we get
p∑
i=1
λiHK
2(µ0, µ
n
i )→
p∑
i=1
λiHK
2(µ0, µi),
p∑
i=1
λiHK
2(µnB, µ
n
i )→
p∑
i=1
λiHK
2(µB, µi).
On the other hand,
p∑
i=1
λiHK
2(µ0, µ
n
i ) ≥
p∑
i=1
λiHK
2(µnB, µ
n
i ).
Therefore,
∑p
i=1 λiHK
2(µ0, µi) ≥
∑p
i=1 λiHK
2(µB, µi) which means µB is a Hellinger-
Kantorovich barycenter for µ1, . . . , µp with respect to λ1, . . . , λp. 
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When the space C is NPC it is known that for every η = (η1, . . . , ηp) ∈ Cp and
λ1, . . . , λp ≥ 0 with
∑p
i=1 λi = 1, the barycenter of (ηi, λi) is unique [27, Proposition
4.3] and furthermore the map T : Cp → C as in lemma 3.3 is continuous by [27, Theorem
6.3]. As we know that X is CAT(1) if and only if C is CAT(0), theorems 5.2 and 5.3 work
for all Polish CAT(1) spaces.
Remark 5.4. Let n ≥ 2 and X = Sn−1 ⊂ Rn be the (n − 1)-sphere endowed with the
standard spherical angular metric d, i.e. d(x, y) := arccos
(
1 − 1
2
‖x − y‖2) for every
x, y ∈ X. Then its Euclidean cone (C, dC) is the usual Euclidean space (Rn, ‖ · ‖). In this
case, for every p ≥ 1 and every weights (λ1, · · · , λp), from [1, page 913] we know that the
map T : (Rn)p → Rn defined by T (x1, · · · , xp) :=
∑p
i=1 λixi for every (x1, · · · , xp) ∈ (Rn)p
is characterized by the property
inf
y∈Rn
p∑
i=1
λi‖xi − y‖2 =
p∑
i=1
λi‖xi − T (x1, · · · , xp)‖2.
Therefore, theorem 5.2 provides us an explicit homogeneous marginal formulation of the
Hellinger-Kantorovich barycenter problem in this case.
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