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Magnetic skyrmions have been receiving growing attention as potential information storage 
and magnetic logic devices since an increasing number of materials have been identified that 
support skyrmion phases. Explorations of artificial frustrated systems have led to new insights into 
controlling and engineering new emergent frustration phenomena in frustrated and disordered 
systems. Here, we propose a skyrmion spin ice, giving a unifying framework for the study of 
geometric frustration of skyrmion crystals in a non-frustrated artificial geometrical lattice as a 
consequence of the structural confinement of skyrmions in magnetic potential wells. The emergent 
ice rules from the geometrically frustrated skyrmion crystals highlight a novel phenomenon in this 
skyrmion system: emergent geometrical frustration. We demonstrate how skyrmion crystal 
topology transitions between a non-frustrated periodic configuration and a frustrated ice-like 
ordering can also be realized reversibly. The proposed artificial frustrated skyrmion systems can 
be annealed into different ice phases with an applied current induced spin-transfer torque, 
including a long range ordered ice rule obeying ground state, as-relaxed random state, biased state 
and monopole state. The spin-torque reconfigurability of the artificial skyrmion ice states, difficult 
to achieve in other artificial spin ice systems, is compatible with standard spintronic device 
fabrication technology, which makes the semiconductor industrial integration straightforward. 
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I. INTRODUCTION 
Recently, a topological particle-like nanometre-sized spin texture, the magnetic skyrmion, has 
gained attention. These nontrivial spin textures were theoretically predicted to exist in certain non-
centrosymmetric magnetic materials [1] with Dzyaloshinskii-Moriya (DM) interactions [2,3] and 
were subsequently experimentally identified in the chiral magnet MnSi by neutron scattering [4], 
Lorentz transmission electron microscopy (LTEM) [5,6], topological Hall effect [7–9], and 
Dynamic Cantilever Magnetometry [10]. Interface-induced skyrmions have been experimentally 
observed in perfectly ordered, atomically thin layers by spin-resolved scanning tunneling 
microscopy (STM) [11,12] and time-resolved pump-probe X-ray holography [13]. Local currents 
from a STM tip can be used to write and delete individual isolated skyrmions [12]. The generation 
and movement of interface-induced skyrmionic bubbles at room temperature has also been realized 
using a geometric structure to “blow” the bubbles into a magnetic layer grown epitaxially on a 
material with large spin-orbit coupling [14]. Very recently, the experimental observation of 
nanoscale magnetic skyrmions (< 100 nm) has been achieved in ultrathin metallic films and 
multilayers at room temperature or above and in the absence of an external magnetic field: 
Pt/CoB/Pt [13], Pt/Co/Ta [15], Pt/CoFeB/MgO [15], Ir/Co/Pt [16], Pt/Co/MgO [17], and 
Ir/Fe/Co/Pt [18]. Furthermore, the presence and nucleation of individual/isolated skyrmion in 
confined magnetic nanostructures as well as the evolution of the skyrmion size has also been 
demonstrated in circular dots [13,15–18] and nanowires [15,16]. These achievements are highly 
promising for future skyrmion-based devices. There has been tremendous interest in magnetic 
skyrmions due to their unusual spintronic properties, such as their topological stability which 
protects them from being hindered by defects [19–21] and their current-driven motion with an 
ultralow depinning threshold current [21–23]. In view of these distinct features, magnetic 
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skyrmions are promising candidates for information carriers in a range of applications in 
spintronics such as race-track memory devices [20,21], skyrmion logic devices [24], or skyrmion 
magnonic devices [25], so understanding how to systematically control skyrmion configurations 
and dynamics with nanopatterns has broad relevance. Although numerous efforts have been 
devoted to manipulating skyrmion motion, there is little work on how to precisely control their 
position and confinement.  
In contrast to the self-assembled triangular skyrmion lattice stabilized by DM interaction in 
some non-centrosymmetric magnetic materials [1,4,5,11,19,26], new approaches are suggested for 
creating and stabilizing two-dimensional artificial lattices of magnetic skyrmions by periodic 
modulation of either the geometrical [27–33] or the material properties of the magnetic thin 
films [34]. In this work, artificial skyrmion crystals with either square or honeycomb lattices have 
been created in periodically nanopatterned magnetic thin films. The structural confinement of 
skyrmions in magnetic potential wells causes geometric frustration of skyrmion crystals in a non-
frustrated artificial geometrical lattice.  
Geometric frustration arises in a variety of natural systems, with some of the archetypes 
including proton ordering in water ice [35] and magnetic ordering in pyrochlore crystals [36–38]. 
The latter are referred to as spin ice [39,40]. The local elementary excitations of spin ices have 
generated considerable interest in recent years because that they can be parameterized as emergent 
magnetic monopoles [41,42]. Their three-dimensional atomic lattices situate rare-earth ions with 
large magnetic moments on the corners of tetrahedra. Although the naturally occurring spin ices 
exhibit interesting types of topological monopole defects and “ice-rule” states [39,40], the 
frustrated behaviors occur only at very low temperatures and the individual spin ordering or defects 
cannot be directly visualized on the atomic scale size. Recent advances in nanofabrication 
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technology have permitted the creation of artificial ice systems [43–62] that mimic the behavior 
of geometrically frustrated atomic spin ices at much larger length scales and higher temperatures, 
where direct visualization of the microscopic effective spin configurations under controlled 
conditions is possible.  
The most studied artificial spin ice systems are created using arrays of nanomagnets with a 
bistable single-domain magnetization [43,44,46–57,63–67]. Artificial nanomagnet spin ice 
systems have been realized experimentally for square [43,50,51,56,66], and 
honeycomb [49,52,68] lattices, each having different analogous features to the naturally occurring 
rare-earth pyrochlore lattice [37]. In these ice systems, each nanomagnet plays the role of an 
effective macrospin, and the spin direction is defined to point in the direction of the magnetic 
moment. The vertex state of the system can be directly imaged by locally probing the magnetic 
moment of a single constituent nanomagnet via magnetic microscopy, such as with magnetic force 
microscopy [53], LTEM [69], or photoemission electron microscopy [68].  In square nanomagnet 
ices [43,50,51,56,66], however, the ice-rule-obeying states with “two-spins-in/two-spins-out” 
order have been only partially visualized. The completely ordered ice-rule-obeying ground state 
(GS) with two ‘‘in’’ spins on opposite sides of the vertex has not been observed experimentally. 
The observed disordered states, composed of a mixture of ice-rule-obeying and ice-rule-breaking 
vertices [43], may arise due to the relatively weak magnetic interactions between the nanomagnets 
and the relatively high energy barrier between the two possible nanomagnet states, as well as from 
quenched disorder effects in the nanomagnet array [44]. Recently, it was demonstrated that the GS 
could be approached more closely by using certain dynamical annealing protocols [43,51,70]. 
Alternative realizations of the artificial spin ice system can be created using colloids in arrays of 
elongated optical traps [58,59] or vortices in superconducting films with arrays of pinning defect 
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sites [60–62].  In these two particle analogues, the effective spin vector is defined according to the 
position of a colloid or vortex in a double-well potential well. It has been shown numerically that 
both the colloid and vortex ice systems can produce not only the same spin ice rules observed for 
nanomagnet ices, but also the ice-rule-obeying ground states not yet observed in nanomagnet 
ices [58,60].  A colloidal version of an artificial spin ice system has been realized using interacting 
paramagnetic colloids [71,72]. Artificial vortex ice states have been experimentally realized in 
type II superconducting MoGe thin films (< 5 K) [61] and YBaCuO thin films (< 50 K) [62] with 
nanoscale spatial pinning arrays. It is, however, challenging to observe the vortex dynamics 
directly; in addition, the vortex artificial ices exist only at very low temperatures.  
Here, we show that magnetic skyrmions in magnetic thin films with perpendicular anisotropy 
and interfacial DM interaction can be artificially arranged with appropriately designed 
nanostructured arrays of artificial potential wells. The phase behavior of skyrmions assembled in 
a square/honeycomb lattice of ellipse shaped magnetic potential wells is investigated. Either a non-
frustrated or frustrated skyrmion crystal can be realized depending on the position of skyrmion 
located in each potential well. An external spin-polarized current is used to anneal the artificial 
skyrmion ice system into different ice phases, including a long range ordered ground state, as-
relaxed random state, biased state and monopole state. Due to the nature of skyrmions, this system 
can exhibit a number of properties such as reversible structural transitions as a function of field 
which would be difficult to create in other artificial spin ice systems.   
II. MODEL AND METHOD 
A schematic of the proposed skyrmion crystal system is shown in Fig. 1(a) which illustrates a 
regular square array of elliptical blind holes with lattice constant 120 nm. The blind holes are 
elliptical in shape with a major axis of 90 nm and a minor axis of 30 nm. The magnetic film 
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thickness is 5 nm, and the depth and bottom thickness of the blind holes is 4 nm and 1 nm, 
respectively. By patterning a magnetic thin film with a square array of blind holes, a periodic array 
of potential wells is created in the continuous magnetic layer under the blind holes. Figure 1(b) 
shows the periodic potential wells indicated by the perpendicular component of the magnetic stray 
field in the bottom continuous layer.   
A. Creation of artificial skyrmion crystal 
A magnetic skyrmion is a nontrivial spin texture of the normalized classical spin m = (mx, my, 
mz) with a whirling configuration [1,4,5,11,19,26] characterized by a topological integer winding 
number. Figure 1(c) displays a top view of the magnetization configuration of a single skyrmion 
and its corresponding topological density distribution, which has a radial symmetry distribution. 
The spin at the outer periphery is up, that is, (0, 0, 1), whereas the spin direction at the skyrmion 
center is down, that is, (0, 0, -1). The complexity of the skyrmion magnetization configuration is 
characterized by a topological integer skyrmion number (i.e. topological charge), which is defined 
by integrating a topological density n over the plane [4,11,26,73]: 
1
4N ndxdy  , with n x y     m mm                                                 (1) 
where m = M(r)/|M(r)| is the unit vector of the local magnetization indicating the orientation 
of the magnetization. The skyrmion number, N = 1, defined over a sufficiently large area, is 
topologically invariant against a smooth deformation of the spin texture. Thus, a skyrmion is 
topologically protected from destruction or splitting. In the center of the skyrmion, the value of |n| 
is maximized.  Moving from the center to the periphery, |n| initially decreases and then increases 
to a local maximum near the skyrmion radius before finally gradually decreasing to its lowest 
value at the sample boundary. The topological stability of skyrmions makes them unique among 
different topological objects: vortex, meron, and bubble. The topological density of both vortex 
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and meron is concentrated on the core. The topological density of a bubble is located at the domain 
wall between two magnetic domains, whereas that of a skyrmion is distributed in the whole object. 
The topological density with a radial symmetry has the largest value near the center of the 
skyrmion, and the smallest at the boundary. The presence and nucleation of individual/isolated 
skyrmions in confined magnetic nanostructures as well as the evolution of the skyrmion size has 
also been demonstrated in circular dots [13,15–18,74] and nanowires [15,16]. 
The skyrmions can be easily generated in the holes simply by subjecting the patterned film to 
a uniform external magnetic field [32]. As the coercivity of the perpendicular magnetic films can 
be significantly less than anisotropy, the magnetization reversal can start with the appearance of 
the reversed nucleus in the “weak” place or the bottom of the blind holes with the magnetization 
inside and outside the blind holes along the negative and positive out of plane direction as shown 
in Fig. 1(a). The system is then relaxed to a stationary state with skyrmions generated and stabilized 
in the holes. The stray field in the hole is aligned with the skyrmion magnetization direction and 
acts to confine the skyrmion in the hole. The resulting skyrmion crystal remains stable over a wide 
field range. The size of the skyrmions is determined by the magnetic properties of the thin film as 
well as the strength of the magnetic field. When the size of the skyrmions is comparable with or 
even larger than the minor axis of the elliptical blind holes, the skyrmions are stabilized at the 
centers of the holes as shown in Fig. 1(d). However, when the skyrmions are smaller than the 
minor axis of the elliptical blind holes, the two ends of each hole are the energetically favored 
places for the skyrmion to sit due to the symmetrical double well shape of the blind holes. Hence, 
a single skyrmion trapped in a hole has two possible lowest energy states and sits at either end of 
the elliptical hole depending on the interactions with nearby skyrmions as shown in Fig. 1(e).  
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Using an approach proposed by Thiele [75] , the equation for the drift velocity of the skyrmion 
can be obtained by mapping the LLG equation onto the translational mode in the continuum limit, 
while assuming the rigidity of the spin textures during the skyrmion motion [23,76–78]. Since 
skyrmions are particle-like objects, their dynamical properties can be captured using a modified 
Theile’s equation [75] that includes the current induced drag force and Magnus force, the repulsive 
skyrmion-skyrmion interactions, and the pinning force [23,75,77–82]: 
( ) ( ) ss sps d s d i i      G v v v v F FD                                       (2) 
where vd is the drift velocity of the skyrmion while vs is the velocity of the conduction electrons. 
The first term in the left hand side of equation (2) is the Magnus force with G as the gyromagnetic 
coupling vector. The Magnus term produces a force that rotates the velocity toward the direction 
perpendicular to the net external forces. The second term is the dissipative force with ऎ as the 
dissipative force tensor. β is the non-adiabatic constant of the STT as expressed by Thiaville [83]. 
The skyrmion-skyrmion interaction force is ࡲ௜௦௦ ൌ ∑ ࢘௜௝ܤܴ௜௝ேೞ௝ୀଵ , where Rij = |ri-rj|, rij = (ri-rj)/Rij, 
and B is the modified Bessel function. This repulsive interaction falls off exponentially for large 
Rij. The pinning force ࡲ௜௦௣ arises from periodically arranged blind holes with a maximum pinning 
force of Fp. The driving force from an externally applied current interacting with the emergent 
magnetic flux carried by the skyrmions [23] is slowly increased in magnitude to avoid any transient 
effects.  
B. Micromagnetic simulations 
The micromagnetic simulations were performed with MuMax3 [84], which incorporates the 
Dzyaloshinskii-Moriya interaction [85–87] and the spin-polarized current induced spin-transfer 
torque (STT) [83,88] as described by the modified Landau-Lifshitz-Gilbert equation. Material 
parameters of the nanotracks used in the simulations are those of cobalt (Co) on a platinum (Pt) 
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substrate inducing DMI as follows [20]: the saturation magnetization Ms = 5.8 × 105 A/m, the 
exchange stiffness A = 1.5 × 10-11 J/m, the perpendicular magnetic anisotropy K = 0.8 MJ/m3, the 
DMI constant D = 3 mJ/m2, the damping constant α = 0.1, the nonadiabatic spin-transfer 
parameter β = 0.3, the gyromagnetic ratio γ = 2.211 × 105 m/As, and the polarization rate of the 
current P = 0.7. The cell size used in the simulation is 2 × 2 × 1 nm3, which is well below the 
characteristic domain wall length. The calculations are started from a uniformly magnetized film 
with the magnetization inside and outside the blind holes along the negative and positive out of 
plane direction, respectively. The system then relaxes to a stationary state with skyrmions 
generated and stabilized in the holes. The size of the skyrmions is determined by the magnetic 
properties of the thin film and is smaller than the minor axis of the elliptical blind holes. Due to 
the symmetrical double well shape of the blind holes, the two ends of each hole are the 
energetically favored places for the skyrmion to sit. Hence, the single skyrmion in each hole will 
be located at one end of the hole after relaxation. 
C. Phase diagram of skyrmion crystal 
The skyrmion size can be manipulated by applying a magnetic field Hz opposite or parallel to 
the core of the skyrmion as shown in Fig. 2(a). The skyrmion shrinks/expands if Hz is directed 
opposite/parallel to its core magnetization. Hence, the phase diagram of the magnetization 
configuration in the magnetic thin film with an array of ellipse-shaped blind holes can be divided 
into ferromagnetic (FM) and skyrmion crystal (SC) phases. With large positive Hz, the skyrmions 
can be annihilated inside the holes to reach the positive FM phase, while with large negative Hz, 
the skyrmions can be expanded out of the holes to reach the negative FM phase. An SC phases 
exists when skyrmions are present in the holes. In the SC phase as shown in Fig. 2(b), the 
skyrmions are located at the center of the elliptical holes and form a square skyrmion crystal. 
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However, as shown in Fig. 2(c) with zero field, the skyrmions shrink and shift from the center of 
the blind holes to the ends, which is the lowest energy position for small skyrmions.  The 
rearrangement of skyrmion location in the square lattice of elliptical holes indicates an emergence 
of geometrical frustration in the square skyrmion crystal. Thus, the square skyrmion crystal 
undergoes a solid-solid transformation and becomes a square skyrmion ice subject to geometric 
frustration. The magnetic switching between a non-frustrated skyrmion crystal and a frustrated 
ice-like skyrmion crystal is also visible in the topological density distribution of the local 
skyrmions shown in Figs. 2(b) and 2(c).  This ability to transform between non-frustrated and 
frustrated skyrmion crystals cannot be achieved in nanomagnetic systems as the nanomagnet array 
layout is fixed upon fabrication. 
III. ARTIFICIAL SQUARE SKYRMION ICE 
A. Vertex configuration of artificial square skyrmion ice 
In the frustrated square skyrmion crystal, as shown in Fig. 2(c), four holes meet to form a 
vertex corresponding to the oxygen atoms or pyrochlore tetrahedrons. The captured skyrmions can 
adopt various configurations that model ‘‘in’’ or ‘‘out’’ spins. An effective spin vector is assigned 
to each hole that points toward the end of the hole in which the skyrmion is sitting, so that the state 
of each hole is defined as spin ‘‘in’’ pointing into the vertex if the skyrmion sits close to the vertex 
and ‘‘out’’ otherwise. The square skyrmion ice system can be described by a 16 vertex model 
which can be categorized into four vertex types according to the skyrmion arrangement as 
illustrated in Fig. 3. Type I and Type II configurations are ice-rule-obeying states with two 
skyrmions close to the vertex and two skyrmions away from the vertex. While both Type I and 
Type II configurations obey the two-spins-in/two-spins-out ice rule, they are energetically split by 
the square ice geometry. Type I vertices have a twofold degenerate ground state, while Type II 
11 
 
vertices possess dipole moments with a fourfold degeneracy. The Type III and Type IV 
configurations incorporate ice-rule-breaking states. Type III vertices possess a single ‘monopole’-
like vertex state with a three-spins-in/one-spin-out or three-spins-out/one-spin-in configuration. 
Type IV vertices form a double ‘monopole’-like vertex state with a four-spins-in or four-spins-out 
configuration. The realization of skyrmion spin ice differs from the nanomagnet system, where 
north-north and south-south magnetic interactions at a vertex have equal energy. For the skyrmions, 
interactions between two filled hole ends the vertex energy, whereas two adjacent empty hole ends 
decrease the vertex energy. Due to the conservation of skyrmion number, creating empty hole ends 
at one vertex increases the skyrmion load at neighboring vertices. As a result, the ice rules still 
apply to the skyrmion ice system, but they arise due to collective effects rather than from a local 
energy minimization.  
We consider an ordered 40 × 40 arrangement of vertices with periodic boundary conditions in 
the x and y directions containing 3200 blind holes that capture skyrmions. In Fig. 4(a), we illustrate 
the as-relaxed vertex configuration of the proposed skyrmion ice system. Different vertex types 
are indicated by different colors depending on the number of skyrmions near each vertex as 
illustrated at the top of Fig. 4(a). We use the nomenclature N0 for the four-skyrmion-out +2 double 
monopole vertices; N1 for the one-skyrmion-in/three-skyrmion-out +1 monopole vertices; N2 for 
the two-skyrmion-in/two-skyrmion-out vertices; N3 for the three-skyrmion-in/one-skyrmion-out 
1 monopole vertices; and N4 for the four-skyrmion-in -2 double monopole vertices. The N2 
vertices are further subdivided into biased vertices N2-bi where the two close skyrmions are in 
adjacent holes and ground state vertices N2-gs where the two close skyrmions are on opposite sides 
of the vertex. The as-relaxed ice system is randomly occupied by each of the six vertex types. N1, 
N2_bi, and N3 vertices are the most common, while N0, N2_gs, and N4 vertices are uncommon.  
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B. Spin-torque reconfiguration of skyrmion ice state 
To investigate the effect of an external drive, we apply an in-plane spin-polarized electron 
current js (with sign opposite to the electric current j) along the positive x-axis. Application of an 
external spin-polarized current can drive the skyrmions along the conduction electron flow 
direction through the STT induced dissipative drag force [5,22,23,78,79,89,90]. Skyrmions also 
experience a non-dissipative Magnus force perpendicular to their velocity due to the underlying 
emergent electromagnetic field [4,5,19,23,78,80,81,91]. It is possible to counter the current-
induced drag force and Magnus force by surrounding the skyrmion with artificial pinning potential 
barriers produced by blind holes. The skyrmion is driven mostly by the field-like torque from the 
STT for the in-plane driving case [83]. Under the application of an in-plane current, the skyrmion 
moves at an angle with respect to the conduction electron flow when α ≠ β [23,92], where α is the 
Gilbert damping constant and β is the non-adiabatic constant of the spin transfer torque. The 
movement of the skyrmion away from the intended direction can be attributed to the presence of 
the Magnus force, which arises due to the coupling between the conduction electrons and the local 
magnetization [23,78,91]. Under the current-induced drag force and Magnus force, the skyrmions 
shift within the blind holes to balance the net external force acting on them. Thus, the vertex 
configuration in the skyrmion ice system can be changed by the application of an external driving 
current.  
For intermediate js, we mainly observe N2_bi vertices with a few monopole pairs of N1 and N3 
vertices as shown in Fig. 4(b). Each N3 monopole excitation must have a compensating N1 
monopole excitation. Such ±1 excitation pairs can be created through a single spin flip, while 
subsequent spin flips make it possible for the magnetic charges to move some distance away from 
each other through the lattice. For sufficiently large js, a biased skyrmion ice configuration 
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containing only N2_bi vertices forms, as illustrated in Fig. 4(c), with skyrmions located in the 
bottom ends of the vertically oriented holes and the right ends of the horizontally oriented holes. 
The variation of Ni/N as a function of the magnitude of the electron current density js applied along 
the positive x-axis is plotted in Fig. 5(a). The system starts from the as-relaxed random vertex state 
shown in Fig. 5(b). The N0, N2_gs, and N4 vertices disappear rapidly when js is larger than the 
threshold density 7 × 1010 A/m2. The system attempts to minimize its energy by creating as many 
N2_bi vertices as possible with a few monopole pairs of N1 and N3 vertices as shown in Fig. 5(c). 
As js increases past js = 20 × 1010 A/m2, the ice system enters the positively biased ice-rule-
obeying state illustrated in Fig. 5(d) containing only N2_bi vertices with N2_bi/N = 1. 
Since the skyrmion ice system can be polarized into a biased state by an externally applied 
current with a particular orientation, it is also possible to create vertex states in which the net sum 
of the effective spin vectors has a finite value. This permits an effective magnetization hysteresis 
loop to be constructed under a varying current that is analogous to the hysteretic magnetization 
versus external magnetic field curves for real spin systems. We define the reduced magnetization 
m as the net sum of the effective spin of each hole [58]: 
1
1 ( )
N eff
ii
N    ?m = s x y                                                             (3) 
where N is the number of blind holes, effis is a unit vector defined to point toward the skyrmion-
occupied end of the hole, and x and y are the unit vector along the x- and y-axis, respectively. Figure 
5(e) shows a hysteresis loop generated by determining the net local magnetic moment of individual 
holes while sweeping the applied current. The loop exhibits two-step switching as can be 
understood by considering the behaviour of the two orthogonal sublattices of the square ice system. 
The skyrmions trapped in the vertical sublattice can more easily be driven by the current than those 
trapped in the horizontal sublattice, producing two different coercive current values [59].  At js = 
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30 × 1010 A/m2, the overall system obeys the ice rules, forming a biased state with a positively 
saturated effective magnetization m = +1 as illustrated in Fig. 5(f). The skyrmions in the 
horizontally/vertically oriented holes are pushed to the right/bottom end of each hole. For the 
downward m curve generated by reducing js from 30 × 1010 A/m2, the positively saturated biased 
state persists until js = -6 × 1010 A/m2, at which point a sharp step begins, with m reaching 0 as the 
vertical sublattice switches to form a non-saturated biased state shown in Fig. 5(g). On decreasing 
js towards -30 × 1010 A/m2, m approaches negative saturation sharply at js ≈ -20 × 1010 A/m2, and 
the horizontal sublattice switches to form a negatively saturated biased state as shown in Fig. 5(h). 
The upward m curve behaves like the downward m curve reflected through the m and js axis (i.e. 
mdownward(js) = -mupward(-js)). The sharp steps observed are due to the sub-lattice holes switching. 
Therefore, our proposed skyrmion ice system captures hysteretic behavior similar to that observed 
in artificial spin ice systems under applied external magnetic fields. 
C. Ice ground state of square skyrmion ice 
The reliable and repeatable acquisition of square ice ground state (GS) order has been a 
desirable goal [66,93]. Despite theoretical predictions [47], however, a complete GS has not been 
achieved in nanomagnetic ice systems; instead, only short-range-ordered GS can be reached 
experimentally by rotating-field demagnetization protocols [43,70]. Only recently, the long-range-
ordered ground state has been achieved nearly perfectly over extended regions using a single-shot 
thermal annealing technique during fabrication [51,94] and a thermally induced melting-freezing 
protocol is presented to explore experimentally the formation of thermally induced long-range 
ground-state ordering in a square artificial spin-ice systems of elongated ferromagnetic 
nanoislands [95–97]. A long-range ground-state magnetic ordering region separated by chains of 
higher energy vertex configurations has been observed. Our results indicate that the proposed 
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skyrmion system can serve as a model for artificial ice with a random as-relaxed state made up of 
all vertex configurations rather than an ordered ground state containing only Type I vertices. In 
order to reliably and repeatedly produce a long-range-ordered square ice GS for the square 
skyrmion ice systems, we propose a straightforward geometrical protocol. By changing the shape of 
the blind hole from a symmetrical ellipse to an asymmetrical bullet, the trapped skyrmions tend to 
occupy the wide end of the holes after relaxation. Hence, it is possible to obtain the ice rule ground 
state of a square skyrmion ice by arranging these asymmetrical bullet-shaped blind holes in a square 
lattice with four sub-lattices as shown in Fig. 6(a). Figure 6(b) illustrates that the ice system relaxes 
into a non-random state filled entirely with Type I vertices in a checkerboard pattern corresponding to 
the complete square ice GS. The magnetic monopole defects are fully annihilated. 
The hysteresis loop of our modified square skyrmion ice system appears in Fig. 6(c). In contrast 
to the two-step hysteresis loop for the ice system with elliptical blind holes, we find a multi-step 
switching since the square lattice is effectively composed of four sublattices, labeled A to D in 
Fig. 6(a). Each lattice has different switching fields depending on the current direction. For a 
sufficiently large current (js > 64 × 1010 A/m2) in the positive x-direction, the system enters the 
positively saturated biased state, m = +1, illustrated in Fig. 6(d). The skyrmions in sublattices A 
and B switch in the negative y-direction while the skyrmions in sublattices C and D switch in the 
positive x-direction. Upon reducing js to -14 × 1010 A/m2, sublattice A switches in the positive y -
direction first due to its lower threshold, but since the skyrmions in the other three sublattices 
have not yet switched, an ordered monopole state forms which consists of an ordered lattice of 
N1 and N3 vertices as shown in Fig. 6(e). As js continuously decreases to -26 × 1010 A/m2, 
sublattice B switches and the system reaches the non-saturated biased state shown in Fig. 6(f). 
At js = -36 × 1010 A/m2, sublattice C switches and the system approaches an ordered monopole 
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state as shown in Fig. 6(g). Finally, with the switching of sublattice D for js < -64 × 1010 A/m2, the 
system is negatively saturated, m = -1, as illustrated in Fig. 6(h). A similar switching behavior 
occurs when increasing js from -70 to +70 × 1010 A/m2, and the sublattices switch continuously in 
the order B, A, D, and C, as illustrated in Figs. 6(h)-6(k). 
D. Boundary effects 
We have presented the vertex configuration of square skyrmion ice including an ordered 40 × 
40 arrangement of vertices with periodic boundary conditions. It is important to understand 
whether the boundaries affect the response of the system as experimental systems have no periodic 
boundary conditions. We therefore test whether a small system can still exhibit the artificial ice 
behavior observed for larger arrays with either ordered or disordered configurations. Figure 7 
shows the vertex configuration of a finite square skyrmion ice system containing 60 blind holes 
with open boundary conditions. This finite square skyrmion ice system exhibits similar vertex 
configurations as those observed in the larger system. The as-relaxed vertex configuration exhibits 
an ice-rule-obeying ground state as illustrated in Fig. 7(a). With the application of an external 
driving current, the vertex configuration can be driven into an ice-rule-breaking disordered state, 
an ice-rule-breaking monopole state, and an ice-rule-obeying biased state as shown in Figs. 7(b)-
7(d), respectively. In addition, the artificial ice behavior observed for the square skyrmion ice 
investigated here also appears for honeycomb skyrmion ice with a hexagonal arrangement of blind 
holes. 
IV. ARTIFICIAL HONEYCOMB SKYRMION ICE 
We have studied the geometrical frustration of a square skyrmion crystal system, and this can 
also be extended to different types of skyrmion crystals by arranging the blind holes in diverse 
crystal geometries. As an example, we also investigated an artificial honeycomb skyrmion ice 
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system with a honeycomb arrangement of ellipse-shaped blind holes (see Fig. 8(a)). Here, each 
vertex consists of three equivalent effective spin vectors enclosing an angle of 120°. For each 
vertex there are a total of 8 possible configurations, which can be categorized into two types 
according to the arrangement of skyrmions near each vertex as shown in Fig. 8(b). In analogy to 
the square skyrmion ice system, the six Type I spin configurations obey the two-spins-in-one-spin-
out/two-spins-out-one-spin-in spin ice rule for the honeycomb lattice with two skyrmions close to 
the vertex (two spins point in) and one skyrmion close to the vertex (one points out), or vice versa. 
The remaining two Type II spin configurations possess a ‘monopole’-like vertex state with all 
three spins pointing either in or out, violating the spin ice rule. Figure 8(c) shows the as-relaxed 
vertex configuration of the honeycomb skyrmion ice system. Different vertex types are indicated 
by different colors depending on the number of skyrmions near each vertex as illustrated at the top 
of Fig. 8(c). We use the nomenclature N0 for the three-skyrmion-out monopole vertices; N1-gs for 
the one-skyrmion-in/two-skyrmion-out ground state vertices; N2-gs for the two-skyrmion-in/one-
skyrmion-out ground state vertices; and N3 for the three-skyrmion-in monopole vertices. The as-
relaxed ice system is randomly occupied by each of the four vertex types. It is worth noting that 
the honeycomb skyrmion ice system can be driven into a complete long-range ordered ground state 
containing only Type I vertices as well as a complete monopole state containing only Type II 
vertices by applying an in-plane spin-polarized electron current to shift the positions of skyrmions 
captured in the holes.  
V. DISCUSSION AND CONCLUSIONS 
We have demonstrated the artificial skyrmion spin ice concept using the Néel type skyrmion 
as shown in FIG. 1(c), while the Bloch type skyrmions observed in natural materials can also be 
used to investigate the ice configuration [98]. Additionally, the experimentally demonstrated 
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artificial skyrmion systems [28–30] are potential candidates for adjusting the skyrmion position 
through nanostructuring and driving protocols. The possibility of changing the spin ice 
configuration of the proposed artificial skyrmion spin ice system with the application of spin-
polarized current through the spin transfer torque effect has been demonstrated. In principle the 
spin ice geometries could be produced using other skyrmion systems, provided that the skymions 
have an effective repulsive interaction that can give rise to the ice rules. Recently, thermal 
gradients  [99–102], electric field  [103], and microwave magnetic field  [104] have been used to 
drive skyrmions into motion. Hence, the ice state reconfiguration of the skyrmion ices can also be 
alternatively realized by thermal gradients, electric field, and microwave magnetic field.  
In summary, we demonstrated a frustrated skyrmion crystal, in which skyrmions located on 
the non-frustrated square/honeycomb lattice show an unexpectedly exotic ice phase. The existence 
of such frustrated skyrmion states is an example of geometrical frustration emerging from 
competing interactions between structural confinement and external drives. The system reveals a 
rich phase behavior when skyrmion-current interactions compete with structural confinement 
strength. In contrast to lattices of interacting nanoscale particles/islands such as artificial spin 
ice [43,44], or colloids [71,72,105], the spin-torque reconfigurability of the proposed skyrmion 
ices makes them compatible with standard spintronic devices such as magnetic tunnel junctions 
and thus straightforwardly integrable to the existing semiconductor manufacturing processes. 
Therefore, the artificial skyrmion ice system represents a versatile model to investigate 
geometrically frustrated states and provides an entirely new paradigm to investigate the effect of 
vertex configurations on ordered and degenerate ground states, avalanche dynamics, return point 
memory, and the hopping and annihilating of monopole-like defects.  
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Figure Captions 
 
FIG. 1.  (Color online) Schematic of proposed artificial square skyrmion ice system. (a) Square 
array of ellipse-shaped blind holes with the up/down magnetization configuration outside/inside 
the holes. (b) Calculated perpendicular z-component of the stray field in the center of the 
continuous film generated by the square arrangement of blind holes. (c) Left: The spin 
configuration of a single magnetic skyrmion. The positive (negative) z component of the 
magnetization is represented by red (blue), whereas white indicates in-plane spin orientation. 
Right: The topological density distribution of a static skyrmion where the colour-scale is 
normalized from -1 to +1. Self-assembled skyrmions confined in holes: (d) non-frustrated and (e) 
frustrated skyrmion crystal. 
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FIG. 2.  (Color online) Phase diagram of the magnetization configuration in the magnetic thin film 
with an array of ellipse-shaped blind holes. FM, NFSC, and FSC denote ferromagnetic, non-
frustrated skyrmion crystal, and frustrated skyrmion crystal phases, respectively. The boundary of 
the hole is indicated by dashed lines. (a) The size and position of a skyrmion captured in a blind 
hole as a function of the strength of the magnetic field Hz. Arrangement of skyrmions assembled 
in the square array of elliptical potential wells and the corresponding topological density 
distribution of captured skyrmions in the wells with the boundary indicated by dashed lines: (b) 
non-frustrated skyrmion crystal phase at Hz = -80 mT and (c) frustrated skyrmion crystal phase at 
Hz = 0 mT. 
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FIG. 3.  (Color online) Schematic illustrations of all 16 possible vertex configurations for the 
square skyrmion ice system categorized into four types according to the arrangement of skyrmions 
near each vertex. The Type I and Type II configurations obey the spin-ice rule, and the Type I and 
Type II configurations violate the spin-ice rule. The corresponding moment configurations for 
each of the vertex types are indicated by solid arrows as insets. 
 
FIG. 4. (Color online) Vertex configuration of the square skyrmion ice system. (a) as-relaxed 
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random state with all of the six vertex types present, (b) non-saturated biased state containing N1 
and N3 monopole pairs, and (c) saturated biased state with only N2-bi vertices. Vertices are colored 
depending on how many skyrmions are near each vertex as illustrated at the top of the figure: N0 
(gray), N1 (green), N2-bi (yellow), N2-gs (white), N3 (blue), and N4 (purple). 
 
FIG. 5.  (Color online) Fraction of vertices and hysteresis loop of reduced magnetization. (a) The 
fraction of vertices Ni for i = 0 - 4 as a function of the electron density. Vertex configuration of a 
small portion of the skyrmion ice system at various electron densities as labeled in (a): (b) as-
relaxed random state; (c) non-saturated biased state; and (d) positively saturated biased ice rule 
state. The solid arrows in (b)-(d) indicate the direction of electron density. (e) Hysteresis loop of 
the reduced magnetization m versus electron current density js between ± 30 × 1010 A/m2 applied 
along the x-axis. Vertex configuration of a small portion of the skyrmion ice system at various 
electron densities as labeled in (e): (f) positively saturated biased ice rule state; (g) non-saturated 
biased ice rule state; (h) negatively saturated biased ice rule state; and (i) non-saturated biased ice 
rule state. Dashed arrows indicate the dipole moment. 
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FIG. 6.  (Color online) Artificial square skyrmion ice with bullet-shaped blind hole. (a) The 
calculated stray field of a square array of bullet-shaped blind holes. (b) The ice-rule-obeying 
ground state configuration filled entirely with Type I vertices. (c) Hysteresis loop of the reduced 
magnetization m vs electron current density js applied along the x-axis. Vertex configuration of the 
skyrmion ice system at various electron current densities as labeled in (c): (d) positively saturated 
biased ice rule state; (e) monopole state consisting of an ordered lattice of N1 and N3 vertices; (f) 
non-saturated biased ice rule state; (g) monopole state; (h) negatively saturated biased ice rule 
state; (i) monopole state; (j) non-saturated biased ice rule state; and (k) monopole state. Dashed 
arrows indicate the dipole moment. 
 
FIG. 7.  (Color online) Vertex configuration in square skyrmion ice with open boundary condition. 
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(a) ice-rule-obeying ground state configuration filled entirely with Type I vertices; (b) disordered 
state; (c) monopole state consisting of an ordered lattice of N1 and N3 vertices; and (d) biased ice 
rule state. 
 
FIG. 8.  (Color online) Schematic and vertex configuration of artificial honeycomb skyrmion ice 
system. (a) Left: Calculated perpendicular z-component of the stray field in the center of the 
continuous film generated by the honeycomb arrangement of blind holes. Middle: Schematic 
diagram of an artificial honeycomb ice system consisting of a honeycomb array of elliptical 
potential wells that each capture one skyrmion. Right: The corresponding topological density 
distribution of captured skyrmions with the potential boundary indicated by dashed lines. (b) 
Schematic illustrations of all 8 possible vertex configurations for the honeycomb skyrmion ice 
system categorized into two types according to the arrangement of skyrmions near each vertex. 
The Type I configuration obeys the spin-ice rule, and the Type II configuration violates the spin-
ice rule. The corresponding moment configurations for each of the vertex types are indicated by 
solid arrows as insets. (c) As-relaxed random vertex configuration of the honeycomb skyrmion 
ice system with all of the four vertex types present. Vertices are colored depending on how many 
skyrmions are near each vertex as illustrated at the top of the figure: N0 (purple), N1_gs (green), 
N2-gs (yellow), and N3 (blue). 
 
 
