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 Telah tersedia beberapa uji nonparametrik, seperti uji Cramer-von Mises, uji 
Kolmogorov-Smirnos, uji Wilcoxon, dan uji peringlkat baru yang dapat digunakan 
untuk menentukan apakah dua sampel tersebut berasal dari populasi yang sama atau 
tidak. Secara analitik keempat uji tersebut tidak dapat dibandingkan, namun demikian 
dalam makalah ini secara simulasi dapat dibandingkan dalam rangka untuk mencari 
uji terbaik diantara uji-uji tersebut. 
Berdasarkan hasil simulasi menunjukkan bahwa uji peringkat baru mempunyai 
kepekaan tertinggi didalam menolak H0 bila ternyata H0 salah. Ini berarti uji peringkat 
baru merupakan uji terbaik di antara uji-uji tersebut. 
 
Kata kunci : dua sampel bebas, uji Wilcoxon, uji Kolmogorov-Smirnov, uji Cramer 




 Untuk mengetahui apakah dua sampel bebas berasal dari populasi yang sama, telah 
tersedia empat uji nonparametrik, yaitu uji Cramer von mises (1931), uji 
Kolmogorov-Smirnov (1933), uji Wilcoxon (1945), dan uji peringkat baru (1998). 
Apabila diambil hipotesis null Ho : menyatakan dua sampel berasal dari populasi yang 
sama, sedangkan hipotesis alternatif Ha : menyatakan dua sampel bukan berasal dari 
populasi yang sama, maka keempat uji tersebut dapat dipakai. Secara analitik keempat uji 
tersebut tidak dapat dibandingkan, namun demikian melalui metode simulasi akan 
dibandingkan guna memilih uji yang paling peka menolak Ho ketika Ho salah.  
Perbedaan menolak H0 apabila H0 salah dari Uji Cramer-von Mises,  Uji 
Kolmogorov-Smirnov, dan Uji Wilcoxon  tersebut kecil (Conover, 1990). Pada tahun 
1998, Baumgartner dkk. memperkenalkan Uji Peringkat Baru untuk dua sampel bebas. 
Uji Peringkat Baru ini merupakan pengembangan dari Uji Cramer von-Mises. Sugiyanto 
dan Rini. I. (2004) melalui simulasi berhasil menunjukkan adanya indikasi (gambaran 
beberapa kasus) bahwa Uji Peringkat Baru lebih peka menolak H0 apabila H0 salah (lebih 
kuasa) dibandingkan Uji Cramer-von Mises. Sugiyanto dan Ngapiningsih (2004) melalui 
simulasi berhasil menunjukkan adanya indikasi bahwa Uji Peringkat Baru lebih peka 
menolak H0 apabila H0 salah dibandingkan uji Kolmogorov-Smirnov. Sugiyanto dan 
Wulan. S (2005) melalui simulasi berhasil menunjukkan adanya indikasi bahwa Uji 
Peringkat Baru lebih peka menolak H0 apabila H0 salah dibandingkan Uji Wilcoxon. 
Sugiyanto dan Hasih P (2006) melalui simulasi berhasil menunjukkan adanya indikasi 
bahwa Uji Peringkat Baru lebih peka menolak H0 apabila H0 salah dibandingkan Uji 
Cramer-von Mises, Uji Kolmogorov-Smirnov dan Uji Wilcoxon.  Sugiyanto dan 
Isnandar S (2007) berhasil menunjukkan bahwa uji t (uji parametrik) lebih peka menolak 
H0 apabila H0 salah dibandingkan Uji Peringkat Baru (uji nonparametrik). Menurut 
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Shabri dan Jemain (2008), belum ada kesepakatan ahli statistik untuk menentukan 
statistik uji yang paling kuat diantara uji Cramer von Mises, uji Kolmogorov-Smirnov, 
dan uji Wilcoxon. Sedangkan Ross dan Adam (2012) melalui simulasi Monte Carlo, 
menunjukkan uji Cramer von Mises lebih kuat dibandingkan uji Kolmogorov-Smirnov. 
Didalam penelitian ini akan dilakukan perbandingan dari empat uji tersebut guna memilih 
uji terbaik (mempunyai kepekanan tertinggi untuk menolak Ho apabila Ho salah). 
 
PEMBAHASAN 
 Uji Cramer von Mises termasuk dalam kelompok statistik uji yang menggunakan 
fungsi distribusi empiris. Statistik uji Cramer von Mises dibentuk oleh kuadrat selisih 
distribusi masing-masing sampel [𝐹𝑚  𝑥 − 𝐹𝑛 𝑥 ]
2  yang diboboti oleh (m+n)/mn, 
dengan m menyatakan banyak sampel I, dan n menyatakan banyak sampel II. Uji 
Kolmogorov-Smirnov menggunakan jarak terjauh antara dua sampel  𝐷𝑚 ,𝑛 =
max𝑥  𝐹𝑚  𝑥 − 𝐹𝑛(𝑥) 
 
sebagai statistik ujinya. Uji Wilcoxon menggunakan peringkat 
dari dua sampel yaitu 𝑊𝑋 =  𝑖𝑆𝑖
𝑁
𝑖=1   sebagai statistik ujinya. Sedangkan uji peringkat 
baru menggunakan statistik uji 𝐵 =
1
2
(𝐵𝑥 + 𝐵𝑦) dengan 
,  












































Metode simulasi merupakan salah satu cara yang sekarang ini sedang berkembang. 
Kemampuan menjangkau hal-hal yang lebih luas akan menjadi lebih jelas karena hanya 
membutuhkan asumsi lebih sedikit sehingga dapat digunakan untuk masalah yang lebih 
kompleks dibandingkan metode analitik. Menurut Efron (1990), simulasi adalah teknik 
berdasarkan angka untuk menuntuk suatu percobaandalam komputer digital dengan 
melibatkan matematika dan model logika yang menggambarkan kelakuan manusia, 
porses atau sistem. 
Suatu pendekatan akan mendekati nilai sebenarnya jika pengulangan dalam simulasi 
cukup besar (Zhang, 2001). Oleh karena itu akan dilakukan pengulangan sebanyak 10000 
kali.  Penolakan Ho bila Ho salah dari setiapa kali uji statistik diestimasi dari 10000 
sampel random yang disimulasikan (Steele dan chaseling, 2006). 
 Perhatikan gambar 1, yang menggambarkan hasil simulasi dari dua populasi 
masing-masing berdistribusi normal dengan variansi sama tetapi mean membesar, yang 
diulang sebanyak 10.000 kali.  
 Ketika dua sampel yang dibangkitkan dari populasi yang sama dengan mean 
dan variansi sama pula, tampak keempat uji (uji Cramer von Mises, uji 
Kolmogorov-Smirnov, uji Wilcoxon, dan uji peringkat baru) tersebut mempunyai 
kepekaan yang sama untuk menolak H0 ketika H0 salah. Hasil ini sesuai dengan desain 
teori bahwa dua sampel yang berasal dari populasi yang sama (mempunyai karakteristik 
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signifikansinya. Namun demikian dengan semakin besar perbedaan mean tampak uji 
Kolmogorov-Smirnov mempunyai kepekaan terendah untuk menolak H0 ketika H0 salah, 
akan tetapi ketika perbedaan mean mendekati 2,5 atau lebih hasil dari empat uji 




 Berdasarkan gambar tersebut dapat ditarik kesimpulan bahwa keempat uji 
mempunyai kuasa uji yang sama bila 2 sampel yang dibangkitkan berasal dari populasi 
yang sama dan mempunyai variansi yang sama pula, namun  hanya berbeda meannya. 
Dalam hal ini bisa dikatakan bahwa keempat uji memberikan keputusan yang sama walau 




 Hasil simulasi yang kedua, dapat dilihat pada gambar 2, dimana dua sampel 
yang dibangkitkan berasal dari distribusi normal dengan mean yang sama tetapi variansi 
berbeda-beda. 
























Uji Peringkat baru    
Uji Wilcoxon          
Uji Kolmogorov-Smirnov
Uji Cramer-Von Misses 
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 Sebagaimana yang telah diduga sebelumnya untuk mean dan variansi yang 
sama tampak bahwa empat uji menghasilkan keputusan yang sama. Sedangkan untuk 
perbedaan variansi, keputusan dari empat uji sangat berbeda. Hasil simulasi kedua ini 
memberikan gambaran yang sangat berbeda dengan hasil simulasi pertama. Tampak 
perbedaan keputusan diantara empat uji yang bersangkutan didalam penolakan Ho ketika 
Ho salah. Semakin besar perbedaan variansi semakin besar pula penolakan Ho ketika Ho 
salah.  
 Pada uji Kolmogorov-Smirnov dan uji Wilcoxon sangat rendah sekali 
penolakaan terhadap Ho ketika Ho salah, bahkan uji Wilcoxon tidak mampu lagi untuk 
membedakan perbedaan dari dua sampel yang berbeda karakteristiknya utamanya yang 
mempunyai variansi berbeda. Tidaklah cukup untuk mengatakan bahwa dua sampel yang 
dibangkitkan berasal dari populasi yang sama. 
 Apabila ditemukan suatu sampel yang mirip dengan sampel yang dibangkitkan 
pada simulasi yang kedua maka pemakaian uji Cramer von Mises, uji 
Kolmogorov-Smirnov, dan uji Wilcoxon bisa menyesatkan karena berdasarkan hasil 
simulasi tampak ketiga uji tersebut sangat rendah sekali untuk menolak Ho ketika Ho 
salah. 
 Hasil simulasi ketiga tampak pada gambar 3, yang mana dua sampel yang 
dibangkitkan berasal dari populasi yang mempunyai distribusi eksponensial dengan 
perbandingan nilai parameter yang berbeda. 
 Ketika diambil perbandingan nilai parameter sama, ini berati kedua sampel 
berasal dari populasi yang sama, maka hasil uji dari empat uji menghasilkan keputusan 
yang sama. Dengan demikian empat uji mempunyai kepekaan yang sama untuk menolak 
Ho ketika Ho salah.  
 Bila diambil perbandingan nilai parameter tidak sama atau membesar, hasil 
simulasi memberikan keputusan yang tidak berbeda secara nyata, dengan kata lain 
keempat uji masih mempunyai kepekaan yang sama untuk menolak Ho ketika Ho salah. 
Dengan demikian dapat ditarik kesimpulan bahwa sampel yang mempunyai kemiripan 
karakteristik seperti distribusi eksponensial, empat uji tersebut memberikan keputusan 
yang sama. 
 Hasil simulasi keempat dapat dilihat pada gambar 4. Simulasi ini berasal dari 







). Pengambilan dua sampel berasal dari populasi yang berbeda , namun 
mean dan variansi dari dua sampel sama merupakan suatu kejadian yang berbeda dengan 
kejadian yang ada pada ketiga simulasi sebelumnya. Kedua sampel juga merupakan suatu 
distribusi yang mempunyai bentuk simetris.  
 Bila diperhatikan karakteristiknya secara sepintas tampak dua sampel tersebut 
berasal dari populasi yang sama. Namun demikian dugaan pernyatan tersebut harus 
dibuktikan secara statistik. 
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 Ketika ukuran sampel diambil kecil, dalam hal ini n=5, tampak bahwa kedua 
sampel melalui empat uji menghasilkan keputusan yang sama. Bila diambil besarnya 
sampel 100, tampak dari gambar bahwa uji peringkat baru paling besar untuk menolak 
Ho bila ternyata Ho salah. Sedangkan uji Wilcoxon paling kecil untuk menolak Ho ketika 
Ho salah. Semakin besar sampel yang diambil tampak bahwa uji peringkat baru semakin 
kuat untuk menolak Ho ketika Ho salah. 


























Uji Peringkat baru    
Uji Wilcoxon          
Uji Kolmogorov-Smirnov
Uji Cramer-Von Misses 























Uji Peringkat baru    
Uji Wilcoxon          
Uji Kolmogorov-Smirnov
Uji Cramer-Von Misses 




Seminar Nasional Matematika dan Pendidikan Matematika FMIPA UNY 
Yogyakarta, 10 November  2012                                                                                              MS - 52 
Membesarnya ukuran sampel untuk uji Wilcoxon tidak meningkatkan terhadap 
penolakan Ho ketika Ho salah. Ini berarti uji Wilcoxon tidak mampu untuk membedakan 
dua yang sampel yang berbeda. Sedangkan untuk uji Cramer von Mises dan uji 
Kolmogorov-Smirnov tidak dapat dibandingkan untuk berbagai ukuran sampel sebab 
kedua grafik berpotongan secara bergantian, akan tetapi kedua uji ini memberikan 
keputusan yang sama.  
 
KESIMPULAN 
Berdasarkan pembahasan di atas dapat ditarik kesimpulan bahwa uji peringkat baru 
mempunyai kepekaan tertinggi untuk menolak Ho ketika Ho salah, ini berarti uji 
peringkat baru mempunyai kuasa uji paling baik diantara uji Cramer von Mises, uji 
Kolmogorov-Smirnov, dan uji Wilcoxon. 
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