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Zusammenfassung
In der vorliegenden Arbeit wird die Erzeugung von Ho¨heren Harmonischen (HHG)
theoretisch untersucht mit dem Ziel, das grundlegende Versta¨ndnis zu erweitern und ge-
genwa¨rtige Hu¨rden zu u¨berwinden. Im Rahmen dessen werden Vorschla¨ge erarbeitet, HHG
zu ho¨heren Photonenergien hin zu entwickeln und Ro¨ntgenpulse mit Pulsla¨ngen bis in den
Zeptosekundenbereich zu erzeugen. Dafu¨r werden Mo¨glichkeiten diskutiert, Photonen mit
mehreren Kilo-Elektronenvolt Energie mit Hilfe von relativistischen Laserintensita¨ten zu
erzeugen und dabei sowohl das relativistische Drift- als auch das Phasenanpassungpro-
blem zu u¨berwinden. Eine andere Mo¨glichkeit, die hochmoderne Attosekundenphysik in
den Ro¨ntgenbereich zu u¨berfu¨hren, ist das Atom wa¨hrend der Exkursion des Elektrons zu
manipulieren. Dafu¨r wird ein tieferliegendes Elektron koha¨rent angeregt, um dem Kon-
tinuumelektron zu ermo¨glichen, in das frei gewordene Loch mit ho¨herer Bindungsenergie
zu rekombinieren. Auf der anderen Seite ist HHG die Technologie, mit der die ku¨rzesten
koha¨renten Lichtpulse u¨berhaupt erzeugt werden ko¨nnen. Problematisch ist jedoch, dass
diese Pulse intrinsisch nicht bandbreitenbegrenzt emittiert werden. Es wird eine Methode
vorgeschlagen, mit der bandbreitenbegrenzte harmonische Pulse erzeugt werden ko¨nnen
mit mo¨glichen Pulsla¨ngen unter einer Attosekunde. In einer grundlegenderen Arbeit wird
HHG in einem Interferenzbild diskutiert. Innerhalb des Bildes ko¨nnen alle U¨berga¨nge, die
zu HHG fu¨hren als Interferenz zweier Wellenpakete im Bindungspotential gesehen wer-
den. Dabei wird die Differenzenergie der beiden Wellenpakete emittiert. Daru¨berhinaus
wird ein neuartiger Kontinuum-Kontinuum U¨bergang untersucht und dessen Bedeutung
im Sa¨ttigunsregime aufgezeigt.
Abstract
High-harmonic generation (HHG) is investigated theoretically aiming to improve its
fundamental understanding and overcome current limitations. In the course of this, HHG
is extended to higher energies and used to generate x-ray pulses with durations down
to the zeptosecond regime. To this end, a route is discussed to generate multi-kilo-
electronvolt harmonics with relativistic laser intensities circumventing both the phase-
matching problem and relativistic drift. In a different approach, the state-of-the art
attosecond science is transferred to the x-ray regime by manipulating the atom during
the excursion of the continuum electron. By coherently exciting a core electron, the
continuum electron is forced to recombine with the core hole with a much higher binding
energy. HHG is the cutting-edge technology allowing for the creation of the shortest
coherent light flashes of all. However, particularly problematic is the intrinsic chirp of the
HHG light that requires the use of optical elements to compensate it. For this purpose,
the harmonic generation process is altered such that chirp-free pulses are generated with
possible pulse duration below one attosecond. Moreover, in a more fundamental work, the
HHG process is set into the framework of a unified interference picture. In that picture,
all possible HHG transitions can be viewed as an interference between two wave packets
in the binding potential leading to photoemission at their difference energy. A novel
continuum-continuum transition is studied and its importance in the saturation regime is
pointed out.
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1 Introduction
The photon can be seen in many regards as an engine of technological progress for the
21st century [1, 2] — a success story that began with the advent of lasers about 50 years
ago [3]. Technology has continuously developed and lasers have become an important tool
in industry and in almost every physics laboratory, independent of its field of research.
Besides other parameters, the achievable laser intensities are a significant means to depict
the progress in laser technology. The first lasers in the 1960s exhibited intensities well
below 1010W/cm2 [4]. An enormous interest of the scientific community in this tool and
vivid research led to rapid progress of the highest laser intensities that can be obtained.
Employing techniques as, e.g., chirped-pulse amplification [5] make it nowadays possible
to create laser pulses [6,7] with peak intensities of 1022W/cm2 [8]. Intensities of more than
1024W/cm2 are envisaged for the upcoming Extreme Light Infrastructure (ELI) [9] within
the next decade, with probable impact on many areas in physics such as laser plasma
acceleration [10–12], laser fusion ignition [13], nuclear [14] and particle [15, 16] physics
with lasers. Besides the high peak intensities, pulse durations down to only a single cycle
have also been achieved [17–19], the carrier envelope phase can be stabilized [20,21], lasers
have become more reliable and are available at a variety of wavelengths.
With the invention of the laser, a bright coherent light source became available that
led to a renaissance in the field of optics, e.g., with the birth of the entirely new field
of perturbative non-linear optics [22, 23]. Perturbative means that the energies exerted
by the laser field are small compared to other transition energies in the system and can
be treated simplify by perturbation theory, i.e., E a/∆  1 where E is the laser field
strength, a a typical atomic distance and ∆ is the detuning. This branch of optics has
motivated optical elements [23] that have become indispensable in modern laser technol-
ogy. Lasers also had a huge impact on atomic physics, especially, when the laser field
strengths became comparable with the electric field experienced by a bound electron in
an atom happening in the 1980s. At that point, the non-perturbative regime was entered
where the average electron energy in the laser field Up is much larger than the binding
potential Ip, i.e., Up/Ip  1, demanding an advanced theoretical treatment. Fields with
such a strength are able to significantly change the electronic dynamics of atoms and
molecules. In particular, large fractions of the electronic wave function can be transferred
to the continuum. A number of new effects were discovered at that time, for instance,
above-threshold ionization (ATI) [24], i.e., electrons tunnel-ionized by an IR-field were de-
tected with a large kinetic energy. Moreover, recollisions of those electrons with the core
were observed, leading either to the knock-out of a second electron, the non-sequential
double ionization [25, 26], or to recombination along with the emission xuv light, called
high-harmonic generation (HHG) [27] — the main process under consideration in this
thesis.
HHG was discovered in 1987 [27]: a rare gas illuminated by a laser emitted photons
1
1 Introduction
Figure 1.1: Schematic of the three-step model for the HHG process. The blue surface is the
superposition of the atomic binding potential and the electrostatic potential of the laser field. The
bound and continuum part of the wave function are rainbow-colored. A tiny part of the wave function
(continuum part) is just freed and subsequently driven away. When the laser field reverses its sign,
the continuum part is stopped and accelerated back towards the core. At recollision both parts of
the wave function interfere and give rise to coherent photon emission denoted by the blue wiggled
line.
with an energy of several odd multiples of the laser frequency. Remarkably, the emission
spectrum exhibited a plateau-like structure extending far until a sudden cutoff rather
than a continuous exponential decrease typical for perturbative non-linear processes. This
rapidly led to a vivid discussion about the physical origin of the phenomenon and was
eventually explained in 1993 [28, 29] with the three-step model (see Fig. 1.1). i) the
electronic wave function of an atom is partially freed by a strong laser field, ii) then the
ionized fraction is subsequently driven away in the continuum by the laser field, iii) finally,
the wave packet is accelerated back to the ionic remnant, interfering with the bound part
of the wave function giving rise to a strong, coherent, high-frequency response that can
lead to the emission of a HHG photon along with the recombination of the electron into
the bound state.
HHG is fascinating both from being a fundamental example of laser-atom dynamics and
from a technological point of view, allowing one to create light flashes with exceptional
properties: the energy of an emitted HHG photon is the sum of the binding energy and
the kinetic energy acquired in the laser field. The photon energy can be extremely large
reaching several kilo-electronvolts (keV) [30]. In a world where technology is currently
miniaturizing, x-rays with their tiny wavelengths may become the light of the future and
thus HHG of particular importance. Another property of HHG is its coherence, meaning
that the phase is locked to the laser phase [31] and under optimal conditions the harmonic
yield scales quadratically with the number of contributing atoms. The last point indicates
that the process cannot be viewed only from a single-atom perspective. It is crucial for
the emission that all atoms are phase-matched meaning that harmonics from different
atoms have to emit with the same phase to allow for constructive interference between
them. Moreover, the harmonic spectrum contains structural signatures of the emitting
atom or molecule which can be assessed by measuring the spectrum [32–36]. Nowadays
most importantly, the frequency up-conversion of the laser field makes the harmonics
attractive for the generation of light bursts much shorter than the laser pulse duration.
The harmonic pulses [37,38] can have durations down to the attosecond regime [39–41].
Attoseconds is the time scale of electron dynamics in atoms and ions. For a long time,
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no tools have been available that were fast enough to resolve such dynamics. For this
reason, HHG has become a key process in atomic and molecular physics and a state-
of-the-art coherent light source being nowadays available in many research laboratories.
With the emergence of extremely short pulses from HHG, an entirely new pathway in
exploring and controlling the physics of atoms and ions [37,42–45] was opened and HHG
has become the most important tool for the field of attosecond physics.
A powerful scheme for time-resolved measurement relies on the pump-probe technique.
A first pulse excites the system whereas the second pulse probes its properties. It has
proven its strength in various experiments mainly for exploring fragmentation [46,47] and
vibrational [48] and chemical dynamics [49, 50] in molecules. In these experiments the
time scales were femtoseconds and the excitation energies meV/few eV achievable by
employing ultrashort lasers. To access systems with attosecond precision, pump-probe
schemes with IR and attosecond pulses can be realized. The so-called streaking tech-
nique [51] is often employed where the IR and attosecond pulses overlap and the emitted
photo-electron momentum spectrum is measured depending on the relative delay between
the two pulses. The emitted photoelectron spectrum is measured allowing one to retrieve
temporal information about the physical process under consideration. The technique ren-
ders it possible to characterize both IR [52] and attosecond pulses [39,40,53] and even to
examine time-resolved inner-shell atomic dynamics [54]. In the early days of attosecond
physics in 2002 [55], the characteristic Auger decay time in krypton was directly mea-
sured. Moreover, the temporal dynamics of tunneling was also investigated [56], time
delays were measured between photoelectrons from the delocalized conduction band and
the localized core states in solid-state tungsten [57] and it has been proposed to map the
vibrations of nuclear wave packets in a molecule employing reaction microscopes [58–61].
Furthermore, the authors of [62] elaborate on the idea of measuring electron correlation
in helium by means of attosecond pulses.
All these schemes require HHG that is state-of-the-art limited to energies around a few
hundred eV and to pulse durations of several tens of attoseconds. An advancement of HHG
to higher energies is highly desirable because it would allow one to investigate systems
with higher energies such as, e.g., nuclear excitations [63], tightly bound core electrons
or even time-resolved diffraction imaging [64] with sub-A˚ngstro¨m resolution. Even more
important, the larger harmonic bandwidth would be necessary to generate pulses down
to the zeptosecond regime and to resolve much faster processes than currently possible.
In principle, with free electron lasers (FEL), bright sources of soft and hard x-rays are
at hand, but the radiation is limited in coherence and occurs typically in pulses in the
femtosecond regime. Moreover, the large scale of these machines and costs allow only a
limited number of experiments. It would be very attractive to extend the table-top HHG
source to the hard x-ray domain and to pulse durations of a few atto- or zeptoseconds.
The straightforward way to increase the laser intensity in order to achieve higher HHG
energies is not possible because soon the relativistic interaction regime above 1016W/cm2
is reached. Then the magnetic component of the laser field becomes relevant because of
the high electron velocities in this regime and gives rise to a drift motion of the electron
due to the Lorentz force [65–69] prohibiting recollision of the electron and HHG this
way. Additionally, it is crucial for an efficient emission from a macroscopic gas target
that all atoms emit with the same phase. To achieve the so-called phase-matching, the
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phase front of the laser that triggers HHG and the phase front of the harmonic have to
propagate at the same speed. However, because of the strong laser field, a large amount
of the electrons is ionized leading to an enormous plasma dispersion prohibiting phase-
matching. This is especially problematic because the phase fronts need to match on
the tiny length scale of the HHG wavelength. Generating relativistic harmonics means
overcoming both problems simultaneously. So far, only the relativistic drift problem has
been addressed [67, 68, 70–83]. Neither problem has been tackled simultanously nor any
quantitative analysis of the HHG yield from a macroscopic gas target in this regime has
been drawn.
A few other methods were proposed to increase the maximum photon energy of HHG
for a given non-relativistic laser intensity: First, the nonsequential double recombination
in helium can lead to a second plateau with about 12 orders of magnitude lower yield than
the primary HHG plateau [84]. Second, two-color HHG (optical plus UV) was studied
theoretically in a one-electron model where the UV assists the ionization process leading to
an overall increased yield [85–90], improved phase-matching [89], a suppressed relativistic
drift [82, 91] and the emergence of a new plateau with larger energy [92, 93], the latter,
however, at a much lower yield. Third, by femtosecond pulse shaping that was used to
alter the HHG spectrum [94] or for relativistic HHG [80, 81], also the quantum path of
the electron can be optimized. The HHG cutoff is increased by a factor of 2.5 [95,96] this
way. However, an efficient method to generate multi-keV harmonics is currently missing.
Doubtless, the most important property of HHG pulses is their duration. To allow
for measurement of even faster processes, tremendous effort is exerted to shorten the
pulse duration. Today, pulses with durations of several tens of attoseconds [39–41] have
been demonstrated but harmonic bandwidths are available that would allow to synthesize
pulses down to 10 as [97]. However, the nature of the harmonic generation is such that the
created pulses are intrinsically chirped [98, 99]. To compensate this so-called attochirp,
mainly filter elements of thin metal foils [100, 101] have been used suffering from losses,
depending on the material properties and lacking in flexibility. It will be difficult to find
filters with suitable dispersion properties, especially, for the large harmonic bandwidths
that can hopefully be generated in the future. An alternative route to overcome the at-
tochirp problem is highly desired.
A fundamental discussion of the HHG process is the first part of this thesis. The inter-
ference picture of HHG is unified to include contributions to the photon emission arising
from continuum wave packets. Additionally, HHG at laser intensities large enough to
ionize the entire wave function is examined and shown to be dominated by an unpre-
dicted mechanism. In the second part of this thesis, several chapters are devoted to the
current limitations in the highest harmonic photon energies and shortest harmonic pulses
achievable. New routes are presented in order to overcome these limitations.
This thesis starts with elucidating the fundamental principles of the HHG process in
Chapter 3. In a quantum mechanical description, the photon emission is caused by the
interference of the recolliding wave packet with the portion of the wave function still
being bound to the atom [33, 102]. Not included in this picture, the continuum wave
packet dynamics in the vicinity of the ionic remnant can also lead to HHG which is
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named continuum–continuum (CC) transition. CC transitions in atomic HHG have been
studied before, restricted to the special cases of Bremsstrahlung emission from single wave
packet recolliding with a bare core [103] and the interaction of a continuum wave packet
ionized just shortly before the recollision time [104–108]. The former solely leads to low
energy photon emission, the latter is weak and indistinguishable from the traditional HHG
spectrum. Thus, both CC transitions are of minor importance.
In the present work it is pointed out that any two wave packets interfering in the core
region lead to photon emission at their difference energy. This picture includes the three
previously described HHG mechanisms but also a novel CC transition caused by two si-
multaneously recolliding continuum wave packets that were ionized from different half
cycles. Remarkably, this transition can dominate over the standard HHG mechanism and
is shown to be distinguishable via phase-matching. The transition is described within a
numerical and an analytical framework with excellent agreement. It is pointed out that
the spectrum contains new signatures which could be used to gain structural information
about the emitting atom or molecule.
After this fundamental discussion of HHG, new strategies are developed to put for-
ward this cutting edge technology, to achieve even shorter light pulses by mastering the
attochirp problem and to extend HHG to the hard x-ray domain.
In Chapter 4, the problem of generating relativistic harmonics is approached and an
adequate theoretical treatment is developed to describe emission from a macroscopic gas
target in this regime. We tackle both problems simultaneously: the phase-matching
problem and the relativistic drift. Two field geometries are analyzed in the context
of a macroscopic gas target of multiply-charged ions. First, HHG is investigated from
counterpropagating, linearly polarized attosecond pulse trains capable of suppressing the
relativistic drift [82, 83]. In the second setup, in addition to the conventional IR driving
laser, x-ray assistance is employed to compensate for the relativistic drift [82, 91]. Both
schemes are appropriately modified to allow for a phase-matched emission of relativistic
harmonics. The calculations for both optimized setups reveal a small but detectable HHG
photon yield.
As the previous straightforward approach to generate hard x-rays via relativistic laser
intensities is experimentally very challenging, a different scheme is presented to reach
coherent hard x-rays pulses in Chapter 5. The present-day theory of HHG largely grav-
itates around single-electron calculations. Multi-electron contributions can influence the
HHG spectrum [109, 110] but have not been exploited to control HHG in a desired way.
A two-electron scheme is presented where the manipulation of the second electron has
a major impact on the emission spectrum creating a second high-energy plateau. As in
the one-electron schemes of Refs. [85–90], the atom is manipulated with xuv/x-ray fields
from FELs. In contrast to previous studies, the light is employed to force the continuum
electron to recombine to a core level with a high binding energy instead of to the valence
level. To do so, a second core electron is resonantly excited to the valence hole that is cre-
ated when the continuum electron was ionized. The whole HHG spectrum is upshifted in
energy and the entire field of attosecond science could be transferred into the x-ray regime.
In order to reach shorter harmonic pulse durations, the bandwidth of the harmonic
5
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spectrum needs to be increased but at the same time the increasing attochirp has to be
compensated on a much shorter time scale. In Chapter 6, a new scheme is proposed
to modify the HHG process in such a way that the harmonic pulses are emitted without
attochirp. Therefore, an xuv/x-ray field is added to the driving IR laser light. The photon
energy has to be larger than the binding energy in order to ionize the wave packet by
a single photon with a large initial momentum. Additionally, the fundamental IR laser
field is shaped by adding a small number of harmonics with a maximum order of around
10. By means of the two modifications of the HHG process, a wave packet is formed
after ionization that spatially recompresses along the wave packet propagation direction
and has its minimum width exactly at the time of recollision. Because of the short time
interval of overlap between the compressed electronic wave packet and the parent ion, the
emitted light pulse is of the same short duration. It is shown that with present techniques
the emission of pulses in the zeptosecond regime is possible.
With the same setup but a different pulse shape, it is demonstrated that it is also
possible to create a mono-energetic wave packet to enhance a certain defined energy in
the HHG spectrum.
Throughout this thesis, we employ atomic units ( a.u.) where the electron mass, the
reduced Planck constant and the charge of the electron are m = ~ = −e = 1a.u.,
respectively and the speed of light is c = 137 a.u.. 1 a.u. in time corresponds to 24.2 as,
1 a.u. in length is 0.5 A˚ and 1 a.u. energy is 27.2 eV.
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2 Fundamental aspects of HHG
2.1 Three-step model and phenomenology
As this thesis is devoted to the advancement of the HHG process, the phenomenology of
this process is explained in detail in this introductory section. One of the most successful
and intuitive models of HHG is the three-step model [28, 29] (see Fig. 1.1): the strong
laser field tunnel ionizes the atom. Once freed, the electron propagates in the continuum
driven by the laser field. After the laser field has changed its direction, the electron
is accelerated back towards its parent ion and can eventually recombine. An energetic
photon is then emitted containing the ionization energy plus the entire kinetic energy of
the electron gained from the laser field previously.
In the following, the main features of the harmonic generation process are explained
from a more quantum mechanical point of view. Before the laser interacts with the
atom the whole electronic wave function is bound to the atom. As soon as the laser
field is turned on, tunnel ionization takes place and, continuously, parts of the electronic
wave function are freed. The tunneled parts of the wave function are quickly accelerated
by the laser field in a one-dimensional motion along the polarization directions. The
continuum evolution of the wave function can be viewed as a superposition of a bunch
of classical trajectories [see Fig. 2.1 (a)] starting with nearly zero velocity.The weight of












































Figure 2.1: (a) The gray dashed line shows the laser field, the solid colored lines different classical
trajectories. The trajectories have different ionization phases in the laser field. The recollision energy
is encoded in their color. The energy increases from red to blue and the trajectory with the maximum
energy (cutoff) is marked in black. In (b) we see the energies of the recolliding trajecotries for different
recollision times of (a).
In Fig. 2.1 (a), we show different classical trajectories together with the laser field
(gray dashed line). Recollision is only possible for trajectories ionized in the quarter cycle
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Figure 2.2: Typical HHG spectrum with plateau followed by a steep drop after the cutoff.
after each maximum or minimum of the laser cycle. Trajectories starting before do no
re-encounter the origin. All trajectories recollide at different times and have a different
recollision energy. The recollision energies are shown in Fig. 2.1 (b). It can be seen that
each energy is emitted twice per half cycle. We call these two branches of trajectories long
and short according to their excursion time in the continuum. As displayed in Fig. 2.1 (b),
there is one trajectory with a maximal energy. This energy is called the cutoff energy and
can be derived from the classical equations of motion yielding (in atomic units) [28]
ωc = 3.17Up + Ip , (2.1)
where Ip is the ionization energy and Up =
E20
4ω2
is the ponderomotive potential equal to
the average quivering energy of an electron in a sinusoidal laser field with peak strength
E0 and frequency ω.
A typical HHG spectrum is shown in Fig. 2.2. It originates from a superposition of all
classically allowed trajectories leading to a spectrum with a long plateau ending at the
cutoff energy ωc. The oscillations in the plateau region are caused by the interference of
two quantum paths (long and short) leading to the same energy, respectively.
Unfortunately, HHG has a poor conversion efficiency. This is mainly because the free
wave packet undergoes quantum spreading during the continuum motion which is illus-
trated in Fig. 1.1. When the wave packet is driven back, most parts of the wave function
miss the core due to the spreading. Let us briefly estimate the spreading. Just after
ionization the wave packet has the dimensions of the atom on the order of 1 a.u.. The




p [111]. For a typical
HHG experiment (E ∼ 0.1 a.u., Ip ∼ 1 a.u. and ω = 0.057 a.u.), we find a wave packet
dimension of x = v⊥ 2piω = 35 a.u. at recollision. Thus, spreading in the two perpendicular
dimensions to the laser field reduces the HHG yield by a factor of 352 ∼ 103.
The emitted HHG light is coherent, i.e., its phase is locked to the laser phase. It
arises because the wave packets keep their phase relation during ionization and during
the subsequent evolution of the continuum part and bound part of the wave function. In
the final step, coherent light emission is caused by the interference of the bound fraction
of the wave function with the recolliding fraction in the binding potential. It leads to
an oscillation in the expectation value of the electron position similar to a light-emitting,
8
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oscillating classical dipole [102]. The phase of the dipole oscillation is determined by the
wave packet phases. If the laser field is very strong, the whole wave function is ionized
before recollision, no high-frequency oscillations of the expectation value of the electron
position occur and no coherent HHG is emitted. The intensity regime is called saturation






is exceeded, where Z is the residual charge seen by the ionized electron. During the
recombination step incoherent light is also emitted. So far it has been assumed to be the
only source of emission in the OBI regime [102]. Incoherent emission can also occur if
the phase of the electronic wave packet has been randomized during the process, e.g., via
collision with another atom.
2.1.1 Relativistic regime of HHG
The discussion has concentrated so far on non-relativistic laser intensities meaning that
the electron is accelerated to velocities much smaller than the speed of light. Nowa-
days, lasers are available with much higher intensities but they cannot be used for HHG.
When increasing the laser intensity, additional effects start to play a role. First, the
magnetic component of the laser field becomes important. In the non-relativistic regime
we neglected the action of the magnetic field and thus the electron was driven in a one-
dimensional motion along the laser polarization [see Fig. 2.3 (a)]. When v/c becomes
close to one, the Lorentz force caused by the magnetic field starts to influence the wave
packet’s motion. The wave packet is pushed [see Fig. 2.3 (b)] in the propagation direc-
tion of the laser and prevents recollision and HHG. This effect is called relativistic drift
and becomes significant if the drift distance exceeds the wave packet dimension. This
happens at laser intensities of about 1017W/cm2 [82, 113] at 800 nm wavelength. The
various proposals as to how the drift problem could be overcome [67, 68, 70–77, 77–83]
are outlined in Chapter 4. When the laser intensity has even larger values such that the
ponderomotive energy in the laser field becomes comparable with the electron rest mass,
the actual relativistic regime is entered. This is indicated by the relativistic field strength
parameter [114] ξ = E/ωc of equal to or greater than one. In this regime (starting at
about an intensity of 1018W/cm2), the relativistic mass shift becomes important. At even
higher laser intensities when the parameter ξω/c2 is larger than one, spin effects [115,116]
could be observed. Moreover, QED effects [15, 16, 117] are predicted to occur when the
laser field in the electrons rest frame becomes comparable to the critical field strength of
Ecr = 1.3× 1016V/cm where the quantum vacuum breaks down.
2.2 Mathematical description of the single-atom process
Even though many aspects of HHG can be understood from classical dynamics, the
HHG spectrum can only be calculated within a quantum-mechanical framework. Two
main approaches are common: analytic theories based on the strong-field approximation
9
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Figure 2.3: Two different classical electron trajectories for a linearly polarized wave in the (a) non-
relativistic and (b) highly relativistic regime. In the relativistic case the electron does not return to
the atomic core when the laser field changes its sign. HHG is unlikely what is depicted by the dashed
line.
(SFA) [118–120] or a numerical solution of the time-dependent Schro¨dinger equation or
alternatively the relativistic wave equations [121–124]. Both approaches are discussed in
detail in the following.
2.2.1 Analytical framework
2.2.1.1 Strong-field approximation
The SFA is in the center of the most analytical theories in strong-field physics tackling phe-
nomena such as above-threshold ionization, HHG and non-sequential double-ionization.
The advantage of the SFA is an easy access to an intuitive interpretation of the physical
problem approached. In many cases, the theory is proven to be in a good agreement with
numerical studies [125,126] and computationally less demanding.
The SFA is a possibility, to find an analytical approximate solution for the wave function
of an atom or an ion in a strong laser field. To introduce its principles, we concentrate




Ψ(x, t) = HΨ(t) (2.3)
with the Hamiltonian
H = H0 +HI(t). (2.4)
is used. H0 =
1
2
pˆ2 + V (x) is the Hamiltonian of an electron bound in the potential V (x)
and HI covers the interaction with the laser field. We adopt the single-active electron
approximation [127–129] by assuming that V (x) is an effective potential of the most
loosely bound electron. The effective potential is formed by the interaction with the
core and the other more tightly bound electrons. It is often a good approximation to
neglect the contribution of the tightly bound inner electrons that are ionized with a lower
propability. Multi-electron effects are discussed in, e.g., [84,92,93,109] and in Chapter 5.
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In general, the time-dependent Schro¨dinger equation (2.3) has no analytical solution.
Standard perturbation theory as usually employed in problems with low laser intensities
cannot be applied because the interaction with the laser field cannot be considered to
be a small perturbation. Therefore, we call this regime non-perturbative regime because
neither the binding potential nor the laser potential are small perturbations for the evo-
lution of the wave function. Instead, the fundamental SFA assumptions are that the
binding potential is dominant before ionization and the laser field after ionization. The














UV (x, t). (2.6)
The SFA exploits that the two isolated equations can often be solved analytically.
• We use two analytical binding potentials in this thesis: the Coulomb potential and
the zero-range potential [81, 130, 131]. The analytic expressions of the potentials
and their ground-state solutions of (2.5) are
Coulomb potential V (r) = −κ/r φ0(x, t) = κ3/2√pi e−κr+iIpt











2Ip with the binding potential Ip. Note that the zero-range potential
has only a single bound state. The zero-range potential is employed in cases where
the specific form of the potential is not important. It leads to expressions that are
more easy to calculate than when the Coulomb potential is used.
• The case of an electron in the laser field only is discussed. It is described by the
equations (2.6). An analytical solution exists only if the interaction with the laser
field is described within the dipole approximation (DA), i.e., the electromagnetic
laser field is approximated by a space-independent electric field E(t) only and the
magnetic field component is neglected. Then, the interaction term reads HˆI(x, t) =
x · E(t) in length gauge [125]. The DA is justified for the long-wavelength regime
and non-relativistic laser intensities [68, 69, 82, 113, 117], where kz  1 with the
wave number k of the laser and the wave function dimension z along propagation

















is the classical action and A is the vector potential of the laser field. The electric
field of the laser can be derived by E(t) = −∂tA(t)/c from the vector potential.
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We come back to the Schro¨dinger equation with the full Hamiltonian (2.4). To find an
approximate solution, the equation is transformed to the Dyson equation of its time-
evolution operator
U(t, t0) = U0(t, t0)− i
∫ t
t0
dτU(t, τ)HI(τ)U0(τ, t0), (2.9)
where
UV (t, t0) =
∫
d3p|ΨV,p(t)〉〈ΨV,p(t0)| (2.10)
U0(t, t0) = e
iIp(t−t0)|φ0〉〈φ0|. (2.11)
Eq. (2.9) is still exact. The key point of the SFA is to replace U in the integral by UV
which means that after ionization from the unperturbed bound state by Hi, the electron
evolves in a free laser field governed by UV :
USFA(t, t0) = U0(t, t0)− i
∫ t
t0
dτUV (t, τ)HI(τ)U0(τ, t0), (2.12)
This way the electronic wave function can be written as
|Ψ(t)〉 = USFA|φ0〉 (2.13)







being a sum of the bound and ionized part.
2.2.1.2 Relativistic strong-field approximation
The strong-field approximation can be applied to the Klein-Gordon and Dirac equations
in the same way [134–136]. As the Dirac equation is not used in this thesis, we concentrate
on the solution of the Klein-Gordon equation (the presented formulas in this section are




Ψ(x) = (VL + VAI)Ψ(x) (2.15)




and the electron-field interaction operator
VL = 2iA(η) ·∇/c−A(η)2/c2 , (2.17)
where V is the binding potential and η = ωt − k · x. To find the analytical solution,
the problem is divided into two parts as before: consider only the electron-ion interaction
12
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or only the electron-field interaction. The latter has an important difference to what
was discussed in the non-relativistic part. For the case of the Schro¨dinger equation of
an electron in the laser field only, we had to adopt the dipole approximation to have an
analytical solution of the equation. Here, in the case of the Klein-Gordon equation, an
analytical Volkov solution can only be found for the case of a plane wave laser field, i.e.,
the field depends on the phase η only. Under such conditions the Volkov solution for the






















{−i((c2 − Ip)t+ x ·A/c)} (2.19)
where φ0 is the nonrelativistic ground state wave function. The solution of the full Klein-
Gordon equation (2.15) [81,137] is
Ψ(x) = Φ(x) +
∫
d4x′GV (x, x′)VL(x′)Φ(x′) (2.20)
with the Volkov propagator




















Knowledge of the electronic wave function [see Eq. (2.14)] of the strong-field problem
makes it possible to tackle many problems. Most crucially, in the context of this thesis,
high-harmonic spectra can be calculated via the electric dipole moment
d(t) = −〈Ψ(t)|x|Ψ(t)〉 (2.22)
which was pioneered by Lewenstein et al. [128]. Plugging the non-relativistic wave func-


















×〈p+A(t′)/c|xE(t′)|φ0〉e−i(S(p,t,t′)−Ip(t′−t)−ωH t) . (2.24)
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The integrand in (2.23) is highly oscillating because of the complex argument of the
exponent and numerically difficult to calculate. Usually, one or several integrals are
carried out by using the saddle-point approximation [138]. This means that the integral
is only evaluated around the stationary points of the phase S(p, t, t′) − Ip(t′ − t). The
stationary points are defined by the so-called saddle-point equations which correspond




dt′′[p+A(t′′)/c] = 0 (2.25)
[p+A(t′)/c]2/2 = −Ip (2.26)
[p+A(t)/c]2/2 + Ip = ωH (2.27)
The saddle points themselves represent the ionization and recollision time of the consid-
ered classical trajectory as well as the initial momentum. It turns out that it is sufficient
to sum over a small number of classically allowed trajectories to calculate the spectrum
given by Eq. (2.23). As the classical electron trajectories give an insight into the harmonic
generation process, we frequently employ this model in this thesis.
2.2.2 Numerical framework
Another strategy to approach the single-atom problem is to solve the Schro¨dinger equation
or relativistic equations numerically.
We briefly outline the two methods: solving the three-dimensional time-dependent
Schro¨dinger equation with QPROP [122] and the two-dimensional Klein-Gordon equation
with the real space split operator method [123].
2.2.2.1 Schro¨dinger equation
QPROP [122] is a 3D-Schro¨dinger solver for cylindrical symmetric potentials, e.g., spher-
ical symmetric binding potentials in combination with a laser field within the dipole
approximation (DA) as in our case. As ansatz for the wave function Ψ(t), an expansion











2.2 Mathematical description of the single-atom process
is employed where t is time, r the radius, l is the radial and m the magnetic quantum





































〈Ylm| cos θ|Yl′m〉Φl′m(r, t). (2.29)
In (2.29) the radial orbitals Φlm(r, t) for different magnetic quantum numbers m are
decoupled for a linearly polarized laser field within the DA. Because of this, each m
component of the wave function can be propagated separately. In many cases, only the
m = 0 state is intially populated and the other components can be ignored which saves
computation time. For discretization on finite numerical grid, the general expansion (2.28)











L is related to the number of absorbed photons and must be chosen sufficiently large.
Moreover, the radial coordinate is discretized leading to 2D grid (in r and l) for each m.
The discretized wave function is propagated within a Crank-Nicholson scheme [139].
2.2.2.2 Klein-Gordon equation
For relativistic laser intensities, it is necessary to employ the Klein-Gordon equation (the




+ V (x, t)
)2
− c2 (−i∇+A(x, t)/c)2 − c4
]
ϕ(x, t) = 0 (2.31)
to account for the enormously high momenta that are reached. To apply the concept
of a time-evolution operator, the second-order differential equation in time, (2.31) needs
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in the so-called, Feshbach picture. [140]. The well-known Pauli matrices are τ1,τ2 and τ3.
Under these precautions the wave function can be propagated via a splitting of the time
evolution operator
















where the operator covering the potential energy part is given by





V (x, t′) + τ3c2 dt′
)
Ψ(x, t)
and the kinetic energy part by





(−i∇+A(x, t′)/c)2 dt′Ψ(x, t) .
(2.35)
Because of the special Pauli algebra, Eq. (2.35) incorporates only a first-order and second-
order derivative in space and the whole expression can be evaluated in real space. This
is in contrast to the Schro¨dinger equation where the split-operator method is also fre-
quently applied and terms with e∇ contain derivatives of infinite order. In that case,
time-consuming Fourier transforms between real and momentum space are necessary to
cope with these terms. Here, the scheme allows for an efficient parallelization on a com-
puter cluster because the grid can be divided into areas with little communication between
them.
2.3 Macroscopic perspective on HHG and
phase–matching
The previous part concerned the HHG process of a single atom. In experiments, gas
targets with a large number of atoms are used with pressures up to an atmospheric level.
An illustration of a typical HHG setup is shown in Fig. 2.4. The red area is the laser
pulse, which propagates through the gas [141, 142] or plasma [141] to the right direction
independently of the HHG process. In dense media or in case of high intensities, serious
deformation of the laser pulses can occur. The laser triggers the HHG process of each
atom. As illustrated in Fig. 2.4, constructive interference of the emitted light occurs
when the laser and the emitted light propagate uniformly and dispersion-free at the same
speed. Then harmonic light that has just been created by the laser matches up in phase
with the light that has been previously generated and the macroscopic HHG signal scales
quadratically with the number of atoms.
Normally, all atoms can be assumed to be independent emitters because the interac-
tion between electrons of different atoms is negligible [143]. Correlation only becomes
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Figure 2.4: The case of coherent addition of the emitted light (blue) from different atoms (black)
is shown. The HHG process of each atom in the Gaussian focus (red) cell is coherently triggered by
the laser which propagates to the right
important in highly pressurized gases with densities larger than 1019/ cm3 which are not
considered in this thesis.
The condition of constructive interference — the so-called phase-matching — is not
automatically fullfilled among other things because the IR laser light that triggers HHG
does not travel at the same speed as the xuv/x-ray HHG light. For this reason, the phase
front of the previously generated light does not match with newly generated light at
another position. More quantitatively, the harmonic electric field emitted from different
atoms differs by a phase factor of ei∆k·xa with the atomic position xa and the phase-
mismatch vector [142]
∆k = kH − ωH
ωL
kL − kgeo − kdip , (2.36)
where kL is the wave vector of the laser which triggers the HHG process, kH the wave
vector of the harmonic field with a free choice of its direction, kgeo a geometrical term and
kdip is the change of the emission phase of the atoms depending on the position. All terms
will be discussed in more detail shortly. The overall emission of the macroscopic gas target




i∆k·xa that results only in a
considerable yield if ∆k is small. Destructive interference between different atoms occurs




is exceeded which is called the coherence length. In principle, on a single-atom level har-
monics are emitted in all directions kH . However, phase-matching selects certain emission
directions where ∆k is smallest. As the last three terms in (2.36) are mainly directed into
the laser propagation direction, ∆k is smallest for kH along the same direction. Thus,
the medium emits mainly along the laser propagation direction.
Different issues contribute to the phase-mismatch vector (2.36). The dispersion is
caused on the one hand by the refractive index of the atoms or ions nat and the free
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with the plasma frequency ωp =
√
4piρe, the electron density ρe and laser frequency
ω. It results in a different group velocity of the laser and HHG light and causes pulse
deformation. On the other hand, the phase velocity of the light is modified by geometric
effects such as focusing (e.g., Guoy phase) or by the propagation in a filament. For






with the confocal parameter b. All previous contributions considered the light propagation
and the times HHG is triggered. Apart from this, each atom emits with a certain phase
that is determined by the quantum nature of the process. It is equal to the phase of the
atomic dipole moment given by Eq. (2.23). The phase depends on the local laser intensity
and is given by φdip = −S(p, t, t′) + Ip(t′ − t) = −(βUp + Ip)τ with the numerical factor
β, the excursion time τ of the quantum trajectory leading to the harmonic energy under
consideration. Thus, the phase depends approximately linearly on the intensity [31]:
φdip = −αI (proportionality parameter α). For this reason, the emission phase varies in







∆nel(x)− kgeo + α∂zI , (2.40)
where ∆ni = ni(ωH) − ni(ωL). In experiments, it is necessary to find a condition where
all contributions in (2.40) cancel each other out.
For many HHG experiments where the energies are below 100 eV, the laser intensity,
ionization rate and the gas pressure (a few tens of mbar) are low and focusing is the
biggest contribution [last two terms in (2.40)]. Both contributions can balance each other
off leading to a stable phase-matching condition ∆k ≈ 0. Tiny differences are tolerable
as long as the coherence length (2.37) is longer than the medium length. In general, this
is easier for lower harmonic energies because the coherence length (2.37) increases with
lower harmonic energies and the plasma background is lower for small laser intensities.
Under these conditions, phase-matching is usually achieved by using optimized focusing
parameters and placing the atomic gas jet at the right position in the laser focus.
Phase-matching is more difficult to achieve for higher HHG energies, ionization rates,
and gas pressures. Several phase-matching schemes have been proposed. Gas filled
capillaries of suitable pressure can be employed [144] to adjust the group velocity of
the laser pulse. For strong laser pulses close to the saturation limit, the free electron
background considerably changes along the pulse leading to a dispersion that deforms
the pulse in such a way that phase-matching is achieved, the so-called non-adiabatic
phase-matching [145, 146]. A very promising concept is to use long wavelength driving
fields [97,147] that allow an increase in the cutoff [Eq. (2.1)] without increasing the laser
field strength and keeping the ionization level low. The condition also permits an increase
of the gas pressure resulting in very efficient HHG. Additionally, quasi-phase-matching
18
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(QPM) schemes are known. QPM schemes break the spatial symmetry in Re ei∆k·xa
between the positive and negative contributions. This way certain emission phases are
favored and complete cancellation is prevented. In this regard a weak counterpropagating
IR field [148, 149], weak static fields [150] or modulated wave guides [151–153] can be
employed.
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3 Interference model of HHG and
continuum–continuum HHG
A fundamental interference picture of HHG is developed to include continuum-continuum
(CC) transitions. Even though CC transitions have been considered to be less relevant, a
novel CC transition is discussed that can be the dominant HHG mechanism under certain
conditions. This is verified by studying HHG numerically from a hydrogen atom exposed to
an intense laser field in the saturation regime. Moreover, an analytical model of CC HHG
is developed in excellent agreement with the numerical results. By means of this model,
it is shown that CC harmonics show a significantly different phase-matching behavior
than the traditional HHG mechanism. Finally, it is outlined that CC HHG could advance
molecular tomography.
3.1 Photo-emitting transitions in HHG
3.1.1 Continuum–bound HHG
HHG is successfully described by the 3-step model [28, 29, 128] (see introduction in Sec-
tion 2.1). The last step of this model – the photoemission – is explained by the recombi-
nation of an energetic electron with its parent ion. In [102] it was shown that this picture
has to be extended: it is essential for coherent HHG emission that the recolliding elec-
tronic wave packet interferes with a portion of the same wave function still being bound
to the parent ion. Only in this case coherent high-frequency light is emitted meaning that
its phase is locked to the laser phase and the overall yield scales quadratically with the
number of atoms. This coherent photoemission is absent if the laser has entirely ionized
the wave function before recollision. For this reason, coherent HHG in the over-the-barrier
(OBI) or saturation regime has been considered to be suppressed so far [102].
The interference between the recolliding continuum wave packet and the bound wave
packet can even be observed in quantum simulations as an oscillation of the probability
distribution of the electron. In analogy to an oscillating dipole in classical electrodynam-
ics, radiation with the frequency of these oscillations is emitted. This kind of emission
is named continuum–bound (CB) HHG because the two involved states are a recolliding
continuum state and the bound state. Exactly this picture of interference enables the
tomographic measurement of molecular orbitals [33] from their HHG spectrum. However,
in this picture the role of the binding potential is not completely recognized. Neither has
it been extended to continuum-continuum transitions which constitute the main subject
of this chapter.
Note that apart from coherent radiation considered in this thesis, a recolliding electronic
wave packet can also cause emission of incoherent radiation. This spontaneous process
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also occurs when the electronic wave function is fully depleted. However, in a macroscopic
gas target its emission yield scales only linearly with the number of atoms instead of the
quadratic scaling typical for the coherent CB transition in the phase-matched case.
3.1.2 Continuum–continuum HHG
Besides the described CB transition, there are additional scenarios in an electron-ion
collision in a laser field where coherent light is emitted. The other class of transitions is
termed continuum–continuum (CC) HHG because it involves continuum states only.
First a brief review is given about the two classes of CC transitions that are described
in the literature [see Fig. 3.1 (a) and (b)]:
• The first case is most apparent for laser intensities in the saturation regime where
the whole electronic wave function is completely ionized within one laser half cycle.
The recolliding electronic wave packet scatters at the ionic core which results in
the emission of bremsstrahlung [154]. The process is schematically displayed in
Fig. 3.1 (a). Calculations [103] show the possibility of the emission of very short
radiation bursts down to the attosecond regime, but the photon energies are very
low compared to CB HHG.
• The other known CC scenario [shown in Fig. 3.1 (b)] occurs when the recolliding
wave packet interacts with a just-ionizing part of the bound wave function [107,
108, 155] within the range of the Coulomb tail of the ionic potential. Because the
scenario is connected with the ionization process, it only occurs in the multiphoton
or tunneling regime where a large fraction of the wave function is still bound at the
recollision time. As long as recollision happens when the laser field is nonvanishing,
CB HHG is always accompanied by this CC transition. On the other hand, when
the laser field vanishes no just-ionizing wave packets exist and the transition does
not take place. The transitions is also absent together with CB emission when
the whole wave function has been freed in the saturation regime. The transition
is very similar to CB HHG only the second involved state slightly differs. Thus,
the emission spectrum has these similarities imprinted: the CC spectrum exhibits
the same plateau-like structure as the CB spectrum. However, the CC spectrum is
several orders of magnitude suppressed to CB HHG [106] and can be neglected in
many situations [105].
Apart from the transitions described above, the impact of the various wave packets in
the continuum has not been fully recognized yet. In this chapter it is shown that two
simultaneously recolliding wave packets [see Fig. 3.1 (c)] lead to a significant harmonic
response. The simultaneous recollision can occur in multi-cycle laser pulses. It will be
shown that this new CC scenario becomes dominant when the laser intensity approaches
the OBI regime. This CC transition is the main topic of this chapter.
3.1.3 Basic model of emission
A simple model being capable of unifying the different types of transitions outlined above
is presented. In an electron–atom collision, the coherent part of the emitted radiation [156,
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Figure 3.1: Schematic of the different CC transitions occurring in HHG. We concentrate on the
coherent response. The thick black line is the potential, the thin gray lines are the different wave-
packet portions. In (a) Bremsstrahlung is emitted when the wave packet (C1) interacts with the core.
In (b) the recolliding wave packet will interfere with the bound wave packet (B) and a just-emerging
continuum wave packet (C2) leading to CB and CC harmonics, respectively. In (c) the mechanism of
our work is presented. Two continuum wave packets (C2 and C1) of different momentum recollide
at the same time and interfere with each other emitting photons of exactly their kinetic-energy
difference.
157] can be calculated via the expectation value of the acceleration using the Ehrenfest
theorem
a(t) = −〈Ψ(t)|∇V |Ψ(t)〉 (3.1)
with the ionic potential V . Note that this approach, in consistence with earlier and
current atomic HHG theory, considers only the coherent part of the emission response
and neglects incoherent spontaneous emission which cannot be phase-matched.
In the following, the general conditions required for emission of radiation are inves-
tigated by considering (3.1) for |Ψ(t)〉 being a superposition of different (asymptotic)
eigenstates |i〉. The following model holds strictly true only for time-independent Hamil-
tonians but its picture remains true in atomic HHG with collision times typically short
on the time scale of a laser period.
If |Ψ(t)〉 is an eigenstate of the Hamiltonian, the expectation value (3.1) is time-
independent. Accordingly, harmonic emission can only occur for a linear combination
of at least two eigenstates: |Ψ1(t)〉 = a1|1〉e−i1t+a2|2〉e−i2t. Inserting |Ψ1(t)〉 into (3.1)
and separating the time-dependent part a(t) = −a∗1a2〈1|∇V |2〉e−i(2−1)t + c.c. shows
that the resulting dipole oscillates with the difference energy between the two states. The
efficiency of the transition depends on the matrix element 〈1|∇V |2〉 describing the over-
lap between the two states and the core potential. This way, the potential mediates the
momentum transfer between the two states.
All discussed HHG transitions can be understood in this context. Coherent emission
can occur if two states interfere at a place where a potential gradient exists.
• In the case of CB HHG, a recolliding electronic plane wave (energy 1) interferes
with the bound wave packet (energy −Ip) and the difference energy (1 + Ip) is
emitted.
• In this picture, the coherent bremsstrahlung of Fig. 3.1 (a) is an interference of
the different momentum eigenstates contained in the wave packet. Accordingly,
the range of emission energies depends strongly on the spectral width of the wave
packet.
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• The CC transition of Fig. 3.1 (b) is an interference between a recolliding wave packet
and a just-ionized wave packet (approximately zero energy). Thus, the emission
energy is mainly given by the recollision energy and similar to the CB energy only
differing by the ionization potential.
• In a new scenario of CC HHG [illustrated in Fig. 3.1 (c)], if a bichromatic electron
wave sweeps over a potential, it would lead to light emission at the kinetic energy
difference. This chapter is devoted to the description of this transition and it is
shown that it can be the dominant HHG mechanism under certain conditions. In
principle, the transition is the general case of the transition described in Fig. 3.1 (b)
which is restricted to a very short excursion time of the second wave packet. Our
results will show that the emitted radiation is distinguishable from the CB spectrum
due solely to the arbitrary excursion times of C1 and C2 in Fig. 3.1 (c).
The previous idea provides a fundamental interference picture of HHG: wave function
splitting or spreading, subsequent simultaneous recollision with different energies, and
core-mediated transitions with photoemission at the difference energy.
To numerically illustrate this model and the difference frequency mechanism, the one-
dimensional time-dependent Schro¨dinger equation is solved carried out by Robert Heck
in his bachelor thesis [158]. A 1-dimensional hydrogen atom is chosen using a smoothed
Coulomb potential V (x) = 1/
√
x2 + a2 with the smoothing parameter a = 1.4039 to
match the hydrogen ionization potential.
Four cases are considered: (a) a monochromatic free-electron wave packet colliding
with a partially ionized atom (the conventional CB HHG scenario), (b) the same as (a)
but for a fully ionized atom, (c) a bichromatic free electron wave packet colliding with
a fully ionized atom, and (d) a bichromatic free-electron wave packet colliding with a
partially ionized atom. The dipole acceleration expectation value is analyzed by means
of a windowed Fourier transform (Gabor transform) [159,160]:








with a temporal window size of ∆t = 3a.u.. |a˜(ωH , t)|2 is plotted on a logarithmic scale
in Fig. 3.2.
In case (a), a dipole response at a frequency corresponding to the sum of the electron
kinetic energy and the ionization potential of the atom Ekin + Ip is observed, well-known
from traditional CB HHG. In case (b), no high-energy dipole acceleration response can be
observed. The low energy signal corresponds to the bremsstrahlung CC spectrum [103]
arising due to the non-vanishing spectral width of the recolliding wave packet. Case (c)
exhibits a dipole response at a lower frequency than the one obtained in (a), while case
(d) shows a total of 3 different frequencies.
The absence of any high-energy emission in case (b) arises from the lack of interference
as only one electronic state takes place in the interaction in consistence with an earlier
theoretical study [102]. Emission in (c) is created by the interference of two free-electron
wave packets with kinetic energies of Ekin,1 and Ekin,2 that create a time-dependent dipole
moment corresponding to a beating frequency of the difference Ekin,1 − Ekin,2 inside the
24





Figure 3.2: (color online) Electron–atom collision and analysis of the dipole acceleration response.
Windowed Fourier transforms [Eq. (3.2)] on a logarithmic scale are shown for four cases: (a)
monochromatic electron wave packet (47.8 a.u. kinetic energy) colliding with a partially ionized
atom, (b) same as (a) but for a fully ionized atom, (c) a bichromatic electron wave packet (47.8 a.u.,
33.1 a.u. kinetic energies) colliding with a fully ionized atom, (d) same as (c) but for a partially ion-
ized atom. In (c) and (d) the signature of CC electron interference is observed at the difference
kinetic energy of 14.7 a.u..
non-linear Coulomb field of the atom. This is the origin of the coherent CC HHG emission
process discussed in the following Sec. 3.2-3.5 and illustrated in Fig. 3.1 (c). Case (d)
shows emission due to both free-electron wave packets, each interfering with the bound
state and amongst themselves, giving rise to three distinct dipole oscillation frequencies.
Note that CC transitions also occur when the two wave packets meet each other in the
potential with opposite (different absolute) momenta but with a lower probability as a
consequence of the higher momentum transfer required.
3.2 HHG in the saturation regime – numerical analysis
In the previous discussion we obtained the CC signature of Fig. 3.2 (c) by a suitable choice
of the initial state: two simultaneously recolliding wave packets with different energies. In
practice, this can be reached by using a multicycle laser pulse as displayed in Fig. 3.3 (a).
Apart from the electric laser field (gray dashed line), two classical trajectories (red and
blue lines) are shown that start in different half cycles of the pulse but recollide at the
same time. This way, the same condition is reached as for the simulation carried out before
[Fig. 3.2 (c)]. In the following, it is shown that the CC transition occurs in common HHG
scenarios of an atom in a laser field and can play a significant role.
As a fully quantum mechanical model, we solve the 3-dimensional time-dependent
Schro¨dinger equation for a hydrogen atom with V (r) = −1/r in a strong field. Instead,
25
3 Interference model of HHG and continuum–continuum HHG
HaL


















































Figure 3.3: (a) Two classical trajectories (red and blue lines) starting from different half cycles driven
by a laser pulse (gray, dashed line) and recolliding at the same time. (b) displays the instantaneous
ionization rates of a hydrogen atom calculated via different models: ADK model (blue) [161, 162],
empirical ADK extension (red) [163] and fit function (orange) [164]. The dashing denotes where the
empirical formulas fail.
any other atom, ion or molecule could be selected. The peak intensity of 1016W/cm2 of
the laser pulse [shown in Fig. 3.4 (a)] is chosen such that almost complete depletion of










is shown in Fig. 3.4 (a), where w(τ) is the ionization rate. The frequently used analytical
ADK ionization rate wADK(t) defined in Refs. [161, 162] gives very accurate results for
tunnel ionization of atoms for laser intensities below the saturation intensity [see Eq. (2.2)].
In the present case, the saturation intensity of 1.4× 1014W/cm2 (∼ EBSI = 0.0625 a.u.)
for a hydrogen atom is exceeded and wADK(t) fails. A very accurate analytic description of
the ionization rate for intensities slightly in the saturation regime is given by the empirical
formula










of [163] with the fit parameter α = 6. Both, the comparison with numerical data [163]
and the decrease of the function for higher field strength [see red line in Fig. 3.3 (b)] show
limitations of the expression for larger laser field strengths. At this point the fit function
[orange line in Fig. 3.3 (b)]
wBauer(t) = 2.4E
2(t) (3.5)
of [164] is employed. We combine both formulas in the following way:
w(t) =
{
wLin(t) E(t) < 0.14 a.u.
wBauer(t) E(t) > 0.14 a.u.
This is in agreement with the numerical analysis drawn in [163, 164]. Note that the
ionization rate is only necessary for the analysis [e.g. Fig. 3.4 (a)] of the numerical
results but not for the solution of the TDSE. However, in Section 3.3, where an analytical
description of the CC response is developed, a precise knowledge of the ground-state
population is required.
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Figure 3.4: Time-frequency analysis of HHG showing the signature of CC wave packet interference.
(a) Driver pulse used in the simulation and the ground-state population calculated via [163, 164].
We do not show the population below 10−8 because the analytic model [see Eq. (3.2)] yields no
reliable results in this high-depletion case. (b) Windowed Fourier transform of the HHG emission on
a logarithmic scale. Dashed black lines: classically calculated kinetic energies of electrons returning
to the ion. Solid red line: difference between the two black dashed curves.
The depletion after the leading edge of the pulse will cause that CB transitions are
entirely suppressed and according to current theories no high-energy HHG is expected
any more. This regime offers us to observe the CC transitions isolatedly. Even though
the laser intensity (peak at 1016W/cm2) and accordingly the recollision energies (up to
500 eV) are larger than in most of the current HHG experiments, our results are not
specific to these intensities. The code QPROP [122] is used to solve the TDSE (see
Sec. 2.2.2.1). The following simulation parameters are chosen: a time step of ∆t = 0.01
a.u., a radial grid of rmax = 800 a.u. with a spacing of ∆r = 0.1 a.u. and a highest
angular momentum of L = 140. Again, the windowed Fourier transform of the dipole
acceleration (3.2) of the 3D TDSE simulation is calculated and shown in Fig. 3.4 (b).
To analyze the individual time-resolved frequency components contained in the dipole
response, Newton’s equations are used to calculate classical electron trajectories in the
laser field originating from the ion. In Fig. 3.4 (b), the classical CB (recombination)
energy of Ekin,1,2 + Ip (dashed black lines) as well as the energy difference Ekin,1 − Ekin,2
of the two returning classical trajectories (solid red), each vs. the time of recollision is
shown. We compare those to the dipole-response obtained from the quantum calculation:
until time t = 150 a.u., HHG emission is caused by CB transitions that are still rather
strong because the bound state has not been fully depleted [compare Fig. 3.4 (a) dashed
line]. After time t = 150 a.u., we can clearly observe both the signature of ground-state
(CB) recombination as well as CC interference by comparing to the classically calculated
return energies. Interestingly, the CC component of the dipole response is the dominant
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Figure 3.5: The classical recollision momenta for electrons ionized from either the two (red and
blue) main ionization time windows at the beginning of the laser pulse. Only, in a small temporal
region (gray shaded areas) the CC transitions are caused by trajectories having a velocity pointing in
opposite directions.
contribution for several half-cycles between t = 150 a.u. and t = 320 a.u. This is because
depletion of the ground state occurs around t = 150 a.u. and thus interference with and
recombination to the ground state can no longer take place. Instead, the two parts of the
wave packet, which have been ionized within the first two half cycles interfere steadily with
each other in the atomic potential for the remainder of the laser pulse. From Fig. 3.5 we
can see that the two wave packets mainly impinge onto the atom from the same direction.
The figure shows the recollision momentum of classical electron trajectories ionized from
either of two half cycles in blue and red. Therefore, the plot is similar to the dashed lines
in Fig. 3.4 (b) but instead of plotting the energy, the momentum is shown. The gray
areas mark the small time windows of recollision from opposite directions. Recollision
from the same direction is more efficient because the nucleus has to compensate for a
smaller momentum in order to conserve the overall momentum.
Note that the electronic interference described here is different from the optical inter-
ference of the harmonic field caused by the well-known short and long trajectories.
The significance of the signal is pointed out by estimating the photon yield in a small
energy window between 12 a.u. and 18 a.u.. Assuming a phase-matched gas volume with
radius 100 µm and length 1 mm having a density of 1018/cm3 and emitting into a solid
angle of 10−9 Sr, we calculate a yield of 103 photons per shot originating from CB transi-
tions within the time window of t = 110 a.u. and t = 155 a.u.. Between t = 155 a.u. and
t = 200 a.u., a photon number of 10−1 is emitted within this bandwidth mainly caused
by CC transitions. Laser systems with the typical kHz repetition rates could allow for a
measurement of this effect. The emission yield could potentially be enhanced by using
larger atoms and molecules with stronger core potentials.
In an experiment measuring the CB and CC transitions simultaneously, the impact of
the CC transitions on the spectrum is larger than the mentioned ratio of four orders of
magnitude between |a˜CB(ω)|2 and |a˜CC(ω)|2. In the spectrum, the contribution of the
arising cross term between both amplitudes would be only two orders of magnitude lower
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than the |a˜CB(ω)|2 term:
|a˜CB(ω) + a˜CC(ω)|2 ≈ |a˜CB(ω)|2 + 2Re a˜CB(ω)a˜CC(ω) . (3.6)
Therefore, in experiments, where a precise measurement of the spectrum is necessary, CC
contributions could appreciably influence the result.
3.3 Analytical theory of continuum–continuum HHG
In this section, an analytical theory of the CC recollision process and harmonic emission
is developed based on the strong-field approximation (SFA).
The standard approach to HHG within the SFA where the dipole moment d(t) =
−〈Ψ(t)|r|Ψ(t)〉 is calculated [128] is not sufficient since two plane continuum waves with
different momenta p′′ 6= p′ have a vanishing dipole moment 〈p′′|r|p′〉 = 0. This vanishing
dipole moment is a failure of the lowest order SFA-Volkov solution where no distortion of
the plane waves by the potential of the atom is included. To account for the impact of
the potential, we directly calculate the nonlinear dipole acceleration via the expectation
value of the acceleration (Eq. (3.1)) a(t) = −〈Ψ(t)|∇V |Ψ(t)〉 as is common practice in
numerical approaches. This way, the interaction of the electron with the core is included
which is needed for the momentum conservation of the CC transition [165]. Within the
dipole approximation (DA), the electronic wavefunction can be written as [see Eq. (2.14)]

















is the classical action. In addition to the common SFA ansatz [128], the ground-state
population n0(t) [see Eq. (3.3)] is empirically inserted, which is necessary in the OBI
regime [166].
Inserting (3.7) into the expression for the expectation value of the acceleration (3.1)
yields four contributing terms:
a(t) = − 〈φB(t)|∇V |φB(t)〉 − 〈φB(t)|∇V |φC(t)〉
− 〈φC(t)|∇V |φB(t)〉 − 〈φC(t)|∇V |φC(t)〉 (3.9)
The first term of this sum is zero because φB(t) is an eigenstate of the atomic potential
and does not radiate. The third term is the complex conjugate of the second term.
The dipole acceleration of the CB transition can be identified as
aCB(t) = −〈φB(t)|∇V |φC(t)〉+ c.c. (3.10)
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and of the CC transition as
aCC(t) = −〈φC(t)|∇V |φC(t)〉 (3.11)







dt′n0(t)n0(t′)〈0|∇V |p+A(t)〉〈p+A(t′)|r · E(t′)|0〉











dt′′n0(t′)n0(t′′)〈0|r · E(t′)|p′ +A(t′)〉〈p′|∇V |p′′〉
×〈p′′ +A(t′′)|r · E(t′′)|0〉e−i(S(p′′,t,t′′)−S(p′,t,t′)+Ip(t′−t′′)) . (3.13)




























dt′n0(t′)n0(t′′)〈0|r · E(t′)|p′ +A(t′)〉〈p′|∇V |p′′〉
×〈p′′ +A(t′′)|r · E(t′′)|0〉e−i(S(p′′,t,t′′)−S(p′,t,t′)+Ip(t′−t′′)) + c.c. . (3.15)
The photo-emission matrix elements contained in Eqs. (3.13) and (3.15) can be carried
out analytically:





px − qx (3.16)











Saddle-point approximation The integrals (3.12) and (3.15) cannot be solved exactly.
We apply the saddle-point approximation successively to all integrals over times and
momenta in the expressions (3.12) and (3.15) (valid for ω  Ip  Up) to carry out the
integrals. First, we start with the momentum integration. Note that both momentum
integrations in p′ and p′′ in Eq. (3.13) are independent in terms of phases. This means the
heavily oscillating exponential function can be separated into two parts depending either
p′ and p′′ and integrated isolatedly. The slowly varying prefactors cannot be factorized
in such a way but in the saddle-point approximation they are assumed to be constant
around the saddle points. The momentum saddle points are defined via ∇pS = 0, which
yields ps(t, t
′) = − ∫ t
t′ dτA(τ)/(t − t′) for a laser field linearly polarized along the x axis.
After the momentum integration, we obtain the following expressions:
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(t− t′)3 〈0|∇V |ps(t, t











(t− t′)3(t− t′′)3 〈0|xE(t
′)|ps(t, t′) + A(t′)〉
×〈ps(t, t′)|∇V |ps(t, t′′)〉〈ps(t, t′′) + A(t′′)|xE(t′′)|0〉
×e−i(S(ps(t,t′′),t,t′′)−S(ps(t,t′),t,t′)+Ip(t′−t′′)) + c.c. (3.19)
The time integration is more involved since the ionization matrix elements 〈0|x|p〉 pos-
sess a singularity at the saddle points ∂t′S(ps(t, t
′), t, t′) = 0 [and ∂t′′S(ps(t, t′′), t, t′′) = 0
for acc(t)]. For this reason the identity [68]










is employed before we carry out the saddle-point approximation. Plugging (3.20) into








































Finally, applying the saddle-point approximation by employing the identity
∫
dt eiS/S ′ =∑
s piie














n0(t′)n0(t′′)wcorr(t′)wcorr(t′′)D(t, t′)D(t, t′′) (3.24)
















































Figure 3.6: CC HHG by using an analytical approach based on the SFA for the same field as in
Fig. 3.4. (a) is the windowed Fourier transform of the acceleration within a chosen time window in
excellent agreement with the TDSE results of Fig. 3.4. (b) shows single-atom spectral photon yield
per solid angle per shot of the same time window as in (a).
and t′ < t′′. The ionization correction factor wcorr(t) was empirically inserted [111] as the
non-Coulomb corrected SFA contains only the Keldysh ionization rate wK(t) which is not
sufficient in this regime.
Results The analytically calculated dipole acceleration is shown in Fig. 3.6, for the same
laser field and in the same window size as for Fig. 3.4. The excellent agreement with the
TDSE results [compare Fig. 3.6 with Fig. 3.4] shows that the process is correctly described
by the SFA model. It further proves that the origin of the signal is the simultaneous
recollision of the continuum wave packets because we constructed the SFA model in that
way. Moreover, the SFA model gives a possibility of fast evaluation of the HHG response.
It also allows for a phase-matching analysis carried out in the next section.
3.4 Phase-matching properties of continuum–continuum
HHG
For a measurement of the CC harmonics it is crucial to learn about their phase–matching
behavior. As discussed in Section 2.3, phase-matching does not only depend on the char-
acteristics of the gas medium and the laser field geometry but also on the emission dipole
phase. This intrinsic phase has a characteristic intensity dependence that is usually ex-
ploited to balance the phase-mismatch employing an intensity gradient in the focus. If the
characteristic intensity dependence would be different for the CC harmonics as compared
to the CB harmonics, the CC contribution could be selected to be the only macroscopic
HHG contribution. The intensity dependence of the emission phase is analyzed by means
of our SFA model in a similar way as in Ref. [168]. In general, several quasi-classical
trajectories j contribute to the Fourier transformed dipole moment d˜(ωH) at a certain




























































































Figure 3.7: Intensity dependence of α of several quantum orbits at the harmonic frequency ωH = 8
a.u.. The time window between t=150 a.u. and t=220 a.u. is analyzed for the laser pulse shown in
Fig. 3.4 (a) where we have 6 different contributions to the energy: short and long trajectory of the
second ionization time window (a) and short and long trajectory of the first ionization time window
(b) and (c) shows the “short” and “long” trajectory of the CC transition.
where j = {CB,1; CB,2; CC} denotes the different orgins for the transition. CB,1 means
the CB HHG from a trajectory ionized in the early ionization window (e.g. the red line
in Fig. 3.3 (a)) whereas CB,2 is from the later ionization window [e.g. the blue line in
Fig. 3.3 (a)]. CC marks the contributions from the CC transitions. For energies below
the CC cutoff, we have 6 contributions from each branch [see Fig. 3.6]. The intensity
dependence of the phase of each contribution is expressed via the parameter αj defined
by φj(I) = αjI.
The phase φj(I) can be determined from the SFA model above. In a second step
the expression is Gabor transformed [windowed Fourier transform, similar to the time-
frequency analysis of Eq. (3.2)] with respect to intensity I to obtain αj. For this purpose
the intensity-dependence of the phase of dj can be neglected. The results are shown in
Fig. 3.7 for a photon energy of ωH = 8 a.u. where 6 different contributions exist. (a)
and (b) are the usual CB transitions showing two contributions each: long and short
trajectory. (a) and (b) differ in their half cycle of ionization: the signals in (a) come from
trajectories ionized around t = 70 a.u. whereas (b) has an ionization time window around
t = 120 a.u.. (c) is the intensity dependence of α for the CC transition investigated in
this chapter.
The results show that the phase of the CC transition arising from the difference between
the two trajectories has a different intensity dependence (c) than the CB transitions (a)
and (b).
It can be intuitively explained as follows: In the SFA model the phase of the CC
transition
φCC(I) = SCB,1(ps(t, t
′′), t, t′′)− SCB,2(ps(t, t′), t, t′) + Ip(t′ − t′′)− ωHt (3.28)
is the difference of the phases between both CB transitions (apart from −ωHt) where S is
the action defined in (3.8). The sign between SCB,1(ps(t, t
′′), t, t′′) and SCB,2(ps(t, t′), t, t′)
arises this way because the time derivative of φCC is the photon energy and has to be
positive.
φCC(I) is apart from −ωHt the difference of the phases of the two CB transitions:
αCC ≈ αCB,2 − αCB,1. As αCB,i can be intuitively understood as a measure for the
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sensitivity of the phase to the laser intensity for the respective trajectory. The sensitivity
is much larger for the trajectory that is longer in the continuum which means ionized
earlier and, therefore, αCB,1 > αCB,2. Thus, the sign of αCC is different to the sign of
αCB,i.
Moreover, αCC has a similar smooth behavior and is of the same order of magnitude.
For this reason, we expect that these harmonics can be selectively phase-matched by
using certain focusing parameters or a specifically chosen regime in a gas cell and the CB
harmonics can be suppressed at the same time.
From Fig. 3.7 we read off the following values: two CB transitions from the wave packet
ionized at the first peak of the laser pulse (αCB,1,s = +0.6 × 10−13cm2/W and αCB,1,l =
+1.5 × 10−13cm2/W for the short and long trajectory, respectively), two CB transitions
from ionization at the second peak (αCB,2,s → 0 and αCB,2,l = +1.4× 10−13cm2/W) and
the two CC transitions (αCC,s = −0.6× 10−13cm2/W and αCC,l = −0.1× 10−13cm2/W).
As result, and explained by the difference-energy mechanism, the sign of α for CC vs
CB harmonics is found to be different and thus allows to experimentally isolate the CC
harmonics.
3.5 Applications
In this chapter, we have pointed out that atoms can emit harmonics even in the satu-
ration regime by a new type of HHG transition. By means of our analytical model, the
phase-matching behavior of the CC harmonics has been investigated and it is shown that
conditions for isolated CC emission could be found. Besides the fundamental interest in
understanding HHG, the CC HHG could even be used for applications. Since the CC
singal has different properties than the CB signal, it can offer new prospects.
CC HHG may qualitatively advance and complete tomographic molecular imaging:
Instead of sensing the orbital shape of the active electron [32, 33], the effective potential
could be measured. This is because the detailed structure of the potential enters the CC
transition in Eq. (3.25) via the matrix element 〈p′|∇V |p′′〉 which is the Fourier transform
of the gradient of the effective potential. It is not restricted to an ionic potential but
also valid for molecules. From a measurement of the harmonic spectrum this matrix
element could be potentially extracted. This could be particularly interesting for larger
molecules, where the entire molecular potential, i.e. mainly the positions of all nuclei,
would be mapped out, not just the few highest-lying molecular orbitals.
Moreover, it is known that an electron ionized from one isolated atom cannot coherently
recombine with another atom to produce CB HHG, as there is no phase relation among
isolated atoms. However, the phase of the CC transition does not depend on any bound-
state portion of a wave function, only on the shape of the potential. It would allow for
coherent interferences in another atomic or more complex potential even if they are some
fixed distance away.
Also, CC transitions contribute to harmonic energies below Ip on which currently a
frequent discussion exists about their underlying mechanism [169–172].
Additionally, the unique phase-matching behavior could allow for HHG emission in
entirely new regimes or different field geometries.
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A theoretical model capable of describing relativistic HHG from macroscopic gas targets is
developed. It is applied to two different laser setups. Both are examined, optimized and
suitable phase-matching schemes are found. Crucial issues determining the macroscopic
HHG yield are discussed in detail.
HHG is a very valuable source of coherent soft x-ray radiation in the nonrelativistic
regime. With the state-of-the-art technology, coherent x rays of up to ∼ 3 keVs [30]
can be generated. A further increase of the photon energy can in principle be achieved
by an increase of the laser intensity [see cutoff law Eq. (2.1)]. However, the applicable
laser intensity is limited by the relativistic electron drift (see Section 2.1.1) that otherwise
results in a dramatic suppression of the HHG efficiency.
Various methods to counteract the relativistic drift have been proposed. However, no
universal solution has been found, each method has its drawbacks. To suppress the drift,
highly charged ions moving relativistically against the laser propagation direction [70,71]
or a gas of positronium atoms [72, 73] can be used. Different combinations of laser fields
have also been proposed for this purpose such as a tightly focused laser beam [173], two
counterpropagating laser beams with linear polarization [67,74,77] or with equal-handed
circular polarization [77, 78]. In the latter field configuration, the relativistic drift is
eliminated. However, in this scheme the phase-matching is particularly problematic to
realize [79]. In the weakly relativistic regime, the Lorentz force can also be compensated
by a second weak laser beam being polarized in the strong beam propagation direction [68].
Two consecutive laser pulses or the laser field assisted by a strong magnetic field have
been proposed as well [75, 76] but this requires large magnetic fields and dilute samples.
Additionally, it has been pointed out [80–83] that strong attosecond pulse trains (APTs)
employed as a driving field for HHG can be very useful to suppress the relativistic drift.
All these efforts have only addressed the emission probability of a single atom rather
than coherent emission from a macroscopic gas target. Investigations to determine the
photon yield from such gas targets in the relativistic regime still present a gap in existing
research.
In this chapter, we examine the feasibility of phase-matched harmonic emission from
an underdense plasma of multiply-charged ions for two relativistic HHG setups. Suitable
phase-matching schemes for both setups are proposed.
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4.1 Macroscopic model for relativistic HHG
4.1.1 Macroscopic HHG yield
In the first part of the chapter, a model is developed to calculate the harmonic spectrum
from a macroscopic gas target suitable for relativistic laser intensities. The standard
approaches [142, 174] employed in the non-relativistic regime are not applicable because
they are based on the dipole moment to calculate the single-atom yield. This approach
fails for sufficiently small wavelength because retardation between different emission points
become important [175]. Instead of the the single-valued dipole moment, our approach
uses the complete current density distribution of each atom. Retardation between different
emission points within the distribution are taken into account by a phase factor. The
link between the microscopic (atomic) current density j and the macroscopically emitted











The current density was splitted into two parts j = j⊥+ j‖ where the longitudinal current
density fulfills ∇× j‖ = 0 and the transversal current density ∇· j⊥ = 0. Due to the large
harmonic frequencies absorption of the harmonic photons can be neglected [174] because
their energy is much higher than the largest atomic transition energy. The current density
j will be exclusively determined by the HHG process.
With the following definitions of the Fourier transform (used throughout Sec. 4.1)
f˜(ωH) =
∫













i ωH j˜⊥, (4.4)
where kH = ωH/c. The solution of the equation is acquired by means of the Greens
function:
E˜H(x







The complicated near field structure of E˜H(x
′, ωH) can be very complicated. For calcu-
lating the overall HHG photon yield, the knowledge of the far-field spectrum is sufficient.
Thus, we can restrict the calculation to far-field zone (kHR  1) with the approxima-
tion [176]:
R = |x− x′| ' x′ − x · n′ (4.6)
with being n′ = x
′
x′ the unit vector with the direction (φ) pointing to the observation
point x′. We restrict ourselves to radiation emitted along or with small deviations to the
propagation direction of the laser and, therefore, j ≈ j⊥.
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Figure 4.1: Geometry of the medium and detector including the definitions of the coordinates.
The dashed lines denote the divergence angle of the harmonic radiation. The box on the right
schematically shows the measured angular distribution.
Moreover, the absolute phase of the harmonic electric field at the observation point is
not important and can be separated out:
E˜H,0(n







where kH = kHn
′. The total current density is superimposed by the current densities
ja(x, t,xa) of the single atoms at xa:






where ρ is the number density of the atoms. The previous formula (4.8) is based on the
assumption of a continuous and homogeneous atomic distribution in space with a number
density ρ. Inserting (4.8) into (4.7) yields the final expression for the macroscopically
emitted harmonic field
E˜H,0(n














d3xa j˜a(xa, ωH ,kH). (4.10)
4.1.1.1 Emitted energy
The overall emitted energy can be obtained via integrating the Poynting vector S(r, t)





















−iωH tE˜H(n′, ωH) (4.12)
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dωH |E˜H(n′, ωH)|2 (4.16)

















4.1.2 Single-atom current density
So far, the macroscopic HHG yield has been calculated by means of classical electrody-
namics and under the assumption that the atomic current density is known. In order to
determine the single-atom contributions via the single-atom current density, relativistic
quantum mechanics has to be applied. The Klein-Gordon current density of a particular








where jˆ = pˆ+AL(x)/c and the solution Ψ(x) of the Klein-Gordon equation [see Eq. (2.31)].
In the following, “·” denotes the product between four-vectors in case no bold symbols
are employed. The time-space coordinate is x = (ct,x), the wave vector is k = (ω/c,k)
and the metric tensor is gµν = diag(1,−1,−1,−1).
By a Fourier transformation the spectral current is obtained:











d4xΨ∗(x)(ˆj+ jˆ+)Ψ(x)eiωH t−ikHx . (4.21)
The “+” in jˆ+ denotes that the operator acts to the left and is complex conjugated.




′) and applying the assumptions [128, 179] of neglecting bound-bound and free-free













d4x′eikH ·xφ∗(x− xa, t)ˆjG(x, x′)VAI(x′)φ(x′ − xa, t′) (4.23)
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where φ(x) = φ0(x)√
2(c2−Ip)
exp{−i[(c2− Ip)t+x ·AL/c]} includes the nonrelativistic ground-
state wave function φ0(x). In the last step, VL was exchanged by VAI which can justified
by means of the Klein-Gordon equation and a partial integration [104,137,179]. Moreover,
at this place jˆ and jˆ+ lead to the same result. This can be seen, when the time integration
it transformed to phase integration which will be done later [see e.g. (4.40)]. In this case,
the space integration becomes the matrix element 〈0|ˆj+ jˆ+|p+. . .〉 = 2〈0|ˆj|p+. . .〉 because
jˆ is hermitian.
The Volkov propagator G(x, x′) in a plane wave laser field is given as [137,179]





[− i SL(x, x′)] (4.24)
with
SL(x, x









where η = k · x.
Eq. (4.23) can be rewritten to









d4x′φ∗(x− xa, t)VH(x)G(x, x′)VAI(x′)φ(x′ − xa, t′)
(4.26)






The current density is now in an analogous form to the HHG emission matrix element
(see e.g. [81,82,179])
4.1.2.1 Electronic wave function
The wave function of an electron in a plane wave laser field is known analytically [see
Volkov propagator (4.24)]. In order to make phase-matching possible, it might be nec-
essary to add additional laser fields or to have spatial inhomogeneities in the laser field.
Perturbations of the pure plane wave field AL(η) can be taken into account by an expan-
sion of the action and the application of the eikonal approximation [180].
The electronic wave function is described by the Klein-Gordon equation
(∂µ∂µ + c
2)Ψ(x) = VΨ(x) (4.27)
where V = VL + Vp is the sum of the potential of the laser and the perturbative laser
field and V = 2iA(η)
c
∇− A2(η)/c2 and A(η, z) = AL(η) +Ap(η, z). In order to solve the
equation, the ansatz
Ψ(x) = exp(i(SL + Sp)) (4.28)
is employed assuming that SL is given by (4.25). Thus, exp(iSL) solves the unperturbed
equation where A(η, z) = AL(η). Inserting the ansatz (4.28) into (4.27), one finds
1
c2












4 Macroscopic relativistic HHG
We apply the eikonal approximation to the former equation by assuming that Vp changes
in space much slower than the wave function and Vp  VL. The former condition is
equivalent to ∇2Sp  (∇Sp)2 and we can drop i∇2Sp. The term −(∇Sp)2 can be omitted
because ∇SL  ∇Sp. With analogous arguments the terms i∂2t Sp and −(∂tSp)2 can be





























From the comparison the following relation can be found











(∇SL +AL(η˜)/c+Ap(η˜, z(η˜, η))/(2c))Ap(η˜, z(η˜, η))/c
k · p . (4.34)
Therefore,




(px + A(η˜, z(η˜, η))/(2c))A(η˜, z(η˜, η))/c
k · p , (4.35)
where A(η, z(η˜, η)) = AL(η) + Ap(η, z(η˜, η)) and we find from the characteristics





































The integral in (4.36) can be omitted in case the z-dependence of Ap along the trajectory
is negligible.
After these general considerations, we discuss two different setups to generate relativistic
harmonics in the remainder of this chapter in detail.
4.2 Relativistic phase-matched HHG from
counterpropagating APTs
One promising proposal for a relativistic HHG setup is to employ two counterpropagating
attosecond pulse trains (APTs) discussed in detail for a single atom in [82,83]. We advance
this investigation by considering the emission from a whole gas target. Therefore, the
theory developed in Section 4.1 is applied.
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Figure 4.2: The HHG setup with counterpropagating APTs from single-atom perspective: The
classical trajectory of a rescattered electron of a single atom in the gas target. After ionization by
pulse 1 it is driven in the same pulse (light blue), propagates freely after the pulse has left (gray
dashed) and is driven back to the ion by the second laser pulse (dark blue).
4.2.1 Single-atom perspective
The applied setup for relativistic HHG is shown in Fig. 4.2. The driving fields are two
counterpropagating APTs consisting of 100 as pulses with a peak intensity of the order of
1019 W/cm2 and a spectral range of about 20eV. Such pulses could be generated in the
future by employing the relativistic oscillating mirror of an overdense plasma surface in
a strong laser field [181,182] which can have a HHG efficiency approaching a few percent
for harmonics less than 100 eV, as particle-in-cell simulations show [183].
As HHG target medium, an underdense plasma of O6+ ions (ionization potential Ip =
27.18 a.u.) is used where the laser field strength is in the tunneling regime for the bound
electron. Neutral atoms are not able to emit relativistic harmonics since the strong
electric field strength ionizes the ground-state wave function rapidly and the ground-state
population is depleted before parts of the continuum wave function can recollide. This
suppresses HHG from the outer shell electrons (see [102, 184] and Sec. 2.1 and 3.1.1).
The plasma is immediately formed when the first laser pulse of relativistic intensity is
applied to a neutral atomic gas. This is because the outer shell electrons of an oxygen
atom are almost instantaneously ionized due to a much smaller binding potential (0.5 a.u.
– 5.1 a.u.) in contrast to the two remaining electrons in the 1s-shell. HHG is produced
only by the tightly-bound inner electron having an ionization potential large enough to
prevent saturation but small enough to allow for tunneling at the considered relativistic
intensities. The O6+ emission is slightly reduced by the depletion to O7+ on a few percent
level. The O7+ emission is not phase-matched in the proposed phase-matching scheme
that is introduced below.
First, we concentrate on describing the generation process in view of a single atom, see
Fig. 4.2. The electron is liberated by the first pulse, driven by the pulse in the continuum
and undergoes the relativistic drift. This part of the trajectory is indicated by the light
blue coloring [in Fig. 4.2]. Thereafter, the electron propagates freely (gray dashed) in
the continuum. A moment later, the second pulse reaches the electron, it reverts the
drift and realizes rescattering (dark blue). The drift compensation is very efficient as
one can deduce from Fig. 4.3 (a): the single-atom spectral emission rate of the present
setup is calculated twice. Once fully relativistically (black) and second (blue) within
the dipole approximation (DA) where the drift is neglected. The heights of the plateaus
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coincide meaning that the setup exhibits no significant drift any more. Note that in
the DA calculation the relativistic mass shift is included via the leading kinetic energy
part of the Hamiltonian [116, 178] Hkin =
√
p2c2 + c4 − c2 ≈ p2/2 − p4/(8c2). The rate
for the applied setup [the black curve in Fig. 4.3 (a)] is much larger than the one for a
conventional laser field [the black curve in Fig. 4.3 (b)] with the same cutoff. In the latter
case, due to the drift, the rate would drop rapidly with increasing laser intensity. When
comparing both DAs (blue curves), we observe a small suppression of the discussed setup
compared to the conventional field because the recolliding classical trajectories start in a
smaller relative time window compared to a conventional sinusoidal field. In our scheme
only a small fraction of the starting trajectories actually reencounters the core, whereas
for a sinusoidal field half of the trajectories revisit the ion [see Fig. 2.1 a)]. On the
other hand, the pulse shape of the APT offers an increased ionization probability in this
time window but the first effect is stronger. The laser field strength of the discussed
setup (E0 = 21 a.u.) is higher than for a conventional setup (E0 = 2.7 a.u.) to reach
the same cutoff. It is caused by the larger center frequency of the APT that lowers the
ponderomotive potential Up = (E0/2ω)
2.HaL























Figure 4.3: Single-atom HHG rates via [82]: (a) represents the discussed setup (Fig. (4.2)) either
fully relativistically (black) or in DA including the relativistic mass shift (blue); the delay between
the two pulses of the APT is 1.5 fs, the laser field strength E0 = 21 a.u., and Ip = 27.18 a.u. (O6+);
(b) displays the scenario for a conventional propagating laser field (black) with E0 = 2.7 a.u., Ip =
7.35 a.u. (hydrogen-like ion), and (blue) the latter within the DA including the relativistic mass shift.
The indicated parameters are chosen such that both the cutoffs and the average ADK-tunneling rates
are the same for the two fully relativistic curves [black curves in (a) and (b)].
4.2.2 Macroscopic perspective
We continue to describe the macroscopic properties of the setup. The contributions
of different parts of the medium to the harmonic emission are shown in Fig. 4.4. As in
common HHG scenarios, the medium mainly emits along the driving field propagation axis
(z-axis) to the left as well as to the right direction for symmetry reasons. As the emission
mechanism is symmetric towards both directions, we can concentrate on the emission to
the right direction. In this case, recombination has to be necessarily arranged by a pulse
also propagating to the right because then the emitted harmonics and the pulse triggering
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Figure 4.4: The HHG setup with counterpropagating APTs from a macroscopic perspective: the
small dots denote the atoms. The two driving APTs are shown in different blue color shades at the
moment of overlap. The arrows indicate their propagation direction. The medium is divided into
different zones separated by the dashed lines and indicated by A,B,C,D,E. The harmonics emitted
from the green (dark) area propagate along the red (wavy) arrow. HHG from shaded (light green)
areas is damped.
recollision propagate in the same direction. Opposite directions would result in a strong
phase-mismatch. Fig. 4.4 shows the setup at the time when the counterpropagating APTs
overlap. All ions in the shaded zones (A,C,E) have previously experienced a pulse (e.g.
pulse 1 or 3) propagating to the left and have potentially been ionized by such a pulse.
Next, these parts of the medium will experience a pulse propagating to the right and
emission in this direction will be possible until other pairs of pulses overlap (e.g. 2 and 3).
Thereafter, the white zones (B,D) fulfill the requirement of emission to the right. Note
that contributions of atoms experiencing two pulses simultaneously (light shaded areas)
are frustrated due to the chaotic trajectories of the ionized electrons in this region [185].
This limits the volume in longitudinal direction to about 1/3 of its complete length and
thus the possible pulse delays are between 1− 2 fs.
4.2.3 Mathematical model
The driving APTs are assumed to be plane waves and are numerically propagated in one
dimension in the relativistic free electron background using the finite difference method.




















where t′ = t − z/c is the time coordinate in a moving grid and F is the Fourier trans-
form operator with respect to t′. The equation is derived in [174] for the electric field
with the assumption of a slowly varying envelope. We transformed the equation from
the electric field (EL = −∂tA(t)/c) to the vector potential because it is required to
calculated the current density (4.26). Additionally, we empirically inserted the factor
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[186,187] to account for the relativistic mass shift modifying the plasma
frequency ωp.
The laser field is assumed to be independent from the transversal coordinate, i.e., loose
focusing conditions are imposed. A tight focusing would result in a large phase-mismatch
(see Sec. 2.3). A consequence of the plasma dispersion is the deformation of the pulse
shape as demonstrated in Fig. 4.5. Therefore, the plasma density is limited to a maximum
value that the deformed pulse shapes still fulfill the recollision scheme: when the difference
between the two pulses driving the process becomes too large, the relativistic drift cannot
be compensated. Moreover, we assume that the density of the free electrons is constant
because O6+ is almost instantaneously reached and the outer shell ionization time of the
1s electrons is small compared with the laser period.
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Figure 4.5: (a) Initial electric field of the laser pulse; (b) laser pulse after a propagation length of
12.5µm through a plasma of O6+ with a number density of 1019/cm3.
In order to find the overall HHG yield, the spectral photon number dN
dωH
in the far
field is calculated via (4.18) and via the spectral electric field (4.10). The last expression
is a spatial integral over all single-atom current densities. The emitted harmonics have
the same polarization direction (along the x-axis) as the incident laser field. The x-
component of the spectral electron current density of a single multiply charged ion in a











d4x′φ∗(x−xa, t)VH(x)G(x, x′)κ(t′)VAI(x′)φ(x′−xa, t′),
(4.38)
We included a tunneling correction factor κ(t) =
√
wADK(t)/wK(t) upgrading the Keldysh
tunneling rate wK(t) contained in the SFA to fit the ADK-ionization rate [111]. As dis-
cussed, we only consider the relevant scenario of interaction in which the electron is
initially driven by one pulse and then taken by the second counterpropagating pulse real-
izing the rescattering with the atomic core, i.e., the electron successively moves in different
counterpropagating pulses. Accordingly, in each stage of the excursion, we approximate
the Green function by the Volkov Green function G(x, x′) in a field of the appropriate
single attosecond pulse (see [82]):
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where GV1,2(x, x
′) are the Volkov Green functions [137, 179] for the electron motion in the
first and second pulses, respectively. The time-space coordinate xB = (ctB,xB) indicates
the intermediate moment between the two pulses when the first laser pulse has already
left the wave packet of the active electron and the second laser pulse has not acted yet.
The space integration in (4.38) is shifted by xa and an integral transformation to the
phases (η′′ = ωt + kLz′ and η′ = ωt − kLz′, where kL = ω/c) of the counterpropagating
laser fields is applied. It yields










× exp{− i[S2(xa,p, η′, tB − zB0 /c) + S1(xa,p, tB + zB0 /c, η′′)




mH(p, η′, η′′) =






















(εp + Ip − c2) |V | 0
〉
,
and Si(xa,p, η, η
′) =
∫ η
η′ dη˜ (ε˜p,i(xa, η˜)− c2 + Ip) /ω the quasiclassical action with the elec-
tron energy in the laser field ε˜xa,p,i(η) = εp + (p+AL,i(xa, η ± kLxa)/2c) ·AL,i(xa, η ±
kLxa)/(cΛi(p)). The subindex i denotes whether the pulse propagates to the left or right.
Eq. (4.40) is evaluated in the saddle-point approximation because the tunneling regime
applies. Using j˜a(xa, ωH ,kH) = j˜a(xa, ωH , kH zˆ) exp(−i(kH,xxa + kH,yya)), the emitted
harmonic field from (4.10) is found to be
E˜0(r
′, ωH) = i
ωH
c2R
ρF (kh, θ, rm)
∫
dzaj˜a(za, ωH , kH zˆ) (4.42)
where














the Bessel function J1 of first order and rm the radius of the cylindrical medium. We
assumed a homogeneous current density in radial direction.
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4.2.4 Intrinsic harmonic phase
It is crucial for a considerable macroscopic yield that phase-matching is achieved. Math-
ematically, it reflects a negligible phase variation ∆ϕ of the integrand in (4.42) along
the propagation length: ∆ϕ = ∆arg j˜a  pi. This phase is calculated for the consid-
ered case of the two counterpropagating laser pulses depending on the position in the gas
and displayed in Fig. 4.6. We observe a strong phase variation of much larger than pi
along a distance of much less than 1µm (= 20000 a.u.). The coherence length is only few
atomic units. This translates into a heavily oscillating integrand of the phase-matching
integral (4.42) and results in an extensive cancellation between emissions from different
atoms.
















Figure 4.6: The figure displays the phase of the current density arg j˜a depending on the position in
propagation direction for the parameters mentioned in the main body of the text. The inset is the
same but on a different scale.
We examine the phase difference of the harmonics emitted from different ions separated
by a distance ∆z along the propagation direction derived from (4.40):















H , ωp being the electron plasma frequency and vg the group velocity of the
driving laser pulse, whereas the last term ϕi is the single-atom emission phase depending
on the laser field conditions [188] (see Sec. 2.3). This intrinsic phase ϕi is determined by
the classical action of the electron trajectory recolliding with the specific harmonic energy
and is an integral over the electron’s energy in the laser field plus the binding energy. To
illustrate our numerical results, the integral can be estimated as ϕi ≈ (αUp(xa)+Ip)τ(xa),
with the local ponderomotive potential Up(xa) = (E0(xa)/2ω0)
2, the electron excursion
time τ(xa), a numerical constant α, the local laser field amplitude E0(xa) and a central
frequency of ω0. Thereby, we take into account that during the relativistic motion in the
laser field, the electron energy is proportional to (E0/ω0)
2, see, e.g., Ref. [114]. αUp(xa)
estimates the average electron energy in the short laser pulse. In fact, the harmonic
single-atom cutoff of this field configuration can be estimated in good approximation by
3.2Up + Ip.
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Figure 4.7: The figure displays the optimized peak electric field variation in the first interaction zone
(A in Fig. 4.4). The excursion time increases to the right.
Thus, ϕi depends on the laser intensity as well as on the delay between the two pulses.
The latter, being unique for this laser setup, mainly affects the electron excursion time
τ(xa) and varies along the propagation direction. In order to achieve phase-matching, one
can vary the laser intensity along the propagation direction to balance the intrinsic phase
with the phase slip due to dispersion. The intensity variation required for a constant
complex phase of arg j˜a within the entire medium is calculated numerically and shown in
Fig. 4.7 for the first interaction zone. It is optimized for the long trajectory of 50 keV
energy but could be accomplished for any energy value below. Note that only one of
the short and long trajectories can be phase-matched since their classical actions are
different. The eikonal-Volkov approximation [180, 189] (see Sec. 4.1.2.1) is applied for
the analytical description of the spatial variations of the laser field in the expression for
G(x, x′). This is justifiable because the additional driving field causing the modulation
perturbs the electron energy only slightly. Consequently, the second derivatives of the
additional phase of the electron wave function as well as the square of the additional
phase are neglected in the Klein-Gordon equation. The experimental realization of the
phase-matched scheme could be achieved, e.g., with a modulated hollow core waveguide.
4.2.5 Emission spectrum
We employ a medium length as short as the spatial extent of the APT to minimize
dispersion. In our simulation, each APT consists of 15 pulses with an APT duration of
40 fs. Our calculations show that in the case of longer APTs, the pulses in the train
strongly spread due to dispersion and overlap, thus, violating the condition for the drift
compensation. All pairs of pulses have almost the same coherent contribution to the
overall yield. Since the pulses in different zones have experienced a different propagation
length through the plasma, their shapes slightly differ. However, phase-matching still can
be maintained by slightly adjusting the modulation profile, as long as the pulse shape still
fulfills the recollision scheme. The phase-matching scheme imposes a strong demand on
the jitter of the laser field ∆E/E: ∆Upτ  1 yields ∆E/E  (Upτ)−1 ∼ 10−4. We chose
a gas density of ρ = 1019/cm3 (ionized by the laser as described before), a diameter of
1mm and a length of 12.5µm for the interaction volume.
The emitted spectral photon number is shown in Fig. 4.8. An integral over the spectrum
yields an emitted photon number of 10−7 at 50 keV per one collision of APTs which
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Figure 4.8: (a) Emitted spectral photon number [via (4.18)] of the setup for the medium described
in the text. Note that spikes at integer multiples of ω do not appear due to a local averaging. (b)
displays the emitted HHG pulse. The blue line is the intensity whereas the dashed red line is the
nonlinear phase of the HHG pulse. The latter has only small variation and thus the pulse is near to
its bandwidth-limited duration.
corresponds to a signal of about 10 photons per day at a assumed 1 kHz repetition
rate. Note that the choice of the atomic species is rather flexible. Multi-electron highly
charged ions offer an enhanced recombination probability due to core polarization [109],
but produce a larger electron background that can be balanced by a lower gas density.
The overall efficiency is maintained or could even be enhanced. The bandwidth of phase-
matched HHG in this scheme is about 150 eV near the cutoff and pulses with a duration
of about 35 as can be produced.
4.2.5.1 Formula for estimating the photon yield
Before continuing to discuss the small HHG yield, we show how the emitted photon




×∆N × Ω×∆t× V 2ρ2N3 (4.45)
Here, dwn
dΩ
is the single-atom emission rate that can be calculated from [82] for the present
setup and is similar to the single-atom current density Eq. (4.38), ∆N is the phase-
matched frequency bandwidth, ∆t the interaction time that is approximately the delay
between both pulses, ωH the angular frequency of the emitted harmonics, V the volume
if coherently emitting atoms, ρ the atomic density and N the number pulses per train.
Equation (4.45) states that the harmonic yield scales as ∼ N3 with the number of pulses
per train. Every pulse of the first train interacts with N pulses of the other train. All N
contributions add up with the same phase (phase-matching provided). Contributions from
other pulses of the first train are phase-shifted by ein2pi. Therefore, the totally emitted




∣∣∣2 = ∣∣∣N 1− ein2piN
1− ein2pi
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neglecting the frequency dependence of the other factors. An averaging over n of the
previous formula yields the factor N3 in (4.45).
To estimate the photon number via (4.45), numerical values for each factor are needed:
the single atom emission rate is dwn
dΩ
≈ 10−22 [see Fig. 4.3 (a)]; the phase-matched fre-
quency bandwidth can be deduced from Fig. 4.8 (a): ∆ωH ≈ 0.1 keV → ∆N102th; the
solid angle in the far field is determined by the interference pattern of a circular aperture




)2 ≈ 10−16, where ωH = 50 keV and medium radius ra = 107a.u. are
assumed; the interaction time ∆t ≈ 102 a.u. can be approximated by the delay between
both pulses; the volume is cylindrical Vzone = pir
2
a∆za = pi 10
14 × 3 × 103 = 1018 and,
therefore, V 2 ≈ 1036; the plasma density restricted by the dispersion is nA = 1019/cm3;
assuming that the APT was generated by a 30 fs fundamental pulse, it consists of N = 15
attosecond pulses.






×∆N × Ω×∆t× V 2zoneρ2N3 (4.47)
= 10−22 × 102 × 10−16 × 102 × 1036 × 10−12 × 103
= 10−7
in agreement with the previous accurate calculation. This kind of estimation can be
performed for other HHG experiments with different laser configurations as well. For
instance, we can use the experimental parameters of [40] where in an efficient way 80 as






×∆N × Ω×∆t× V 2zoneρ2 (4.48)
= 10−17 × 101 × 10−9 × 102 × 1041 × 10−12
= 10+6
The large ratio between (4.47) and (4.48) arises mainly due to the single-atom yield dwn
dΩ
,
the emission angle Ω and the phase-matching volume. Please note that in the same way
as the emission angle decreases from (4.47) to (4.48), the phase space volume contained
in dwn
dΩ
decreases. Therefore, the actual decrease of the other factors in dwn
dΩ
is much larger.
In the following, these factors are analyzed.
4.2.6 Efficiency analysis
The small magnitude of the harmonic signal compared with current xuv HHG yields
(e.g., [40]) can be explained by investigating the general expression for the spectral HHG
photon rate N˙n for phase-matched emission [80,81,111] of the harmonic order n = ωH/ω
from a fixed gas volume
N˙n ∼ wi(ti) |〈0|VH |p〉|2 (v2⊥τ 2∂ωH/∂ti)−1. (4.49)
Here, wi(ti) is the ionization rate with the ionization time ti, 〈0|VH |p〉 is the recombination
amplitude and the last factor accounts for the dynamical properties of the wave. v2⊥τ
2 is
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the transversal cross section of the recolliding electronic wave packet where transversal
spreading velocity is v⊥, and τ is the excursion time of the electron. ∂ωH/∂ti is the so-
called electron wave packet chirping factor which is illustrated in Fig. 4.9 and is described








































Figure 4.9: Schematic illustration of the chirping factor ∂ωH/∂ti: the harmonic bandwidth per unit
ionization time. The insets show harmonic spectra for laser fields (black line) of either low (a) or
high (b) intensity. The ionization time window ∆ti resulting in HHG is marked on the time axis,
where the colors indicate the harmonic frequency originating from the particular ionization time. ∆ti
remains unchanged under the increase of intensity but the bandwidth of the contained harmonics
increases from (a) to (b), consequently, decreasing the ionization propability per harmonic frequency
expressed by an increase of the chirping factor.
We proceed by analyzing the scaling of N˙n with increasing laser intensity at a harmonic
energy near the respective cutoff provided that wi(ti) is kept constant by an appropriate
choice of Ip. The recombination amplitude decreases with increased electron energy fa-
voring scattering rather than recombination. Its scaling depends on the shape of the ionic





a zero-range potential with Ip  ωH and p2 ∼ ωH . Regarding the last term of Eq. (4.49),
which is derived from the functional determinant and is attributed to the wave-packet




p ∼ (ωH/Ip)1/4 and illustrate
the chirping factor in Fig. 4.9. It describes that the bandwidth of the harmonics emit-
ted from a fixed ionization time window rises with increasing laser intensity (i.e. the
ionization probability per harmonic decreases because the overall number of harmonics
increases) and can be estimated as ∂ωH/∂ti ∼ ωH/∆ti. Thus, the photon emission rate
in a constant bandwidth for a zero-range potential scales as N˙n ∼ Ip/ω3.5H . A rough esti-
mate for the scaling of Ip at a constant ionization rate can be derived fixing the common
tunneling exponent yielding Ip ∼ E2/3 ∼ ω1/3H and, consequently, N˙n ∼ 1/ω3.17H . The
decrease for a hydrogen-like potential is even more dramatic. Therefore, the HHG photon
yield decreases with rising photon energy due to the decreased probabilities of ionization
per harmonic and the reduced recombination cross section. Our analysis points out a
possible future direction for optimization of HHG by means of increasing the ionization
time window at a given harmonic bandwidth, enhancing the recombination probability or
by increasing the gas volume.
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4.3 Relativistic phase-matched x-ray assisted HHG
In this section, we investigate the macroscopic emission of a different setup that was sug-
gested in [82,91] on a single-atom level. Relativistic HHG from an exclusively conventional
plane-wave laser field is not possible because of the continuous drift of the electronic wave
packet in the propagation direction (see also Section 2.1.1 and Fig. 2.3). If the electron
were ionized with an initial momentum opposite to the laser propagation, the subsequent
relativistic drift motion could be compensated and the electron could recollide. Practi-
cally, the initial momentum could be delivered to the electron if it were single-photon
ionized rather than tunnel ionized, which could be achieved by employing x-ray assis-
tance as proposed in Ref. [82, 91]. Once in the continuum, the electron is driven by the
IR laser only. Such a compensated trajectory is illustrated in Fig. 4.10. The weak x-ray
field propagates perpendicular to the IR field and has a polarization along the propaga-
tion direction of the laser. The frequency of the x-ray beam ωX is chosen such that it
Figure 4.10: Geometry of the HHG process: The electron is ionzed by the x-ray field (orange)
and delivers initial momentum to it. The laser field (red) drives the electron in the continuum. A
classical trajectory is shown in blue. Recollision is possible if the initial momentum compensates for
the relativistic drift.
exceeds the ionization threshold Ip of the ion and single-photon ionization can happen
where additional initial kinetic energy is delivered to the electron. The initial momentum
can compensate for the relativistic drift motion and rescattering can occur along with
the emission of relativistic harmonics. Such a classical electron trajectory is shown in
Fig. 4.10. The electron starts in the opposite direction to the laser propagation direction.
Subsequently, the Lorentz force acts in the counterdirection of the electron motion and
leads to recollision in this way.
4.3.1 Single-atom HHG emission
First we concentrate on the single-atom HHG emission yield. The harmonic emission
spectrum can be calculated via [82, 91] and is displayed in Fig. 4.11 (a) in red for the
set of parameters denoted in the caption of the figure. The ionization potential Ip is
chosen in order that tunnel ionization by the strong optical laser field does not lead to
ground-state depletion. In this chapter, we exclusively employ a zero-range potential
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as binding potential. We compare this spectrum with the spectrum of a conventional
HHG setup where no x-ray field is present calculated either fully relativistically (black) or
within the DA (gray). As the gray and red curve are of comparable order, we see that the
relativistic drift is compensated. The yield is much higher than for the fully relativistically
calculated curve (black) for the conventional setup where the drift is not compensated.
For the chosen parameters, mainly 3 quantum paths contribute to each energy in the
spectrum. The separate contribution of each quantum path to the spectrum is shown in
Fig. 4.11 (b).HaL


























Figure 4.11: (a) Single-atom emission probability for E0 = 2.5 a.u., Ip = 8a.u., ωX = 14 a.u. and
EX = 0.15 a.u. (red) and a conventional laser field with E0 = 2.5 a.u.., EX = 0 and Ip = 4.96 a.u.
(black) and the same configuration in the DA. For the second configuration Ip is chosen such that the
average tunnel-ionization rate is the same as the single-photon ionization rate in the case before. (b)
Separate HHG yields of the three contributing quasi-classical trajectories for the discussed setup [red
line in (a)]. The red contribution is suppressed because the drift for the trajectory is not completely
compensated (as discussed in Sec. 4.3.1.1).
4.3.1.1 Saddle points and influence of x-ray field
The saddle-point equations have to be solved to calculate the harmonic spectrum. The
saddle-points are the ionization and recollision times and the canonical momentum of
the classical electron trajectory leading to the emission energy under consideration. In
Fig. 4.11 (b), three such classical trajectories existed for one specific energy. In the
following, we examine the influence of the x-ray photon energy ωX on the saddle-points and
discuss Fig. 4.11 (b) in detail. For illustration, we calculate the saddle-point solutions for
different x-ray frequencies ωX for the harmonic emission at 50 keV and show the ionization
phase (saddle point) in Fig. 4.12 (a). For small initial energies ωX − Ip, two saddle points
contribute to harmonic emission as in the usual case of HHG in a driving laser only. Both
saddle points, the long and short trajectory, are complex (real part shown in the graph)
and their HHG amplitude is very tiny due to the missing drift compensation (expressed
by the complex value). When increasing ωX , first the short trajectory (at ionization phase
η2 ≈ −1.155) and then the long trajectory (at η2 ≈ −1.345) split up into two parts. These
branches are called uphill and downhill trajectories, respectively, because their initial
momentum component along the laser polarization is either positive or negative [88].
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After the splitting at about ωX − Ip ≈ 4 and ωX − Ip ≈ 8.5, the respective ionization
phase is purely real which indicates that the initial momentum is sufficient to compensate
the subsequent relativistic drift. The short trajectory reaches drift compensation earlier
because it spends less time in the continuum and, therefore, undergoes a smaller drift
that requires compensation. We can understand the three contributions in Fig. 4.11 (b)
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Figure 4.12: (a) We show the ionization phase saddle points of the 50 keV trajectory for different
x-ray frequencies which is the same as ionization time in units of radian. The dashed line indicates
the value chosen in Fig. 4.11. (b) displays the initial momentum direction for different initial energies
ωX − Ip [as indicated in a.u. next to the respective arrow] needed for the emission of 50 keV. The
momenta correspond to the up- and downhill short trajectories and the color indication coincides
with the one in (a).
when concentrating on the dashed line in Fig. 4.12 (a). The short trajectory has two
contributions (blue and orange) whereas the long trajectory has only one contribution
(red). The contribution of the long trajectory is suppressed by 1-2 order of magnitude.
This is because it spends more time in the continuum and the larger relativistic drift is
not fully compensated. In this case, the ionization saddle point is complex. By increasing
ωX above ωX − Ip ≈ 8.5, the red contribution could be enhanced leading to a larger
single-atom yield. However, only one of the trajectories can be phase-matched in many
cases and the enhancement of the other trajectories would not be useful. The different
phase-matching for each trajectory arises because the trajectories have different excursion
times τ which leads to different emission phases ∼ e(Ekin+Ip)τ as described in Sec. 2.3.
When increasing ωX over the value needed for drift compensation, no over-compensation
happens and the recollision condition is still fullfilled. To understand this, it is important
to keep in mind that single-photon ionization is a rather undirected process: the x-ray
field ionizes the electron with a large angular distribution with a maximum around its
polarization direction Ex/|Ex|. This can be seen from the ionization matrix element [131]




(calculated for the bound-state wave function of a zero-range potential where κ =
√
2Ip)
where p is the initial momentum direction. In this large variety of possible starting direc-
tions for classical trajectories only two specific directions (the up- and downhill trajecto-
ries) lead to recollision with the specific HHG energy under consideration. The starting
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directions are displayed for different ωX in Fig. 4.12 (b) being solutions of the saddle-point
equations. When ωX − Ip ≈ 4.2 a.u., the threshold to achieve drift compensation for the
short trajectories is just exceeded [see Fig. 4.12 (a)]. In this case, the initial momentum
is directed mainly along the z-direction [arrows indicated by 4.2 in Fig. 4.12 (b)]. When
ωX is increased, only the px component changes; the pz component determined by the
drift compensation condition remains approximately. Because the HHG amplitude for
each trajectory contains the ionization matrix element (4.50), the efficiency in each case
depends on the scalar product between required ionization direction p and x-ray field
polarization direction Ex/|Ex| [see Eq. (4.50)]. This results in some freedom in choosing
the direction of Ex. Only if p and Ex are close to be perpendicular would the proba-
bility of the amplitude be suppressed. In the next paragraph, we will see that it can be
advantageous to choose Ex parallel to the laser polarization direction to have a collinear
propagation of the laser and x-ray field. This is different to what is proposed in [82,91] and
shown in Fig. 4.10. When choosing the x-ray field polarization along the x-direction, an
initial kinetic energy at least somewhat larger than the minimum value at about 4.2 a.u. is
necessary to achieve efficient ionization. As discussed in Fig. 4.12 (b), the angle between
p and Ex becomes smaller with increasing initial kinetic energy and the ionization matrix
element (4.50) for the particular trajectory larger.
4.3.2 Macroscopic HHG emission
After the discussion of the single-atom yield of the setup, we continue with a discussion
on how to apply the scheme to a macroscopic gas target. The macroscopically emitted
harmonic electric field is calculated in Eq. (4.10) from the Fourier-transformed single-
atom current density of an atom at xa. The expression is rewritten for the present laser
geometry. The x-ray field enters only into the general expression for the current density
[see Eq. (4.22)]






d4x′eiωH t−ikHrφ∗(x− xa)ˆjG(x, x′)VL(x′)φ(x′ − xa) (4.51)
in VL(x) = 2x · (EX+EL) ≈ 2x ·EX where EL and EX are the electric fields of the laser
and x rays, respectively. Due to its negligible ponderomotive potential, the latter can be
negelected for the continuum propagation of the electron and thus the propagator (4.24)
remains unchanged. The electric field can be split up VL(x) = 2x · EX0 12(e−i(ωX t−kX ·x) +
ei(ωX t−kX ·x)) ≈ x·EX0e−i(ωX t−kX ·x)) and the second term is dropped because the other part
leads to an unphysical situation [88] as can be deduced from the saddle-point equations.
As previously, the dependence on the position of the atom xa is given by the bound wave
functions φ(x − xa, t). To separate out phase factors that highly oscillate with xa, an
integral transform is applied: x˜ = x− xa. Thereafter, time integration is transformed to
an integration over the laser phase: η = ωt− kL · x = ωt− kL · xa − kL · x˜
Finally, we obtain an expression for the current density that can be evaluated within
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the saddle-point approximation:









× exp (−i(S(q, η′, η′′) + ωX/ωη′′ − (ωH/ω)η′))
× exp (i((ωH/ω)kL − kH + kX − (ωX/ω)kL)xA) (4.52)
where
mj(p, η′, η′′) = −ic




















(εp + Ip − c2) + (ωX/ω)kL − kX |x · EX0| 0
〉
. (4.53)
and kL = nω/ceˆz and n is the refractive index of the plasma. The propagation of the
optical laser pulse is described by the wave vector kL only and pulse deformation is
ignored. mj contains only the space dependence of the laser field propagation, whereas
phase-mismatch due to difference in the refractive index between the different fields is
contained in the last exponential function of (4.52). One is due to the phase-mismatch
between the harmonics and the laser and the other one due to the phase-mismatch between
the ionizing x rays and the laser. Interestingly, due to the different signs both can partially
cancel out. The phase-mismatch is given by [argument in the last term of Eq. (4.52)]
∆k = |(ωH/ω)kL − kH + kX − (ωX/ω)kL| . (4.54)
In [82,91] and Fig. 4.10, kX and kL are perpendicular which would result in a large phase-
mismatch. For this reason, we choose a collinear alignment of the x-ray and laser fields
in the following (see Fig. 4.13).
In the rest of the chapter, we inspect the emission from a Be3+ gas of density ρ =
5×1016/cm3 with the following parameters: laser frequency ω = 0.05 a.u., x-ray frequency
ωX = 14 a.u., a plasma refractive index [see Eq. (2.38)] at the laser frequency of nL =
1 − 5 × 10−5. The phase mismatch at the harmonic emission energy of 50 keV is then
∆k = 6 × 10−4 a.u. and a coherence length of Lcoh = 0.25µm follows. The coherence
length is too short to allow for considerable macroscopic HHG yield.
We employ a weak counterpropagating IR field to obtain a quasi-phase matching (QPM)
scheme [148, 149]. The additional field is denoted by a brown line in Fig. 4.13. It is
included into our mathematical formulation by changing the action in (4.52) to (4.35).
The impact of the additional field can be observed in Fig. 4.14 (a). The real part of
the emitted spectral field at the respective position is shown. In case no QPM scheme
is applied (red line), the single-atom contributions oscillate on the scale of the coherence
length estimated previously. An integration over all contributions results in extensive
cancellation. However, when applying the additional field, the symmetry between the
positive and negative contributions is broken (see the blue line) and both parts only
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Figure 4.13: Geometry of the HHG process for a collinear alignment of the x-ray and laser field. In
contrast to Fig. 4.10, the red and orange line have the same direction which improves the phase-
matching behavior. Additionally, a weak IR field (brown) is added that accomplishes phase-matching.
partially cancel thus achieving quasi-phase-matching. The parameters of the additional
field (E2 = 5× 10−5 a.u., ω2 = 0.0418) were chosen to optimize the spectrum at 48.6 keV
as shown in Fig. 4.14 (b). A medium length of 100 µm was chosen whereas the diameter
is 500 µm. The assumed laser and x-ray pulse duration is 10 cycles. The length is limited
to this value because ω2 is not given by infinite precision which results in a detuning after
the length of 100 µm when assuming 0.1% precision. An integral over the spectrum yields
the final result of 2× 10−7 emitted photons per shot.
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Figure 4.14: (a) Real part of spectral component of the locally emitted HHG field at 48.6 keV at
different positions along the propagation direction. The blue line is for HHG without the quasi-
phase-matching scheme. The red line is for the case of adding the weak counterpropagating field to





Extending table-top HHG to the hard x-ray domain is an exciting prospect, especially
because many research labs already use HHG as a xuv sources and other approaches to
generate hard x rays require large scale facilities (as FELs).
The present study discussed several difficulties that need to be overcome in order to
realize the idea. The relativistic drift has been extensively discussed in literature. Each
proposed geometry has its own advantages and disadvantages regarding phase-matching.
Generally, increasing the harmonic energy renders phase-matching more difficult for many
reasons: the emission phase of the harmonics depends approximately linearly on the
intensity. Small intensity variation, e.g., in a Gaussian focus, immediately results in
phase difference much larger than pi. On the other hand, differences in the phase velocities
between the harmonics and the laser lead to a slip in space between both waves. This
results in phase-mismatch as soon as the slip is comparable to the harmonic wavelength
which happens earlier for shorter harmonic wavelengths. Additionally, relativistic HHG
is always accompanied by an ionic gas with a large electron background because of the
high laser intensities leading to an enormous plasma dispersion. For these reasons, in the
best case, we obtain realizeable medium lengths of only a few tens of µm reducing the
expectable macroscopic yield.
Apart from the relativistic drift and phase-matching, we identified further issues de-
creasing the harmonic emission in relativistic HHG connected with the single-atom yield.
First, recombination of the recolliding electron becomes less likely for high momenta: scat-
tering is favored instead. Secondly, the electronic wave function is spread over a larger
energy bandwidth. If phase-matching cannot be achieved for the whole bandwidth, how-
ever, a large part of the harmonic radiation is lost. This was expressed by the chirping
factor.
Regarding the harmonic yield, both setups exhibit a tiny spectrally emitted photon
number that are both of the same order. The medium volume of the first setup is
smaller than in the second setup but its phase-matching scheme allowed to employ a
larger medium density. On the bottom line, we think that the second setup is much
more promising because the required laser intensities are lower and the phase-matching
scheme is more practical. One important result is that the setup proposed in [82,91] has
to be significantly modified to achieve phase-matching: the laser and the x rays have co-
propagate. It is pointed out that no perpendicular alignment of both beams is necessary
to achieve drift compensation. This kind of geometry has already been used in various
experiments [85,87,89].
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5 Novel HHG light via Rabi oscillations
HHG is combined with resonant x-ray excitation to obtain an efficient recombination of
the continuum electron with a core hole instead of a valence hole. This way, the entire
HHG spectrum is significantly upshifted in energy rendering the production of x-ray at-
tosecond pulses possible. Additionally, the HHG spectrum bears novel signatures of the
core hole of the emitting atom or molecule that can be employed to gain information about
the atomic/molecular structures and ultrafast dynamics. The work has been carried out
in collaboration with Christian Buth.
A new approach is proposed to transfer the state-of-the art of attosecond science into
the multi-keV regime. The technique is based on the combination of standard HHG
with Rabi oscillations. Rabi flopping [190–193] is a fundamental process that occurs
when a resonant or near-resonant strong light field interacts with a two level-system: the
probability of finding the electron in one of the states continuously flops between the two
levels, i.e., a coherent excitation and deexcitation of the upper state takes place. Such
Rabi oscillation have been predicted in the x-ray regime for neon [194].
A prerequisite of this coherent process is that there is a hole in one of the states and
that the excited state is not too short-lived. This situation is found in a typical HHG
scenario after laser ionization of the electron: the ionized electron leaves a hole in the
valence orbital and returns not before a typical time scale of 1 fs. During this time the
atom can be manipulated by means of an additional strong xuv or x-ray light field, i.e.,
Rabi flopping of another electron can take place. The frequency of the xuv or x-ray light
is chosen to be (near-)resonant to a core-valence excitation. At recollision, the returning
electron sees an altered atom and can either recombine with the valence or core hole.
The latter results in an upshift of the HHG photon energy by the energy difference of the
two involved bound states and offers novel prospects for x-ray science and tomographic
imaging of core orbitals.
The scenario is a genuine two-electron problem: a first electron evolves in accordance
with the usual HHG process while the second electron Rabi flops (see Fig. 5.1). When the
first electron revisits the ion, it can only recombine to the state that is not occupied by
the second electron. In Section 5.1, we develop a two-electron theory based on the SFA
to describe the HHG emission yield for the present process. In Section 5.2, we apply our
theory on the 3d → 4p transition in krypton and the 1s → 2p transition in neon. The
term high-frequency light field is used for the xuv or x-ray light field.
5.1 Analytical two-electron HHG model
To describe the atom, we first specify the three spatial one-electron states of relevance:
the valence state of the closed-shell atom is |a〉 and the core state is |c〉. Within the
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Figure 5.1: Schematic of the HHG scenario as a three-step process: (a) the valence electron is
tunnel ionized; (b) the additional high-frequency light excites the core electron; (c) the continuum
electron recombines with the core hole.
strong-field approximation, continuum electrons are given by free-electron states |k〉 for
all k ∈ R3 with
〈 r | k 〉 = 1
(2pi)3/2
eik·r . (5.1)
The associated level energies are Ea, Ec, and
k2
2
, respectively. For constructing the two-
electron basis, we take into account that the first electron is either in the valence state
|a〉 or in the continuum |k〉, whereas the second electron can be either in the core |c〉
or the valence |a〉 state. From these one-electron states the two-electron basis can be
constructed which consists of three different relevant classes of states: first, the ground
state of the two-electron system is given by the Hartree product |a〉 ⊗ |c〉. Second, the
valence-ionized state with one electron in the continuum and one electron in the core state
is |k〉 ⊗ |c〉. Third, the core-ionized state with one electron in the continuum and one
electron in the valence state is |k〉 ⊗ |a〉.
In our model, we apply several assumptions similar to [128] and necessary to use the
SFA:
• The system can be described by the three classes of states |a〉 ⊗ |c〉, |k〉 ⊗ |c〉
and |k〉 ⊗ |a〉.
• Depletion of the ground state is taken into account by the decay constant Γ0 to
describe direct valence ionization by the x rays and tunnel ionization by the optical
laser field.
• We ignore perturbation of the ground state |a〉 ⊗ |c〉 by the laser and the x rays.
Conversely, the influence of the binding potential on the continuum wave function
is neglected. Moreover, we assume orthogonality between the bound states and the
continuum wave function.
• The influence of the other bound electrons is ignored.
• We describe core-hole decay and direct valence ionization by the x rays and tunnel
ionization by the optical field of |k〉 ⊗ |a〉 and |k〉 ⊗ |c〉 via the phenomenological
decay constants ΓC and ΓA, respectively.
The time-dependent decay rates are calculated by
Γi(t) = θ(t)σi JX(t) + δi,c γc + Γt,i (5.2)
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with i ∈ {0, a, c} where δi,j is the the Kronecker delta [138]. The first term in (5.2)
covers direct ionization by the x rays. The x-ray photon flux is JX(t). To determine the
respective cross section σi, we assumed an approximately monochromatic high-frequency
field. The cross section can be found in [195]. γc is the intrinsic decay width from Auger
and radiative decay of the core-ionized state [196]. Γt,i is the average tunnel ionization
rate caused by the laser field which is calculated by means of the barrier-suppression ADK
model [197].
The two-electron Hamiltonian in the laser and high-frequency field is defined as follows:
Hˆ = HˆA + HˆL + HˆX . (5.3)
The individual operators Hˆ in (5.3) are constructed via tensorial products from the one-
particle Hamiltonians.
Atomic electronic structure The Hamiltonian covering the atomic interaction reads
HˆA = hˆA,1 ⊗ 1ˆ2 + 1ˆ1 ⊗ hˆA,2 − i |a〉 ⊗ |c〉 Γ0
2




[|v〉 ⊗ |c〉 Γa
2
〈v | ⊗ 〈c |+ |v〉 ⊗ |a〉 Γc
2
〈v | ⊗ 〈a |] d3v,
where







hˆA,2 = |a〉Ea 〈a |+ |c〉Ec 〈c | ,
(5.5)
and the single-electron unity operators 1ˆ1 = |a〉 〈a | +
∫
R3
|k〉 〈k | d3k and the unity
operator for the second electron 1ˆ2 = |a〉 〈a |+ |c〉 〈c |.
Interaction with the laser field The interaction of the first electron with the laser field
is taken into account in length gauge:
hˆL = (eL · r)EL(t) , (5.6)
where eL is the polarization direction of the laser field EL(t) = E0L cos(ωL t) with the laser
frequency ωL and its electric field amplitude E0L. Then, the two-electron Hamiltonian for










|k〉 〈k | hˆL |k′ 〉 〈k′ | d3k d3k′ ⊗ 1ˆ2 .
(5.7)
The first term describes the ionization of the valence electron by the laser while the
second electron is in the core state. We neglect the coupling of the second electron to
the continuum because of its higher binding energy. The second term in (5.7) covers
the propagation of the ionized electron in the continuum. During this time, the second
electron can either be in the core or valence state.
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Interaction with the high-frequency light The interaction of the second electron with




|k〉 〈k | d3k ⊗ hˆX , (5.8)
where
hˆX = θ(t) (eX · r) E0X(t)
2
[
ei (ωX t+ϕX(t)) + e−i (ωX t+ϕX(t))
]
(5.9)
and ωX is angular frequency of the high-frequency field with the envelope E0X(t), time-
dependent phase ϕX(t) and polarization eX. The continuum propagation of the first
electron is not influenced by the high-frequency field because the ponderomotive potential
is very low due to its high frequency ωX.
5.1.1 Wave function ansatz and equation of motion
In order to solve the Schro¨dinger equation with the Hamiltonian (5.3), we employ the
following ansatz for the two-electron wave packet








(Ea+Ec−ωX) t+i IP t |k〉 ⊗ |c〉
+ bc(k, t) e
− i
2
(Ea+Ec+ωX) t+i IP t |k〉 ⊗ |a〉] d3k , (5.10)
where we introduced a global phase factor based on IP = −12(Ea +Ec + ωX) = −Ea + δ2 .
δ = Ea − Ec − ωX is the detuning between the high-frequency photon energy from the
level spacing between the two atomic states. The indices of the amplitudes ba(k, t) and
bc(k, t) indicate which orbital contains the hole. Putting the ansatz into the Schro¨dinger
equation and projecting it onto 〈a | ⊗ 〈c |, 〈k | ⊗ 〈c | and 〈k | ⊗ 〈a | yields the following








ba(k, t) 〈a | hˆL |k〉 d3k (5.11)
∂
∂t
b(k, t) = − i
2
(













with b(k, t) ≡ (ba(k,t)
bc(k,t)
)
. The instantaneous Rabi matrix reads
R(t) =
(−δ − i Γa(t) R0X(t)
R0X(t) δ − i Γc(t)− 2 i ϕ˙X(t)
)
= −idiag(Γa(t),Γc(t)− 2 i ϕ˙X(t))− δσz +R0X(t)σx ,
(5.13)
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with the Pauli matrices σx and σz [192,199]. The instantaneous Rabi frequency isR0X(t) =
2 〈c | hˆX,RWA |a〉 = E0X(t)℘X,c a, where ℘X,c a is the dipole moment between the two atomic
states.
In the derivation of Eqs. (5.11) and (5.12), we made the rotating-wave approxima-
tion hˆX e
−i (ωX t+ϕX(t)) ≈ hˆX,RWA = (eX · r) E0X
2
[193].
The ansatz (5.10) was chosen such that a(t) can be assumed to have a constant phase
and the Rabi matrix (5.13) contains no oscillating terms.
5.1.2 Wave function solutions and dipole matrix elements
In the following, we solve the equations of motion [Eqs. (5.11) and (5.12)] and distinguish
two scenarios: in Sec. 5.1.2.1, the scenario of a sinusoidal high-frequency field is considered.
In this case, an exact analytical solution for the wave function can be found because the
Rabi matrix (5.13) is time-independent. In Sec. 5.1.2.2, we consider an arbitrary x-
ray pulse to model pulses generated with the SASE principle and find an approximate
analytical solution. In both cases the expectation value of the atomic dipole moment is
calculated which describes the harmonic emission spectrum.
5.1.2.1 Continuous x-ray scenario
In the first scenario, we assume a sinusoidal high-frequency field, i.e., ϕX(t) = 0 and
E0X(t) = const in Eq. (5.9). Then, the Rabi matrix (5.13) as well as the decay rates (5.2)
become time-independent. To decouple the equations of motion (5.12) between ba(k, t)
and bc(k, t), we diagonalize the Rabi matrix (5.13) with the following eigenvalues
λ± = − i
2
(Γa + Γc)± µ , (5.14)






(Γa − Γc)]2 +R20X . (5.15)






the Rabi matrix becomes diagonal. The matrix of the eigenvectors of (5.13)U is employed
for the transform: b(k, t) = U β(k, t). After the diagonalization, the decoupled equation
of motions (5.12) can be integrated leading to the solution













+IP) (t−t′) dt′ ,
(5.16)
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The final expression for the wave function is obtained by plugging the solution (5.16) into
the wave function ansatz (5.10). Employing the wave function, the harmonic emission is
calculated via the expectation value of the time-dependend dipole matrix element D(t) =




[|a〉 ⊗ |c〉 〈a | eH · r |k〉 〈k | ⊗ 〈c |
+ |a〉 ⊗ |c〉 〈c | eH · r |k〉 〈k | ⊗ 〈a |
]
d3k + h.c. .
(5.18)
The polarization direction vector of the emitted light eH is parallel to the laser polarization
eˆL. First, the momentum integration (
∫
d3k) in (5.18) is performed by means of the
saddle-point method [138] (as in Lewenstein et al. [128] or see Sec. 2.2.1.3). Thereafter,
we transform the time integral [
∫
dt′, see Eq. (5.16)] to the excursion time τ = t− t′ and
find
















































Ast,i(t, τ) = EL(t− τ)℘∗H,pst(t,τ)+AL(t) i℘L,pst(t,τ)+AL(t−τ) a (5.23)






e−ik·r ej · r ϕi(r) d3r (5.24)
and the stationary momentum originating from the saddle-point integration is









In order to obtain an emission spectrum depending on the harmonic frequency Ω, we
Fourier transform the dipole moment (5.20) with respect to t. The only t-dependent
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terms are a∗(t), a(t − τ) and Ast,i(t, τ). The latter is periodic in time and, therefore, is





−i (2M+δi,a)ωL t . (5.26)




dt e−i [(2 (M+N)+δi,a)ωL+δi,c ωX−Ω] ta∗(t) a(t− τ) (5.27)
with the optical and x-ray pulse duration TP .
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For the calculation in Sec. (5.2) we will only consider terms in (5.28) with N > 0 similar as
in [128]. The other term are not physical and can influence the results for a high-depletion








′, τ) ei (2M+δi,a)ωL t
′
dt′ (5.30)
are the Fourier coefficients of the Fourier series (5.26) and TL =
2pi
ωL
the laser period. For
symmetry reasons in (5.30) certain M components vanish, which leads to the selection of
odd and even harmonics. To understand this, we have to compare the two half cycles in
the integration period. On the one hand, we have a ungerade symmetry in time of the
laser field and the free electron trajectories: AL(t+TL/2) = −AL(t) and, therefore, pst(t+
TL/2, τ) = −pst(t, τ). On the other hand, the central symmetry of the atomic potential
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implies that the atomic orbitals are parity eigenstates: ℘j,−k i = ∓℘j,k i. Moreover, the
states 〈a | and 〈c | have opposite parity. Thus, we have
Ast,a(t+ TL/2, τ) = −Ast,a(t, τ), (5.31)
and
Ast,c(t+ TL/2, τ) = Ast,c(t, τ) . (5.32)
Combining (5.31) and (5.32) with (5.30), we find that in the case of valence hole recombi-
nation even harmonics vanish and in the case of core hole recombination odd harmonics
vanish.
Now we concentrate on the line shape function (5.27) of the harmonic peaks. To find
an expression for a(t), we have to solve (5.11). As in [128], the second term on the right-
hand side in (5.11) is omitted. The term describes population transfer from and into
the ground state wave function by the laser. The latter is negligible and ionization is
phenomenologically covered by Γ0. Therefore, we find a(t) = θ(−t) + e−
Γ0
2
t θ(t) and get




2 τ (1−e−(Γ0+i(Ω˜M,N,i−Ω))TP )
Γ0+i [(2 (M+N)+δi,a)ωL+δi,c ωX−Ω] , (5.33)
with Ω˜M,N,i = (2 (M + N) + δi,a)ωL + δi,c ωX. Ignoring the enumerator, the function
peaks at odd harmonics for valence recombination and at even harmonics plus ωX for
core recombination. The widths of the peaks is determined by Γ0. Note that in the limit
TP →∞ and Γ0 → 0, the function is proportional to TP δ((2 (M+N)+δi,a)ωL+δi,c ωX−Ω).
The photon emission probability is
d2PH(Ω)
dΩdΩs
= 4 piΩ %(Ω) |D˜(Ω)|2 (5.34)
with D˜(Ω) = ∑
i∈{a,c}
j∈{+,−}
D˜ij(Ω) and the solid emission angle ΩS.
5.1.2.2 Scenario of an arbitrary x-ray pulse
In the second scenario, we discuss the case of an x-ray pulse as occurring under real
experimental conditions in free-electron lasers generated with the SASE principle. In this
case, the Rabi matrix (5.13) is time-dependent and the equations of motion for the vector
b(k, t) (5.12) cannot be decoupled in an exact manner anymore, i.e., changing to a dressed
state picture as in section 5.1.2.1 is not possible. Instead, we use an iterative approach.
We first transform Eq. (5.12) by
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with the phase-amplitude difference






contains problematic off-diagonal elements. Next, the equations of motion (5.36) are




































= U ′−1(t)b′(k, t) , (5.41)
Λ′ ≡ diag(λ′+, λ′−) = σz , (5.42)





























Due to the time dependence of the Rabi matrix, the following non-diagonal transfor-
mation rest is left in the equation of motion (5.40):
U˙
′ −1(t) U ′(t) =
∆˙(t)
2
(−1+ σx) . (5.44)
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5.1.2.3 Iterative solution
In order to solve the transformed equation of motion (5.40), we employ the iterative ansatz
β(k, t) ≈ β(0)(k, t) + β(1)(k, t) , (5.45)
with respect to the off-diagonal elements in U˙
′ −1(t) U ′(t) [Eq. (5.44)] valid if ∆˙(t) 
R0x(t).
Zeroth order We find β(0)(k, t) from Eq. (5.40) by negelecting the off-diagonal elements
in U˙
′ −1(t) U ′(t):
β
′ (0)




× e−iS′±(k,t,t′) w′±(t′) dt′ .
(5.46)
Here, the quasiclassical action is























′) dt′ . (5.48)
For the dipole matrix elements, we find
D˜
′ (0)





















bM−N,i(τ)h′M,0,i,j(Ω, τ) dτ ,
(5.49)
with F ′0(t) defined in (5.29), C(τ) in (5.22),
φi(t) = (−1)δi,c δ
2













2 e−i [(2 (M+N)+δi,a)ωL+δi,c ωX−Ω] t
× e i2 (ϕX(t)−ϕX(t−τ)) e−i δi,c ϕX(t)e−Pa(t)−Pc(t)+Pa(t−τ)+Pc(t−τ)4
× e− i2 λ′j (Θ(t)−Θ(t−τ)) dt .
For the calculation in Sec. (5.2) we will only consider terms in (5.49) with N > 0
similar as in [128]. The other term are not physical and can influence the results for a
high-depletion scenario.
First order In the next step, we calculate β(1)(k, t) by separating the non-diagonal part










(0)(k, t′) dt′ . (5.51)
And the first order solution is given by
D˜
′ (1)



















































× e−P0(t−τ)2 +Pa(t−τ)+Pc(t−τ)4 e− i2 ϕX(t−τ)e− i2 λj Θ(t−τ) dτ .
(5.54)
5.2 Case studies for Kr and Ne
In this part, we apply the former theory to two different atoms. We consider the 3d →
4p transition in krypton with a level spacing of 83.6 eV in the xuv regime. We use
69
5 Novel HHG light via Rabi oscillations
parameters that are feasible at the Free Electron Laser in Hamburg (FLASH) [200]. And
second, we use an x-ray field at 835 eV such as generated at LCLS [201] together with
the 1s→ 2p transition in neon.
The chosen driving laser fields are 3 × 1014W/cm2 for krypton and an intensity of
5 × 1014W/cm2 for neon both at 800 nm wavelength. Neon exhibits a higher ionization
potential and thus can withstand higher laser intensities. The photoionization cross sec-
tions σi required for the decay rates (5.2) are found in [195] and the orbital wave functions
for the transition dipole moments are calculated in the Hartee-Fock-Slater approximation.
For each individual atomic system we distinguish two cases: First, we apply our exact
theory of a sinusoidal x-ray pulse and, in a second step, we generate model pulses of a
free electron laser [202,203] and use our approximate theory.
The energies of the participating 3d and 4p levels in krypton are Ec = −96.6 eV (Kr 3d)
and Ea = −14.0 eV (Kr 4p), respectively. For neon the binding energies are Ec =
−857 eV (Ne 1s) and Ea = −21.6 eV (Ne 2p).
5.2.1 Sinusoidal high-frequency pulse
In this case, we consider two x-ray intensities of 1013W/cm2 and 1016W/cm2. The re-
spective decay rates calculated via (5.2) are shown in Tab. 5.1. For the lower intensity the
core hole decay is mainly governed by Auger decay and tunnel ionization rather than x-ray
ionization. The Auger decay rate of the Kr+ 3d vacency is 88meV [204] corresponding to
a life time of 7.5 fs. The rate for the Ne 1s vacency is 270meV being a life time of 2.4 fs.
I0X [W/cm
2] Γ0 [meV] Γa [meV] Γc [meV]
Krypton 3d→ 4p
1013 280 1.5 88
1016 450 170 300
Neon 1s→ 2p
1013 5.7 10−3 270
1016 7 1.3 272
Table 5.1: Decay rates defined in (5.2) for the krypton 3d → 4p and neon 1s → 2p transition for
cw high-frequency fields of different intensities I0X at frequency 83.6 eV and 835 eV, respectively.
Before investigating the HHG process, isolated Rabi flopping of the system is examined.
If we ignore all terms related to the laser field in Eq. (5.12), we obtain the well-known
Rabi equations [193]. In Fig. 5.2, the probabilities of finding the electron in either state
are displayed. The chosen time scale is few femtoseconds because the continuum electron
revisits the ion after a typical excursion time of about 1 fs interacting with the tuned
system. Therefore, we can use the figure for comparison when the entire system is inves-
tigated below. For a high-frequency field intensity of 1013W/cm2 we see a low excitation
probability of the second electron on the order of 10−3 for both elements [see Fig. 5.2 (a)
and (b)]. Increasing the laser intensity to 1016W/cm2 results in a larger Rabi frequency
and in an equal propability distribution between the two states on that timescale. The
oscillation frequency for krypton is larger than the one for neon because its dipole matrix
element between the two involved states in krypton is larger.
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Figure 5.2: The time evolution of the probabilities to find the electron in the valence (solid black line)
or core (dashed red line) states are shown for different high-frequency field intensities (as indicated
in the graph) and for krypton and neon.
In Fig. 5.3 the HHG spectra for the two x-ray intensities are shown calculated via (5.34).
In all cases a second plateau of significant probability appears upshifted in energy by the
respective ωX compared to the first plateau. The second high-energy plateau arises due to
recombination with the core state. For the lower x-ray intensity [(a) and (b)], we observe
about a suppression of about 3 orders of magnitude between the valence and core plateau
in each atomic system. This is in accordance to the valence state population in Fig. 5.2 (a)
and (b), which is also about 3 orders of magnitude lower than the core population. The
x-ray intensity of 1013W/cm2 is not strong enough to excite the system in this short time
with a large probability. The situation is different for an x-ray intensity of 1016W/cm2
shown in Fig. 5.3 (c) and (d). Here, the valence and core plateaus are of the same order in
each system. The tiny difference arises because of different recombination dipole matrix
elements for the valence and core states. Thus, we learn that the ratio of the two plateaus
in the spectrum can be estimated by looking at the populations of both states for the
ordinary case of Rabbi flopping.
The valence and core recombination plateaus do not overlap each other for the chosen
laser intensity. In krypton the overlap can be created by increasing the laser intensity
and in that way the lengths of both plateaus. A much higher laser intensity would be
required to achieve an overlap for neon. The overlap between both plateaus can result
in an interference pattern. Moreover, we see by comparing the thin and thick lines that
ground-state depletion has minor impact on the HHG spectra even for the case of the
strong x-ray field.
5.2.2 Arbitrary high-frequency pulse
So far, the ideal case of a sinusoidal high-frequency field was discussed. High-frequency
pulses of these intensities can be generated from free electron laser facilities. The pulses
obey only partial coherence and largely deviate from the ideal case of a sinusoidal field.
In Section 5.1.2.2 we discussed in detail how the harmonic emission from an arbitrary
high-frequency pulse can be approximated. Here, we carry out these calculations.
Model pulses are generated by the method described in Ref. [202] where we choose
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Figure 5.3: HHG photon numbers of the hth harmonic for different high-frequency field intensities
from krypton and neon. The black line is for the case of recombination to the valence state whereas
the more energetic plateau (red dashed) occurs for core hole recombination. The lines were obtained
by integrating the emission probability (5.34) around the finite harmonic peaks. The thin lines in
the spectrum are obtained by neglecting ground-state depletion by direct x-ray ionization (Γ0 = 0).
The pulse duration (TP ) is three optical laser cycles and the detuning δ = 0.
parameters feasible at FLASH [200] in Hamburg for krypton or at LCLS [201] in Stanford
for neon. Briefly described, we choose a discrete Gaussian spectrum centered around
the respective atomic resonance line with a bandwidth of 0.7% at FWHM (coherence
time ∼ 5 fs) for Kr and 1.6% (coherence time ∼ 0.2 fs). Then, the phase of all values
in the spectrum is randomized and the new spectrum is Fourier transformed to the time
domain. Here, we multiply it by a cos2 window function which is chosen to be the average
pulse envelope. The FWHM of this window function is about 3 fs and the peak intensity
1016W/cm2. One sample pulse for both cases is shown in Fig. 5.4 (a) and (b).
In Fig. 5.4 (c) and (d), the resulting continuous HHG spectra are shown in the zeroth-
order approximation [see Sec. 5.1.2.3]. As in the case of a sinusoidal x-ray field both
plateaus are nearly of the same order. Even when using other model pulses, the plateau
height of HHG spectrum hardly changes. Most importantly, the effect is not destroyed
by the fluctuating phase of the window function. As the inset in Fig. 5.4 (c) shows, the
specific details of the spectrum are very sensitive to the high-frequency pulse. Thus, a
retrieval of the high-frequency pulse from the HHG spectrum may be possible.
5.3 Applications
In summary, we have pointed out that by means of a strong high-frequency field the usual
HHG spectrum can be upshifted in energy without suffering from significant losses. A new
avenue is opened up to transfer the emerging field of attoscience into the x-ray domain.
Since the time structure of the HHG process remains unchanged, x-ray attosecond pulses
could be generated allowing for pump-probe experiments on that time scale. Indeed, light
pulses at these frequency are also available from FEL but at the moment only with partial
coherence and femtosecond pulse duration.
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Figure 5.4: The top row displays the SASE sample pulses. The envelopes are solid lines and the
phases are dashed lines. The bottom row shows the resulting HHG spectra for Kr (c) and Ne (d).
In case of krypton, spectra are calculated for two different pulse samples [see (a)]. The inset shows
a comparison between both spectra.
is an elegant way to increase the HHG energy without suffering from drift as the laser
intensity can be kept non-relativistically. Moreover, the plasma background is much
lower compared with the relativistic setups which improves the phase-matching behavior.
Moreover, tomographic imaging of core orbitals comes into reach due to the recombination
to a core state. Additionally, the effect could also be used as optical gating method to
perform frequency resolved optical gating (FROG) [205] to characterize the chaotic light
pulses from FELs.
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6 Wave–packet engineering in HHG
A new approach is presented as to how the intrinsic chirp in the harmonic generation
process can be avoided. The well-established techniques of femtosecond pulse shaping and
assistance of an x-ray pulse are employed. Using the scheme the production of zeptosec-
ond pulses is shown to be possible. In the second part, the enhancement of the HHG yield
within a chosen spectral window in the spectrum is shown to be possible by using similar
techniques.
This chapter is dedicated to the manipulation of the recolliding electronic wave packet
in HHG and is divided into two parts. In both parts, we employ x-ray assistance and
femtosecond pulse shaping. In Section 6.1, the recolliding wave packet is spatially com-
pressed but with a large energy spread and, accordingly, a large wave-packet chirp. The
wave packet generates extremely short HHG pulses without attochirp (no optical chirp).
In Section 6.2, the opposite direction is chosen where an approximately monochromatic
(chirpless) wave packet recollides resulting in a monochromatic HHG emission.
6.1 HHG without attochirp
6.1.1 Introduction
HHG is the key technology for attosecond science. The shortest pulse durations currently
achieved are below 100 as [40, 41, 206]. Bright HHG sources have been demonstrated
with a bandwidth of hundreds of electronvolts [97] being large enough to produce pulses
of only 10 as duration — as soon as the pulses can be generated without chirp in the
future. Many properties of HHG radiation emitted from a gas target can be understood
by studying a single atom. The three-step model [28] is the simplest model to describe the
single-atom dynamics. The process starts when a strong laser field liberates the electron
of an atom and subsequently drives it in the continuum. If ionization happened at the
right time, the electron can be accelerated back towards the parent ion after the field has
changed its sign and can recombine along with the emission of an energetic photon.
One prominent feature of HHG is that the emitted light has an intrinsic chirp, the so-
called attochirp [98,99]. The origin of the attochirp can be understood from the classical
electron trajectories in the laser field: trajectories with different energies recollide at differ-
ent times. Due to the widespread classical recollision times in a usual sinusoidal laser field,
the emitted harmonic pulses have a longer duration than their bandwidth limit, that is the
minimum pulse duration for a given spectral bandwidth reached when the spectral phase
of the harmonic pulse is constant. To compress the emitted pulse, dispersive elements
of either chirped multilayer x-ray mirrors [207], thin metallic films [100, 101] or gaseous
media [41,208] are employed and even the use of grating compressors is attempted [209].
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However, these techniques suffer from losses, rely on the material properties and the chirp
is not well-controlable in these schemes. Additionally, it is required to select radiation
from the positively chirped short trajectory via phase-matching before the compensation
element. Other approaches [97, 210] employ driving laser fields with longer wavelengths
λ in order to take advantage of the reduced chirp α2 ∝ ∂t∂ω ∝ 1/λ. α2 decreases be-
cause the HHG cutoff energy scales as λ2 whereas the time recollision window only scales
with λ. Therefore, if the employed harmonic bandwidth ∆ω is kept constant, a shorter
harmonic pulse with duration ∆t = α2∆ω can be obtained without requiring any chirp
compensation. On the other hand, when one takes advantage of the quadratically increas-
ing harmonic bandwidth, the pulse duration of the emitted harmonics increases with λ.
In [211,212] it was shown that even without selection of certain trajectories, it is possible
to partially reduce the attochirp by adding a weak second-harmonic or subharmonic field.
The attochirp problem is expected to get more significant and demanding when photon
energies spanning far into the soft x-ray domain are reached in the future.
In this section, we propose a way to engineer the attochirp in a determined manner by
altering the harmonic generation process. In terms of the wave function, the following
scenario is realized: the wave function localized in the binding potential is continuously
freed resulting in a large spread in space and momentum. The electronic quantum dy-
namics is tuned in a way that after a certain time of propagation, the wave function
spatially re-compresses at least along the propagation direction of the wave packet. It
has its minimum width exactly at the time of recollision but with a large energy band-
width gained during propagation in the continuum. We show that when the laser pulse is
shaped by adding a small number of low-order harmonics and employing soft x rays for
ionization, attosecond pulses with arbitrary chirp can be formed including the possibility
of attochirp-free HHG and bandwidth-limited attosecond pulses.
The benefit of assisting the HHG process in a strong laser field with a weak high-
frequency field has been demonstrated mainly for the purpose of enhancing the single-atom
yield [85–89], improving phase matching [89] or suppressing the relativistic drift [82, 91].
On the other hand, femtosecond pulse shaping has been used to shape the HHG spec-
trum [94], to increase the HHG cutoff [95, 96] or for relativistic HHG [80, 81]. Here, we
employ x rays to ionize the electron with non-zero velocity and combine it with femtosec-
ond pulse shaping to control the spectral phase of the harmonic spectrum.
6.1.2 Classical analysis
The HHG process can be analyzed by taking only a few quatum orbits into account [128]
that correspond to classical trajectories. Therefore, a classical analysis is able to give first
insight into our idea. In this first part, we start out by considering classical trajectories
in a tailored laser field [see Fig. 6.1 (a)] and find the condition when trajectories ionized
at different times recollide at the same time. For the considered laser intensities, the
classical trajectories have only a component along the polarization direction of the laser
field, i.e. 1-dimensional trajectories are shown. We describe the principle of our method
by discussing two example trajectories marked by α and β in Fig. 6.1 (b) being ionized
separated by a small time span δti. We first focus on the point in time when trajectory
β just starts. At that time, α has already been driven slightly away from the origin.
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Figure 6.1: Schematic of the recollision scenario: a) A half cycle of the tailored laser field (black).
The red line is the assisting x-ray pulse. b) Different classical trajectories in the field of (a) which
start into the continuum at different times but revisit the ionic core at the same time.
The distance between the trajectories is δxi ≈ piδti where pi is an initial momentum
e.g. mediated via one-photon-ionization (atomic units are used throughout unless stated
elsewise). The momentum difference at that time is given by δpi ≈ −Eiδti because α has
already been decelerated by the laser field Ei. From now on, the momentum difference
δp = δpi is constant during the whole propagation time because both experience the same
acceleration. The separation of both trajectories at recollision after a time τ is therefore
given by δxe ≈ δxi + δp τ = (pi − Eiτ)δti. δxe = 0 reflects the condition on the initial
momentum and on the electric field at ionization necessary for simultaneous recollision of
the two trajectories:
Ei ≈ pi/τ (6.1)
The previous discussion applies only to the case of two single trajectories ionized with
an infinitely small time separation but is sufficient for demonstration of our principle idea
of simultaneous recollision for trajectories ionized from a finite time window.
In Fig. 6.1, we chose the simplest possible laser field to fulfill condition (6.1): a first
plateau of strength Ei and duration ∆tI which is followed by a second higher plateau of
duration ∆tII . In this procedure, the constant field strength Ee of the second plateau
is chosen first. It determines τ for trajectories β. In the second step, the first plateau
is determined having a small slope. The exact field in ∆tI is calculated by using with a
polynomial expression and optimizing the coefficients such that all classical trajectories
starting in ∆tI simultaneously recollide [approximately condition (6.1)].
Crucial for the previous scheme is the ionization with a non-zero velocity. The condition
can be reached by using x rays of frequency ωX which are responsible for ionization. In this
case, the initial momentum is pi =
√
2(ωx − Ip) where Ip is the binding potential. The x
rays co-propagate with the laser field and are spectrally filtered out before the harmonic
radiation reaches the detector. ωX can be chosen in a way [with the appropriate laser field
according to Eq. (6.1)] to meet a resonance of a suitable absorber at ωX . Alternatively,
the x rays could propagate with a tiny angle to the propagation direction of the laser. In
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Fig. 6.1, we only consider trajectories ionized within ∆tI and having a direction pointing
upwards to the potential (starting in positive direction in Fig. 6.1). The initial momentum
could also be directed downwards but in this case, the classical electron would not recollide
and no harmonics would be emitted. A second branch of trajectories that are ignored in
the figure are those trajectories emerging from the second plateau during ∆tII . They re-
encounter the core region but all at different times and would break the desired scenario
of simultaneous recollision. Therefore, ionization during the second plateau has to be
suppressed which demands for the use of an x-ray pulse [sketched as red wiggeld line in
Fig. 6.1 (a)] rather than a cw x-ray field. The x-ray pulse must have a non-vanishing
field strength only during ∆tI being of order of 1 fs. For the proposed setup, we always
employ a gas of ions rather than neutral atoms. The high ionization potential of the ions
is required to entirely suppress tunnel ionization. This is because the initial momentum
of a tunnel ionized electron is smaller than a x-ray ionized electron which results in a
different classical trajectory with modified time of recollision. Thus, the choice of the ion
species depends on the field strength of the laser field. The plasma could be generated
via laser ionization with a strong pre-pulse to limit the ionization probability.
We briefly comment on the energy distribution of the recolliding trajectories. The
classical trajectory marked by β has a distinct role because it experiences approximately
a constant laser field. Therefore, it is symmetric to the turning point and also recollides
with same momentum pi as it started. Trajectories starting prior to β recollide with
a higher energy but at the same time as β assuming the first plateau-like structure is
chosen in agreement with Eq. (6.1) as it is in Fig. 6.1. Trajectory β plays the role of the
trajectory with the lowest energy ωX . The duration of the first plateau ∆tI determines the




In the optimum case shown in Fig. 6.1, all trajectories recollide simultaneously. How-
ever, under real experimental conditions, deviations of the laser and x-ray field from the
optimal conditions result in a non-zero time window ∆te of recollision. The classical
model employed a discrete x-ray frequency ωX rather than a finite bandwidth as a real
pulse. The maximum allowed bandwidth can be deduced from the former model. The x
rays ionize the electron with an initial velocity and arrange this way the initial displace-
ment δxi between two trajectories. If ωX deviates from its optimal value by δωX , the
initial momentum will deviate by δpi ∼ δωX/(2pi) and result in a additional displacement
δxi = δpiδti which is not compensated for. Therefore, the final wave packet size is of
order δpi∆tI resulting in a time spread of




which has to be smaller than the envisaged pulse duration.
6.1.3 Strong-field approximation model
So far, purely classical dynamics was considered. In order to model the single-atom HHG
yield, we use the strong-field approximation (SFA) and include the laser field within the
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{[p+A(t′′)/c]2/2 + Ip}dt′′ + ωXt′ − qωt (6.4)
the classical action and q the harmonic number. In the long wavelength regime the highly
oscillating integral can be evaluated by using the saddle-point approximation. Expression









over the saddle points s = (ps, te, ti) defined by∫ te
ti
[ps +A(t
′′)/c]dt′′ = 0 (6.6)
[ps +A(ti)/c]
2/2 = ωX − Ip (6.7)
[ps +A(te)/c]
2/2 + Ip = ωq (6.8)
for S˜(i,j) = ∂i∂jS where i, j ∈ {px, py, pz, t, t′} and ωq = qω. In case ωX − Ip is positive,
all saddle points are real for harmonics below the cutoff and, therefore, ti and te are
the ionization and recollision times, respectively, being also a solution of the classical
equations of motion.
We analyze the condition required for (near-) bandwidth-limited emission of high har-
monics. In classical electrodynamics the intensity of the emitted radiation is proportional
to the dipole acceleration. From the previous derivation the spectral dipole moment
|d˜2j+1|e−i S2j+1(ps,te,ti) is known. Therefore, the time-dependent intensity of the emitted






where the phase Sq(ps, te, ti) ≈ α0 + α1(ωq − ωc) + 12α2(ωq − ωc)2 + . . . is crucial for the
duration of the attosecond burst. We Taylor-expanded Sq(ps, te, ti) about the central
harmonic frequency ωc. As outlined in [98,99] the linear coefficient of the expansion, the
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because the saddle-point equations lead to vanishing partial derivatives. The linear chirp,
the group-delay dispersion (GDD), is given by








being in first approximation responsible for the duration of the harmonic pulse. Hence,
the pulse can be considered to be bandwidth-limited if the quadratic term in the Taylor-
expansion fulfills the following demand |1
2
α2(∆ωq)
2|  2pi. This yields a criterion for the







with the bandwidth-limited pulse duration ∆tp = α/∆ωq and the parameter α of order
of unity determined by the spectrum. This reflects that only an approximate condition
∆te ≈ 0 is necessary for bandwidth-limited HHG emission. In the previous section, we
discussed in detail how the condition of simultaneous recollision of classical trajectories
∆te ≈ 0 can be fullfilled. We will show that it is sufficient to add only a few low-order
Fourier components of the fundamental laser frequency to the laser field in order to achieve
an optimized field which fullfills Eq. (6.12). Moreover, Eq. (6.12) demonstrates that the
chirp compensation becomes more difficult for larger bandwidth.
In our classical and quantum descriptions, we used the common assumption [85–89]
of neglecting the x-ray field for the continuum propagation of the electron. This means
dropping the term Sx(p, t, t
′) =
∫ t
t′ dτ{[px+A(τ)/c] Ax(τ)/c+ 12A2x(τ)/c2} in the definition
of Sq(p, t, t
′). We derive an approximate condition for the maximum electric field strength
of the x rays being allowed that this approximation holds and that the HHG pulse duration
is not influenced by the x-ray field. When evaluating Sx at the previously determined



























In Eq. (6.13a) we dropped the second term because ∂te
∂ωq
is negligible due to the simulta-
neous recollision and the third term because it contains an integration over the heavily







has to be much smaller than the recollision time window to justify in our case the neglec-
tion of Sx.
In summary, bandwidth-limited HHG emission can be reached when the recollision time
window determined by the classical dynamics in the laser field fulfills Eq. (6.12) and the
x-ray field satisfies Eq. (6.2) and Eq. (6.14).
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6.1.4 Generation of attosecond pulses
In the following, we describe an implementation of the scheme. We start from an optimal
field shape determined in the way described above with a fundamental frequency of ω =
0.06 a.u. Then, we represent the field as a Fourier series and only take the NF = 8 lowest
frequency components of its spectrum into account. Following this procedure, the pulses
in Fig. 6.2 a) (solid black line) were found. Its relevant classical trajectories ionized
by a one-photon transition are shown as solid red lines. We can observe that te(ωq)
is approximately constant and, therefore, we can expect bandwidth-limited harmonic
emission. We compare it to the traditional case of a sinusoidal laser field with similar
aL

















































Figure 6.2: a) Classical electron trajectories (red lines) are shown for two different field configurations
(thick black lines): The dashed curves are for a conventional sinusoidal laser field and a neutral Ne
atom. The full lines are for a shaped laser field consisting of NF = 8 harmonics that is assisted by
continuous wave x-rays (ωx = 60 eV, Ix = 9×1012 W/cm2) triggering ionization from a He+ ion. b)
Attosecond pulses emitted from the laser fields proposed in a). The solid line shows the intensity for
the case of the proposed scheme whereas the dotted and dashed lines correspond to the attosecond
pulses for a conventional field with a 40 eV bandwidth either with or without phase compensation,
respectively.
parameters as in [40] (dashed lines). Evaluating the dipole moment within the SFA
[Eq. (6.5)], we find the attosecond pulse generated by the fields in Fig. 6.2 (a). The
results are shown in Fig. 6.2 (b). The duration of the pulse generated by our method
(solid line) is 86 as at full-width half maximum (FWHM) only being slightly longer than
a pulse generated by a sinusoidal field in combination with a perfect chirp compensation
(78 as) (dotted line). The dashed line shows the uncompensated pulse with a duration
of 130 as. In all three cases, the same frequency window between 60 eV and 110 eV
was employed and the x-ray field (ωx = 60 eV, Ix = 9 × 1012 W/cm2) was chosen to
have the same average ionization rates as by tunnel ionization in the sinusoidal field.
The two pulses from the sinusoidal pulse were obtained from Neon using only the short
trajectories whereas in our case He+ has to be employed. The laser frequency is in all
cases ω = 0.06 a.u. Although the single-atom emission rate of both examples are on
the same order, the photon yield of our setup will be lower because the gas density is
restricted by a maximum value of 5 × 1016/cm−3 as determined later. We estimate an
emitted photon number per half cycle of 107 in the traditional case (density 1019/cm−3)
81
6 Wave–packet engineering in HHG
and 103 in our case from a volume of 200 µm × 200 µm × 1 mm.
So far, the attosecond pulse production with durations little below 100 as was consid-
ered. The time difference of the uncompensated (∼ 130 as) and compensated (∼ 80 as)
pulses were moderate. Now, we discuss our proposal for future experiments where the
bandwidth is of order of keV and Eq. (6.12) imposes a stronger constraint, demanding
for a larger phase compensation over a larger frequency spectrum. In the following, we
present two examples with production of pulses below 10 as and 1 as, see Fig. 6.3.
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Figure 6.3: (a) shows the laser field composed of only 8 Fourier components that illuminates an
Li2+ atom with Ip = 4.5 a.u.. The parameters of the assisting x-ray field are indicated in the first
row of Tab. 6.1. The created 8 as pulse is shown in (b). (c) displays the laser field needed to create
a pulse of 800 zs duration from Be3+ atoms with Ip = 8 a.u. and the parameters indicated in the
second row of Tab. 6.1. The respective HHG pulse is shown in (d). The dashed red lines in (b) and
(d) are the temporal phases of the harmonic pulses.
The laser field strength and the x-ray frequency have to be increased compared to the
example before to obtain a much larger bandwidth and are indicated in Tab. 6.1. We
also have to use ions with larger binding potential to suppress tunnel ionization for these
even larger electric field strengths. This way, attosecond pulses with a FWHM of 8 as
and 800 zs are formed. The pulses are almost bandwidth-limited as can be seen from the
constant phase (red dashed line) in the main part of the pulse. When plotting the phase,
the linear phase term determined by the central frequency of the pulse was subtracted
from the phase. Note, that in the scenario of creating the 800 zs pulse, the laser intensity
is in the weakly relativistic regime and the influence of the magnetic component of the
laser field is taken into account [69].
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NF IL[W/cm
2] ωx[eV] IX [W/cm
2] ∆ωq[eV] TP [as] ρmax[cm
−3] Nph ion
8 1016 218 3.5× 1014 470 8 2.5× 1016 101 Li2+
20 1017 996 1.4× 1015 4.9× 103 0.8 7× 1014 10−6 Be3+
Table 6.1: Parameters for the two examples in Fig. 6.3: NF represents the number of Fourier
components contained in the fundamental pulse, IL its peak intensity, ωX the x-ray frequency
employed for ionization, EX its field strength, ∆ωq the achieved HHG bandwidth, TP the HHG pulse
duration, ρmax the estimated maximum gas density, Nph an estimate of the emitted HHG photon
number per half cycle emitted from a volume of 200 µm × 200 µm × 1 mm having the maximum
density and the employed ion species.
The photon yield emitted from the target is very low [see Tab. 6.1] but detectable with
high repetition rate driving lasers. The small signal and the seven order of magnitude
reduction between the two examples in the table arise for several reasons: Firstly, in the
two examples, the ionization rate is small because ωX  Ip due to the required large initial
momentum. Ionization cannot be enhanced by increasing the x-ray intensity because it
is limited according to Eq. (6.14). One order of magnitude of reduction between the
examples of Tab. 6.1 is caused by this effect. Secondly, one-photon ionization with large
initial velocities results in a large spread of the ionized wave packet. In our calculations
this is included via the functional determinant in (6.5). The transversal momentum
uncertainty can be estimated as ∆p =
√
2(ωX − Ip) and thus spreading scales as (ωX−Ip)
and causes a reduction of one order of magnitude. Thirdly, the recombination cross section
decreases favoring scattering rather than recombination [213] and is responsible for one
order of magnitude reduction between the two cases. Finally, the gas density is limited to
a small value which will be discussed shortly. Presuming phase-matching, the yield scales
quadratically with the density ρ and three orders reduction between both scenarios in the
table arise for this reason.
6.1.5 Macroscopic effects
Next, we discuss consequences of applying the scheme to a macroscopic gas target. Due
to dispersion, the initially optimal pulse shape will be deformed during propagation. We
estimate the impact of the dispersion by investigating the pulse shape after 1-dimensional





is the electron density. In this case, each Fourier component of frequency ωq propagates







The influence of the different atomic transition lines of the medium on the dispersion
is omitted because the free electron background forms the largest contribution to the
dispersion. When calculating the driving pulse shape of Fig. 6.3 a) after a propagation
length of L = 1 mm, we find a maximum ion density of 5× 1016/cm3 and 7× 1014/cm3 to
maintain a duration of the harmonic burst below 10 as and 1 as, respectively. Similarly, we
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can specify the precision of the phase of the different Fourier components that is required.
The allowed fluctuations of the different components in terms of time delay is of the order
of 25 as and 2.5 as, respectively, in agreement with the time delays caused by the plasma
dispersion discussed before. The sensitivity is lower for harmonics with lower energies.
Apart from causing a deviation from the optimized pulse form, dispersion can also lead
to phase mismatching. Due to the rather low gas density, we do not expect a dramatic
phase mismatch. To achieve phase matching, we propose either to exploit the geometry of
the laser focus or using quasi-phasematching schemes as employing a weak counterprop-
agating IR field [148,149], weak static fields [150] or modulated wave guides [151–153].
So far, the recollision scheme was discussed in the spotlight of bandwidth-limited emis-
sion of attosecond pulses. The scheme can also be applied as a new type of pump-probe
technique where the atom is excited or probed at a precise time by the recolliding elec-
tron. The recollision time can be controlled via shaping the driving pulse. Moreover, the
spectral diversity of the simultaneously recolliding trajectories is an excellent condition
for the observation of continuum-continuum harmonics [184].
6.2 Enhancement of HHG within a spectral window
In this section, we first discuss the chirping factor which arises in SFA HHG amplitudes
from the 5-dimensional functional determinant. The factor has been briefly mentioned in
Section 4.2.6 in connection with the small HHG yield in the relativistic regime. Now a
rigorous mathematical derivation of the factor is presented.
Later, we will use this knowledge to shape the electronic wave packet and propose a
scheme to enhance HHG within a small energy window by reducing the chirping factor.
6.2.1 Chirping factor
In the first part of the chapter, we employed Eq. (6.5) to model the single-atom HHG
yield within the strong-field approximation (SFA) and saddle-point approximation. The
expression contains the 5-dimensional functional determinant det(S˜s) that arises when the
5-dimensional integral [see Eq. (6.3)] is carried out at once by means of the saddle-point






Besides the ionization amplitude aio and recollision amplitude arec, the functional de-
terminant is the third crucial factor in the SFA expression (6.16). The term occurs in
many works related to HHG [81,82,131] but a precise physical interpretation is still miss-
ing. Only a part of it has been analyzed [111] revealing that the functional determinant
takes the wave-packet spreading into account. We give a more detailed analysis of the
determinant.
To this end, we first analyze the Jacobi matrix S˜s of the classical action Sq(p, t, t
′)
[defined in Eq. (6.4)] from which the determinant is derived. The matrix evaluated at the
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Figure 6.4: Classical electron positions (black circles) are displayed at the initial moment ti and
final moment te for two possible trajectories. The position of the parent ion is the gray circle. We
compare two electron trajectories. In a) the first electron has already been started at an earlier time
whereas the second is just starting. Their spatial separation is denoted by δxi. In b) the same is
shown at recollision
saddle-points defined by Eqs. (6.6)-(6.8) is
S˜s =

∂px,pxSq ∂px,pySq ∂px,pzSq ∂px,tSq ∂px,t′Sq
∂py,pxSq ∂py,pySq ∂py,pzSq ∂py,tSq ∂py,t′Sq
∂pz,pxSq ∂pz,pySq ∂pz,pzSq ∂pz,tSq ∂pz,t′Sq
∂t,pxSq ∂t,pySq ∂t,pzSq ∂t,tSq ∂t,t′Sq
∂t′,pxSq ∂t′,pySq ∂t′,pzSq ∂t′,tSq ∂t′,t′Sq
∣∣∣∣p=ps,t=te,t′=ti
. (6.17)




τ 0 0 pK(te) −pK(ti)
0 τ 0 0 0
0 0 τ 0 0
pK(te) 0 0 −E(te)pK(te) 0
−pK(ti) 0 0 0 E(ti)pK(ti)
 , (6.18)
where τ = te − ti is the excursion time, pK(t) = ps,x +A(t)/c the kinetic momentum and
E(t) = −∂tA(t)/c the electric field strength. Note that the initial kinetic momentum is
constant pK(ti) =
√
2(ωX − Ip) [see also (6.7)]. Thus, we find an analytical expression
for the determinant
det S˜ = τ 2pK,ipK,e
(−EipK,e + Ee(−Eiτ + pK,i)). (6.19)
For short-hand notation we have introduced the subindizes i and e indicating that the
respective quantity is evaluated at the ionization time t′s or recombination time ts, respec-
tively, e.g., pK(t
′
s) = pK(ti) = pK,i.
In the following, we briefly show that the functional determinant (6.19) has also an
intuitive meaning. We compare the final momentum difference δpK,e of two different
classical trajectories that start from the origin separated by a time span δti and recollide
with a delay of δtf (see Fig. 6.4). The final momentum difference arises in this two time
windows and is given by δpK,e = −Eiδti + Eeδte. δti is a small free parameter whereas
δte is determined by the final momentum pK,e and the distance δxK,e between the two
particles at recombination. The final distance δxe = (−Eiτ + pi)δti (see also Sec. 6.1.2)
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contains two terms that account for the spread during propagation due to the different
momenta of the two particles and the initial position difference δxi = pK,iδti between
both. Taking all pieces together, we find that the derivative of the final energy with
respect to the ionization time is given by
∂ωH
∂ti
≈ pK,eδpK,e/δti = −EipK,e + Ef (−Eiτ + pK,i) . (6.20)
By comparing (6.20) and (6.19), we see that the functional determinant




includes the chirp of the wave packet. Moreover, the determinant strongly depends on
the laser intensity because the chirping factor ∂ωH/∂ti increases the cutoff and the single-
atom yield per harmonic decreases this way. Even though the functional determinant is
different in the relativistic regime, the general idea of the chirping factor is not based on
the DA or relativistic mass shift and it survives also into the relativistic regime of HHG.
6.2.2 Reduction of the wave–packet chirp
In this section, we propose a scheme as to how the functional determinant can be controlled
to enhance the single-atom HHG yield within a chosen frequency window. From Eq. (6.19)
and (6.16) it follows that the single-atom yield can be increased by fullfilling two demands:
(i) a small initial momentum pK,i and (ii) a small initial electric field Ei at ionization.
The demands lead to a small function determinant (6.19) and an enhanced emission
probability (6.16). Since the saddle-point approximation is based on the assumption of a
non-vanishing functional determinant, our conclusion is only valid as long as the enhanced
spectral window is larger than a harmonic peak. For practical reasons we choose laser
parameters where our approximation is still valid. The enhancement can be understood
as follows: usually, parts of the wave packet ionized at different times will recollide with
different energies. However, parts of the wave function ionized in the time window where
(i) and (ii) are fullfilled will recollide nearly with the same final energy that is, thus,
enhanced in the emission spectrum.
For the optimization we start from a conventional sinusoidal pulse [see red line in
Fig. 6.5 (a)] that is going to be shaped to meet the demands. Additionally, a weak x-ray
field is required for single-photon-ionization of the electronic wave packet. This way, the
ionization mechanism becomes independent of the optical pulse shape. Thus, the initial
momentum of a classical trajectory is determined by pK,i =
√
2(ωX − Ip). The x-ray
frequency ωX is chosen to be only a little larger than the ionization threshold to keep the
initial momentum pK,i small as requested from condition (i). In the next step, we modify
the sinusoidal laser field in two regions: In region 1 we set the laser field close to zero.
Thus, trajectories emerging from this time window fullfill also condition (ii). The hump
in region 3 is such that an integral over the electric field vanishes to ensure a vanishing
DC component of the pulse. The specific shape of this part (region 3) is not important
because all trajectories emerging from region 1 recollide within region 2. Moreover, this
step can be omitted when applying an additional constant electric laser field instead.
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Figure 6.5: (a) displays the optimized tailored laser field (blue) and sinusoidal field (red) with the
same period. Both fields are assisted by a weak x-ray field. The optimized field is determined by
the procedure described in the text. (b) shows the recollision energies for electrons depending on
the ionization phase calculated from the saddle points. The downhill and uphill trajectories are
distinguished by a solid or dashed plot style.
The optimized laser field has small oscillations along the whole period because it is
composed of a finite Fourier series with N = 15 components. For this reason, the field at
the border between region 2 and 3 where the enhanced energies recollide is also optimized.
Tiny oscillations in region 1 could cause that the chirp of the wave packet is not monotonic,
i.e., the same recollision energy is met several times. Possible destructive interferences are
avoided by shaping the recollision region (end of region 2). The field is shaped such that
each energy is met just once. If the order of the Fourier series is increased, the unwanted
oscillations become smaller and it is, therefore, possible to have a narrower and more
enhanced frequency window.
The impact of our modifications on the recolliding wave packet can be inspected from
Fig. 6.5 (b). The graph displays the final recollision energies versus the ionization time of
the classical trajectories. The red lines are for the x-ray assisted conventional sinusoidal
field with 4 contributions to each energy: long and short uphill (solid line) and long and
short downhill (dashed) trajectories. The left part before the maximum energy are called
long trajectories, whereas the right part corresponds to the ionization phases of the short
trajectories (see Sec. 2.1). Because of the x-ray ionization the initial momentum direction
can be directed with or towards the laser field and leads to the distinction between up- and
downhill trajectories (as discussed in Sec. 4.3.1.1). The tailored field modifies the saddle-
point equations as can be seen from the blue lines in Fig. 6.5 b). The long trajectory
and the high-energy part of the short trajectories are mainly affected as their ionization
time lies in region 1 of the laser field which has been modified. All trajectories ionized
within that region have nearly the same final recollision energy and thus we expect a
small chirping factor ∂ωH/∂ti. The trajectories from this ionization time window differ
only due to their ionization direction (up- or downhill). Therefore, a large fraction of
the ionized wave packet recollides within these two tiny energy ranges. The energy of
these windows is determined by the laser field evolution in region 2 and their bandwidth
is given by the chirping factor (6.20). The rising edge between region 1 and 2 has not
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Figure 6.6: Single-atom HHG rate by the shaped pulse (blue) of Fig. 6.5 (a) and a conventional
sinusoidal pulse (red) both assisted by an x-ray field.
necessarily to be very steep since all trajectories starting from 1 undergo the same field.
For the same reason the shape in region 2 is allowed to deviate from the sinusoidal pulse
which allows the low number of Fourier components of the optimized pulse.
For modelling we chose a zero range potential of Ip = 5.68 a.u., an x-ray energy of
ωX = 5.72 a.u. and an x-ray electric field strength of EX = 0.3 a.u.. The sinusoidal laser
field has an electric peak field strength of E = 0.6 a.u. and a frequency of ω = 0.05 a.u..
The optimized pulse shape in Fig. 6.5 (a) consists of only 15 harmonics of the fundamental
laser frequency.
The enhancement of emission yield in the discussed energy regions can be observed in
the spectrum, see Fig. 6.6. The most prominent features in the spectrum are the two
dips with an enhanced yield of about two orders of magnitude over the low energy part
and about one order of magnitude over the spectrum of the sinusoidal pulse. Each of the
dips represents a different ionization direction of the electronic wave packet. We continue
to discuss the spectrum quantitatively. At 2.2 keV the enhancement of the blue curve
compared to the red curve is due to the chirping factor. The chirping factor for the
blue curve is ∂ωH/∂ti = 0.06 a.u. whereas the corresponding long trajectory of the red
curve has a chirping factor of ∂ωH/∂ti = 14 a.u.. The actual enhancement of one order of
magnitude is lower than the factor 14/0.06 ≈ 230 which could be expected. This is for two
reasons: first, the red curve has contributions from the long and short trajectories whereas
the blue originates from a long trajectory only. The amplitudes of short trajectories are
about a factor of 2 larger than the amplitudes for the long trajectories. This is because
of the different excursion times resulting in a different spreading behavior. Second, in the
sinusoidal case, emission happens twice per laser cycle; our scheme fullfills the conditions
for enhancement just once per cycle. Note that the ratio of the chirping factors of about
230 can be estimated by the ratio between the cutoff of the sinusoidal field (∼ 2.8 keV)
and the spectral width of the enhanced windows (∼ 10− 15 eV).
The oscillations in the dips are associated with the oscillations of the electric field in
period 1 where it is close to zero. Accordingly, it could offer a way to determine pulse
shapes close for fields close to zero. The cut off is lower than for a sinusoidal field because
the rising edge of the shaped pulse (just at the beginning of region 2) is after the point
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where the cutoff trajectory starts in the sinusoidal case. In the low energy part of the blue
spectrum we do not observe the typical oscillations caused by the interference between
the different contributing trajectories. This is because only short trajectories contribute.
In fact, interference between the short downhill and uphill trajectories occurs but the
oscillations are so slow that they are not visible. The similarity of the up- and down-
hill trajectories and, thus, the slow oscillation can be recognized by the small parameter√
0.5pi/Up [88].
In summary, the 5-dimensional functional determinant occurring in HHG SFA ampli-
tudes has been investigated in detail. From this, we find that by tailoring an IR-pulse
assisted by an x-ray field, we can increase the single-atom HHG yield in a specific en-
ergy window. The enhancement factor is given by the ratio between the cutoff energy
of the reference pulse and the enhancement bandwidth subtracted by about one order of
magnitude due to the nature of the contributing trajectories.
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7 Conclusion and outlook
In this thesis, several strategies were developed to push forward the technique of high-
harmonic generation towards higher photon energies and shorter harmonic pulse durations
and to elucidate its fundamental mechanism.
The fundamental interference picture of HHG was extended to include the class of
continuum-continuum (CC) transitions. By means of the model, it was found that a
CC transition can play a dominant role in HHG for laser intensities in the saturation
regime. An accurate analytical model was developed to describe the CC transition and the
traditional HHG transition in the saturation regime in excellent agreement with numerical
results. The new transition can potentially be exploited to gain structural information
about atoms or molecules. This idea requires further investigations to address several
questions. First, the precise phase-matching conditions to isolate the CC harmonics have
to be determined. Second, it has to be investigated how the CC yield behaves in a multi-
electron system to explore if it is enhanced as for the traditional CB HHGmechanism [109].
Third, it requires further investigation which structural information could be mapped out
from the CC spectrum about the atom or molecule to obtain a new kind of molecular
imaging [32,33].
In Sec. 4, the possibility to generate harmonics in the relativistic regime was discussed
and a macroscopic model was developed to describe the harmonic yield from a macro-
scopic gas target illuminated by relativistic laser intensities. Employing this model, two
different single-atom schemes were optimized and advanced to allow for phase-matched
emission from a macroscopic gas target: in Sec. 4.2, HHG from counterpropagating at-
tosecond pulse trains was investigated. The existence of an additional phase of the emitted
harmonics was found to depend on the delay time between the pulse trains. We showed
that the phase can be tuned by varying the laser field intensity to compensate the phase
mismatch caused by the free electron background. In the second setup (Sec. 4.3), the rela-
tivistic drift was compensated by means of an additional x-ray field. The phase-matching
analysis revealed that the IR and x-ray beams have to co-propagate in order to achieve
phase-matching in contrast to [82, 91]. Nevertheless, drift compensation can be achieved
with a sufficiently high x-ray frequency. To obtain phase-matching on a macroscopic level,
an additional weak counterpropagating IR field was employed.
Even when overcoming the relativistic drift and managing phase-matching, only a tiny
HHG emission yield was obtained. Several reasons were identified: the phase-matched
emission volume is, with a few tens of µm, still up to two orders of magnitude smaller
than in many current experiments. This needs to be increased in order to have a practical
photon source. When scaling to higher energies, the recolliding wave packet has a smaller
probability for recombination. Instead, scattering is favored. Investigations have to be
pursued as to how the recombination can be optimized. Moreover, we introduced the
chirping factor describing the wave packet spread in terms of energy. It results in further
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reduction of the HHG yield when the phase-matching bandwidth is not increased in the
same way as the cutoff along with the laser intensity. A first proposal to overcome this
reduction was presented in Sec. 6.2. As a future direction for the examination of relativistic
harmonics also the theoretical model could be advanced, e.g., by employing a fully 3D
propagation model for the laser pulse and using realistic ionic potentials instead of the
employed zero-range potential.
Since the straightforward increase of the laser intensity to obtain multi-keV harmonics
leads to a number of difficulties, we pursued another approach. In Chapter 5, the HHG
energy is increased by rising the ionization potential at recombination. In a two-electron
scheme, the recolliding continuum electron is forced to combine to a core hole by x-ray
excitation of the core electron. The high ionization energy of the core level increases the
HHG photon energy. We proved that the single-atom efficiency is at the same level as
HHG from valence hole recombination for a x-ray intensity of 1016W/cm2. Through that
technique, attosecond pulses in the x-ray domain could potentially be generated. As the
new plateau sensitively depends on the shape of the high-frequency pulse, the process
could offer the long-sought method to characterize x-ray pulses. It is necessary to find
a way to solve this inverse problem. Additionally, phase-matching from the new plateau
needs to be considered which is crucial to find experimental conditions for measurement.
Moreover, the method could be combined with other ways increasing the HHG cutoff, e.g.
long-wavelength drivers [97,147]. Furthermore, from a theoretical point of view, it would
be interesting to investigate the influence of the higher-order correction in our theory since
for arbitrary x-ray pulse shapes in Sec. 5.2.2.
In Chapter 6, an approach is proposed as to how the recolliding wave packet can be
shaped in position and momentum space. By using this technique certain harmonics in
the spectrum can be enhanced and, much more importantly, it offers a possibility to arbi-
trarily shape the phase of the emitted harmonic pulses and to generate bandwidth-limited
attosecond pulses. That technique avoids the requirement of filter elements to compen-
sate the attochirp. If in the future, larger harmonic bandwidths become available, the
technique could even be the only possibility to counteract the chirp because appropriate
filters may not be available. However, the technique suffers from the fact that ionic gases
have to be employed to suppress tunnel ionization. This is experimentally challenging
and requires a low gas density to prevent phase-mismatch and deformation of the driving
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