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LIMIT THEOREMS FOR SOME CONTINUOUS TIME RANDOM
WALKS
M. JARA AND T.KOMOROWSKI
Abstract. In this paper we consider the scaled limit of a continuous time random walk
(CTRW) based on a Markov chain {Xn, n ≥ 0} and two observables τ(·) and V (·) cor-
responding to the renewal times and jump sizes. Assuming that these observables belong
to the domains of attraction of some stable laws we give sufficient conditions on the chain
that guarantee the existence of the scaled limits for CTRW. An application of the results
to a process that arises in quantum transport theory is provided. The results obtained
in this paper generalize earlier results contained in [2, 21] and recent results of [15, 19],
where {Xn, n ≥ 0} has been a sequence of i.i.d. random variables.
1. Introduction
Continuous time random walk (CTRW) has been introduced in [22] and finds its ap-
plications in modeling of various phenomena, e.g. in anomalous transport (see e.g. [8,
13, 25, 26, 28]) mathematical finance ([12, 20]), or in hydrology ([3, 4]) to mention just
few examples. It can be described as a random walk subordinated to a renewal pro-
cess. More precisely, suppose that (E,d) is a Polish space with E the σ-algebra of its
Borel subsets and τ : E → (0,+∞), V : E → R are two measurable functions and
{Xn, n ≥ 0} is a Markov chain with an initial distribution π that is stationary. Sup-
pose also that t0 := 0, tN :=
∑N−1
k=0 τ(Xk), N ≥ 1 are the renewal times. Particle jumps
are given by V (Xk), k = 0, 1, . . .. Let S0 := 0 and SN :=
∑N−1
k=0 V (Xk). For t ≥ 0 let
n(t) := max[N ≥ 0 : tN ≤ t]. We define a stochastic process describing the trajectory of
the particle performing a continuous time random walk by W (t) := Sn(t), t ≥ 0. We are
concerned in describing the limiting behavior of scaled processes {N−γW (Nt), t ≥ 0},
for an appropriate γ > 0, as N → +∞. In case when {Xn, n ≥ 0} is a sequence
of i.i.d. random variables this problem has been investigated in [2]. In [21] the re-
sult is generalized to the case of triangular arrays with rowise independent random vari-
ables.. From Theorem 3.1 of [2] and Theorem 2.1 of [21] it follows in particular that
if {(N−1/βS[Nt], N
−1/αt[Nt]), t ≥ 0} converge in law over D([0,+∞);R
2), with the J1-
topology, to a Le´vy process {(St, Tt), t ≥ 0}, whose components have no common jumps
then {N−α/βW (Nt), t ≥ 0} converges in law over D[0,+∞) with the M1 topology to
ζs := ST−1s , s ≥ 0, (1.1)
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where T−1s := inf[t : Tt > s] (the first passage time) is the right inverse of the α-stable
subordinator {Tt, t ≥ 0}.
When common jumps of the components of {(St, Tt), t ≥ 0} are admitted with positive
probability the situation is more delicate and only some partial results concerning conver-
gence are available. In Theorem 3.4 of [2] it has been shown that one dimensional statistics
of N−α/βW (Nt) weakly converge to the law of ζt.
In this paper we formulate sufficient conditions for a Markov chain {Xn, n ≥ 0}, see
Theorems 2.8 and 2.9 below, that guarantee the convergence in law of {N−α/βW (Nt), t ≥
0}. As for the hypotheses made about the Markov chain we assume that measure π
satisfies the spectral gap estimate, see Condition 2.1. Moreover transition probabilities
satisfy some additional regularity assumptions see Conditions 2.2 and 2.4. It has been
shown in [18] that under such conditions both {N−1/βS[Nt], t ≥ 0} and {N
−1/αt[Nt], t ≥ 0}
converge in law over D([0,+∞), with the J1 topology, to respective Le´vy processes. We
strengthen this result and obtain the joint convergence in law of two dimensional processes
{(N−1/βS[Nt], N
−1/αt[Nt]), t ≥ 0} to a respective Le´vy process, see Theorems 2.5–2.7. We
give a sufficient condition, formulated in terms of the joint law of (V (x), τ(x)) under π (see
(2.19)), which precludes the possibility of jumps of the limiting Le´vy process occurring
simultaneously with positive probability. The above plus an argument from [2] yield the
convergence of {N−α/βW (Nt), t ≥ 0}. Furthermore, we prove that when the joint law
of (V (x), τ(x)) under π is such that the jumps of the limiting Le´vy process have to occur
simultaneously a.s., see condition (2.22), then the convergence of CTRW still holds. This is
achieved by a careful analysis of the convergence of the right inverses of {N−1/αt[Nt], t ≥ 0}.
We prove that the convergence of these processes holds in a sense that allows us to control
the size of the respective plateaus, see Lemma 3.3. This, in turn, suffices to prove the
convergence of the relevant CTRW. The limiting process is {ζs, s ≥ 0}, when no common
jumps are allowed for the limit {(St, Tt), t ≥ 0}, see Theorem 2.8, or {ζ
−
s := ST−1s −, s ≥ 0},
see the definition of the process given in (2.25) and Theorem 2.9 below. This result is in
agreement with the results obtained in the i.i.d. case in [15] and [19].
Having in mind possible applications we formulate the result for a counterpart of CTRW
that arises when {N−α/βS(Nt), t ≥ 0} is replaced by a process obtained by linear interpo-
lation of its nodal points. Finally, we apply our results to describe the limiting behavior of
a jump process {Ks, s ≥ 0} on a one dimensional torus that arises in quantum transport
theory, see (4.1) below. This process is the projection onto a 0-fiber of the solution of a
translation invariant Lindblad equation. It possesses a unique σ-finite invariant measure,
absolutely continuous with respect to Lebesgue measure, see Proposition 4.1 below. The
dynamics of the process is completely mixing and its one dimensional statistics converges
to a mixture of delta type measures supported on the set [τ = +∞], see Theorem 4.2.
As an application of Theorem 2.8 we conclude also, see Corollary 4.4, the convergence in
law of additive functionals of the type N−α/β
∫ Nt
0
V0(Ks)ds. In the particular case consid-
ered in [8] the torus is the interval [−π, π] whose endpoints are identified, τ(−k) = τ(k)
and τ(k) ∼ |k ± π/2|−2, as |k ± π/2| ≪ 1, so α = 1/2. We assume that V0 is odd, i.e.
V0(−k) = −V0(k). In addition we suppose that either V0(k) ∼ |k± π/2|, as |k± π/2| ≪ 1,
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and V0 is bounded otherwise, or V0(k) ∼ |k ± π/2|
γ, as |k ± π/2| ≪ 1 for some γ > 1, and
V0(k) ∼ |k ± k0|
−1 for some k0 6∈ {−π/2, π/2}. The law of V (k, τ) := V0(k)τ belongs then
to the normal domain of attraction of the Cauchy law, so β = 1/2. We conclude therefore
that the scaling properties of the limiting process are the same as those of the Brownian
motion. We call such a process a fake diffusion.
Acknowledgement. The authors would like to express their thanks to an anonymous
referee of the previous version of this manuscript for pointing out that the result concerning
the case when the limiting process admits common jumps has been erroneously formulated.
2. Preliminaries and statements of the main results
2.1. AMarkov chain. Let (E,d) be a Polish metric space and let E be its Borel σ-algebra.
Assume that {Xn, n ≥ 0} is a Markov chain with state space E and π - the law of X0 - is
invariant and ergodic for the chain. We suppose that the following hypotheses are satisfies:
Condition 2.1. Spectral gap condition:
sup[‖Pf‖L2(π) : f ⊥ 1, ‖f‖L2(π) = 1] = a < 1. (2.1)
Since P is also a contraction in L1(π) and L∞(π) we conclude, via Riesz-Thorin inter-
polation theorem, that for any p ∈ [1,+∞):
‖Pf‖Lp(π) ≤ a
1−|2/p−1|‖f‖Lp(π), (2.2)
for all f ∈ Lp(π), such that
∫
fdπ = 0.
We suppose also that the absolute continuous part of the transition probability function
has some regularity property. Namely, we assume that:
Condition 2.2. There exist a measurable family of Borel measures Q(x, dy) and a mea-
surable, non-negative function p(x, y) such that
P (x, dy) = Pa(x, dy) +Q(x, dy), for all x ∈ E, (2.3)
where Pa(x, dy) := p(x, y)π(dy) and
C(2) := sup
y∈E
∫
p2(x, y)π(dx) < +∞ (2.4)
A simple consequence of (2.3) and the fact that π is invariant is that∫
p(x, y)π(dy) ≤ 1 and
∫
p(y, x)π(dy) ≤ 1, ∀ x ∈ E. (2.5)
Another consequence of condition (2.4) is that P extends to a bounded operator from
L1(π) to L2(π).
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2.2. The renewal process. Suppose that τ : E → [0,+∞) is measurable over (E, E) and
satisfies:
Condition 2.3. There exist α ∈ (0, 1) and cα > 0 such that
lim
λ→+∞
λαπ(τ ≥ λ) = cα (2.6)
and there exists t∗ > 0 such that
τ(x) ≥ t∗ > 0, ∀ x ∈ E.
This condition is assumed in order to avoid the issue of explosions or accumulation points.
Furthermore, we suppose that the tails of τ under the singular part are controlled by those
corresponding to the absolutely continuous part uniformly with respect to the initial state,
i.e.
Condition 2.4.
sup
λ≥0,x∈E
Q(x, [τ ≥ λ])
Pa(x, [τ ≥ λ])
< +∞. (2.7)
Let {Xn, n ≥ 0} be a Markov chain as in the previous section, t0 := 0 and
tN :=
N−1∑
k=0
τ(Xk), for N ≥ 1. (2.8)
For a given t > 0 define n(t) as the unique (random) integer that satisfies the following
condition
t ∈ [tn(t), tn(t)+1). (2.9)
2.3. An observable and the CRTW process. Suppose now that V : E → R is mea-
surable. Let S0 := 0
SN :=
N−1∑
k=0
V (Xk), for N ≥ 1. (2.10)
We shall assume assume that either
V ∈ L2(π) and
∫
V dπ = 0, (2.11)
or in case V does not belong to L2(π) we assume that there exist β ∈ (0, 2) and two
nonnegative constants c+β , c
−
β satisfying c
+
β + c
−
β > 0 and
π(V ≥ λ) =
c+β
λβ
(1 + o(1)) ,
π(V ≤ −λ) =
c−β
λβ
(1 + o(1)) , as λ→ +∞.
(2.12)
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Furthermore V is supposed to be centered when β ∈ (1, 2). In analogy to condition (2.7)
we assume that the tails of V under the singular part of P (x, ·) are controlled by those of
the absolutely continuous part, i.e.
sup
λ≥0,x∈E
Q(x, [|V | ≥ λ])
Pa(x, [|V | ≥ λ])
< +∞. (2.13)
We define the continuous time random walk (CTRW) process W (t) := Sn(t), t ≥ 0. Its
trajectories belong to the space of ca`dla`g functions D[0,+∞). To abbreviate we shall
denote this space by D in what follows. Define also the piecewise linear counterpart of
CTRW by
Ŵ (t) := Sn(t) +
t− tn(t)
tn(t)+1 − tn(t)
V (Xn(t)) for t ∈ [tn(t), tn(t)+1).
In our subsequent notation we write C := C[0,+∞).
2.4. Convergence to a Le´vy process. The results presented in this section extend those
of [18] to the case of two dimensional Markov chains. They can be proved using quite similar
arguments. For the convenience of a reader we present the main points of the respective
proofs in Appendices A and B.
Suppose that the hypotheses made in Sections 2.1 – 2.2 hold and KN is an increasing
sequence converging to infinity. Our immediate concern is the question of the convergence
of joint processes {(S
(N)
t , T
(N)
t ), t ≥ 0}, as N → +∞. Here T
(N)
t := KN
−1/αt[KN t] and
S
(N)
t := K
−1/β
N S[KN t], when β 6= 1 and
S
(N)
t := K
−1
N S[KN t] − vN t, (2.14)
when β = 1 and vN :=
∫
V 1[|V |≤KN ]dπ. Let
ψβ(ξ) :=
∫
R
eβ(ξ, λ)νβ(dλ), (2.15)
where
eβ(ξ, λ) :=
 e
iλξ − 1, β ∈ (0, 1),
eiξλ − 1− iξλ1[−1,1](λ), β = 1,
eiλξ − 1− iλξ, β ∈ (1, 2)
and νβ(dλ) := βcβ(λ)|λ|
−1−βdλ. Here cβ(λ) equals c
+
β for λ > 0 and c
−
β for λ < 0. Consider
a Le´vy process {(St, Tt), t ≥ 0} given by Ee
iξ1St+iξ2Tt = etψ(ξ1 ,ξ2), where
ψ(ξ1, ξ2) := ψβ(ξ1) + ψα(ξ2) (2.16)
=
∫
eα,β(ξ1, ξ2, λ1, λ2)ν∗(dλ1, dλ2), (ξ1, ξ2) ∈ R
2,
where the coefficients c+α , c
−
α appearing in the respective definition of ψα(·) are equal then
to cα (see (2.6)) and 0 respectively,
eα,β(ξ1, ξ2, λ1, λ2) :=
 e
i(λ1ξ1+λ2ξ2) − 1, β ∈ (0, 1),
ei(λ1ξ1+λ2ξ2) − 1− iξ1λ11[−1,1](λ1), β = 1,
ei(λ1ξ1+λ2ξ2) − 1− iλ1ξ1, β ∈ (1, 2)
(2.17)
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and
ν∗(dλ1, dλ2) := νβ(dλ1)δ0(dλ2) + δ0(dλ1)να(dλ2). (2.18)
In our first result we adopt a hypothesis that τ(x) and |V (x)| cannot be large together.
Namely, we assume that
π [τ ≥ λ, |V | ≥ λ] ≤
C∗
λγ
, λ > 0 (2.19)
for some C∗ > 0 and γ > α ∨ β.
Theorem 2.5. Suppose that the assumptions made in (2.12) and (2.19) hold and V is
centered when β ∈ (1, 2). Then, the following hold:
i) if β 6= 1 then the joint laws of {(S
(N)
t , T
(N)
t ), t ≥ 0}) converge in law, as N → +∞,
to {(St, Tt), t ≥ 0}) on D2 := D([0,+∞),R
2) with the J1-topology.
ii) if β = 1, we assume that for some β ′ > 1
sup
N≥1
‖PVN‖Lβ′(π) < +∞, (2.20)
where VN := V 1[|V |≤KN ]. Then, the conclusion of part i) holds also in this case with the
modification of the definition of S
(N)
t given in (2.14).
In our next result we allow the jumps of the components of {(S
(N)
t , T
(N)
t ), t ≥ 0} to
occur at the same time. More specifically, let
ρ(λ) := Cα,β|λ|
β/α, λ ∈ R (2.21)
where Cα,β := cα(c
−
β + c
+
β )
−1. Suppose that for some C∗ > 0 and γ > α we have
π [|τ − ρ ◦ V | ≥ λ] ≤
C∗
λγ
, ∀λ > 0. (2.22)
Consider now a Le´vy process {(St, Tt), t ≥ 0} such that
ψ(ξ1, ξ2) :=
∫
R2
eα,β(ξ1, ξ2, λ1, λ2)ν∗(dλ1, dλ2), (2.23)
where eα,β(ξ1, ξ2, λ1, λ2) is given by (2.17) and
ν∗(dλ1, dλ2) := δ0(λ2 − ρ(λ1))νβ(dλ1)dλ2. (2.24)
Theorem 2.6. Suppose that (2.22) is in force. Then, the convergence statements analogous
to the one made in parts i), ii) of Theorem 2.5 still hold. The only difference is that the
limiting Le´vy process is described by the exponent given in (2.23).
Finally, when V ∈ L2(π), i.e. (2.11) holds, we have the following.
Theorem 2.7. The laws of {(S
(N)
t , T
(N)
t ), t ≥ 0}) converge, as N → +∞, over D × D
with the product of the uniform and J1 topologies to the joint law of independent Le´vy
processes: {(St, Tt), t ≥ 0}. The first component is a zero mean Brownian motion and the
Le´vy exponent of the second component equals ψα(ξ).
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2.5. Convergence of continuous time random walks. Our first result, concerning the
convergence of CTRW, is contained in the following.
Theorem 2.8. Under the assumptions of either Theorem 2.5, or 2.7 the processes
{N−α/βW (Nt), t ≥ 0} converge in law in the M1 topology of D, as N → +∞, to
{ζt := Ss(t), t ≥ 0}, where {(St, Tt), t ≥ 0} is an appropriate Le´vy process and {s(t), t ≥ 0}
is the right inverse of {Tt, t ≥ 0}. The result also holds when process W (t) is replaced by
the linear interpolation process Ŵ (t). In the latter case, under the assumptions of Theorem
2.7 the convergence in law holds over C.
Remark 1. If {(St, Tt), t ≥ 0} is such that its first component is a Brownian motion
then the components of the process are independent, see Theorem 2.7. In that case {ζs =
ST−1s , s ≥ 0} is called a Mittag-Leffler process. It is non-Markovian and arises as a limit of
an appropriately scaled additive functional of a Markov process, whose resolvent, applied
at the observable, obeys the power law at the bottom of the spectrum of the generator, see
[1, 9]. We refer the reader to e.g. [16] and the references therein for an extensive review of
the results concerning this particular case.
Given the Le´vy process {(St, Tt), t ≥ 0} as described in Theorem 2.6 define
ζ−t = lim
N→+∞
Ss(t)−1/N , t ≥ 0. (2.25)
The limit is understood almost surely in the J1 topology of D. Here St = 0 when t < 0.
Observe that although the notation suggests otherwise the process {ζ−t , t ≥ 0} is ca`dla`g,
as a limit of ca`dla`g processes in the J1 topology..
Theorem 2.9. Under the assumptions of Theorem 2.6 the processes {N−α/βW (Nt), t ≥ 0}
converge in law in the J1 topology of D, as N → +∞, to {ζ
−
t , t ≥ 0}, defined above.
Remark 2. We point out here that the limiting processws described in Theorems
2.8 and 2.9 have a scale invariance property. Namely, the laws of {ζat, t ≥ 0} and that
of {aα/βζt, t ≥ 0} are identical for each a > 0. The same scaling invariance concerns
also the process {ζ−t , t ≥ 0} This remark follows easily from the fact that in the cases
considered in both theorems the Le´vy processes {(Staα , Ttaα), t ≥ 0} and {(a
α/βSt, aTt), t ≥
0} have identical Le´vy exponents. Thus, the joint laws of {(Staα , Ttaα), t ≥ 0} and those of
{(aα/βSt, aTt), t ≥ 0} over D2 are identical. This in turn implies easily the scale invariance
property.
3. The proof of Theorem 2.8
3.1. The case when jumps cannot occur together. Here we assume that the sets of
discontinuity points for the components of the limiting process {St, t ≥ 0} and {Tt, t ≥ 0}
are a.s. disjoint, i.e. that either the assumptions of Theorem 2.5, or 2.7 hold. Then, the
weak convergence of {N−α/βW (Nt), t ≥ 0} can be proven in exactly the same way as
in Theorem 3.1 of [2]. We only show the convergence of the linear interpolation process
N−α/βŴ (Nt).
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Assume first that the assumptions of Theorem 2.5 hold. For a given t > 0 recall that
n(Nt) is the (random) integer given by (2.9). Let KN := N
α. We define S
(N)
t :=
K
−1/β
N
∑[KN t]−1
n=0 V (Xn), T
(N)
t := K
−1/α
N t[KN t] and sN (t) the right-continuous inverse of
{T
(N)
t , t ≥ 0}, i.e. sN(t) := inf[u : T
(N)
u > t], and s∗N(t) := sN(t)−N
−α = max[u : T
(N)
u ≤
t]. Denote by Ŝ
(N)
t the process whose paths are obtained by the linear interpolation be-
tween the points (mK−1N , SmK−1N
), where m ≥ 0 is an integer. Then N−α/βŴ (Nt) = Ŝ
(N)
s∗N (t)
.
The following result allows us to replace the first coordinate process in the statement of
Theorem 2.5 by its linear interpolation.
Lemma 3.1. Under the assumptions of Theorem 2.5 the processes {(Ŝ
(N)
t , T
(N)
t ), t ≥ 0}
converge in law, as N → +∞, over D × D with the product of the M1 topologies to the
Le´vy process: {(St, Tt), t ≥ 0} as in the statement of Theorem 2.5.
Before demonstrating the lemma we show how to use it to finish the proof of the theorem.
By Skorochod’s embedding theorem we define a family of processes {(U
(N)
t , V
(N)
t ), t ≥ 0}
such that
1) the law of {(U
(N)
t , V
(N)
t ), t ≥ 0}) is identical with that of {(Ŝ
(N)
t , T
(N)
t ), t ≥ 0})
for each N ≥ 1,
2) {(U
(N)
t , V
(N)
t ), t ≥ 0} converges a.s., in D × D equipped with the product M1
topology, to {(St, Tt), t ≥ 0}). Here the limiting process is as in Theorem 2.5.
Suppose that {uN(t), t ≥ 0} is the right inverse of {V
(N)
t , t ≥ 0} and u
∗
N(t) := uN(t) −
1/Nα. The law of {Y
(N)
t := U
(N)
u∗N (t)
, t ≥ 0} coincides with that of N−α/βŴ (Nt). Moreover,
both {U
(N)
t , t ≥ 0} and {u
∗
N(t), t ≥ 0} converge a.s., as N → +∞, in the M1 topology to
{St, t ≥ 0} and {s(t), t ≥ 0} (the right inverse of {Tt, t ≥ 0}) respectively. In fact, since
{s(t), t ≥ 0} is a.s. continuous, the latter sequence converges in the uniform topology.
Theorem 13.2.4 of [27] implies therefore that {Y
(N)
t , t ≥ 0} converge in theM1 topology to
{Yt, t ≥ 0} a.s., provided that the sets of dicontinuities of {St, t ≥ 0} and {Tt, t ≥ 0} are
a.s. disjoint. This however is a simple consequence of the independence of these processes.
The proof of Lemma 3.1. Suppose T > 0. Recall how the M1 topology on D[0, T ] can
be metrized, see [27], p. 476 for details. For a given X ∈ D[0, T ] we define by ΓX the
graph of X , i.e. the subset of R2 given by
ΓX := [(t, z) : t ∈ [0, T ], z = cX(t−) + (1− c)X(t)], for some c ∈ [0, 1]].
On ΓX we define an order by letting (t1, z1) ≤ (t2, z2) iff t1 < t2, or t1 = t2 and |X(t1−)−
z1| ≤ |X(t1−) − z2|. Denote by Π(X) the set of all continuous mappings γ = (γ
(1), γ(2)) :
[0, 1] → ΓX that are non-decreasing, i.e. t1 ≤ t2 implies that γ(t1) ≤ γ(t2). The metric
d(·, ·) is defined as follows:
d(X1, X2) := inf[‖γ
(1)
1 − γ
(1)
2 ‖∞ ∨ ‖γ
(2)
1 − γ
(2)
2 ‖∞, γi = (γ
(1)
i , γ
(2)
i ) ∈ Π(Xi), i = 1, 2].
This metric provides a metrization of the M1 topology, see [27], Theorem 13.2.1.
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For any γ1 ∈ ΓS(N)·
we define γ2 ∈ ΓŜ(N)·
as follows. Suppose γ1(t) belongs to the graph
corresponding to (t, S
(N)
t ), t ∈ [mK
−1
N , (m + 1)K
−1
N ) for an integer m ≥ 0. Let γ2(t)
be the nearest neighbor projection of γ1(t) onto the segment joining (mK
−1
N , S
(N)
mK−1N
) with
((m+1)K−1N , S
(N)
(m+1)K−1N −
). One can use these two parametrizations to estimate the distance
d as follows
d(S(N)· , Ŝ
(N)
· ) ≤ CK
−1/2(1+1/β)
N max
0≤n≤[TKN ]
|V (Xn)|
1/2
for some deterministic constant C > 0 independent of N . Hence for any η > 0 we get
P
[
d(S(N)· , Ŝ
(N)
· ) ≥ η
]
≤ CK−βN → 0, (3.1)
as N → +∞. The lemma is then a consequence of (3.1) and Theorem 2.5 
When, on the other hand, the assumptions of Theorem 2.7 hold we can conclude that
for each T, η > 0
lim
N→+∞
P
[
sup
t∈[0,T ]
|S
(N)
t − Ŝ
(N)
t | ≥ η
]
= 0, (3.2)
which implies the weak convergence of the linear interpolation process {N−α/βŴ (Nt), t ≥
0} over C to a Mittag-Leffler process {ζt, t ≥ 0}. To show (3.2) note that the expression
under the limit on its left hand side can be estimated from above by
P
[
max
0≤n≤KNT
|V (Xn)| ≥ K
1/2
N η
]
≤ KNTπ
(
|V | ≥ K
1/2
N η
)
(3.3)
≤
KNT
(ηK
1/2
N )
2
∫
[|V |≥K
−1/2
N η]
V 2dπ =
T
η2
∫
[|V |≥K
−1/2
N η]
V 2dπ → 0,
as N → +∞.
3.2. The case when jumps occur together. We assume the hypotheses of Theorem 2.6
and admit KN := N
α, as in the previous section. Using Skorochod’s embedding theorem
define a family of processes {(U
(N)
t , V
(N)
t ), t ≥ 0} such that:
1) the law of {(U
(N)
t , V
(N)
t ), t ≥ 0} coincides with that of {(S
(N)
t , T
(N)
t ), t ≥ 0} for
each N ≥ 1,
2) {(U
(N)
t , V
(N)
t ), t ≥ 0} converges a.s., in the J1 topology of D2, to {(St, Tt), t ≥ 0}.
The latter process is as in the statement of Theorem 2.6. The above means that
for any L > 0 one can find a sequence {λn;n ≥ 1} of increasing homeomorphisms
in [0, L] such that λN(0) = 0, λN (L) = L and
sup
t∈[0,L]
|λN(t)− t| → 0, (3.4)
sup
t∈[0,L]
|U
(N)
λN (t)
− St| → 0 and sup
t∈[0,L]
|V
(N)
λN (t)
− Tt| → 0, (3.5)
as N → +∞.
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Let uN(t), s(t) be the right inverses of V
(N)
t , Tt respectively. On the other hand, if u
∗
N(t) :=
max[s : U
(N)
s ≤ t] then u∗N(t) = uN(t)−1/N
α. Observe that the CTRW {Nα/βW (Nt), t ≥
0} has the same law as {U
(N)
u∗N (t)
, t ≥ 0}.
We show the following.
Theorem 3.2. Under the assumptions of Theorem 2.6 the processes {U
(N)
u∗N (t)
, t ≥ 0} con-
verge in law over D, with the J1 topology, as N → +∞, to {ζ
−
t , t ≥ 0} defined in (2.25).
Proof. The proof relies on a careful analysis of convergence of processes uN(·) to s(·).
We know that they converge uniformly on any compact interval. In fact as we show
in Lemma 3.3 below for t in a plateau of s(·) of a fixed size we have λ−1N ◦ uN(t) =
s(t) for a sufficiently large N . Matching plateaus of s(·) with those of λ−1N ◦ uN(·) we
define homeomorphisms ΛN such that limN→+∞ U
(N)
uN◦ΛN (t)
= Ss(t) uniformly on the set
of plateaus of s(·) of a fixed size. To show that this convergence extends also to the
entire [0, TL] we use the fact that the plateaus of s(·) correspond also to the jumps of
{St, t ≥ 0}, see Lemma 3.4. This is due to the fact that jumps of St and Tt are matched by
function ρ(·). Therefore, outside the large size plateaus of s(·) the trajectory {Ss(t), t ≥ 0}
cannot suffer large jumps. Since |uN ◦ ΛN(t) − s(t)| is small for sufficiently large N we
can easily conclude that |U
(N)
uN◦ΛN
(t) − Ss(t)| is also small. This fact implies also that
limN→+∞ |U
(N)
u∗N◦ΛN
(t)− Ss(t)−1/Nα | = 0 and the theorem follows.
To start the rigorous proof we need some auxiliary results. For each δ > 0, we denote
by Aδ = Aδ(s(·)) the set of ”plateau points” of s(t) of size at least δ, i.e.
t ∈ Aδ iff s(t) is constant in the interval (t− δ, t + δ) ∩ [0, TL]. (3.6)
Obviously Aδ ⊂ Aδ′ if δ
′ ≤ δ.
Lemma 3.3. For a fixed L > 0 the sequence {uN(·), N ≥ 1} converges to s(·) in the
following sense:
i) ‖λ−1N ◦ uN − s‖∞ → 0, a.s. as N → +∞, where the supremum norm is taken over
[0, L],
ii) there exists a decreasing sequence dN → 0, as N → +∞, such that λ
−1
n ◦ un(t) =
s(t) for t ∈ AdN , n ≥ N and all N ≥ 1.
Proof. Let
aN := max[‖V
(N) ◦ λN − T‖∞, ‖U
(N) ◦ λN − S‖∞, ‖λN − id‖∞, ‖λ
−1
N − id‖∞] (3.7)
and
dN := sup
n≥N
[‖V (n) ◦ λn − T‖∞, ‖U
(n) ◦ λn − S‖∞, ‖λn − id‖∞, ‖λ
−1
n − id‖∞]. (3.8)
From (3.4) and (3.5) we have dN → 0, thus also, aN → 0, as N → +∞. Since each uN(t)
is increasing and s(t) is a.s. continuous in order to prove i) it is enough to show that a.s.
lim
N→+∞
uN(t) = s(t), ∀ t ≥ 0.
LIMIT THEOREMS FOR CTRW 11
We prove first that the convergence holds a.s. for any fixed t. We claim that then
uN(t) ≤ s(t + aN) + aN , a.s. (3.9)
Indeed, let δ > 0 and s∗ := s(t+aN)+aN + δ. Then s(t+aN ) = s∗−aN − δ < λ
−1
N (s∗), by
definition (3.7). From the definition of the right inverse t+aN ≤ Ts(t+aN ). Since {Ts, s ≥ 0}
is a.s. strictly increasing ([24], Theorem 21.3, p. 136)
V (N)s∗ ≥ Tλ−1N (s∗)
− aN > Ts(t+aN ) − aN ≥ t,
so
uN(t) ≤ s∗ = s(t+ aN) + aN + δ.
Since δ > 0 was arbitrary (3.9) follows.
Likewise, we prove that uN(t) ≥ s(t− aN )− aN , a.s. and, as a result, we conclude that
there exists D, a dense subset of [0,+∞), such that limN→+∞ uN(t) = s(t) for t ∈ D a.s.
Since all the functions uN are increasing the convergence can be easily extrapolated to the
entire [0,+∞). This ends the proof of part i) of the lemma.
For any t ∈ AdN and n ≥ N we have:
Ts(t)− ≤ t− dN ≤ t + dN ≤ Ts(t),
|V
(n)
λn◦s(t)−
− Ts(t)−| ≤ dN and |V
(n)
λn◦s(t)
− Ts(t)| ≤ dN .
Therefore, V
(n)
λn◦s(t)−
≤ t ≤ V
(n)
λn◦s(t)
, which proves that un(t) = λn ◦ s(t). This ends the proof
of part ii) and thus completes the demonstration of the lemma.
For each t ≥ 0 define ∆St = St − St−.
Lemma 3.4. Let {dm, m ≥ 1} be as in the statement of Lemma 3.3. Under the assump-
tions of Theorem 2.6 we have
lim
m→∞
sup
t/∈s(Adm )
|∆St| = 0 in probability (3.10)
Proof. Let
Bm := [∃ t ∈ [0, L] : |∆St| ≥ ρ
−1(4dm) and ∆Tt ≤ dm],
where ρ(·) is given by (2.21). We show that
P[Bm] = 0, ∀m ≥ 1. (3.11)
Suppose first that β < 1. Consider the jump process {Z
(r)
t := (S
(r)
t , T
(r)
t ), t ≥ 0} corre-
sponding to the jump measure
ν(r)∗ (dλ1, dλ2) := 1Bcr(0)(λ1, λ2)ν∗(dλ1, dλ2).
Let z := ν
(r)
∗ (R2). This process can be realized as follows: Z
(r)
t = Z
(r)
N(t), where Z
(r)
n is a
sum of n independent random variables distributed according to z−1ν
(r)
∗ (dλ1, dλ2) and N(t)
is an independent of it Poisson process with intensity z. Since the jumps of {Z
(r)
t , t ≥ 0}
are vectors whose coordinates belong to the support of ν
(r)
∗ (dλ1, dλ2) (contained in the
curve {(λ, ρ(λ)), λ > 0}) we have
P[B(r)m ] = 0, (3.12)
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where
B(r)m := [∃ t ∈ [0, L] : |∆S
(r)
t | ≥ ρ
−1(3dm) and ∆T
(r)
t ≤ 2dm].
Let {Zt := (St, Tt), t ≥ 0}. It is well known, see e.g. [6] Theorem 14.27, that
lim
r→0+
sup
t∈[0,L]
|Z
(r)
t − Zt| = 0, in probability. (3.13)
Combining (3.12) and (3.13) we conclude (3.11). Thus (3.10) follows.
The case when β ∈ [1, 2) can be concluded similarly. However, then the approximating
processes should be of the form {Z
(r)
t − c
(r)t, t ≥ 0} for some c(r) = (c
(r)
1 , 0), where, in
general, c
(r)
1 may diverge, as r → 0+. 
Proof of Theorem 3.2. Step 1. First, we show that limN→+∞ U
(N)
uN (t)
= Ss(t) in the J1
topology. Writing U
(N)
uN (t)
= U
(N)
λNλ
−1
N uN (t)
, we notice that, in light of (3.5), it is enough to
show convergence in the J1-Skorohod topology of Sλ−1N uN (t)
to Ss(t). For any L > 0 we
exhibit increasing homeomorphisms ΛN : [0, TL]→ [0, V
(N)
L ], N ≥ 1 such that
lim
N→+∞
SσN (t) = Ss(t) (3.14)
and
lim
N→+∞
ΛN(t) = t, (3.15)
uniformly on [0, TL]. Here
σN(t) := λ
−1
N ◦ uN ◦ ΛN(t). (3.16)
We can conclude from the above argument and from (3.5) that limN→+∞[U
(N)
uN◦ΛN (t)
−Ss(t)] =
0 uniformly on compact intervals.
We display now the construction of the homeomorphisms ΛN(t) that saisfy (3.14) and
(3.15). Suppose that {dn, n ≥ 1} is strictly decreasing sequence as in the statement of
Lemma 3.3. Let {ℓk, k ≥ 1} be an increasing sequence of positive integers such that
Sk := {t1, . . . , tℓk} = s(Adk). Then,
s−1(Sk) =
ℓk⋃
i=1
[Tti−, Tti] ⊃ Adk .
Intervals [Tti−, Tti ] are the plateaus of s(t). They are mutually disjoint and each is of length
greater than 2dk. The complement of s
−1(Sk) in [0, TL] is an open set that is a union of a
finite number of open intervals (relative to [0, TL]). Let κk be the minimum of the lengths of
these intervals. Of course κk decreases to 0, as k → +∞. Let {mk, k ≥ 1} be an increasing
sequence of positive integers such that dN < min[κk/2, dk − dk+1] for all N ≥ mk. Recall
that then both |V
(N)
λN (ti)−
− Tti−| and |V
(N)
λN (ti)
− Tti |, i = 1, . . . , ℓk are less than, or equal to
dmk for N ≥ mk. Therefore, for each such N the intervals [V
(N)
λN (ti)−
, V
(N)
λN (ti)
] (plateaus of
uN) are mutually disjoint for different i = 1, . . . , ℓk.
We say that the interval [c, d] follows [a, b] if c > b. Let us take i, j such that their
corresponding plateaus [Tti−, Tti ] and [Ttj−, Ttj ] are consecutive (in this order). Then
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[V
(N)
λN (tj)−
, V
(N)
λN (tj )
] follows [V
(N)
λN (ti)−
, V
(N)
λN (ti)
] for mk+1 > N ≥ mk. For these N -s we de-
fine ΛN(Tti−) := V
(N)
λN (ti)−
, and ΛN(Tti) = V
(N)
λN (ti)
and elsewhere ΛN(t) is defined by a linear
interpolation. It is obvious from the construction that ΛN(t) converges uniformly to t
on [0, TL], as N → +∞. Combining this with part i) of Lemma 3.3 we obtain also that
limN→+∞ |σN (v)− s(v)| = 0 uniformly on [0, TL].
Since ΛN(·) dilates each [Tti−, Tti ] onto [V
(N)
λN (ti)−
, V
(N)
λN (ti)
] with the scale greater than
dk+1/dk for any t ∈ Adk we have ΛN(t) ∈ Adk+1 and, thanks to Lemma 3.3, we have then
for all N ≥ mk+1(≥ k + 1)
SσN (t) = Ss◦ΛN (t) = Ss(t) = Sti , (3.17)
see (3.16) for the definition of σN(t). The last equality is a consequence of the fact that
both ΛN(t) and t belong to the same [Tti−, Tti ] for some i = 1, . . . , ℓk and s(ΛN(t)) =
s(t). On the other hand we have uN ◦ ΛN(t) = λN(ti). Suppose now that t
′ ∈ [Tti−, Tti ]
and t ∈ [Tti−, Tti] ∩ Adk . We have then Ss(t′) = Ss(t) = Sti and, since ΛN(t),ΛN(t
′) ∈
[V
(N)
λN (ti)−
, V
(N)
λN (ti)
] we have uN(ΛN(t)) = uN(ΛN(t
′)) = λN(ti). This implies that
SσN (t′) = SσN (t)
(3.17)
= Ss(t) = Ss(t′).
We have shown that limN→+∞ SσN (t) = Ss(t) uniformly on s
−1(Sk) for each k.
The statement on the uniform convergence on the entire [0, TL] follows from Lemma 3.4.
Indeed, suppose that nk is so large that
sup
v∈[0,TL]
(|σN (v)− s(v)|+ |ΛN(v)− v|) < dk ∧ (κk/2) for N ≥ nk. (3.18)
Assume also that t 6∈ s−1(Sk). We claim that:
no element from Sk lies between σN (t) and s(t) for N ≥ nk. (3.19)
Indeed, suppose that ti ∈ Sk = s(Adk) and s(t) < ti < σN (t). Then for any v ∈ Adk ∩
[Tti−, Tti ] we have v − t > dk and
λ−1N ◦ uN(v) = s(v) = ti < σN (t) = λ
−1
N ◦ uN ◦ ΛN(t)
and if v = ΛN(v
′) for some v′ then we have to have v′ < t. This however implies ΛN(v
′)−
v′ > v − t > dk, which is impossible in light of (3.18). The case when s(t) > ti > σN (t)
can be dealt with similarly.
Suppose that ε, ̺ > 0 are arbitrary and κk, dk > 0 are sufficiently small so that for a
certain 0 = s0 < . . . < sK = L that are κk-sparse we have ω
′
S(κk;L) < ε and
sup
si−1≤x,y<si
|Sy − Sx| ≤ ω
′
S(κk;L) + ̺.
Recall here that
ω′S(δ;L) := inf
ti
sup[|St − St′ |, ti ≤ t, t
′ < ti+1, i = 0, . . . , N − 1],
where the infimum extends over all partitions 0 = t0 < t1 < . . . < tN = L that are δ-sparse,
i.e. such that δ < ti+1 − ti for all i = 0, . . . , N − 1, see pp. 109-110 of [5].
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Then, for nk sufficiently large, so that (3.18), thus also claim (3.19), hold for any N ≥ nk
between σN (t) and s(t) there can be at most one si. Indeed in the case when there were at
least two such si-s we could estimate |σN(t) − s(t)| ≥ κk, which would clearly contradict
(3.18).
If there is no si lying between σN(t) and s(t) we estimate |SσN (t)−Ss(t)| ≤ ω
′
S(κk;L)+̺.
If, on the other hand, there is such a si then according to (3.19) it cannot belong to s(Adk)
and we can estimate
|SσN (t) − Ss(t)| ≤ 2[ω
′
S(κk;L) + ̺] + max
u 6∈s(Adk )
∆Su < 2(̺+ ε) + max
u 6∈s(Adk )
∆Su.
Summarizing, we have shown that
lim sup
N→+∞
sup
t∈[0,TL]
|SσN (t) − Ss(t)| ≤ 2(̺+ ε) + max
u 6∈s(Adk )
∆Su
and (3.14) follows.
Step 2. Let σ∗N(t) := λ
−1
N ◦ u
∗
N ◦ ΛN(t), where, as we recall u
∗
N(t) = uN(t) − 1/N
α.
Choose an arbitrary t ∈ s−1(Sk) and suppose that t ∈ [Tti−, Tti ]∩Adk for some i = 1, . . . , ℓk.
Then, as we know, ΛN(t) ∈ Adk+1 ∩ [V
(N)
λN (ti)−
, V
(N)
λN (ti)
]. Thus s(t) = ti and u
∗
N ◦ ΛN(t) =
λN(ti)− 1/N
α. We conclude therefore that
Sσ∗N (t) = Ss(t)−cN
for some cN > 0 such that cN → 0, as N → +∞. As a result we get
lim
N→+∞
Sσ∗N (t) = ζ
−
t , (3.20)
fo all t ∈
⋃
k≥1 s
−1(Sk). On the other hand, if s(t) 6∈
⋃
k≥1 Sk then, according to Lemma
3.4, we have ∆Ss(t) = 0 and, thanks to (3.14) we conclude that
lim
N→+∞
Sσ∗N (t) = limN→+∞
SσN (t) = ζt = ζ
−
t
We have shown therefore that (3.20) holds for all t ≥ 0 pointwise and the limiting function
is ca`dla`g. To finish the proof it suffices only to observe that, thanks to (3.14), the sequence
of ca`dla`g functions {Sσ∗N (t), t ≥ 0} has to converge in the J1 topology on D[0, L]. Its limit
has to coincide with the pointwise limit, because the set of discontinuity points of a ca`dla`g
function is at most countable, see Corollary 12.2.1 of [27], p. 473. This ends the proof of
the theorem. 
4. An application to a jump process arising in a quantum transport
problem
We illustrate the results obtained in the previous sections with an application to a
jump process that arises in quantum mechanical transport, see [8]. Recall that the one
dimensional torus T is an interval [−π, π] with the endpoints identified. Suppose that
{Kt, t ≥ 0} is a jump process on T whose generator is given by
Lf(k) = γ(k)
∫
T
rˆ(θ, k)[f(θ)− f(k)]dθ (4.1)
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for f ∈ Bb(T) - the space of bounded, Borel measurable functions on T. Function r
−1
0 ≥
rˆ(θ, k) ≥ r0 > 0 is continuous on T×T, even and doubly stochastic, i.e. rˆ(−θ,−k) = rˆ(θ, k)
and ∫
T
rˆ(θ, k)dθ =
∫
T
rˆ(k, θ)dθ = 1, ∀ k ∈ T.
On the other hand, we assume that γ(k) is also even and strictly positive except for a
possible set consisting of two points {−k0, k0}. More precisely we have γ(−k) = γ(k) and
there is k0 ∈ T such that γ(k0) = 0 and inf |k−k0|≥δ γ(k) > 0 for any δ > 0. We suppose
furthermore that γ(k) ≤ t−1∗ for some t∗ > 0 and
∫
T
γ−1(k)dk = +∞. This kind of processes
appears while considering the transport of particles in quantum systems, see e.g. Section
4.3 of [8]. It is easy to see that m∗(dk) = γ
−1(k)m1(dk) is an infinite, reversible, invariant
measure for the process. Herem1(dk) = dk/(2π) denotes the normalized Lebesgue measure
on the torus. Indeed, for any f ∈ Bb(T)∫
T
Lf(k)m∗(dk) =
1
2π
∫
T
∫
T
rˆ(θ, k)[f(θ)− f(k)]dθdk
=
1
2π
∫
T
f(θ)dθ
∫
T
rˆ(θ, k)dk −
1
2π
∫
T
∫
T
rˆ(θ, k)f(k)dθdk = 0.
The process {Kt, t ≥ 0} can be realized using a Markov chain and a renewal process
that corresponds to the jump times. Consider a skeleton Markov chain {(Xn, ρn), n ≥ 0},
defined on Tk0 × (0,+∞), where Tk0 := T \ {−k0, k0}, {ρn, n ≥ 0} is an i.i.d. sequence
of exponentially distributed random variables with intensity 1 and {Xn, n ≥ 0} is an
independent Markov chain with the state space Tk0 , whose transition probability equals
rˆ(θ, k)dθ. Let τ(k, ρ) := γ−1(k)ρ, t0 := 0 and tn :=
∑n−1
k=0 τ(Xk, ρk), n ≥ 1. We let
Kt := Xn for t ∈ [tn, tn+1).
4.1. Harris recurrence property. Our first result concerns the recurrence property of
{Kt, t ≥ 0}.
Proposition 4.1. Suppose that h ∈ (0, t∗). Consider an embedded Markov chain {Knh, n ≥
0}. It is Harris recurrent w.r.t. measure m1, i.e. for any Borel subset B with m1[B] > 0
we have
P[∃n ≥ 0 : Knh ∈ B] = 1. (4.2)
Proof. To simplify the notation let h = 1. Our hypotheses on the skeleton chain guarantee
that
P[D] = 1, (4.3)
where D = [Xn ∈ B, i.o.]. Let An := [Xn ∈ B, tn+1 − tn ≥ 2]. To see that (4.2) holds it
suffices only to prove that
P[C] = 1, (4.4)
where C :=
⋃
n≥0An. Note that 1Cc(ω) ≤ f(ω), where
f(ω) :=
∏
n≥0
[
1Bc(Xn) + 1B(Xn)1[τ(Xn,ρn)<2]
]
.
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However,
Ef = E
{∏
n≥0
[
1Bc(Xn) + 1B(Xn)(1− e
−2γ(Xn))
]}
≤ E
{∏
n≥0
[
1Bc(Xn) + 1B(Xn)(1− e
−2/t∗)
]}
= E
{∏
n≥0
[
1Bc(Xn) + 1B(Xn)(1− e
−2/t∗)
]
, D
}
= 0
and (4.4) follows in light of (4.3). 
As an immediate corollary from the above proposition and Theorem 1, p. 116 of [14] we
obtain that m∗ is the unique σ-finite invariant measure under the process that is absolutely
continuous w.r.t. m1.
Denote by {Pt, t ≥ 0} the transition semigroup of the process {Kt, t ≥ 0}. It satisfies
the following integral equation
Ptf(k) = e
−tγ(k)f(k) + γ(k)
∫ t
0
e−sγ(k)ds
∫
T
rˆ(k′, k)Pt−sf(k
′)dk′. (4.5)
For any N ≥ 1 and T > 0 denote by
∆N (T ) := [(s0, . . . , sN−1) : si ≥ 0, i = 0, . . . , N − 1,
N−1∑
i=0
si ≤ T ].
Iterating equation (4.5) we can easily show that
Ptf(k) = e
−tγ(k)f(k) +
+∞∑
N=1
γ(k)
∫
. . .
∫
∆N (t)
∫
. . .
∫
(T)N
e−tγ(kN )
×
N∏
i=1
{
γ(ki)e
−si(γ(ki)−γ(kN ))rˆ(ki, ki−1)
}
f(kN)ds
(N)dk(N).
Here k0 := k, ds
(N) := ds0 . . . dsN−1, dk
(N) := dk1 . . . dkN . The component of transition
probability that is absolutely continuous w.r.t. m1 equals therefore
pt(k, k
′) =
+∞∑
N=1
γ(k)
∫
. . .
∫
∆N (t)
∫
. . .
∫
(T)N−1
e−tγ(k
′)
N∏
i=1
{
γ(ki)e
−si(γ(ki)−γ(k
′))rˆ(ki, ki−1)
}
ds(N)dk(N−1).
Here k′ := kN .Thus, for every h > 0, C ∈ B(Tk0) with dist(C, {−k0, k0}) > 0 and
m1(C) > 0 we have infk,k′∈C ph(k, k
′) > 0. The transition probability function of any
embedded chain {Knh, n ≥ 0} is therefore aperiodic in the sense of [17]. Suppose that
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f0 = dν0/dm∗ ∈ L
2(m∗) is a density. Thanks to reversibility of m∗ we obtain that ν0Pt is
absolutely continuous w.r.t. m1 and its density equals
ft =
dν0Pt
dm∗
= Ptf0, ∀ t ≥ 0.
4.2. Mixing property of the process.
Theorem 4.2. Suppose that the initial law ν0 is absolutely continuous w.r.t. the Lebesgue
measure m1. Then, ν0Pt converge weakly, as t→ +∞, to the measure µ∗ := 1/2(δk0+δ−k0).
In addition, the process is completely mixing, i.e. if ν0, ν
′
0 are two absolutely continuous
initial laws then
lim
t→+∞
‖ν0Pt − ν
′
0Pt‖TV = 0. (4.6)
To prove the above result we first show the following.
Proposition 4.3. For any compact set K ⊂ Tk0 and a measure ν0 as in Theorem 4.2 we
have
lim
t→+∞
ν0Pt[K] = 0. (4.7)
Proof. Using a density argument it suffices to show (4.7) for measures ν0 whose density
belongs to L2(m∗). Thanks to strong continuity of semigroup {Pt, t ≥ 0} in L
1(m∗) in
order to prove (4.7) it suffices only to show that for any h > 0
lim
n→+∞
ν0Pnh[K] = 0. (4.8)
From the Harris recurrence property, see Proposition 4.1, we know that for any set A ⊂ Tk0
with m∗[A] > 0 we have Ph1A(x) > 0, m∗-a.e. hence from [11], pp. 85-102, we have (4.8)
for any K such that +∞ > m∗[K] > 0, cf. Theorem C, p. 91 of ibid. 
The proof of Theorem 4.2. Let h ∈ (0, t∗). Define by C :=
⋂
n≥0 Cn, where Cn is
the smallest σ-algebra generated by {Kmh, m ≥ n}. According to Theorem 1, p. 45 of
[17] the tail σ-algebra of the chain that is Harris recurrent and aperiodic has to be trivial.
Therefore, according to Lemma 3, p. 43 of ibid. (4.6) follows.
Observe that if u(k) is a density w.r.t. m∗(dk) = γ
−1(k)dk such that u(−k) = u(k) then
uPt(−k) = uPt(k). (4.9)
This follows from the fact that vt(k) := uPt(−k) satisfies equation
dvt
dt
(k) = vtL(k), v0(k) = u(k).
Since uPt(k) satisfies the same equation from the uniqueness of solutions we obtain uPt(k) =
vt(k) = uPt(−k). Let ν0(dk) := u(k)m∗(dk). Combining (4.9) with Proposition 4.3 and
(4.6) we conclude that ν0Pt ⇒ (1/2)(δ−k0 + δk0), as t → +∞. From the (already shown)
complete mixing property we conclude in particular that for any initial distribution µ0,
absolutely continuous w.r.t. m1, we have µ0Pt ⇒ (1/2)[δ−k0 + δk0], weakly over C(T), as
t→ +∞. 
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4.3. Limit theorems for additive functionals of the process. In this section we shall
be concerned with the convergence of the laws ofN−γ
∫ Nt
0
Ψ(Ks)ds for an appropriate γ > 0
and Ψ(k). Suppose that γ(k) ∼ c∗|k− k0|
κ, when |k− k0| ≪ 1, for some κ > 1 and c∗ > 0.
Then the law of τ(k, ρ) = γ−1(k)ρ under m1 ⊗ λ, where λ(dρ) := e
−ρdρ, belongs to the
domain of attraction of a stable subordinator with index α = 1/κ so Condition 2.3 holds.
One can easily verify that the other assumptions about the Markov chain made in Section
2.1 hold for {(Xn, ρn), n ≥ 0} as well.
Note that
∫ t
0
Ψ(Ks)ds = Ŵ (t), where Ŵ (t) is the linear interpolation of a CTRW cor-
responding to renewal times {tN , N ≥ 0} and the partial sums {SN , N ≥ 0} formed for
V (k, ρ) := Ψ(k)τ(k, ρ). When V ∈ L2(m1 ⊗ λ) and∫
T
∫ +∞
0
V (k, ρ)dkλ(dρ) = 0 (4.10)
from Theorem 2.8 it follows that:
Corollary 4.4. The processes {Y
(N)
t := N
−α/2
∫ Nt
0
Ψ(Ks)ds, t ≥ 0} converge over C[0,+∞)
converge, as N → +∞, to the law of the Mittag-Leffler process that corresponds to an α-
stable subordinator.
Assume also that the law of V (k, ρ) under m1 ⊗ λ belongs to the domain of attraction
of a β-stable law. Denote by sN(t) the right inverse of {T
(N)
t , t ≥ 0}
Corollary 4.5. Suppose that β 6= 1 and for β ∈ (1, 2) condition (4.10) holds. In addition,
assume that τ(k, ρ) and V (k, ρ) satisfy (2.19). Then, {Y
(N)
t := N
−α/β
∫ Nt
0
Ψ(Ks)ds, t ≥ 0}
converge in law over D with the M1 topology to {ζt := Ss(t), t ≥ 0}, where {St, t ≥ 0}
is a β-stable process and s(t) is the right inverse of an independent, α-stable subordi-
nator. When β = 1 the theorem still holds for {Y
(N)
t − cNsN(t), t ≥ 0}, where cN :=∫
[|V (k,ρ)|≤N ]
V (k, ρ)dkλ(dρ).
Remark. The jump process considered in Section 4.3 of [8] has the generator given
by Lf(k) = c cos2 k
∫
T
rˆ(k′ − k)[f(k′) − f(k)]dk′ for some constant c > 0 and a density
function rˆ(k) satisfying r∗ ≤ rˆ(k) ≤ r
−1
∗ for some r∗ ∈ (0, 1). Theorem 4.2 implies that
ν0Pt ⇒ 1/2(δ−π/2 + δπ/2), as t → +∞ for any initial measure ν0 absolutely continuous
w.r.t. the Lebesgue measure. This answers in the affirmative the conjecture made in the
discussed paper. For an observable Ψ such that V = Ψτ ∈ L2(m1 ⊗ λ) the functionals
{N−1/4
∫ Nt
0
V (Ks)ds, t ≥ 0} converge in law to a Mittag-Leffler process. Note that when
Ψ(−k) = −Ψ(k) belongs to the normal domain of attraction of a Cauchy law and it is
not singular at π/2 then {N−1/2
∫ Nt
0
Ψ(Ks)ds, t ≥ 0} converge in law, as N → +∞, to a
process that has the same scaling properties as a Brownian motion but is not Markovian
(recall that we call it a fake diffusion).
Appendix A. The proofs of Theorems 2.5 and 2.6
Theorems in question can be concluded from the result we formulate below. It is es-
sentially a two dimensional version of Theorem 4.1 p. 840 of [10]. Since its proof is a
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simple modification of an argument presented ibid. we omit its presentation here. Also,
for simplicity we only consider the case when KN = N .
Before formulating the result we introduce some notation. Suppose that {Zn,N , n ≥
0, N ≥ 1} is an array of R2-valued random vectors on (Ω,F ,P) and {Gn,N , n ≥ −1, N ≥ 1}
is an array of sub σ-algebras of F such that Gn−1,N ⊂ Gn,N , N ≥ 1, n ≥ 0. For a fixed
∆ = (∆1,∆2) ∈ (0,+∞)
2 define Z
(∆,N)
t :=
∑[Nt]−1
n=0 Z
(∆)
n,N , where
Z
(∆)
n,N := Zn,N1[|Z(i)n,N |≤∆i,i=1,2]
− E
[
Zn,N1[|Z(i)n,N |≤∆i,i=1,2]
∣∣∣Gn−1,N]
and
Z˜
(∆,N)
t :=
[Nt]−1∑
n=0
[
Zn,N − E
[
Zn,N1[|Z(i)n,N |≤∆i,i=1,2]
∣∣∣Gn−1,N]] .
Let |(x1, x2)|∞ := max{|x1|, |x2|}. Suppose that ν0 is a measure on R
2
∗ := R
2 \{(0, 0)} such
that
∫
R2
∗
(|x|2 ∧ 1)ν0(dx) < +∞. To simplify the statement we assume that ν0 is absolutely
continuous w.r.t. the two dimensional Lebesgue measure.
Theorem A.1. (See [10]) Assume that for any g ∈ C∞b (R
2
∗) such that 0 6∈supp g we have:
lim
N→+∞
E
∣∣∣∣∣
N∑
n=0
E
[
g (Zn,N)
∣∣∣Gn−1,N]− ∫
R2
∗
g(λ1, λ2)ν0(dλ1, dλ2)
∣∣∣∣∣ = 0, (A.1)
lim
N→+∞
N∑
n=0
E
{
E
[
g (Zn,N)
∣∣∣Gn−1,N]}2 = 0 (A.2)
and
lim
|∆|∞→0+
lim sup
N→+∞
E
[
sup
t∈[0,T ]
|Z
(∆,N)
t |
2
∞
]
= 0 (A.3)
for any T > 0. Then, for each ∆ = (∆1,∆2) ∈ (0,+∞)
2 the processes {Z˜
(∆,N)
t , t ≥ 0}
converge in law over D2, with the J1-topology, to the Le´vy process {Zt = (Z
(1)
t , Z
(2)
t ), t ≥ 0}
such that Eeiξ1Z
(1)
t +iξ2Z
(2)
t = etψ(ξ1,ξ2) and
ψ(ξ1, ξ2) :=
∫
⋃2
i=1[|λi|≥∆i]
(eiξ1λ1+iξ2λ2 − 1)ν0(dλ1, dλ2) (A.4)
+
∫
[|λi|≤∆i, i=1,2]
[eiξ1λ1+iξ2λ2 − 1− i(λ1ξ1 + λ2ξ2)]ν0(dλ1, dλ2). (A.5)
To use the above theorem we transform slightly the process {X
(N)
t := (S
(N)
t , T
(N)
t ), t ≥
0}. In order to simplify the notation we consider only the case β ∈ (1, 2), the consideration
in the case β ∈ (0, 1] can be done similarly (in fact it is even simpler then). Suppose
γ ∈ (1, β). Thanks to the spectral gap condition (2.1) we can find a unique zero mean
solution χ in Lγ(π) of
(I − P )χ = V. (A.6)
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For a fixed M > 0 we let MN := MN
1/α and
τ (N)(x) := τ(x)1[τ(x)<MN ]. (A.7)
We let also Zn,N(M) := (Z
(1)
n,N , Z
(2)
n,N(M)), where
Z
(1)
0,N := 0, Z
(1)
n,N :=
1
N1/β
R0(Xn, Xn−1), n ≥ 1. (A.8)
Here R0(x, y) := χ(x) − Pχ(y). In addition, Z
(2)
n,N(M) := N
−1/ατ (N)(Xn), n ≥ 0. For
N, n ≥ 0 we let Gn,N be the σ-algebra generated by X0, . . . , Xn. By convention we let
G−1,N be the trivial σ-algebra.
Define a process
Z
(N)
t (M) = (Z
(1)
t,N , Z
(2)
t,N(M)) :=
[Nt]−1∑
n=0
Zn,N(M), t ≥ 0. (A.9)
A simple calculation shows that
X
(N)
t − Z
(N)
t (M) =
N−1/β [χ(X0)− Pχ(X[Nt]−1)], N−1/α [Nt]−1∑
n=0
τ(Xn)1[τ(Xn)>MN ]
 .
Hence, due to (A.16) (proved below) and (2.6), for any T, σ > 0 we have
lim
M→+∞
lim sup
N→+∞
P[ sup
t∈[0,T ]
|X
(N)
t − Z
(N)
t (M)|∞ ≥ σ] = 0. (A.10)
To prove Theorems 2.5 and 2.6 it suffices therefore to show the convergence of processes
{Z
(N)
t (M), t ≥ 0}, N ≥ 1 for a fixed M > 0 to a Le´vy process {Zt(M), t ≥ 0} whose
exponent equals
ψ(ξ1, ξ2) =
∫
R2
[eiξ1λ1+iξ2λ2 − 1− i(λ1ξ1 + λ2ξ2)]1[|λ2|≤M ]ν∗(dλ1, dλ2). (A.11)
Since now on we drop M from our subsequent notation of stochastic processes writing
Zn,N := Zn,N(M), Z
(N)
t := Z
(N)
t (M) and Zt := Zt(M).
Below we verify that processes {Z
(N)
t , t ≥ 0}, N ≥ 1 satisfy the assumptions of Theorem
A.1 with measure ν0 equal ν∗ from either Theorem 2.5, or 2.6 correspondingly. Accepting
this claim for a moment we show how to reach the conclusions of the aforementioned
theorems. Let ∆2 := M . From Theorem A.1 we deduce that
Z˜
(N)
t (∆1) := Z
(N)
t −
[Nt]−1∑
n=0
E
[
Zn,N1[|Z(1)n,N |≤∆1]
1
[|Z
(2)
n,N |≤∆2]
∣∣∣Gn−1,N] , t ≥ 0} (A.12)
LIMIT THEOREMS FOR CTRW 21
converge in law over D2 to a Le´vy process {Zt, t ≥ 0} whose exponent equal ψ(ξ1, ξ2) given
by (A.4) (with ∆2 =M). Since E
[
Z
(1)
n,N
∣∣∣Gn−1,N] = 0 and |Z(2)n,N | ≤M a.s. we get
[Nt]−1∑
n=0
E
[
Z
(1)
n,N1[|Z(i)n,N |≤∆i, i=1,2]
∣∣∣Gn−1,N] = − [Nt]−1∑
n=0
E
[
Z
(1)
n,N1[|Z(1)n,N |≥∆1]
∣∣∣Gn−1,N] . (A.13)
This together with (A.16), (A.15) (proved below) and hypothesis (2.6) imply that for any
T > 0 we have
lim
∆1→+∞
lim sup
N→+∞
E
∣∣∣∣∣∣ supt∈[0,T ]
[Nt]−1∑
n=0
E
[
Zn,N1[|Z(1)n,N |≤∆1]
1
[|Z
(2)
n,N |≤M ]
∣∣∣Gn−1,N]
∣∣∣∣∣∣ = 0. (A.14)
Letting ∆1 → +∞ we deduce that {Z
(N)
t , t ≥ 0} converge in law over D2 to a Le´vy process
with Le´vy exponent (A.11).
We start with the following lemma that, among others, allows us to justify the limits in
(A.10) and (A.13).
Lemma A.2. We have
π(χ ≥ λ) =
c+β
λβ
(1 + o(1)) ,
π(χ ≤ −λ) =
c−β
λβ
(1 + o(1)) , as λ→ +∞.
(A.15)
In addition,
‖P |χ|‖L2(π) < +∞ (A.16)
and there exists C > 0 such that
‖Pτ (N)‖L2(π) ≤ CN
1/α−1, ∀N ≥ 1, M > 0. (A.17)
Proof. Observe first that
‖P |V |‖2L2(π)
(2.13)
≤ C
∫ (∫ +∞
0
Pa(x, |V | > λ)dλ
)2
π(dx) (A.18)
= C
∫ (∫
p(x, y)|V (y)|π(dy)
)2
π(dx)
Jensen
≤ C
∫ (∫
p2(x, y)
|V (y)|π(dy)
‖V ‖L1(π)
)
π(dx)‖V ‖2L1(π) ≤ CC(2)‖V ‖
2
L1(π).
Since χ = (I−P )−1V =
∑
n≥0 P
nV from the above we deduce that P |χ| ≤ (I−P )−1P |V |,
thus P |χ| ∈ L2(π). From this and the Poisson equation (A.6) it follows that χ satisfies
(A.15).
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To show (A.17) we write
‖Pτ (N)‖2L2(π) ≤ C(2)‖τ
(N)‖2L1(π) ≤ C(2)
(∫ MN
0
π[τ > λ]dλ
)2
(A.19)
≤ C
(∫ MN
0
dλ
1 + λα
)2
≤ C ′N2(1/α−1). 
The proof of (A.1). Since
lim
∆1→+∞
lim sup
N→+∞
E
∣∣∣∣∣∣ supt∈[0,T ]
[Nt]−1∑
n=0
P
[
|Z
(1)
n,N | ≥ ∆1, or |Z
(2)
n,N | ≥M
∣∣∣Gn−1,N]
∣∣∣∣∣∣
= lim
∆1→+∞
lim sup
N→+∞
E
∣∣∣∣∣∣ supt∈[0,T ]
[Nt]−1∑
n=0
P
[
|Z
(1)
n,N | ≥ ∆1
∣∣∣Gn−1,N]
∣∣∣∣∣∣ = 0
it suffices to show (A.1) for g ∈ C∞0 (R
2
∗). In that case we can expand g (Zn+1,N) using Taylor
formula around z(N)(Xn+1), where z
(N)(x) := (N−1/βV (x), N−1/ατ (N)(x)), and obtain that
N−1∑
n=0
E [g (Zn+1,N) | Gn] =
N−1∑
n=0
E
[
g
(
z(N)(Xn+1)
)
| Gn
]
(A.20)
+
N−1∑
n=0
∫ 1
0
E
[
R(Xn+1, Xn) · ∇g
(
z(N)n (λ)
)
| Gn
]
dλ.
Here z
(N)
n (λ) := λR(Xn+1, Xn) + z
(N)(Xn+1) and
R(x, y) := (N−1/β [Pχ(x)− Pχ(y)],−N−1/αPτ (N)(y)).
Denote the first and second terms on the right hand side of (A.20) by IN abd IIN respec-
tively. We can write IN = I
(1)
N + I
(2)
N , where
I
(1)
N :=
N∑
n=1
∫
g(z(N)(y))P (Xn−1, dy)−N
∫
g
(
z(N)(x)
)
π(dx),
I
(2)
N := N
∫
g
(
z(N)(x)
)
π(dx).
Note that
E|I
(1)
N | = E
∣∣∣∣∣
N∑
n=1
PGN(Xn−1)
∣∣∣∣∣ , (A.21)
where GN(x) := g(z
(N)(x))−
∫
g
(
z(N)(y)
)
π(dy). Let uN := (I−P )
−1PGN . By the spectral
gap condition (2.2) we have∫
u2N(x) π(dx) ≤
1
1− a2
∫
(PGN)
2(x) π(dx).
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Let a∗ :=dist(0,supp g). Note that∫
(PGN)
2(x) π(dx) ≤ 2‖g‖2∞
[∫ (∫
[τ(y)≥a∗N1/α/2]
p(x, y)π(dy)
)2
π(dx) (A.22)
+
∫ (∫
[|V (y)|≥a∗N1/β/2]
p(x, y)π(dy)
)2
π(dx)
]
≤ 2C‖g‖2∞N
−1
[∫ ∫
[τ(y)≥a∗N1/α/2]
p2(x, y)π(dy) π(dx)
+
∫ ∫
[|V (y)|≥a∗N1/β/2]
p2(x, y)π(dy) π(dx)
]
≤ 2C‖g‖2∞N
−1o(1),
as N → +∞. In addition we can rewrite
N∑
n=1
PGN(Xn−1) = uN(X0)− uN(X[Nt]) +
[Nt]−1∑
n=1
Un,
where Un := uN(Xn)−PuN(Xn−1), n ≥ 1 is a stationary sequence of martingale differences
with respect to {Gn, n ≥ 0}. Consequently,
E|I
(1)
N | ≤
E
[
N∑
n=1
PGN(Xn−1)
]2
1/2
≤ C
(
N
∫
(PGN)
2(y) π(dy)
)1/2
→ 0, (A.23)
by virtue of (A.22). To prove that
lim
N→+∞
E
∣∣∣∣IN − ∫ g(λ1, λ2)1[0,M ](λ2)ν∗(dλ1, dλ2)∣∣∣∣ = 0. (A.24)
it suffices to use the argument above and the following.
Proposition A.3. Suppose that g ∈ C∞0 (R
2
∗). Then, under the assumptions of either
Theorem 2.5, or 2.6, we have
lim
N→+∞
I
(2)
N =
∫
g(λ1, λ2)1[0,M ](λ2)ν∗(dλ1, dλ2), (A.25)
where ν∗(dλ1, dλ2) is given by (2.18), or (2.24) respectively.
Proof. The case (2.19) holds. Suppose that γ > κ1 > α ∨ β, where γ is the same as in
(2.19), and
AN := [τ
(N) ≥ (a∗/2)N
1/κ1 , |V | ≥ (a∗/2)N
1/β ],
BN := [τ
(N) ≥ (a∗/2)N
1/α, |V | ≥ (a∗/2)N
1/κ1].
Observe that π(AN) = o(1/N) and π(BN ) = o(1/N). To compute the limit in (A.25) it
suffices therefore to compute limN→+∞K
(i)
N , i = 1, 2, where
K
(i)
N := N
∫
g
(
z(N)(x)
)
1
C
(i)
N
π(dx), i = 1, 2,
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where
C
(1)
N := [τ
(N) ≤ (a∗/2)N
1/κ1 , |V | ≥ (a∗/2)N
1/β ],
C
(2)
N := [τ
(N) ≥ (a∗/2)N
1/α, |V | ≤ (a∗/2)N
1/κ1 ].
Up to a term of order o(1) we have K
(i)
N = K˜
(i)
N , where K˜
(i)
N := N
∫
g
(
z˜
(N)
i (x)
)
π(dx), and
z˜
(N)
1 (x) := (N
−1/βV (x), 0), z˜
(N)
2 (x) := (0, N
−1/ατ (N)(x)). We can write
lim
N→+∞
K˜
(1)
N = lim
N→+∞
N1−1/β
∫ +∞
0
∂1g
(
N−1/βλ, 0
)
π(V > λ)dλ
+ lim
N→+∞
N1−1/β
∫ +∞
0
∂1g
(
−N−1/βλ, 0
)
π(V < −λ)dλ
(2.12)
=
∫ +∞
−∞
∂1g (λ, 0)
cβ(λ)
|λ|β
dλ.
Likewise
lim
N→+∞
K˜
(2)
N =
∫ M
0
∂2g (0, λ)
cα(λ)
λα
dλ
and (A.25) follows.
The case (2.22) holds. We shall need the following lemma.
Lemma A.4. Suppose that (2.22) holds. Then, there exists a constant C∗ such that
π [|τ − ρ ◦ χ| ≥ λ] ≤
C∗
λγ
. (A.26)
The exponent γ is the same as in (2.22).
Proof. The left hand side of (A.26) can be estimated by
π [|τ − ρ ◦ V | ≥ λ/2] + π [|ρ ◦ V − ρ ◦ χ| ≥ λ/2] . (A.27)
The first term can be estimated directly from (2.22). When β ≤ α we have |ρ(λ1)−ρ(λ2)| ≤
ρ(λ1 − λ2) for all λ1, λ2 ∈ R. The second term in (A.27) can be estimated from (A.16) by
π
[
|Pχ| ≥ (λ/2)α/β
]
≤
C‖Pχ‖2L2(π)
λ2α/β
(A.28)
and (A.26) follows for β ∈ (0, 2).
When, on the other hand β > α the second term in (A.27) can be estimated by
π [|max{e′ ◦ V, e′ ◦ χ}| |(V − χ)| ≥ λ] (A.29)
≤ π [|e′ ◦ V Pχ| ≥ λ/2] + π [|e′ ◦ χPχ| ≥ λ/2] .
To estimate the first term on the right hand side we recall that according to Young’s
inequality λ1λ2 ≤ λ
p
1/p + λ
q
2/q for any λ1, λ2 > 0 and p, q > 0 such that p
−1 + q−1 = 1.
Choose p such that p1 := p(β/α− 1) < β/α and (β + 2)/(2α) > q > β/α. The first term
in (A.29) can be estimated by
π
[
|V | ≥ C1λ
1/p1
]
+ π
[
|Pχ| ≥ C2λ
1/q
]
(A.30)
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for some constants C1, C2 > 0 independent of λ. The first term can be estimated by
Cλ−β/p1, while the second by Cλ−2/q‖Pχ‖L2(π). These together yield the desired bound on
the first term in (A.29). The second term can be dealt with similarly. 
Let
AN := [|V | ≥ a∗N
1/β/2, or τ (N) ≥ a∗N
1/α/2]
and for some γ > κ > α we let BN := [|ρ◦V −τ | ≥ N
1/κ]. Observe that from (2.19), (2.22)
and Lemma A.4
π(AN) ≤
C
N
and π(BN) ≤
C
Nγ/κ
. (A.31)
Let also ρ(N)(x) := ρ(x)1[ρ<MN ](x). Define
z˜(N)(x) := (N−1/βV (x), N−1/αρ(N) ◦ V (x)).
Note that z(N)(x) = z˜(N)(x) + r(N)(x), where
r(N)(x) := (0, N−1/α[τ (N)(x)− ρ(N) ◦ V (x)]).
Note that z(N)(x) lies outside the support of g on AcN . Therefore, the expression under the
limit in (A.25) can be written as
N
∫
g
(
z(N)(x)
)
1ANπ(dx) = IN + JN ,
where
IN := N
∫
g
(
z(N)(x)
)
1AN1BNπ(dx), JN := N
∫
g
(
z(N)(x)
)
1AN1BcNπ(dx).
Note that
IN ≤ N‖g‖∞π(BN)
(A.31)
≤ CN1−γ/κ‖g‖∞ → 0,
as N → +∞. Finally, JN = J
(1)
N + J
(2)
N , where
J
(1)
N := N
∫
g
(
z˜(N)(x)
)
1AN1BcNπ(dx),
J
(2)
N := N
∫ ∫ 1
0
∇g
(
z˜(N)(x) + λr(N)(x)
)
· r(N)(x)1AN1BcNπ(dx)dλ.
Given δ > 0 we choose N0 so that for N ≥ N0 we have N
1/κ < δN1/α. Let
C
(1)
N := [ρ ◦ V < MN
1/α, (M + δ)N1/α ≤ τ ],
C
(2)
N := [τ < MN
1/α, (M + δ)N1/α ≤ ρ ◦ V ]
and DN := [N
−1/ατ ∈ (M − δ,M + δ)]. Note that (recall MN :=MN
1/α)
BcN∩(C
(1)
N ∪C
(2)
N ∪DN)
c ⊂ EN := (B
c
N∩[ρ◦V ≤MN , τ ≤MN ])∪(B
c
N∩[ρ◦V ≥MN , τ ≥ MN ]).
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We have
J
(2)
N ≤ N‖∇g‖∞
∫
|r(N)(x)|1AN1BcNπ(dx)
≤ CN1+1/κ−1/α‖∇g‖∞π(AN) +N‖∇g‖∞[π(C
(1)
N ) + π(C
(2)
N ) + π(DN)].
The first term on the right hand side comes from the estimate |r(N)(x)| ≤ N1/κ−1/α that
holds on EN . The remaining terms can be estimated by
cα(1 + o(1))‖∇g‖∞[(M − δ)
−α − (M + δ)−α],
where o(1)→ 0, as N → +∞. This expression can be made arbitrarily small when δ > 0
is chosen sufficiently small.
Concerning the term J
(1)
N , we can repeat the above argument and justify in that way
that it is equal, up to a term of order o(1), to
J˜
(1)
N := N
∫
g
(
z˜(N)(x)
)
π(dx)
= N
∫ ∫ +∞
0
d
dλ
g
(
N−1/βλ,N−1/αρ(N)(λ)
)
1[0<λ<V (x)]π(dx)dλ
−N
∫ ∫ 0
−∞
d
dλ
g
(
N−1/βλ,N−1/αρ(N)(λ)
)
1[0>λ>V (x)]π(dx)dλ.
Consider the first term on the utmost right hand side of the above expression. Integrating
over x we obtain that it equals
N
∫ +∞
0
d
dλ
g
(
N−1/βλ,N−1/αρ(N)(λ)
)
π[λ < V ]dλ.
Changing variables λ′ := λN1/β and letting N → +∞ we obtain that the limit equals
c+β
∫ +∞
0
d
dλ
g
(
λ, 1[0,M ](λ)ρ(λ)
)
λ−βdλ =
∫ +∞
0
g
(
λ, 1[0,M ](λ)ρ(λ)
)
νβ(dλ).
The limit for the second term is computed in the same way and we obtain (A.25). 
The proof of (A.2). Since {Xn, n ≥ 0} is stationary and Markovian it suffices only to show
that for g as in the statement of Theorem A.1 we have
lim
N→+∞
NE
{
E
[
g (Z1,N)
∣∣∣G0]}2 = 0. (A.32)
Let δ := 1/2dist(0,supp g) > 0. We can estimate the expression under the limit by
N‖g‖∞E
{
P
[
|Z1,N | ≥ δ
∣∣∣G0]}2 ≤ 2‖g‖∞{NE{P [|R0(X1, X0)| ≥ δN1/β/2∣∣∣G0]}2
+NE
{
P
[
|τ (N)(X1)| ≥ δN
1/α/2
∣∣∣G0]}2} . (A.33)
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The first term on the right hand side of (A.33) can be estimated by
2‖g‖∞N
1−2/β
E
{
E
[
|R0(X1, X0)|
∣∣∣G0]}2 ≤ CN1−2/β‖P |χ|‖2L2(π)
for some constant C > 0 independent of N . The expression on the right hand side tends
to 0 as N → +∞, thanks to (A.16) and β ∈ (1, 2).
The second term on the right hand side of (A.33) can be estimated, using (A.17), by
2‖g‖∞N
1−2/α
E
{
E
[
τ (N)(X1)
∣∣∣G0]}2
≤ 2‖g‖∞N
1−2/α‖PτN)‖2L2(π) ≤ CN
1−2/αN2(1/α−1) =
C
N
for some constants C > 0 independent of N .
The proof of (A.3). Using again stationarity and Doob’s inequality for the martingale
{Z
(∆,N)
t , t ≥ 0} we obtain that the expression under the limit in (A.3) can be estimated
from above by
CTN
2∑
j=1
{
E
[
Z
(j)
1,N1[|Z(i)1,N |≤∆i,i=1,2]
]2
− E
[
E
[
Z
(j)
1,N1[|Z(i)1,N |≤∆i,i=1,2]
∣∣∣G0,N]]2} .
The term corresponding to j = 1 can be estimated by
C1TN
1−2/β
∫
χ2(x)1[|χ(x)|≤∆1N1/β ]π(dx) (A.34)
≤ C2TN
1−2/β
∫ ∆1N1/β
0
λπ(|χ(x)| ≥ λ)dλ = C2TN
∫ ∆1
0
λπ(|χ(x)| ≥ N1/βλ)dλ
for some constants C1, C2 > 0. Using the fact that π(|χ(x)| ≥ N
1/βλ) ≤ C3N
−1λ−β for
some constant C3 > 0 we conclude that the utmost right hand side of (A.34) can be
estimated by
CT
∫ ∆1
0
λ1−βdλ = C ′T∆2−β1
for some constants C,C ′ > 0. A similar estimate can be obtained also for j = 2. Estimate
(A.3) then follows.
Appendix B. The proof of Theorem 2.7
In this section we retain the notation from the previous section. Assume furthermore
that β = 2. It is well known that under the hypotheses made in Section 2.1, the components
of processes {X
(N)
t := (S
(N)
t , T
(N)
t ), t ≥ 0} converge in D, see e.g. [18, 23], to a Brownian
motion and an α-stable subordinator process. This in turn implies tightness of the laws
of {X
(N)
t , t ≥ 0} over D × D equipped with the uniform and J1 topologies, respectively.
To finish the proof of the theorem in question we only need to show the weak convergence
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of finite dimensional distributions of {X
(N)
t , t ≥ 0} to the respective finite dimensional
distribution of a Le´vy process {(St, Tt), t ≥ 0} with the exponent
ψ(ξ1, ξ2) := σ
2ξ21/2 +
∫ +∞
0
(eiξ2λ − 1)να(dλ) (B.1)
for some σ ≥ 0. By a well known Crame´r-Wold device, see Theorem 9.5, p. 147 of [10], it
suffices to consider only one dimensional distributions i.e. to prove that for (ξ1, ξ2) ∈ R
2
and t ≥ 0
ξ1S
(N)
t + ξ2T
(N)
t ⇒ ξ1St + ξ2Tt, as N → +∞ (B.2)
For a fixed M > 0 define Z¯
(2)
N,t(M) :=
∑[Nt]−1
n=0 E[τ
(N)(Xn)|Gn−1,N ] with τ
(N)(x) given by
(A.7). Using (A.2) one can argue, as in the proof of (4.3) of [10], that
lim
N→+∞
Z¯
(2)
N,t(M) = t
∫ M
0
λνα(dλ) (B.3)
in probability. Since (A.10) is also in force for β = 2, thanks to (B.3), it suffices only to
show that for a fixed M > 0
ξ1Z
(1)
N,t + ξ2Z˜
(2)
N,t(M)⇒ ξ1St + ξ2T˜t(M), as N → +∞, (B.4)
where Z˜
(2)
N,t(M) = Z
(2)
N,t(M)−Z¯
(2)
N,t(M), Z
(1)
N,t, Z
(2)
N,t(M) are given by (A.9) and {(St, T˜t(M)), t ≥
0} is a Le´vy process with the exponent.
ψ(ξ1, ξ2) := σ
2ξ21/2 +
∫ M
0
(eiξ2λ − 1− iξ2λ)να(dλ) (B.5)
for some σ > 0. In what follows we omit writing M in the notation of processes. Note
that {(Z
(1)
N,t, Z
(2)
N,t), t ≥ 0} is a martingale with the increments given by
Z˜n,N = (Z˜
(1)
n,N , Z˜
(2)
n,N) :=
(
1
N1/2
R0(Xn, Xn−1),
1
N1/α
{
τ (N)(Xn)− E[τ
(N)(Xn)|Gn−1,N ]
})
.
We can use therefore the results of [7]. According to Theorem 1 of ibid. in order to show
(B.4) it suffices to prove the following result.
Proposition B.1. Suppose that M−1,N := 0 and
Mn,N :=
ξ1
N1/2
R0(Xn, Xn−1) +
ξ2
N1/α
{
τ (N)(Xn)− E[τ
(N)(Xn)|Gn−1,N ]
}
for n ≥ 0. Then, for any a < b we have
lim
N→+∞
[Nt]−1∑
n=1
E
[
M2n,N1[a<Mn,N<b] | Gn−1,N
]
= t[Gξ1,ξ2(b)−Gξ1,ξ2(a)] (B.6)
in probability, where the function Gθ1,θ2(·) is given by Gξ1,ξ2(λ) = 0, λ < 0 and
Gξ1,ξ2(λ) = σ
2ξ21 + cα|ξ2|
αλ1−α.
for λ > 0 and some σ > 0.
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Proof. The proof is done in two steps. First we prove that for any interval (a, b) that does
not contain 0 and any C∞ function g supported in that interval we have
lim
N→+∞
[Nt]−1∑
n=0
E [g(Mn,N) | Gn−1,N ] = t|ξ2|
α
∫ M
0
g(λ)να(dλ) (B.7)
in probability. The argument is essentially a repetition of the proof of (A.2) done in the
previous section so we omit it. Next, we show that for any c > 0
lim sup
N→+∞
E
∣∣∣∣∣∣
[Nt]−1∑
n=0
E
[
M2n,N1[|Mn,N |<c] | Gn−1
]
−
1
2
σ2tξ21
∣∣∣∣∣∣ = h(c), (B.8)
where limc→0+ h(c) = 0. For an arbitrary interval (a, b), where a < 0 < b we divide it into
a sum of three disjoint intervals (a,−c), (−c, c) and (c, b), where 0 < c < min[−a, b] and
conclude using the above results and a standard approximation argument that
lim sup
N→+∞
E
∣∣∣∣∣∣
[Nt]−1∑
n=0
E
[
M2n,N1[a<Mn,N<b] | Gn−1,N
]
− t[Gξ1,ξ2(b)−Gξ1,ξ2(a)]
∣∣∣∣∣∣ = 0.
The proof of (B.8). Suppose that c > 0 is arbitrary. We consider only the case when
both ξ1, ξ2 6= 0. The other cases can be done adjusting (and simplifying) the argument.
Note that
[Nt]−1∑
n=0
E
[
(Mn,N)
21[|Mn,N |<c] | Gn−1,N
]
= ξ21
[Nt]−1∑
n=0
E
[
(Z˜
(1)
n,N)
21[|Mn,N |<c] | Gn−1,N
]
+ξ22
[Nt]−1∑
n=0
E
[
(Z˜
(2)
n,N)
21[|Mn,N |<c] | Gn−1,N
]
+ 2ξ1ξ2
[Nt]−1∑
n=0
E
[
Z˜
(1)
n,N Z˜
(2)
n,N1[|Mn,N |<c] | Gn−1,N
]
.
Denote the terms appearing on the right hand side by UN , VN andWN . For an appropriate
constant C > 0 we have
E|WN | ≤ C
{
N
{
E[[ξ1Z˜
(1)
1,N ]
2]
}1/2 {
E[[ξ2Z˜
(2)
1,N ]
2, |ξ2Z˜
(2)
1,N | < 10c
}1/2
+ N |ξ1ξ2|E
[
|Z˜
(1)
1,NZ˜
(2)
1,N |, |ξ1Z˜
(1)
1,N | > 9c, |ξ2Z˜
(2)
1,N | ≥ 10c
]}
Denote the first and second term appearing in the braces on the right hand side by W
(1)
N
and W
(2)
N respectively. We have
P[|ξ2Z˜
(2)
n,N | > λ] ≤ π[τ > N
1/αλ/(2|ξ2|)] + π[Pτ
(N) > N1/αλ/(2|ξ2|)].
The first term on the right hand side is clearly less than, or equal to CN−1λ−α for all λ > 0,
N ≥ 1 and a certain constant C > 0, independent of n ≥ 0. By the Markov inequality
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and (A.17) the second term can be estimated by λ−1N−1/α‖Pτ‖L2(π) ≤ C(λN)
−1. One can
deduce that
P[|ξ2Z˜
(2)
n,N | > λ] ≤ C(Nλ)
−1(1 + λ1−α) (B.9)
for all λ > 0, N ≥ 1 and a certain constant C > 0, independent of n,N ≥ 0. Using (B.9)
and an elementary estimate
{
E[[ξ1Z˜
(1)
1,N ]
2]
}1/2
≤ CN−1/2‖χ‖L2(π) we obtain
W
(1)
N ≤ C‖χ‖L2(π)
[∫ 10c
0
(1 + λ1−α)dλ
]1/2
≤ C ′‖χ‖L2(π)[c(1 + c
1−α)]1/2
for some constants C,C ′ > 0.
On the other hand, using Chebyshev’s inequality we get
P[|ξ1Z˜
(1)
n,N | > λ] ≤
C‖χ‖2L2(π)
Nλ2
(B.10)
for all λ > 0. The constant C > 0 appearing here does not depend on N, n and λ. Thus,
for some constants C,C ′ > 0, we have
W
(2)
N ≤ CNME
[
|ξ1Z˜
(1)
1,N |, |ξ1Z˜
(1)
1,N | > 9c
]
≤ CNM
{
E
[
[ξ1Z˜
(1)
1,N ]
2, |ξ1Z˜
(1)
1,N | > 9c
]}1/2
P
1/2
[
|ξ1Z˜
(1)
1,N | > 9c
]
(B.10)
≤ C ′
{
E
[
R20(X1, X0), |ξ1Z˜
(1)
1,N | > 9c
]}1/2
→ 0,
as N → +∞. We have proved therefore that lim supN→+∞ E|WN | ≤ C[c(1 + c
1−α)]1/2,
where c > 0 can be chosen arbitrarily. Thus, limN→+∞ E|WN | = 0.
Note that
E|VN | ≤ CNE[[ξ2Z˜
(2)
n,N ]
2, |ξ2Z˜
(2)
n,N | < 10c] + (B.11)
+CN1−2/αE[[τ (N)(X0)]
2, |ξ1Z˜
(1)
n,N | > 9c, |ξ2Z˜
(2)
n,N | ≥ 10c]
for some constant C > 0. Denote the first and the second terms on the right hand side
of (B.11) by V
(1)
N , V
(2)
N respectively. Estimating in the same way as in (B.9) we deduce
V
(1)
N ≤ C[c(1+ c
1−α)]1/2 for some constant C > 0. This term can be made arbitrarily small
by choosing a sufficiently small c > 0. On the other hand, from Chebyshev’s inequality for
some constants C,C ′ > 0 we have
V
(2)
N ≤ CNM
2
P[|ξ1R0(X1, X0)| ≥ 9cN
1/2]
≤ C ′M2E[[ξ1R0(X1, X0)]
2, |ξ1R0(X1, X0)| ≥ 9cN
1/2]→ 0,
both a.s. and in the L1 sense, as N → +∞. Finally, we can write that UN = ÛN − U¯N ,
where
ÛN := ξ
2
1
[Nt]−1∑
n=0
E
[
(Z˜
(1)
n,N)
2 | Gn−1,N
]
and U¯N := ξ
2
1
[Nt]∑
n=1
E
[
(Z˜
(1)
n,N)
21[|Z˜n,N |>c] | Gn−1,N
]
.
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By the ergodic theorem
ÛN =
ξ21
N
[Nt]−1∑
n=0
[
PV 2(Xn−1) + Pχ
2(Xn−1)− (Pχ)
2(Xn−1)
]
→
1
2
σ2ξ21t, as N → +∞,
both a.s. and in the L1 sense. Here σ2 := 2
(
‖V ‖2L2(π) + ‖χ‖
2
L2(π) − ‖Pχ‖
2
L2(π)
)
. Using
stationarity we deduce that for a certain constant C > 0
E|U¯N | ≤ Cξ
2
1E
[
R20(X1, X0), |ξ1R0(X1, X0)| > cN
1/2/2, or |ξ2Z˜
(2)
1,N | > c/2
]
→ 0,
as N → +∞. The convergence follows from the L2-integrability of R0(X1, X0) and (B.9).

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