Abstract. In this paper, we investigate the application of adaptive ensemble models of Extreme Learning Machines (ELMs) to the problem of one-step ahead prediction in (non)stationary time series. We verify that the method works on stationary time series and test the adaptivity of the ensemble model on a nonstationary time series. In the experiments, we show that the adaptive ensemble model achieves a test error comparable to the best methods, while keeping adaptivity. Moreover, it has low computational cost.
Introduction
Time series prediction is a challenge in many fields. In finance, experts predict stock exchange courses or stock market indices; data processing specialists predict the flow of information on their networks; producers of electricity predict the load of the following day [1, 2] . The common question in these problems is how one can analyze and use the past to predict the future.
A common assumption in the field of time series prediction is that the underlying process generating the data is stationary and that the data points are independent and identically distributed (IID). Under this assumption, the training data is generally a good indication for what data to expect in the test phase.
However, a large number of application areas of prediction involve nonstationary phenomena. In these systems, the IID assumption does not hold since the system generating the time series changes over time. Therefore, contrary to the stationary case, one cannot assume that one can use what has been learned from past data and one has to keep learning and adapting the model as new samples arrive. Possible ways of doing this include: 1) retraining the model repeatedly on a finite window of past values and 2) using a combination of different models, each of which is specialized on part of the state space.
Besides the need to deal with nonstationarity, another motivation for such an approach is that one can drop stationarity requirements on the time series. This is very useful, since often we cannot assume anything about whether or not a time series is stationary.
To construct the ensemble model presented in this paper, a number of Extreme Learning Machines (ELMs) [3] of varying complexity are generated, each of which is individually trained on the data. After training, these individual models are combined in an ensemble model. The output of the ensemble model is a weighted linear combination of the outputs of the individual models. During the test phase, the ensemble model adapts this linear combination over time with the goal of minimizing the prediction error: whenever a particular model has bad prediction performance (relative to the other models) its weight in the ensemble is decreased, and vice versa. A detailed description can be found in Section 2.3.
In the first experiment, we test the performance of this adaptive ensemble model in repeated one-step ahead prediction on a time series that is known to be stationary (the Santa Fe A Laser series [4] ). The main goal of this experiment is to test the robustness of the model and to investigate the different parameters influencing the performance of the model. In the second experiment, the model is applied to another time series (Quebec Births [5] ) which is nonstationary and more noisy than the Santa Fe time series.
Ensemble methods have been applied in various forms (and under various names) to time series prediction, regression and classification. A non-exhaustive list of literature that discusses the combination of different models into a single model includes bagging [6] , boosting [7] , committees [8] , mixture of experts [9] , multi-agent systems for prediction [10] , classifier ensembles [11] , among others. Out of these examples, our work is most closely related to [10] , which describes a multi-agent system prediction of financial time series and recasts prediction as a classification problem. Other related work includes [11] , which deals with classification under concept drift (nonstationarity of classes). The difference is that both papers deal with classification under nonstationarity, while we deal with regression under nonstationarity.
In Section 2, the theory of ensemble models and the ELM are presented, as well as how we combine both of them in the adaptive ensemble method. Section 3 describes the experiments, the datasets used and discusses the results.
Methodology

Ensemble Models
In ensemble methods, several individual models are combined to form a single new model. Commonly, this is done by taking the average or a weighted average of the individual models, but other combination schemes are also possible [11] . For example, one could take the best n models and take a linear combination of those. For an overview of ensemble methods, see [8] .
Ensemble methods rely on having multiple good models with sufficiently uncorrelated error. The individual models are typically combined into a single ensemble model as follows:ŷ
whereŷ ens (t) is the output of the ensemble model,ŷ i (t) are the outputs of the individual models and m is the number of models. Following [8] , it can be shown that the variance of the ensemble model is lower than the average variance of all the individual models:
Let y(t) denote the true output that we are trying to predict andŷ i (t) the estimation for this value of model i. Then, we can write the outputŷ i (t) of model i as the true value y(t) plus some error term i (t):
Then the expected square error of a model becomes
The average error made by a number of models is given by
Similarly, the expected error of the ensemble as defined in Equation 1 is given by
Assuming the errors i (t) are uncorrelated (i.e. E[ i (t) j (t)] = 0) and have zero mean (E[ i (t)] = 0), we get
Note that these equations assume completely uncorrelated errors between the models, while in practice errors tend to be highly correlated. Therefore, errors are often not reduced as much as suggested by these equations, but can be improved by using ensemble models. It can be shown that E ens < E avg always holds. Note that this only tells us that the test error of the ensemble is smaller than the average test error of the models, and that it is not necessarily better than the best model in the ensemble. Therefore, the models used in the ensemble should be sufficiently accurate.
ELM
The ELM algorithm is proposed by Guang-Bin Huang et al. in [3] and makes use of Single-Layer Feedforward Neural Networks (SLFN). The main concept behind ELM lies in the random initialization of the SLFN weights and biases. Under the condition that the transfer functions in the hidden layer are infinitely differentiable, the optimal output weights for a given training set can be determined analytically. The obtained output weights minimize the square training error. The trained network is thus obtained in very few steps and is very fast to train, which is why we use them in the adaptive ensemble model. Below, we review the main concepts of ELM as presented in [3] . Consider a set of M distinct samples (x i , y i ) with x i ∈ R d and y i ∈ R; then, a SLFN with N hidden neurons is modeled as the following sum
with f being the activation function, w i the input weights to the i th neuron in the hidden layer, b i the biases and β i the output weights.
In the case where the SLFN would perfectly approximate the data (meaning the error between the outputŷ i and the actual value y i is zero), the relation is
which can be written compactly as
where H is the hidden layer output matrix defined as
and
T . Given the randomly initialized first layer of the ELM and the training inputs x i ∈ R d , the hidden layer output matrix H can be computed. Now, given H and the target outputs y i ∈ R (i.e. Y), the output weights β can be solved from the linear system defined by Equation 9 . This solution is given by β = H † Y, where H † is the Moore-Penrose generalized inverse of the matrix H [12] . This solution for β is the unique least-squares solution to the equation Hβ = Y. Overall, the ELM algorithm then is: Theoretical proofs and a more thorough presentation of the ELM algorithm are detailed in the original paper [3] .
Adaptive Ensemble Model of ELMs
When creating a model to solve a certain regression or classification problem, it is unknown in advance what the optimal model complexity and architecture is. Also, we cannot always assume stationarity of the process generating the data (i.e. in cases where the IID assumption does not hold). Therefore, since the information that has been gathered from past samples can become inaccurate, it is needed to keep learning and keep adapting the model once new samples become available. Possible ways of doing this include: 1) retraining the model repeatedly on a finite window into the past and 2) use a combination of different models, each of which is specialized on part of the state space. In this paper, we employ both strategies in repeated one-step ahead prediction on (non)stationary time series. On the one hand, we use diverse models and adapt the weights with which these models contribute to the ensemble. On the other hand, we retrain the individual models on a limited number of past values (sliding window) or on all known values (growing window).
Adaptation of the Ensemble. The ensemble model consists of a number of randomly initialized ELMs, which each have their own parameters (details are discussed in the next subsection). The model ELM i has an associated weight w i which determines its contribution to the prediction of the ensemble. Each ELM is individually trained on the training data and the outputs of the ELMs contribute to the outputŷ ens of the ensemble as follows:ŷ ens (t + 1) = i w iŷi (t + 1).
Once initial training of the models on the training set is done, repeated onestep ahead prediction on the 'test' set starts. After each time step, the previous predictionsŷ i (t − 1) are compared with the real value y(t − 1). If the square error
2 of ELM i is larger than the average square error of all models at time step t − 1, then the associated ensemble weight w i is decreased, and vice versa. The rate of change can be scaled with a parameter α, called the learning rate. Furthermore, the rate of change is normalized by the number of models and the variance of the time series, such that we can expect similar behaviour on time series with different variance and ensembles with a different number of models. The full algorithm can be found in Algorithm 2.
Adaptation of the Models. As described above, ELMs are used in the ensemble model. Each ELM has a random number of input neurons, random number of hidden neurons, and random variables of the regressor as input.
Besides changing the ensemble weights w i as a function of the errors of the individual models at every time step, the models themselves are also retrained. Before making a prediction at time step t, each model is either retrained on a past window of n values (x i , y i ) t−1 t−n (sliding window), or on all values known so far (x i , y i ) t−1 1 (growing window). Details on how this retraining fits in with the rest of the ensemble can be found in Algorithm 2.
As mentioned in Section 2.2, ELMs are very fast to train. In order to further speed up the retraining of the ELMs, we make use of PRESS statistics, which allow you to add and remove samples from the training set of a linear model and give you the linear model that you would have obtained, had you trained it on the modified training set. Since an ELM is essentially a linear model of the responses of the hidden layer, PRESS statistics can be applied to (re)train the ELM in an incremental way. A detailed discussion of incremental training of ELMs with PRESS statistics falls outside the scope of this paper, but details on PRESS statistics can be found in [13] .
Algorithm 2. Adaptive Ensemble of ELMs
Given a set (x(t), y(t)), x(t) ∈ R
d , y(t) ∈ R, and m models, for i = 1 to #models do 10:
Retrain ELMi 14:
end for 15: renormalize weights → w = w/ ||w|| 16: end while
Experiments
Experiment 1: Stationary Time Series
The Santa Fe Laser Data time series [4] has been obtained from a far-infraredlaser in a chaotic state. This time series has become a well-known benchmark The adaptive ensemble model is trained on the first 1000 values of the time series, after which sequential one-step ahead prediction is performed on the following 9000 values. This experiment is repeated for various combinations of learning rate α and number of models in the ensemble. Each ELM has a regressor size of 8 (of which 5 to 8 variables are randomly selected) and between 150 and 200 hidden neurons with a sigmoid transfer function. Figure 1 shows the effect of the number of models on the prediction accuracy. It can be seen that the number of models strongly influences the prediction accuracy and that at least 60 models are needed to get good prediction accuracy. Figure 2 shows the effect of the learning rate on the prediction accuracy. The influence of the various (re)training strategies can be found in Table 1 . This table also shows that the method is able to achieve a prediction accuracy comparable to the best methods [14] . Figures 3 and 4 show the adaptation of some of the ensemble weights over the length of the entire prediction task. 
Experiment 2: Nonstationary Time Series
The Quebec Births time series [5] consists of the number of daily births in Quebec over the period of January 1, 1977 to December 31, 1990. It consists of approximately 5000 points, is nonstationary and more noisy than the Santa Fe Laser Data. The adaptive ensemble model is trained on the first 1000 values of the time series, after which sequential one-step ahead prediction is performed on the following 5000 values. This experiment is repeated for varying learning rates α and numbers of models. Each ELM has a regressor size of 14 (of which 12 to 14 variables are randomly selected) and between 150 and 200 hidden neurons. Figure 6 shows the effect of the number of models on the prediction accuracy. It can be seen that the number of models strongly influences the prediction accuracy, as was the case with the Santa Fe time series. However, we need more models in order to get a good prediction accuracy. Figure 7 shows the effect of the learning rate on the prediction accuracy. The influence of the various (re)training strategies can be found in Table 2 .
Discussion
The experiments clearly show that it is important to have a sufficient number of models (more is generally better). Furthermore, the shape of the learning rate graph is independent of the number of models, which means that these parameters can probably be optimized independently from each other. We are currently performing a more thorough statistical analysis for determining the best strategy for optimizing the parameters. However, the results suggest that choosing the number of models high and choosing a sufficiently large learning rate (i.e. α = 0.1) is a good and robust strategy. The results also show that the proposed adaptive ensemble method is able to achieve a prediction accuracy comparable to the best methods [14] , and is able to do so for both stationary and nonstationary series. An added advantage of the method is that it is adaptive and has low computational cost.
Conclusions
We have presented an adaptive ensemble model of Extreme Learning Machines (ELMs) for use in repeated one-step ahead prediction. The model has been tested on both stationary and nonstationary time series, and these experiments show that in both cases the adaptive ensemble method is able to achieve a prediction accuracy comparable to the best methods. An added advantage of the method is that it is adaptive and has low computational cost. Furthermore, the results suggest that we can make good guesses for the parameters of the method (i.e. choose number of models sufficiently large and choose learning parameter α = 0.1). We are currently performing more thorough statistical analysis of the model, in order to determine the best strategy for optimizing the parameters. In addition, we would like to extend the model to include other models like OP-ELM [15] and investigate how we can guide adding new models to the ensemble in an online fashion, in order to introduce an extra degrees of adaptivity.
