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Abstract
We define a SDP framework based on the RLS TD algorithm and
multivariate simplex B-splines. We introduce a local forget factor capable
of preserving the continuity of the simplex splines. This local forget factor
is integrated with the RLS TD algorithm, resulting in a modified RLS TD
algorithm that is capable of tracking time-varying systems. We present the
results of two numerical experiments, one validating SDP and comparing
it with NDP and another to show the advantages of the modified RLS TD
algorithm over the original. While SDP requires more computations per
time-step, the experiment shows that for the same amount of function
approximator parameters, there is an increase in performance in terms
of stability and learning rate compared to NDP. The second experiment
shows that SDP in combination with the modified RLS TD algorithm
allows for faster recovery compared to the original RLS TD algorithm
when system parameters are altered, paving the way for an adaptive high-
performance non-linear control method.
1 Introduction
Bellman described multi-stage decision processes from a mathematical point of
view in Bellman [1957], this algorithm was called Dynamic Programming (DP).
The DP principle comes down to describing each state with a value in a value
function and moving the system to the state with the highest value. The value
function is also called the cost-to-go function and stores the expected sum of
future rewards for each state. In general this function cannot be found directly,
therefore an iterative approach like Temporal Difference (TD)-learning [Sutton
and Barto, 1998, Sutton, 1988] is used.
DP has the ability to solve complex control problems in diverse environ-
ments, and it is possible to view the environment as a black-box by modelling
it using system identification techniques. The advantage of combining DP and
system identification techniques, is that it leads to an adaptive control scheme.
These adaptive controllers have already been successfully trained off-line for
many purposes, ranging from agile missile interception [Han and Balakrishnan,
1999] to aircraft auto-landing and control [Saini and Balakrishnan, 1997]. Also,
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an on-line adaptive critic flight control was implemented on a six-degree-of-
freedom business jet aircraft over its full operating envelope, improving its per-
formance when unexpected conditions are encountered for the first time [Ferrari
and Stengel, 2004].
Barto, Sutton and Anderson used neural networks to parametrise the value
function [Barto et al., 1983]. However, this function approximator is non-linear
in the parameters, with the result that stability can only be guaranteed if
bounded network weights are used, where bounds are determined by off-line
analysis. This approach has been applied to examples [Han and Balakrishnan,
1999, Saini and Balakrishnan, 1997, Ferrari and Stengel, 2004] mentioned be-
fore. More recently, an adaptive controller has been introduced in Anderson
et al. [2007], and again the neural network weights are bounded to guarantee
stability. A drawback is that for a time-varying system these bounds shift and
stability can no longer be guaranteed. This combination of neural networks and
DP is commonly referred to as Neuro Dynamic Programming (NDP) [Bertsekas
and Tsitsiklis, 1996].
There is a proof of convergence when linear-in-the-parameters function ap-
proximators are used in Tsitsiklis and Van Roy [1997], however, this proof de-
mands knowledge of the shape of the optimal value function. With the Recur-
sive Least Squares Temporal Difference (RLS TD) algorithm convergence in a
stochastic framework is assured [Bradtke and Barto, 1996], even when the linear
regression basis cannot perfectly fit the value function. In the last decade, the
DP theory in continuous time and space has been further developed in Doya
[1996, 2000], Morimoto and Doya [2005]. More recently, the proof of conver-
gence has been extended to include the optimal policy [Ma and Powell, 2009],
however one of the problems that remains is the a-priori unknown shape of the
value function.
Using polynomials as a function approximator in a DP framework was in-
vestigated by Bellman in 1963 [Bellman et al., 1963]. In 1985, Schweitzer [1985]
concentrates on the use of global polynomials in combination with DP. With
the development of the RLS TD algorithm, it is possible to obtain a proven
convergence by combining it with a polynomial approximation as discussed in
Ma and Powell [2009]. However the limitation is that the approximation power
of global polynomials can only be increased by increasing the order of the poly-
nomials, which will also lead to numerical instabilities in the solution schemes
of the approximation. According to Summers et al. [2013], using the sum of
squares allows the use of higher order polynomials, but will eventually still lead
to numerical instability.
A recommendation in Ma and Powell [2009] is to use local polynomial re-
gression to treat Markov Decision Process (MDP) problems with value functions
of unknown form. This recommendation is supported by Daniel [1976], which
states that it is highly desirable from an efficiency point of view to use local
polynomial regression. Recently a novel method based on multivariate simplex
B-splines has been applied in a linear regression framework [de Visser et al.,
2009]. The use of a local polynomial basis allows for transparency and effi-
cient (sparse) computational schemes. Furthermore, the spatial location of the
B-coefficients and modularity of the triangulation allow for local model mod-
ification and refinement [Lai and Schumaker, 2007]. These properties make
multivariate simplex B-splines an excellent candidate for use in the DP frame-
work.
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There are existing approaches which combines Multivariate Adaptive Re-
gression Splines (MARS) [Friedman, 1991] and DP [Chen, 1999, Chen et al.,
1999, Cervellera et al., 2007]. However, multivariate simplex B-splines distin-
guishes itself from MARS in terms of computational efficiency by using B-splines
[Bakin et al., 2000]. And they are supported by a triangulation of simplices,
allowing functionality in a non-square domain [Lai and Schumaker, 2007].
The contribution of this paper is a framework that allows the use of mul-
tivariate simplex B-splines in combination with the RLS TD algorithm, giving
rise to Spline Dynamic Programming (SDP) that enables control of non-linear
stochastic systems. A method for continuous local value function adaptation is
presented which is enabled by the spatial location property of the coefficients
of the multivariate splines; this is achieved by implementing a new formula-
tion for the covariance update step. The effectiveness of this SDP framework is
investigated by comparing it with NDP in terms of computational complexity
and performance. Furthermore, the RLS TD algorithm is modified to allow
for adaptive control of time-varying systems. The validation and comparison of
both cases are investigated with a non-linear 2D control problem, the pendulum
swing-up.
In section 2, we briefly introduce the DP framework and show how the value
function and greedy policy are constructed. In section 3, we give a brief intro-
duction on the mathematical background of multivariate simplex B-splines, the
function approximator used in the SDP framework. The SDP framework itself
is explained in section 4; the main purpose of this section is to address the steps
specific to using multivariate simplex B-splines for value function approximation
in combination with the RLS TD algorithm. Section 5 is there to demonstrate
that the SDP framework indeed works for the given control problem. SDP is
compared with neural networks for system performance on a stochastic system
and a time-varying system. These results are discussed in section 6 and finally
conclusions and recommendations are presented in section 7.
2 Preliminaries on Dynamic Programming
In this section, we present the preliminaries on DP, the algorithm that is part
of the SDP framework. For a more complete description we refer to Sutton
and Barto [1998], Si et al. [2004], Powell [2007], Busoniu et al. [2010], Bertsekas
[2007]. We start with a brief overview of the MDP followed by the policy
evaluation and concluded with the policy improvement.
2.1 Markov Decision Processes
The policy evaluation problem associated with discrete-time stochastic optimal
control problems is referred to as a MDP. Finding the solution to an MDP
is a sequential optimization problem where the goal is to find a policy that
maximizes the sum of the expected infinite-horizon discounted rewards.
Let xt ∈ X be the state vector and ut ∈ U be the input vector, both at time
t, where ut is determined by the policy pi and X and U denote the finite sets of
states and inputs. The reward function is rt+1(xt+1,ut) and 0 ≤ γ < 1 is the
discount factor. The goal is to find a policy pi that obtains the maximum total
reward.
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For each policy pi there exists a value function V pi(xt) that indicates a mea-
sure of long-term performance at each state:
V pi(xt) =
∞∑
k=t
γk−trk+1(xk+1,uk) (1)
The objective can now be formulated as finding a policy pi∗ such that V pi
∗
(x) ≥
V pi(x) for all x ∈ X and for all policies pi. This policy pi∗ is called the op-
timal policy and can be found by applying both policy evaluation and policy
improvement Sutton and Barto [1998].
The policy evaluation determines the V pi(xt) of the current policy pi, where
the policy improvement uses this knowledge to adjust the policy pi such that it
ends up in the most valuable states.
2.2 Policy evaluation
In order to evaluate the value function in an iterative fashion, Sutton [1988]
uses TD-learning. For TD-learning, the following must hold:
V pi(xt) = rt+1 +
∑∞
k=t+1 γ
k−trk+1
= rt+1 + γV
pi(xt+1)
(2)
If this equality does not hold, the difference is called the TD-error:
et = rt+1 + γV
pi(xt+1)− V pi(xt) (3)
By minimizing this TD-error, the value function can be constructed in an itera-
tive approach. In order to construct a value function for a continuous problem,
there is need for parameterization to describe a complete state space with a fi-
nite number of parameters. The value function now becomes V pi(xt, ct), where
ct are the parameters at time t that shape the continuous value function in
domain X.
In Bradtke and Barto [1996] the RLS TD algorithm was introduced; this
algorithm and its computational complexity is visible in Table 1. Here dˆ and aˆ
represent the number of coefficients per simplex and total number of coefficients
respectively, B represents the linear regression matrix and P is the parameter
covariance matrix. These parameters will be further explained in section 3. RLS
TD converges to the least squares approximation of the optimal value function
c∗, given that each state x ∈ X is visited infinitely often. Although RLS TD
requires more computations per time-step than TD(λ) algorithms [Sutton, 1988],
it is more efficient in the statistical sense as more information is extracted from
training experience, allowing it to converge faster [Bradtke and Barto, 1996].
Furthermore, while Least Mean Square (LMS) aims to decrease the mean square
error et at each time-step separately, RLS TD minimizes this objective function:
Jt = 1
t
t∑
k=0
[ek]
2
(4)
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Table 1: RLS TD algorithm, from Bradtke and Barto [1996]
Step Action Computational
Complexity
(1) et = rt+1 − (Bt − γBt+1)>ct O(dˆ)
(2) Pt+1 = Pt − PtBt(Bt−γBt+1)
>Pt
1+(Bt−γBt+1)>PtBt O(aˆ2)
(3) ct+1 = ct +
Pt
1+(Bt−γBt+1)>PtBtBtet O(aˆ2)
2.3 Policy improvement
The computation of the value function is called policy evaluation. Using this
value function, a greedy action can be selected. If a policy is updated in this
manner, it is called (greedy) policy improvement:
ut(xt) = max
ut∈U
[V pi(xt)] (5)
The repetition of the policy evaluation and policy improvement is called policy
iteration and will result in an optimal policy [Sutton and Barto, 1998]. Accord-
ing to Doya [1996], the optimal non-linear feedback control law is a function of
value function’s gradient:
ut(xt) = u
max g
(
1
c
τ
∂V pi(xt)
∂xt
∂f(xt,ut)
∂ut
)
(6)
where umax is the maximum control input, g(x) = tanh(pi2x), c is the control cost
parameter, τ is the step-size parameter and f(xt,ut) are the system dynamics.
This optimal control law is applied to the pendulum swing-up task, with the
result visible in A. Having discussed both the policy evaluation and improve-
ment, section 3 will now describe the parametrization of the value function using
multivariate simplex B-splines.
3 Preliminaries on Multivariate Simplex B-Splines
This section serves as a brief introduction to the mathematical theory of the
simplex B-splines. For a more extensive and general introduction to multivariate
spline theory we refer to Lai and Schumaker [2007]. We start by introducing the
basic concept of a single basis polynomial and B-form, then introduce the trian-
gulation, followed by the vector notation of the B-form. Finally the Recursive
Least Squares (RLS) estimator for simplex splines is reviewed.
3.1 Simplex and barycentric coordinates
The polynomial basis of a multivariate simplex B-spline is defined on a simplex.
A simplex is defined by the non-degenerate vertices (υ0, υ1, . . . , υn) ∈ Rn and
thus creates a span in n-dimensional space. Any point x = (x1, x2, . . . , xn) can
be transformed to a barycentric coordinate b(x) = (b0, b1, . . . , bn) with respect
to a simplex. The relation between Cartesian coordinate x and barycentric
coordinate b(x) is:
x =
n∑
i=0
biυi
n∑
i=0
bi = 1 (7)
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3.2 Triangulation
Any number of simplices can be combined into a triangulation, where a trian-
gulation T is a special partitioning of a domain into a set of J non-overlapping
simplices and is defined in Lai and Schumaker [2007] as:
T ≡
J⋃
i=1
ti, ti ∩ tj ∈ {∅, t˜}, ∀ti, tj ∈ T , i 6= j (8)
with t˜ a simplex of dimension (< n). A popular triangulation method is De-
launay triangulation [Lee and Schachter, 1980]. Recently, a new method for
creating globally optimal triangulations named Intersplines was introduced in
de Visser et al. [2012].
3.3 Basis functions
The polynomial basis of the simplex spline are the Bernstein basis polynomials
Bdκ(b), where d is the degree of the spline and b is the barycentric coordinate
discussed earlier:
Bdκ(b) =
d!
κ!
bκ (9)
here κ ≥ 0 is a multi-index, which has properties: κ! = κ0!κ1! · · ·κn!, |κ| =
κ0 +κ1 + · · ·+κn and bκ = bκ00 bκ11 · · · bκnn . The valid permutations of κ with the
constraint |κ| = d equal the total number of B-coefficients and basis polynomials
per simplex and is equal to:
dˆ =
(d+ n)!
n!d!
(10)
In combination with a set of J non-overlapping simplices, the total number of
B-coefficients for a complete triangulation is:
aˆ = J · dˆ (11)
The multi-index κ has a requirement on the ordering, called a lexicographical
sorting order which is introduced in Lai and Schumaker [2007]. This means
κνµκ comes before κijk provided that ν > i, or if ν = i, then µ > j, or if ν = i
and µ = j, then κ > k. Thus for d = 2 the order is:
κ2,0,0, κ1,1,0, κ1,0,1, κ0,2,0, κ0,1,1, κ0,0,2 (12)
Each B-coefficient has a unique position within the simplex based on κ; this
relation between B-coefficient and spatial position allows the creation of a B-
net as seen in Figure 1.
3.4 Vector formulation of the B-form
In order to complete the vector formulation, Bdtj (b) ∈ Rdˆ×1 is introduced as a
vector of Bernstein basis polynomials (Eq. 9) of simplex tj , which are sorted
lexicographically as indicated by Eq. 12. Adapted from de Visser and Verhaegen
[2013], we define the B-form as a row vector on simplex tj :
p(b) =
{
Bd(b)> · ctj , x ∈ tj
0, x /∈ tj (13)
6
c400 c310
c301
c220
c211
c202
c130
c121
c112
c103
c040
c031
c022
c013
c004
Figure 1: B-net overview of a 4th degree simplex spline
where ctj are the B-coefficients on simplex tj . The matrix operation to evaluate
the simplex B-spline function of degree d and continuity order r, defined on a
triangulation TJ is:
srd(b) ≡ B(b)> · c ∈ R, x ∈ TJ (14)
Now B(b) (note the absence of the superscript ’d’) is the global vector of basis
polynomials:
B(b) ≡ [Bd(b)>t1 Bd(b)>t2 · · · Bd(b)>tJ ]> ∈ Raˆ x 1 (15)
The global vector of B-coefficients c is defined as:
c ≡
[
ct1
>
ct2
> · · · ctJ>
]>
∈ Raˆ x 1 (16)
The spline space is the space of all spline functions srd in the triangulation T .
We use the definition of the spline space from Lai and Schumaker [2007]:
Srd(T ) ≡ {srd ∈ Cr(T ) : srd|t ∈ Pd,∀t ∈ T } (17)
where Pd is the space of polynomials of degree d.
3.5 Continuity
Since p(b) is a linear combination of continuous functions, srd(b) is naturally
continuous on each simplex. However, in order to assure continuity of Srd(T )
between simplices, constraints are imposed on the relations between the coef-
ficients of different simplices. The continuity order r fixes the derivatives d
rp
dbr
on the edges between neighboring simplices. The required continuity conditions
can be calculated using Lai and Schumaker [2007]:
cti(κ0,...,κn−1,m) =
∑
|γ|=m c
tj
(κ0,...,κn−1,0)+γ
Bmγ (w)
0 ≤ m ≤ r
(18)
Here w is a vertex of simplex tj which is not found on the edge that is shared with
simplex ti. All constraints required for continuity are collected in the smoothness
matrix H, with each row containing a new constraint and the columns consisting
of the coefficients de Visser et al. [2009, 2011]. These equations are all equaled
to zero, resulting in the following matrix form:
Hc = 0 (19)
with c as in Eq. 16.
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3.6 Approximation power
To describe the approximation power, the following definition from Lai and
Schumaker [2007], chapter 10.1 is used:
Definition (Approximation power of Srd(T )) Fix 0 ≤ r < d and 0 < θ ≤ pi/3.
Let m be the largest integer such that for every polygonal domain Ω and every
regular triangulation T of Ω with smallest angle θ, for every f ∈Wmq (Ω), there
exists a spline s ∈ Srd(T ) with
||f − s||q,Ω ≤ K |T |m |f |m,q,Ω (20)
where the constant K depends only on r, d, θ, and the Lipschitz constant of the
boundary of Ω. Then we say that Srd has approximation power m in the q-norm.
If this holds for m = d+ 1, we say that Srd has full approximation power in the
q-norm.
The theory behind this is extensive and available in Lai and Schumaker [2007],
however for now it is important to realize that |T |m is a function of the longest
edge in triangulation T . This reveals that it is possible to locally increase the
approximation power by reducing the length of the longest edge in T .
3.7 Recursive least squares
RLS is a method which allows the estimated parameters c to be updated online
with the use of the parameter covariance matrix P de Visser et al. [2011]. The
algorithm and the computational complexity is found in Table 2. Note that it
is essential to keep the column relations of P intact to enforce the constraints
Hc = 0 from Eq. 19. To initialize the P matrix, we use Z, the orthogonal
projector on the null-space of H Lawson and Hanson [1974]:
P1 = β1 Z (21)
where Z = (I − H+H), in which I and H are the identity and smoothness
matrix respectively. The parameter β1 > 0 indicates the confidence in the
initial estimated parameters, where a larger β1 indicates a lower confidence
level. To initialize c, it is important to pick these such that the continuity
constraints are not violated. For this, a constrained Least Squares (LS) fit of
the estimated shape can be used, using the approach from de Visser et al. [2009].
If no knowledge is available, initialization of all coefficients at zero will satisfy
the constraints, resulting in:
c1 = 0 (22)
4 Spline Dynamic Programming
This section has a dual purpose; it will introduce the framework that combines
both simplex splines and the RLS TD algorithm, and the modified RLS TD
algorithm with the ability to track time-varying systems will be defined.
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Table 2: RLS algorithm from de Visser et al. [2011]
Step Action Computational
Complexity
(1) t = yt −B>t ct O(dˆ)
(2) Pt+1 = Pt − PtBtB
>
t Pt
1+B>t PtBt
O(aˆ2)
(3) ct+1 = ct + Pt+1Btt O(aˆ2)
4.1 The SDP framework
To successfully represent the optimal value function with a simplex spline, a
spline space has to have sufficient approximation power at each point of the
value function domain. While it is theoretically possible to have an infinite
refinement in terms of triangulation, the idea behind the parametrization of the
value function is that there is no need for an infinite amount of states, but only
a limited amount of parameters to describe the entire state space X. With
no a-priori information available, a triangulation consisting of nodes positioned
in a grid is a good initial estimate, as it evenly distributes the approximation
power over the domain according to Eq. 20. What remains is to construct a
spline space Srd(T ) are the polynomial degree and continuity order, parameters
with a global effect on the spline function. Finally, to start the procedure, only
the initial coefficients and covariance matrix have to be constructed. There
are additional settings required for exploration (included in the policy) and the
adaptability (to be discussed in the next section). Note that there is an efficient
method to derive the directional derivatives, which are used in the optimal
policy, available in de Visser et al. [2011].
While the framework functions in an infinite-time setting, the simulation
has a time limit after which a new trial is started. This to have a successful
convergence to the optimal value function by visiting every state due to a ran-
dom initial state x0. At each time step an action is selected, the next state is
determined, the reward is calculated and the RLS TD algorithm updates the pa-
rameter coefficients c (Eq. 16) and covariance matrix P (Eq. 21). An overview
of the complete algorithm is available in Table 3.
The requirement of each state x ∈ X being visited is essential to guarantee
the convergence to the optimal coefficients c∗. Therefore an explorer is intro-
duced into the framework that explores the entire state-space X. Note that
this proof assumes that the entire state-space is reachable, which is not true for
every environment.
In this situation, the SDP framework consists of a direct implementation of
the RLS TD algorithm, using multivariate simplex B-splines as a linear-in-the-
parameters function approximator. As a consequence, the convergence proof as
given in Bradtke and Barto [1996] applies.
A block diagram of the control scheme is presented in Figure 2. Both the
state x and input u are in the diagram, as well as the reward r and the system
disturbance w. The DP components are the Policy, Reward and Value, however
where both the Policy and Reward components are identical for NDP and SDP,
the Value component differs. The method to construct the value function in the
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Table 3: The SDP overview
Step Action
(0) Initialization
(0a) Create a spline space Srd(T )
(0b) Set the parameter values c1 = 0
(0c) Set the covariance matrix P1 = β1 · (I−H+H)
(1) Do for n = 1, . . . , trials,
(1a) Set the initial state x1
(2) Do for t = 1, . . . , end,
(2a) ut = f(xt, ct)
(2b) xt+1 = f(xt,ut)
(2c) rt+1 = f(xt+1,ut)
(2d) Update c and P with the RLS TD algorithm
Policy (2a) System (2b)
w
Value (2d) Reward (2c)
u
r
x
Figure 2: The control diagram of the SDP framework, including the correspond-
ing step from Table 3
SDP framework is described in section 2.2.
4.2 Recursive weighted least squares
While the objective function in Eq. 4 will converge to the classic LS solution,
it is unable to cope with time-varying systems as it weighs each measurement
equally, driving the P matrix to zero. For the RLS algorithm to track time-
varying systems, a popular and effective solution in adaptive control is using
the forget factor, changing the quadratic objective function to:
Jt = 1
t
t∑
k=1
βt−k [ek]
2
(23)
where β represents the forget factor. This equation can be rewritten as:
Jt = 1
t
[
βJt−1 + [et]2
]
(24)
making it clear that that β has a discounting effect on the past errors, reducing
the importance given to old data. Therefore, by applying a forget factor the
LS solution is converted to a Weighted Least-Squares (WLS) solution, where
the newest data-points have the most influence on parameters. According to
Wellstead and Zarrop [1991] the forget factor can be applied to the covariance
matrix as:
Pt+1 = β
−1 Pt (25)
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Applying the forget factor in this form has the disadvantage that it scales all
elements of P equally. This will result in covariance wind-up when no new
information is available over a long period, caused by certain elements of P
becoming very large. This is a direct consequence of the spatial influence of
the B-coefficients, visible in the B-net seen in Figure 1. The forget method
perceived in Eq. 25 is therefore only used at initialization, represented by β1
seen in Eq. 21.
A solution to prevent the covariance wind-up is to apply the forget factor
only to the updated parameters. This approach is called directional forgetting
Wellstead and Zarrop [1991] and updates the covariance matrix as follows:
Pt+1 = Pt + β2 BtB
>
t (26)
where β2 represents a forget factor applied to the updated parameters. However,
the problem with this approach is that it destroys the continuity by ignoring the
constraints set by H in Eq. 19. Therefore, in order to keep c in the null-space
of H, the following update is proposed:
Pt+1 = Pt + β2
[
ZBtB
>
t Z
]
(27)
where Z = (I−H+H), which is the projection on the null-space of H, introduced
in Eq. 21.
This approach can be implemented by altering step (2) in the original RLS
algorithm from Table 2 to:
Pt+1 = Pt − PtBtB
>
t Pt
1 + B>t PtBt
+ β2
[
ZBtB
>
t Z
]
(28)
resulting in our new formulation for the covariance matrix update step. The
modified RLS TD algorithm with the additional term in step (2) is visible in
Table 4, including the computational complexity. To immediately apply the
forget factor at time t, step (3) employs the Pt+1 matrix, as done in Ljung and
So¨derstro¨m [1983].
The RLS algorithm with directional forgetting is simply convergent for a
system where the data generation mechanism is deterministic Bittanti et al.
[1990]. It should be noted that under this assumption, LMS algorithms also
have proven convergence Tsitsiklis and Van Roy [1997].
Additionally, the modified RLS TD algorithm is capable of filtering out the
residual noise to end up near the optimal coefficients c∗. With β2 = 0, the
filter has an infinite window in time, while at β2 > 0, the window is infinite no
longer, which has the advantage of being able to track time-varying systems and
disadvantage of being susceptible to noise. This trade-off between noise filtering
and tracking is an often returning phenomenon in adaptive control Wellstead
and Zarrop [1991]. In principle β2 > 0 only has a beneficial effect on the control
of a time-varying system. Luckily, this approach allows the use of a variable
β2, able to increase and decrease as desired. The design of a successful variable
forget factor will result in both good tracking behavior and a good performance
with residual noise.
5 Performance Evaluation of SDP
The proposed SDP framework has been implemented on a pendulum swing-
up non-linear control problem, as seen in A. At the start, the controller has
11
Table 4: RLS TD algorithm, modified from Table 1
Step Action Computational
Complexity
(1) et = rt+1 − (Bt − γBt+1)>ct O(dˆ)
(2) Pt+1 = Pt − PtBt(Bt−γBt+1)
>Pt
1+(Bt−γBt+1)>PtBt O(aˆ2)
+β2
[
ZBtB
>
t Z
]
(3) ct+1 = ct + Pt+1Btet O(aˆ2)
no knowledge about the optimal value function, and has to learn from online
measurements. The gain input of the plant is assumed to be known; it will
increase the learning time for both algorithms with the same amount if it is to
be identified using model identification. The objective of the experiment is to
move and keep the pendulum in an upwards position by using a limited torque.
The controller receives reinforcement at each state, where the top position is
most beneficial. The system dynamics are simulated using an Euler integration
scheme in combination with the equations of motion as presented in A.
The performance of each trial is measured by the maximum amount of time
tup the pendulum is consecutively kept in an upwards position, where the up-
wards position is defined as:
|θup| < pi
4
= 45◦ (29)
A trial itself consists of 20 s, with time steps of 0.02 s. As each trial is initialized
in a random angle θ and a zero angle rate θ˙ (consistent with the experiment in
Morimoto and Doya [2005]), some trials require more swings to reach the top.
Therefore a lower tup does not mean a worse performance per se, but it may
have been initialized in a lower position. However, while θ0 is random, it is
identical for each trial over the different methods. This is done to remove the
chance of one method having better initializations than the other, degrading
the quality of the comparison.
The neural networks used for NDP are constructed using either radial basis
function or using a sigmoid function as a basis. This corresponds to the radial
basis network and feedforward network respectively. In case of the radial basis
network, the TD(λ) algorithm is used for training to increase the performance,
while the feedforward network is trained using the gradient descent approach.
More information on how these networks are constructed and trained is available
in Bertsekas and Tsitsiklis [1996] and Rojas [1996].
For SDP, a 4th degree spline space with 1st order continuity, without (β2 = 0)
and with (β2 = 0.4) forget factor (see Eq. 28) has been selected. The polynomial
degree has been determined by trial and error, such that the simplex spline is
capable of estimating the optimal value function. Because the optimal policy
is based on the first derivative and u has no rate restrictions, a discontinuous
first derivative would give an unfair advantage to SDP. Therefore the continuity
degree has been chosen such that the first derivative is continuous, identical to
NDP. The value of β2 is selected such that an increase of tracking behavior
is witnessed in the experiments. A type III Delaunay triangulation of nodes
positioned in a grid is used to produce the triangulation T32 seen in Figure 3.
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Table 5: The Learning Parameters of the NDP and SDP Methods used to obtain
the Results
NDP - Feedforward
Parameter η1 η2 Neurons Total parameters
Value 10−3 10−3 160 480
NDP - Radial basis
Parameter η1 η2 λ Neurons Total parameters
Value 10−3 10−2 0.8 12x12 432
SDP
Parameter Srd β1 β2 Triangulation Total parameters
Value S14 10 0 / 0.4 Type III T32 480
As explained in section 4.1, it is essential that this triangulation is capable of
approximating the optimal value function.
The parameters of NDP used in the simulation have been selected such that
there is a comparable amount of parameters in each function approximator; the
S14(T32) has a total of 480 coefficients, the feedforward network has 480 weights,
and the 12x12 radial basis network has 432 weights. The centers of the radial
basis network are positioned in a grid, including one centered in x = [0 0]>. A
result of the continuity constraints is that the number of free parameters is less
than the total amount of parameters, thus effectively lowering the approximation
power. In this case, there are 151 free parameters as the rank of H is 329.
A search for the best set of learning parameters for the feedforward and
radial basis network was performed in an attempt to have a strong comparison
between NDP and SDP. An overview of the parameters used in the experiments
is visible in Table 5. The initialization of network weights, center weights or
nodes has a significant impact; for the feedforward network and simplex splines
half of the initializations failed when the networks weights or nodes were selected
randomly, while for the radial basis network only 4% failed. In this case, success
is described as scoring a tup > 10 s for at least one trial. In the experiment
the center weights and nodes were defined a-priori, removing the dependency
on the initialization.
First, in section 5.1 the four control methods are tasked with controlling a
stochastic system, which will demonstrate the influence of system noise. Sec-
ondly, in section 5.2 the methods are tasked with controlling a time-varying
system; this is meant to exhibit the adaptability of the control methods.
5.1 Experiment I - The Stochastic System
In the first experiment the four methods are tasked with controlling a stochastic
system. The stochastic system has a system disturbance of σw = 3
◦/s2. This
means that the standard deviation of the system noise is 60% of the input’s
influence, as the maximum influence is Tmax/ml2 = 5◦/s2. Since the system
noise is applied to the equation of motion, the effect of the noise is only directly
connected to θ¨. Furthermore, in order to identify the influence of system noise
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Figure 3: Type III Delaunay Triangulation T32
Table 6: Mean and standard deviation (std) of tup of the 100 trials of Experiment
I
σw = 0
◦/s2
NDP - NDP - SDP - SDP -
FF RBF β2 = 0 β2 = 0.4
Mean 12.71 s 13.60 s 18.30 s 18.16 s
Std 7.89 s 7.80 s 2.84 s 3.24 s
σw = 3
◦/s2
NDP - NDP - SDP - SDP -
FF RBF β2 = 0 β2 = 0.4
Mean 11.95 s 15.48 s 18.14 s 17.86 s
Std 6.62 s 4.93 s 3.08 s 2.91 s
on each method, the deterministic system (σw = 0
◦/s2) is used as a baseline.
The results of the four methods are visible in the figures 4 and 6 for the
deterministic system, and in the figures 5 and 7 for the stochastic system. It
shows that while the learning parameters and initialized weights are identical
for both systems, the NDP radial basis has learned to swing the pendulum up in
less trials for the stochastic system. This increased learning rate of a dynamic
programming algorithm in a stochastic system is a well known phenomenon,
and is a result of the extra exploration that occurs due to the system noise
Bertsekas and Tsitsiklis [1996]. Nevertheless the learning rate of SDP remains
the highest in both the deterministic and stochastic system.
Another observation is that the stability of NDP is effected most by the
presence of system noise, visible by an overall decrease of tup. For SDP, only
SDP - β2 = 0.4 shows a decrease of tup larger than 5 s in trial 36 and 68, thus it
can be concluded that SDP shows most resilience to system noise. To support
this claim with numerical arguments both the mean and standard deviation of
tup of the 100 trials are presented in Table 6. While it does not reveal the
decrease in stability of the NDP methods because it is masked by the increased
learning rate, it does show that SDP outperforms NDP in both scenarios.
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Figure 4: Performance overview of NDP - Radial basis 12x12 (432 parameters)
and feedforward network 160 neurons (480 parameters), without system noise
(σw = 0
◦/s2). The trendline respresents a 5 point moving average.
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Figure 5: Performance overview of NDP - Radial basis 12x12 (432 parameters)
and feedforward network 160 neurons (480 parameters), with system noise (σw =
3◦/s2). The trendline respresents a 5 point moving average.
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Figure 6: Performance overview of SDP - S14(T32) (480 parameters), with (β2 =
0.4) and without (β2 = 0) forget factor, and without system noise (σw = 0
◦/s2).
The trendline respresents a 5 point moving average.
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Figure 7: Performance overview of SDP - S14(T32) (480 parameters), with (β2 =
0.4) and without (β2 = 0) forget factor, and with system noise (σw = 3
◦/s2).
The trendline respresents a 5 point moving average.
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Table 7: Mean and standard deviation (std) of tup of the 100 trials of Experiment
II
NDP - NDP - SDP - SDP -
FF RBF β2 = 0 β2 = 0.4
Mean 17.88 s 11.44 s 12.40 s 15.90 s
Std 1.47 s 7.89 s 6.76 s 5.15 s
5.2 Experiment II - The Time-Varying System
The second experiment involves the control of a time-varying system. To sim-
ulate this, the control system has first been allowed to converge to the optimal
value function by executing 1000 learning trials. The pendulum’s mass is then
changed from m = 1 kg to m = 1.5 kg and then 100 trials are simulated, similar
to the first experiment.
The tup of 100 trials after the change are visible in figures 8 and 9 for the
NDP and SDP methods respectively. By increasing the pendulum’s mass by
50% the old control system does not stop working, in fact, in many cases the
top can still be reached, albeit not as close to θ = 0 as before the change (i.e.
the pendulum is held stationary at a slight angle). The changed optimal value
function introduces a TD-error which propagates through the network. For the
feedforward network a minor adaptation of the parameters is sufficient to adapt
the global shape of the estimated value function, allowing the NDP - feedfor-
ward to continue controlling the altered system without temporary decreased
performance. This is in contrast to NDP - radial basis, which does produce
a decrease in performance as the TD-error propagates through the estimated
value function. SDP - β2 = 0 gives each data-point an equal weight, it is slow
in adapting itself to a new situation, spending a long period in the transition
phase where performance is reduced. SDP - β2 = 0.4 has a shorter transition
phase and has adapted itself to the new system before the 50th trial.
In Table 7, the mean and standard deviation of tup of the 100 trials are
presented. This quantification identifies NDP - feedforward as the method with
the best performance, and SDP - β2 = 0.4 as the method with the second best
performance. As stated before, the performance of the feedforward network is
a direct consequence of its ability to generalize. However, there is no guarantee
of convergence. Furthermore, it identifies NDP - radial basis and SDP - β2 = 0
as equally bad, however in the figure 8 it can be seen that NDP - radial basis
has recovered from the system change in the last 20 trials. This indicates that
NDP - radial basis is capable of recovering although it takes more trials than
the other methods.
6 Discussion
The most important difference between neural networks and simplex splines for
a DP framework, is that neural networks are non-linear in the parameters, while
simplex splines are linear-in-the-parameters. Using a linear-in-the-parameters
function approximator allows for the use of the RLS TD algorithm, which has a
fast and proven convergence in a stochastic framework Bradtke and Barto [1996].
As a result, the SDP framework without forget factor (β2 = 0) has proven con-
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Figure 8: Performance overview of NDP - Radial basis 12x12 (432 parameters)
and feedforward network 160 neurons (480 parameters), with an altered system
parameter (m = 1.5) at t = 0 and without system noise (σw = 0
◦/s2). The
trendline respresents a 5 point moving average.
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Figure 9: Performance overview of SDP - S14(T32) (480 parameters), with (β2 =
0.4) and without (β2 = 0) forget factor, with an altered system parameter
(m = 1.5) at t = 0 and without system noise (σw = 0
◦/s2). The trendline
respresents a 5 point moving average.
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vergence demonstrates stable performance when learning online. Nevertheless,
in certain circumstances it is beneficial to trade these properties for adaptabil-
ity, which is done by using the modified RLS TD algorithm from Table 4 and
thus introducing a forget factor (β2 > 0). These circumstances arise when the
environment is susceptible to system parameter changes and quick adaptation
is required.
To successfully implement the SDP framework, it is important to construct
the proper spline space. Because, even though SDP has proven convergence
to the best fit, there is no guarantee of system performance. To obtain this
guarantee, the optimal value function, or its shape, must be known a-priori. In
practice this will mean that either an off-line simulation is used, or the system
is tested to see if the desired performance is reached. Another option is to treat
all unknown parameters as an additional optimization, and solve the entire
optimization problem using Intersplines de Visser et al. [2012]. Unfortunately,
at the moment Intersplines are limited to two-dimensional inputs, and require
too much calculation power to make it attractive for real-time applications.
While it is possible to use the multivariate simplex B-splines in higher di-
mensions de Boor [1986], there are two problems that arise. First there is the
construction of the triangulation, which is not automated and is already tedious
in a dimension N = 3. Secondly, due to the “curse of dimensionality” Bellman
[1957], the computational costs of dynamic programming are very high when
moving to higher dimensions. The effects of this curse are reduced by selecting
a triangulation that has fewer simplices, but retains the ability to represent the
optimal value function. However, the first argument was that constructing a
triangulation becomes increasingly difficult at higher dimensions and is not yet
automated. This creates difficulties when applying the SDP framework to a
problem with the dimension N > 2, since a similar grid-approach as used in the
simulation, produces high computation costs.
A final remark on the methods used in the experiments. The four methods
were considered to be comparable in terms of the number of parameters. How-
ever, the continuity constraints reduced the amount of free parameters in the
SDP methods; thereby reducing the approximation power of the splines rela-
tive to the neural networks. Experiments with NDP have shown that reducing
the amount of parameters reduces the performance, which implies that SDP is
potentially better than concluded in the experiments.
7 Conclusion
In this paper the SDP framework was introduced; a combination of the RLS
TD algorithm and multivariate simplex B-splines. It was shown that it is ca-
pable of solving the non-linear control problem of the pendulum swing-up with
nothing but a reward function as feedback. This was done in significantly less
trials than NDP systems supported by function approximators with a compa-
rable amount of parameters. In addition, SDP presented a greater resilience
to system noise than NDP, demonstrating no decrease in performance in the
presence of a disturbance. Furthermore, a forget method that preserves the
continuity constraints is introduced, which is merged with the RLS TD algo-
rithm to create an adaptive control system. In conclusion it can be said that the
high convergence rate of the RLS TD algorithm, in combination with the high
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approximation power of the multivariate simplex B-splines, provides a basis for
high performance non-linear control at the cost of a higher computational load
requirement. By using the modified RLS TD algorithm, it is even possible to
keep track of time-varying systems, resulting in an adaptive control method for
non-linear systems.
In order to have a good trade-off between noise filtering and adaptability, it
is important to design a forget factor that is capable of detecting a parameter
change in the controlled system. There is extensive literature available on this
subject and it is recommended to investigate which is the most effective in the
SDP framework.
The unsolved issue of multivariate simplex B-splines remains the search for
the optimal triangulation. While the assumed static triangulation performs
adequately, as seen in the experiments, much can be gained in terms of com-
putational complexity and performance by optimizing the triangulation. The
advantage of finding the optimal triangluation grows exponentially, as it is con-
nected to the “Curse of Dimensionality”.
A Pendulum Swing-Up Task
The dynamics of the non-linear control task determined by:
ml2θ¨ = −µθ˙ +mgl sin θ + T (30)
where θ is the angle from upright position, T is the limited input torque, µ =
0.01 is the friction coefficient, m = 1.0kg is the point mass at the tip of the
rod, l = 1.0m is the length of the pendulum, and g = 9.8m/s2 is the gravity
acceleration. A schematic overview is visible in Fig. 10.
The state vector is defined as x = [θ θ˙]> and the action as u = T . The
complete system description is now:
x˙ = f(x,u) =
(
θ˙
g
l sin θ − µml2 θ˙
)
+
(
0
1
ml2
)
u +
(
0
1
)
w (31)
where w represents white noise with a standard deviation of σw. The reward
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function of the system is:
r(x,u) = cx(cos θ − 1) + cu
∫ T
Tmax
0
tan(
pi
2
s)ds (32)
where cx = 1, cu = 0.1 and T
max = 5. As determined in section 2.3, the optimal
control law is:
u = Tmax tanh(
pi
2
1
cj
τ
∂V ∗
∂x
∂f(x,u)
∂u
+ n) (33)
where n represents white noise with a standard deviation of σn = 0.01, used as
an explorer.
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