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Introduction
Visibility is a fundamental relation in computational geometry (see, e.g., [ 1, 8, 9] ). In particular, the problem of constructing visibility representations of graphs, where the vertices ar6 drawn as geometric objects of a certain class and the edges are associated * Corresponding author. Email: liotta@dis.uniromal.it. Work of this author was performed in part while he was with the Center for Geometric Computing of the Department of Computer Science at Brown University. with pairs of "visible" objects, has been extensively investigated (see, e.g., [ 3, 5, 12] ). Let S be a set of nonintersecting objects (e.g., segments or polygons) in the plane. Two objects s' and s" of S are said to be vertically visible if there exists a vertical segment that intersects s' and s" but no other object of S. The notion of horizontally visible pair of objects of S is similarly defined.
In a bar-visibility representation of a graph G, the vertices are drawn as horizontal segments, called bars, and the edges are represented by pairs of vertically visible bars, i.e., there is an edge (v', 0") in G if and only if the bars b' and b" associated with vertices v' and v" are vertically visible (see Fig. 1 (b) ) . A graph admits a bar-visibility representation only if it is planar. However, the converse is not always true. The class of graphs that admit a bar-visibility representation where the bars are open or semi-open segments (i.e., they include none or one of their endpoints) is well-characterized. Namely, such graphs are the planar graphs that admit an embedding where all the cutvertices lie on the same face [ 11,131, and can be recognized in linear time. If instead the bars are required to be closed segments (i.e., to include their endpoints), then it is NP-complete to determine whether a graph admits a bar-visibility representation [ 21. If G is a directed graph, an upward bar-visibility representation of G is a bar-visibility representation such that for every edge (v', v"), the bar of v" is vertically above the bar of u'. Clearly, if G admits such a representation, then,Q is acyclic. In a rectangle-visibility representation of a graph G, the vertices are drawn as rectangles with horizontal and vertical sides, and the edges are represented by pairs of rectangles that are either horizontally or vertically visible, i.e., there is an edge (v', v") in G if and only if the rectangles r' and r" associated with vertices u' and v" are vertically or horizontally visible (see Fig. 1 (c) ) . Only partial characterizations of rectangle-visibility graphs are known. For example, they include planar graphs [ 141 and complete bipartitegraphsK,,,withp Gqandp 64 [4] ). The area requirement of a geometric representation of graphs is an important parameter in assessing the practical usefulness of the representation in information visualization applications. In this paper, we investigate the area requirement of bar-and rectanglevisibility representations of trees. It is easy to see that every tree admits either representation, even if constraints are placed on the inclusion of endpoints (sides) in the bars (rectangles).
Hence, in this paper we assume without loss of generality that the bars and rectangles are closed, i.e., the bars contain both their endpoints and the rectangles contain all their four sides and corners. Table 1 Summary of our results on the area requirement of visibility representations of trees. The number of vertices and the number of leaves of the tree are denoted by n and 1, respectively. If the tree is rooted, its height is denoted by h. If the tree is not rooted, its critical subheight (see Section 2) is denoted by h*
Representation
Area
We define the area of a bar-or rectangle-visibility representation as the area of the smallest axis-oriented rectangle (with horizontal and vertical sides) covering the representation. We also assume that: (i) the endpoints of the bars and the corners of the rectangles have integer coordinates; (ii) the bars have nonzero length; and (iii) the rectangles have nonzero width and height. Such resolution rules are customary in evaluating the area requirement of drawings of graphs (see, e.g. [ 6, 7, 10] ) .
The rest of this paper is organized as follows. Preliminary definitions are given in Section 2. In Sections 3 and 4 we study the area requirement of barand rectangle-visibility representations of trees, respectively. We prove asymptotically tight lower and upper bounds on the area of such representations, and give linear-time algorithms that construct representations with asymptotically optimal area. Our results are summarized in Table 1 . No previous results were known on the area requirement of visibility representations of trees. Open problems include determining the area requirement of rectangle-visibility representations where the "visibility corridors" are required not to intersect, and determining the volume requirement of three-dimensional visibility representations of trees. 
Preliminaries
We begin by introducing some terminology and notation used in this paper. A free tree is a connected acyclic graph. A leaf of a free tree is a vertex that has degree one in the tree. A rooted tree is a free tree T along with a distinguished vertex called the root of T. The length of a path P is the number of edges of P. The height of a rooted tree T, denoted by h(T), is the length of a longest path from the root of T to a leaf.
Let T be a free tree, and let u be a vertex of T. A subtree of u in T is a subtree of the rooted tree obtained by rooting T at u. Let d'(v) be the degree of u andletTt,T2,..., TdCU) be the subtrees of u sorted by nonincreasing
We define the kth subheight of u to be
Otherwise, the kth subheight of u is 0 if k > d (u) . A subtree of u with height equal to the k-th subheight of v is called a k-tallest subtree of v. If T has degree at least 3, we call the critical subheight of T the maximum third-subheight of any vertex of T, and critical vertex of T a vertex with maximum third-subheight. In the example of Fig. 2 , each degree-3 vertex is labeled with its first three subheights, and the unique critical vertex is shown.
In this paper points, segments and rectangles are drawn on an integer grid (i.e., with integer coordinates). In a visibility representation, we denote by S(v) the bar or rectangle associated with vertex u. The geometry of S(u) is specified by its rightmost and leftmost x-coordinates, and its lower and upper y-coordinates:
If x1 = x2 (yt = y2), for brevity we write S(v) = (~1, [YI,Y~I) (S(u) = ([xI,x~I~YI)).
We alsO denote xt by XL(V) and x2 by xR(U).
Bar-visibility representations
In this section we study the area required by barvisibility representations of trees. We consider first rooted trees, and then free trees.
I. Rooted trees

Lemma 1. Let T be a rooted tree with 1 leaves and height h. The area required by an upward bar-visibility representation of T is at least (21-1) . h.
Proof. Let f' be an upward bar-visibility representation of T. To avoid unwanted visibilities, no two leaves of T can be represented by bars sharing the same column of the grid. Thus, the width of r is at least 2Z-1. Also, the bar of a nonleaf vertex r must be placed above the bars of its children. Thus, the height of r is at least h. 0
The following simple lemma establishes an algorithm that constructs an upward bar-visibility representation of a rooted tree.
Lemma 2. Let T be a rooted tree with n vertices, 1 leaves, and height h. There exists an algorithm that constructs in O(n) time an upward bar-visibility representation of T with width 21-1 and height h.
Proof. The algorithm works as follows: First, the children of each vertex of T are arbitrarily ordered and the leaves are labeled as vt , . . . , VI, from left to right. Next, each leaf Ui is drawn as bar S( vi) = ( [ 2i, 2i + 1 ] , 0) . Finally, for each internal vertex v, let T(u) be the subtree rooted at u, h(u) be the height of T(v), and Ui and Uj be the leftmost and rightmost leaves in T(u);
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Fig . 3 . Example of upward bar-visibility representation constructed by Algorithm Upward-Bar-Visibility.
The bounds on the width, height, and time complexity are trivial. We show that set f of bars constructed by the algorithm is an upward bar-visibility representation of tree T. No two bars of P intersect. For each internal vertex u of T the leftmost (rightmost) x-coordinate of S(v) in f is the leftmost (rightmost) x-coordinate of the bar associated with the leftmost (rightmost) child of u. The y-coordinate of S(v) is greater than the maximum y-coordinate of its children. Thus S(u) and the bars associated with the children of u are visible. Since the subtrees rooted at the children of u are entirely drawn in the vertical strips below the bars associated with their roots, no other descendants of u are visible from S(u) . Cl
In the rest of the paper we will refer to the algorithm in the proof of Lemma 2 as Algorithm Upward-BarVisibility. In Fig. 3 , we give an example of the upward bar-visibility representation constructed by Algorithm Upward-Bar-Visibility.
Combining the results of Lemmas 1 and 2, we obtain the following theorem: Proof. Let r be a bar-visibility representation of T. Each edge of T contributes at least one unit to the area of P since it uses such a unit either for the visibility corridor, or to separate two bars. Thus the area of P is at least n -1. Since the bar associated with a leaf of T can see only one other bar, a grid column can contain at most two bars associated with leaves (one above and one below the bars representing the vertices of the path between them), and hence the width of r is at least 1 -1. Also, for each vertex u, all but two subtrees of u must be drawn upward in the vertical strip between the endpoints of S(u). It follows that the height of r is at Ieast h*. 0
The following lemma shows how critical vertices and longest paths are related. Its proof is illustrated in Fig. 4 .
Lemma 5. Let P be a longestpath offree tree T, and v* a critical vertex of T. Then v* is on P Proof. Assume, for a contradiction, that u* is not in P. Then, P must be entirely contained in a subtree of u*. We claim that any third-tallest subtree T* of u* does not contain path P.
Proof of the claim: Assume, for a contradiction, that T* contains P. Let w be the vertex of P closest to u*, and let Q be the path of T joining u* to w. Let l(Z) denote the length of a path Z). Vertex w splits P into subpaths P' and P", where e( P') 2 f?( P") and l( P') 2 $(P).
Let R be a longest path from u* to a leaf. Since the first-tallest subtree of v* does not contain P, we have that a(R) 2 l(Q) + e( P'). Hence, the path obtained by the concatenation of P', Q,andRhaslengthatleast2(e(Q)+e(P')) >e(P), which contradicts the hypothesis that P is a longest path. This concludes the proof of the claim.
As in the above proof of the claim, we let w be the vertex of P closest to u*, and Q be the path of T joining v* to w. Since P is a longest path, the two subtrees 85 of w containing a subpath of P are each a first-or a second-tallest subtree. Hence, a third-tallest subtree of w has height at least equal to fJ( Q) + h* > h*, which contradicts the fact that u* is a critical vertex. 0
Let P be a longest path of free tree T, and let u be a vertex of P. We denote with T(v) the tree rooted at v obtained by deleting from T the subtrees of u rooted at the neighbors of v in P.
Lemma 6. Let P be a longestpath offree tree T with critical subheight h", and let v be a vertex of P Then h(T(u))
6 h* + 1..
Proof.
Since P is a longest path, the two subtrees of u containing a subpath of P are first-and second-tallest ones. 0
Now, we show how to construct a bar-visibility representation of a free tree T that has a longest path P without degree-2 vertices. Next, we will extend the algorithm to work for any tree. In the rest of the paper we will refer to the algorithm in the proof of Lemma 7 as Algorithm SpecialBar-Visibility. The following lemma shows how to construct a bar-visibility representation of a path with linear-area any prescribed height. The time complexity bound is immediate. Each bar does not intersect any other bar. Also, a bar S(u) is visible only by the bars representing the predecessor and the successor of u in P. The stack constructed for each subpath of P in Step 2 has width 3 and height k -1. In Step 3, we form the representation of the path by combining the stacks representing the subpaths. We use one extra grid row to make visible the first and last bar of two consecutive stacks, and we add two new grid columns each time we add a new stack. Since there are [n/k] stacks, we conclude that the representation has height k and width 2 . [n/k] + 1. q
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In the rest of the paper we will refer to the algorithm in the proof of Lemma 8 as Algorithm PathBar-Visibility, An example of bar-visibility representation produced by Algorithm Path-Bar-Visibility is displayed in the dotted area of Fig. 5 (b) .
We are now ready to describe the algorithm for general free trees. 
Rectangle-visibility representations
In this section, we study the area required by rectangle-visibility representations of free trees.
Lemma 11. Let T be a free tree with n vertices and 1 leaves. A rectangle-visibility representation of T requires area Sz (1 . n) .
Proof. Let r be a rectangle-visibility representation of T. The rectangle of a leaf can see (either horizontally or vertically) only one other rectangle. Thus, a leaf contributes at least one unit to both the height and the width of the representation. The rectangle of a degree-2 vertex can see only two other rectangles. The two directions of visibility can be both horizontal, both vertical, or one horizontal and the other vertical. Thus, there always exist two directions of visibility (either horizontal or vertical) that are not exploited, i.e. there are no visible rectangles in those directions. As a consequence, a degree-2 vertex contributes at least one unit to either the height or the width of the representation. Let k be the number of degree-2 vertices of T. By the above considerations, the area of r isfi(1.
(k+l)). Let p be the number of vertices with degree at least 3, then p = n -k -1. Since the sum of the degrees of alltheverticesofTis2(n-l),wehaveZ+2k+3p< 2(n-l),thusp<Z-2.Hence,
>1+2k+3p>2k+4p+2>4p+2.
This yields
Therefore, k + I 3 [in] , which implies that the area ofrisfl(1.n). q Now, we describe an algorithm for constructing a rectangle-visibility representation of a free tree T. [2j,2j+ ll), where Uit and Ui" are the leftmost and rightmost leaves in the subtree rooted at Uj.
The algorithm can be clearly implemented to run in linear time. It is easy to see that the area of the representation is (21 -1) . (2n -1) . To show that the representation is indeed a rectangle-visibility representation, we observe that S(Ui) lies in the horizontal strip between ordinates 2i and 2i + 1. Hence, no two rectangles can see each other in the horizontal direction, so that visibility is only in the vertical direction. Using an argument similar to the one in the proof of Lemma 2, we conclude that the representation is a rectangle-visibility representation. 0
We refer to the algorithm in the proof of Lemma 12 as Algorithm Rectangle-Visibility. Fig. 6 shows an example of a rectangle-visibility representation constructed by Algorithm Rectangle-Visibility.
By combining Lemmas 11 and 12, we obtain the following theorem. 
