In this work, we address the issue of parameter subset selection within the scope of activated sludge model calibration. To this end, we evaluate two approaches: (i) systems analysis and (ii) experience-based approach. The evaluation has been carried out using a dynamic model (ASM2d) calibrated to describe nitrogen and phosphorus removal in the Haaren WWTP (The Netherlands). The parameter significance ranking shows that the temperature correction coefficients are among the most influential parameters on the model output. This outcome confronts the previous identifiability studies and the experience based approaches which excluded them from their analysis. Systems analysis reveals that parameter significance ranking and size of the identifiable parameter subset depend on the information content of data available for calibration. However, it suffers from heavy computational demand, which may not be so feasible for practice. In contrast, although the experience-based approach is computationally affordable, it is unable to take into account the information content issue and therefore can be either too optimistic (giving poorly identifiable sets) or pessimistic (small size of sets while much more can be estimated from the data). To resolve these disadvantages, an appropriate combinations of both approaches is proposed which offers a realistic (doable) and sound approach for parameter subset selection step in activated sludge modelling. Last, experimental determinations of some significant parameters which are not identifiable remain still important.
INTRODUCTION
Since the introduction of activated sludge models (ASMs) in 1987 (Henze et al., 2000) , the activated sludge processes have been studied using dynamic simulations in order to design, upgrade or optimize various wastewater treatment plants (WWTPs) configurations. These models are based on mechanistic understanding of the activated sludge processes; however, one significant drawback is that they are usually large and complex. Moreover the ASMs are not considered universal for all activated sludge systems, which imply that the default parameters must be calibrated for every specific WWTP. As a matter of fact these models are deemed overparameterised considering the limited availability of data (in terms of quality and quantity) in most WWTPs (Weijers and Vanrolleghem, 1999; Brun et al., 2002; Sin et al., 2007) . Therefore calibration means adjusting only the values of a few parameters, which are believed to be identifiable from the data available, while the rest of the parameters are assumed default from literature values.
At this point the main challenge comes out, i.e. selecting a suitable subset of parameters among huge number of model parameters. Important to note is that a mechanistic model describing nitrogen and phosphorus in a domestic plant may easily contain up to 75 parameters (both sum of biokinetics, stoichiometric, settling, operational (oxygen set-point, K L a, waste activated sludge rate, etc.) parameters, see e.g. Sin et al. (2007) ). This subset can later be used for fine-tuning of the model fits to the calibration data either manually or using a minimization algorithm. So far parameter selection was mainly done using either (i) an experience-based approach which makes use of process knowledge and large amount of experiences reported from activated sludge systems (see WERF (Melcer et al., 2003) , BIOMATH , STOWA (Hulsbeek et al., 2002) and CALAGUA (García-Usach et al., 1987) protocols) or (ii) a systems analysis approach where the identifiability of the model is studied mostly relying on the sensitivity analysis of the model parameters (Weijers and Vanrolleghem, 1999; Brun et al., 2002) .
In a typical identifiability study, one first performs a parameter significance ranking to screen out the most influential parameters in the model. In this way, those parameters that have little or negligible effect on the model outputs are excluded from the further evaluation of the identifiability measures (see below). Sensitivity analysis are largely used for parameter screening purposes and several methods ranging from local to global approaches have been developed to this end (see Saltelli et al., 2005) . For calculating identifiability measures, so far two techniques have been in activated sludge modelling field. The first one is based on Fisher Information Matrix (FIM), where several properties of the FIM matrix (e.g. D and mod-E criteria) are used to find an identifiable parameter subset among numerous combinations (Weijers and Vanrolleghem, 1997) . The second approach is adopted from diagnostic regression and called collinearity index, which aims to find a parameter subset with negligible near-linear dependency (Brun et al., 2002) . Both approaches make use of local sensitivity analysis. In practice one observes that the experience-based approaches have been predominantly used (see e.g. the WERF and STOWA protocols). This approach makes use of a process engineering knowledge in combination with cumulative experience in this field. It is arguably subjective as it lacks solid scientific ground. While the systems analysis approach is recognized as scientifically sound, it has been criticized for not being feasible for daily applications in an engineering world (Johnson, 2006) . Not surprisingly its application has been limited to few academic studies so far. With this in mind, in this study we aim to shed more light on the parameter subset selection issue in activated sludge modelling by evaluating and comparing the two subset selection approaches on a full-scale dynamic activated sludge model. To this end, we used a previously calibrated dynamic model for nitrogen and phosphorus removing Haaren WWTP (Haaren, The Netherlands) (Sin et al., 2007) as it is expected to provide good initial conditions to carry out local sensitivity analysis. Further, we used the methodology of Brun et al. (2002) for performing the identifiability of the model. For the experience-based approach, we have evaluated some commonly used parameter subsets in activated sludge modelling (i.e. WERF, BIOMATH, ISAH, STOWA and CALAGUA).The paper is structured as follows: first, the Haaren WWTP, data and model, as well as an overview of the applied identifiability methodology are described in the material and methods. Then, the results of applying the two subset selection approaches are given and discussed, making a comparison between both. Finally, the main conclusions of this work are formulated.
MATERIAL AND METHODS
The Haaren WWTP, data and model The treatment plant under study is a carrousel type plant receiving the wastewater of 50000 PE and is located in Haaren, The Netherlands. The average daily influent flow rate recorded during the calibration period was around 10 000 m 3 ·d -1 . The plant consists of one anaerobic selector, two carrousels and four clarifiers (See Sin et al. (2007) for further details of this plant). The Haaren model was developed by following the different steps of modelling described in the BIOMATH protocol . The biological processes were described using the ASM2d model, the settling process was described with an ideal point settler and the hydraulic of the anaerobic selector and the carrousel were described following tanks-in-series concept. The temperature effect on the biological processes was considered by using Arrhenius equation. The aeration control was modelled using a dedicated algorithm. The Haaren model was calibrated using long-term data and a global calibration method (Sin et al., 2007) . WEST was used for modelling, simulation and sensitivity analysis (Hemmis NV, Kortrijk, Belgium), while MATLAB (R7, Mathworks) was used for calculating the identifiability measures (see below).
Sensitivity analysis
The calibrated Haaren model was used for the sensitivity analysis. As model outputs, high frequency (once a minute) on-line ammonia, nitrate, phosphorus and oxygen measurements in the carrousel were considered in the sensitivity analysis. Roughly one month period was considered for the dynamic sensitivity analysis, which was between the 20 th February and the 17 th March 2004. In order to obtain proper initial conditions for the sensitivity analysis, the history of the plant in the previous three months (over 3 times the SRT of the plant) prior to the 20 th of February was also taken into account. All of the model parameters were considered in the SA. The relative sensitivity of each parameter (69 in total) j to each model output (four in total) y and at each time instant i (s ij ), was calculated as:
, where ∂y i /∂θ j is defined as the absolute sensitivity of the parameter θ j to model output y at each time instant. The absolute sensitivity function was approximated using a finite difference method:
. This equation is only valid if an infinitesimal variation of the parameters is considered, what is called a perturbation factor (Δθ). The assessment of the proper perturbation factors presents a challenging task . After many trials with a wide range of perturbation factors, ranging from 0.001% to 20%, 1% of perturbation factor was found sufficiently well for all the model parameters. Note that in order to obtain a sensitivity function when a controller is simulated, special attention must be carried out. Since the controller would try to compensate for an effect caused by a change in a model parameter, it should be switched off during simulations for sensitivity calculations. functions. If the sensitivity functions are orthogonal it is equal to unity (1) otherwise it approaches infinity as the sensitivity functions become more linearly dependent. Determinant
is the determinant of the n x K subset matrix of S. This measure in a way combines the information from δ j msqr and γ K and should be high for identifiable parameter subsets. It is a relative measure to compare identifiability.
Identifiability methodology
The methodology of Brun et al. (2002) was used to study the identifiability of the Haaren model. This approach is based on a local sensitivity analysis in order to obtain three sensitivity measures of model parameters (δ j msqr , γ K , ρ K ) by following the different steps summarized in Table 1 .
RESULTS AND DISCUSSION Systems analysis approach for parameter subset selection Parameter significance ranking
Based on the sensitivity measure δ j msqr , the resulting parameter importance ranking calculated for the total number of outputs of the model is shown in Table 2 . In this table, "α" parameters represent the different COD fractions of the influent wastewater. "θ" parameters denote the Arrhenius-type temperature correction factors and "k la " parameters are the oxygen mass transfer coefficients related to the aeration control strategy. For the rest, the same notation as in ASM2d was used. One observes that the model outputs appears to be most sensitive to temperature correction factors (eight of them are found among the top ten parameters). These θ parameters are usually excluded from consideration in the previous identifiability studies and in the experience based approaches. However from this ranking, their significance in the ASM2d model structure is clearly too significant to be ignored. In fact, this outcome is not surprising because these parameters serve as the base in the Arrhenius equation (a power type expression) and therefore a small change in θ will have an exponentially increasing effect on the output. This also shows that if these coefficients are excluded from calibration, it is extremely important to assign correct default (fixed) values in the model since otherwise a small error in their default values will be hugely magnified. The considerable larger value of δ j msqr for the first five parameters in this table must be pointed out.
Moreover, the model outputs are also sensitive to the influent composition fractions, mainly α SF and α XI (this is in agreement with experiences reported from activated sludge modelling); Y H , and some PAO-related parameters such as q PP , μ PAO , and Y PO4 . In agreement with Brun et al. (2002) these last parameters reveal that PAO bacteria play an important role in the dynamics of the EBPR process. Despite of this rough agreement, the parameter significance ranking shown in Table 2 (without taking into account the temperature correction factors in the ranking such that it is comparable with the study of Brun et al.) is quite different than the one obtained by Brun et al. (2002) . First of all, b PAO is the first one in the ranking presented by Brun et al. (2002) while it takes a lower position in this study (rank 10 th ). Also in Brun et al. (2002) the significance of μ AUT presented a lower position than the one in Table 2 . Furthermore the hydrolysis process is more important in Brun et al. (2002) than in Haaren model (see the low position of K h and K X in Table 2 ). These differences between two identifiability studies using ASM2d indicate the fact that parameter significance ranking changes from one plant to another due to changes in process scheme (therefore different process dynamics) and available data (location, quality and quantity). Based on this first sensitivity measure, the parameter subset under study was reduced to the top 30 of the ranking shown in Table 2 . Note that there is not a clear cut off value for the δ j msqr measure, however while deciding for this number we took into account the fact that the lower the sensitivity measure is, the less identifiable it is and also the available computational power (see below).
Collinearity index measure
To obtain the potential identifiability measure of a given parameter subset K from all possible combinations from the top 30 ranking parameters, measures γ K and ρ K were assessed as shown in Table 1 . A parameter subset K is said to be identifiable if the model output is sensitive to each parameter of the subset (i.e. high δ j msqr and high ρ K ) and a change in one parameter is not exactly cancelled out by a change in another parameter of the subset (i.e. low γ K ). Table 3 shows the results obtained so far from computing the γ K and ρ K for all the possible combinations of subset sizes up to 13. The second column in this table shows the number of possible combinations for each subset size, CT represents the computational time (in days) needed to obtain γ K and ρ K for all the combinations (for a Pentium IV PC with 3 GHz); the fourth and fifth columns show the interval of minimum and maximum γ values (those combinations having γ higher than 100 were not saved due to limitation with storage capacity) and the percentage of combinations with γ values below 10, respectively. The three last columns show the minimum γ value, the corresponding ρ value and the parameter subset corresponding to this γ min . Using a cut off value for the collinearity index as 10 in the 5 th column of Table 3 ( Brun et al., 2002) , one can observe that there are many potentially identifiable parameter subsets with sizes ranging from 2 up to 13. Although Brun et al. (2002) found many potentially identifiable parameter subsets of sizes between 2 to 9, they did not find any identifiable set higher than 9. These differences are believed to be due to several differences in the studied WWTPs (see below for discussion). For example, Haaren plant employed a particular aeration control strategy with intermittent and fullaeration cycles that results in dynamic conditions, which are reflected on the information content of the data collected from the plant (the richer the information content, the larger the size of identifiable subset). In fact, sensitivity functions of the model parameters showed strong dynamics (results not shown). It is important to note that the computational demand increases as potentially identifiable subset size increases (see Table 3 ). For example, there are 30 million possible combinations of subset sizes 10 in the 30x30 parameter space, which required 39 days to complete. In fact, the calculations for subset sizes of 14, 15 and 16 are still in progress due their huge computational demand. This is the main disadvantage to the identifiability analysis. This can be reduced, by considering a smaller number of parameter set for identifiability analysis, e.g. the top 20 instead of the top 30.
Experience-based approach for parameter subset selection
In this section, we evaluate the identifiability of the parameter subsets selected based on the process knowledge and experiences reported from activated sludge modelling. To this end, the measures γ K and ρ K for each expert-selected parameter subset were calculated (see Table 4 ). As can be seen in Table 4 , the collinearity indices obtained for the parameter sets related to different calibration protocols are relatively high except for the subsets proposed by Melcer et al. and Takács. These were the only subsets which had a good identifiability measure (γ below 10) implying that they are potentially identifiable from the available data in this specific process layout. However, as these two sets contain the smallest number of parameters, it means that all the remaining parameters are given a known value with 100% confidence (and this presents an inherent dilemma since most of them are assumed.). Furthermore, all these protocols include some parameters whose sensitivity measure, for this particular case study, is relatively low, such as i NXI , K NO3 , η fe , K NH4 , q fe , K PHA , K X , K h and α SA , which is unfortunate (see below for discussion).
The effect of quantity and type of measurements for the identifiable parameter subset
The effect of the type and amount of measured variables on the collinearity index has also been analysed for all the proposed calibration protocols. Figure 1 shows the collinearity index for the different number of variables considered in the study and the different protocols. As it is shown in this figure, the type and number of measured variables are very important when applying these protocols. When only one variable is measured, oxygen gives the best identifiability results. Collinearity for oxygen, when using Makinia et al. and Insel et al. protocols , is even better than for the combination of the four variables (see Figure 1) , which means that expensive nutrient analyzers could be avoid to calibrate the model by these protocols. However, applying the determinant criterion, it is clear that using more variables gives better results (more accurate parameter estimation) than oxygen by itself (data not shown). The set of parameters proposed by Melcer et al. and Takács protocols give the best results for all the combinations of measured variables. This outcome is not surprising since the size of these two sets is smaller compared to the others. As can be figured out from Table 3 , there is a general trend as the parameter subset size get smaller, its identifiability measure gets better (valid for identifiable sets). More important issue with these two sets is that as the identifiability study showed more than 12 parameters are potentially identifiable, it clearly means that the sets proposed by Melcer et al. and Takacs are too conservative for this particular process layout. In this way, one loses valuable information in the data, which allows estimating significantly more parameters than those advised by these two experience-based sets. 
Systems analysis versus experience-based approaches: pros and cons
Sensitivity and identifiability analysis showed that parameter significance ranking and the size of identifiable parameter subset may change from one modelling study to another. Technically speaking this has to do with information content of the data used for calibration. Subsequently, this is largely influenced by particular WWTP configuration (process layout), operation (dynamic behaviour) and some properties of collected data (e.g. location, quality and quantity). While systems analysis approach takes these particular differences properly into account (thereby ensures a proper parameter subset used for model calibration), it however suffers from large computational demand (easily in the order of months, see Table 3 ). This may not be so feasible in practice. One way to reduce this is to use process knowledge in combination with parameter significance ranking results to reduce the number significant parameters included in the identifiability analysis. Alternatively, progress in computational techniques/power may resolve this issue. Experience-based approach, employed by most protocols used in practice known to us, proposes a fixed parameter set to be used for calibration. The analysis of these sets in this particular Haaren model showed that this approach may have two consequences: (i) some protocols (namely, Hulsbeek et al., 2002 , Insel et al., 2006 Makinia et al., 2006 and García-Usach et al., 2006 have optimistically large parameter sets which are poorly identifiable (ii) others (Melcer et al., 2003 and Takacs (2006) ) are too conservative and advise to calibrate fewer parameters than that can be potentially identifiable. This causes waste of information. We believe that this approach can be improved by considering sensitivity and identifiability aspects of the parameter sets. For example, one can check the sensitivity measure of parameters to ensure that the each parameter is indeed influential. Afterwards, one can then check the collinearity index (or alternatively using FIM) to ensure that the parameter subset is indeed potentially identifiable. Finally, experimental determinations of some significant parameters (especially if these are excluded from calibration, e.g. temperature correction coefficients)) remain still important. However, the transferability of results obtained from lab-scale experiments to full-scale plant models should be taken into account.
CONCLUSIONS
The issue of parameter subset selection for ASM2d has been addressed by evaluating the systems analysis and experienced-based approaches. The parameter significance ranking showed that the temperature correction coefficients were among the most influential parameters on the model outputs, which confronts their exclusion in previous modelling studies. Parameter significance ranking and size of the identifiable parameter subset is found to depend on information content of data available for calibration. While systems analysis takes the information content of the data into account, it suffers from heavy computational demand, which may not be so feasible for practice. The experience-based approach however is unable to take into account the information content issue and therefore are either too optimistic (poorly identifiable sets) or pessimistic (small size of sets while much more can be estimated from the data). To resolve these disadvantages, an appropriate combinations of both approaches is proposed which offers a realistic (doable) and sound approach for parameter subset selection step in activated sludge modelling.
