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An effective description of an initial state is a method for representing the signatures of new physics in the
short-distance structure of a quantum state. The expectation value of the energy-momentum tensor for a field
in such a state contains new divergences that arise when summing over this new structure. These divergences
occur only at the initial time at which the state is defined and therefore can be cancelled by including a set
of purely geometric counterterms that also are confined to this initial surface. We describe this gravitational
renormalization of the divergences in the energy-momentum tensor for a free scalar field in an isotropically
expanding inflationary background. We also show that the backreaction from these new short-distance features
of the state is small when compared with the leading vacuum energy contained in the field.
PACS numbers: 11.10.Gh,04.62.+v,98.80.Cq
I. INTRODUCTION
It is fairly typical for a quantum field theory to produce in-
finities in the process of extracting its classical predictions.
The most familiar example of this property is the set of diver-
gences that appear in the perturbative evaluation of a matrix
element in an interacting field theory. Yet divergences also
occur in a perfectly free field theory, when we consider its ef-
fect on the classical background through which it propagates.
In flat space, the sum of the contributions to the ground state
energy density is infinite and further infinities, accompanying
geometric invariants which would have vanished in flat space,
arise in a curved background.
In both cases, the space-time or field theory structures that
accompany the divergences precisely match the structures al-
ready present in other parts of the theory. In the former case
they match the effects produced by local operators contained
in the Lagrangian of the field theory and in the latter they
match the geometric invariants that compose the gravitational
action. So by appropriately rescaling the parameters of the
theory, the masses and couplings of the quantum field theory
or the coefficients of the terms in the gravitational action, we
can completely absorb all of these divergences and what re-
mains is a renormalized theory whose predictions are finite.
In the process we lose the idea of a fixed constants parameter-
izing the theory, and which apply to all scales, and instead we
discover that these parameters acquire a dependence on the
scale at which we have defined the theory.
In choosing a particular state for extracting the classical
predictions from a quantum theory, we are always making
an implicit assumption about what happens at all scales, both
those at which we know empirically that our theory provides
a good description of nature as well as those at much shorter
scales than have been probed. This ignorance is usually per-
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missible since the dynamics that are important at different
scales often largely decouple from each another—the details
and behavior of a theory at very short distance scales have a
small effect on the measurements made at the larger scales.
A knowledge of the properties relevant at short distances thus
only becomes necessary once we are able to make our long-
distance measurements to a sufficient precision or if the dy-
namics of the system we are examining, to some measure,
itself weakens this decoupling. This principle of decoupling
is implemented rigorously in this instance by constructing an
effective theory description of the state of a system.
The basic philosophy of the effective state idea is that we
ought to include a general set of short-distance structures in a
state to parameterize the possible differences between the state
we have chosen, derived from what we know about nature
down to some length scale, with the true state of the system.
Processes that sum over all the scales in the state—such as the
intermediate virtual momenta in a loop correction or such as
occur when adding together all of the energy and momentum
contained within a field configuration—can produce new di-
vergences that come when we sum over these short-distance
structures. A complete effective treatment then should show
how to renormalize these divergences, yielding in the end a
finite perturbative description, and also how to estimate the
natural size any new features of the state would have in a par-
ticular measurement.
Although this effective treatment [1, 2, 3, 4, 5, 6] of a state
is newer and less familiar than the standard formulation of ef-
fective field theory [7], together they capture different sides
of what should be regarded as a single, complete effective de-
scription of a process. A prediction based on the expectation
value of a quantum operator requires knowing both the state of
the system and how this state and operator evolve. The stan-
dard treatment of effective field theory applies specifically to
this evolution; it is implemented by including all the opera-
tors consistent with the degrees of freedom available and their
symmetries. The main difference is that in some settings the
short-distance features of the state can have the larger effect on
a long-distance measurement. More precisely, for a measure-
2ment being made at an energy E meant to see new dynamics
at a mass scale M, whereas the corrections to the evolution
tend to be suppressed by powers of E2/M2 [8], the correc-
tions to the state are often only suppressed by powers of E/M
[9, 10, 11, 12, 13].
Each of these two components of an effective theory has
particular short-distance effects for which it is better suited to
describe. As a simple example [9], an effective state is par-
ticularly applicable for a light field that is coupled to a heavy
field in an excited state. Even when the heavy field cannot be
directly observed, the state of the lighter field inherits some
signature of the excited state to which it is coupled. More-
over, since we shall define an effective state in terms of its
eigenmodes, it is also ideally suited for studying the signa-
tures of theories [10, 11, 12, 13] that propose that some sym-
metry of nature is broken, deformed, or replaced by another
principle at a fundamental energy scale, M. Each of these
examples—which require making some explicit assumption
about the physics at this scale—do in fact produce corrections
to long distance measurements that are only suppressed by
E/M. Compared with these specific cases, the virtue of an ef-
fective theory is that we can simultaneously explore all these
possibilities, as well as others not previously contemplated,
without restricting to a particular choice, if we start from a
sufficiently general description of the structure of the state at
tiny length scales.
The most important application of the effective state idea is
to inflation [14] and its trans-Planckian problem [10]. Look-
ing backwards in time, up to a certain point the subsequent
growth of the structures in the universe and the pattern of
anisotropies in the cosmic background radiation can be ex-
plained well by physics which has been empirically estab-
lished in other settings [15]. Prior to this point, the only input
we need is that there exists some initial spectrum of primor-
dial perturbations, extending well beyond the horizon at that
time, in an otherwise very smooth, nearly isotropic universe.
The standard explanation for generating these primordial per-
turbations is through inflation, a superluminal phase of expan-
sion sustained by the vacuum energy of one or more quantum
fields. As in any quantum field theory, there is an inherent
variability in the fields and these quantum fluctuations pro-
vide the origin for the primordial perturbations as they first
occur at some early stage of inflation, are stretched outside
the horizon to be essentially frozen into the background, and
re-enter the horizon again only after inflation has ended.
The expansion during inflation, which provides this elegant
explanation for the original fluctuations in the background,
has a rather peculiar consequence if we continue to look yet
further back in time. To fit all of the observed universe within
a single causally connected region at some point during infla-
tion typically requires that, subsequent to that time, the uni-
verse should expand by at least a factor of about 1026 to 1030
before inflation comes to an end. Most inflationary models
have no difficulty producing this much expansion and usu-
ally produce substantially more. Yet if inflation does last
a bit longer, then following backwards in time one of the
quantum fluctuations responsible for a primordial perturbation
that led to structures being observed in the universe today, it
would have inevitably had its origin at a scale smaller than the
Planck length. This observation—the seeming dependence of
the primordial perturbation spectrum on physics beyond the
Planck scale—constitutes the trans-Planckian problem of in-
flation [10].
The effective-state approach addresses this problem by not
attempting to follow inflation arbitrarily far back but instead
by choosing a general description of the state of the quantum
fields at a sufficiently early time during inflation. In practice,
the time at which we define the state should be early enough
that the features we wish to predict are within the horizon at
that time but not so early that they are smaller than the Planck
length. We shall frequently describe the state defined thus to
be an effective initial state, but we are actually referring to the
earliest time at which—in the absence of an empirically ver-
ified fundamental theory for gravity—the theory is predictive
and not to the beginning of inflation. The signatures of ear-
lier times can be encoded in the structure of the state but it
is important to note that the field theory never evaluates any
quantity earlier than this “initial time” [16], unlike what would
be done in an S-matrix calculation.
This article examines how the presence of the short-
distance structures of an effective state of a quantum scalar
field affect the renormalization of the classical gravitational
action. This renormalization is done both to show the over-
all consistency of this effective theory and also to provide a
comparison between the size of the renormalized contribu-
tions from this structure and the vacuum energy that sustains
inflation. We discover that the additional features in the state,
using the standard vacuum as a reference state, produce di-
vergences in the energy-momentum tensor of the field which
are proportional to purely gravitational objects and which are
confined to the initial-time hypersurface where the effective
state is defined. These divergences are thus removed by in-
cluding initial-boundary counterterms in the gravitational ac-
tion. Once done, the renormalized gravitational equations of
motion are thereafter finite.
We begin in Sec. II with a brief review of the effective
state idea and its construction; the standard vacuum serves
a role similar to that of the renormalizable operators in the
usual formulation of an effective field theory, so we define a
general effective state relative to this state. We next evalu-
ate the energy-momentum tensor, which provides the source
for gravity, in a general effective state for an isotropically ex-
panding background. As is typical for an effective state, the
divergences in the expectation value of the energy-momentum
tensor fall into two classes, those that appear throughout the
space-time and those that are confined to the initial time. The
former occur even for the standard vacuum state and require
the renormalization of the bulk properties of gravity, which
we show in detail in Sec. III as a preparation for treating the
boundary divergences.
Because the short-distance structures generically break
some of the space-time symmetries at those scales, the new
gravitational counterterms only need to respect that subset of
the symmetries that is left unbroken by the state. The generic
gravitational counterterms correspond to geometric invariants
confined specifically to the initial-time boundary. Section IV
3illustrates this boundary renormalization first for the simplest
case of an effective state in Minkowski space, where a simple
surface tension term is sufficient to remove all the new state-
dependent divergences in the energy and momentum of the
field, before treating a general isotropically expanding back-
ground. In this section we show how the renormalization pro-
ceeds explicitly for a few simple examples and then cover the
higher order divergences from the state more generally. There
is a natural relation between the moments used to describe
the structure of an effective state and the order, in powers of
derivatives, of the gravitational invariants needed to renormal-
ize the new boundary divergences. We describe this power
counting and estimate the generic backreaction from the short-
distance structure of the state. If the expansion rate during
inflation is denoted by H, and MPl and M correspond respec-
tively to the Planck mass and to the scale of new physics re-
sponsible for that structure, we find that the size of this backre-
action, relative to the vacuum energy sustaining the inflation,
is suppressed at least by
H2
M2pl
H
M
. (1.1)
Section V ends with a few comments about future work [17]
and about how the renormalization proceeds if we also treat
gravity as a quantum theory. In a tree calculation of this lat-
ter approach, the gravitational boundary counterterms can be
integrated more readily than in the more standard classical ap-
proach described here.
II. AN EFFECTIVE DESCRIPTION OF AN INITIAL
STATE
Let us consider a free scalar field ϕ(x) that propagates in a
curved background. The most general action that is quadratic
in the field and contains no more than two derivatives has the
form,
Sϕ =
∫
d4x
√−g[ 12 gµν∂µϕ∂ν ϕ− 12 ξ Rϕ2− 12 m2ϕ2]. (2.1)
The coupling between the curvature R and the field does not
usually have a significant role in inflation and moreover com-
plicates the structure of the equations of motion of the theory.
Therefore, we shall examine the simplest case of a minimally
coupled scalar field, which corresponds to ξ = 0.
Varying the minimally coupled action with respect to the
field ϕ produces the Klein-Gordon equation,
[
∇2 +m2
]
ϕ = 0. (2.2)
The background during inflation is assumed to be spatially
isotropic, and empirical evidence [18] suggests that it is spa-
tially flat as well, with any spatial variation treated as a small
perturbation. Through an appropriate definition of the time
coordinate, such a space-time can be described quite gener-
ally by a conformally flat Robertson-Walker metric,
ds2 = gµν dxµdxν = a2(η)
[
dη2− d~x ·d~x], (2.3)
where the time-dependent expansion is described by the evo-
lution of the scale factor a(η).
Because the metric is spatially flat, the spatial eigenmodes
of the Klein-Gordon operator can be expressed as plane
waves, which allows us to write the operator expansion for
the field ϕ in terms of its Fourier transform as
ϕ(η ,~x) =
∫ d3~k
(2pi)3
[
ϕk(η)ei
~k·~xa~k +ϕ
∗
k (η)e−i
~k·~xa†~k
]
, (2.4)
where the mode functions ϕk(η) are the solutions to the equa-
tion
ϕ ′′k + 2aHϕ ′k+
(
k2 + a2m2
)
ϕk = 0. (2.5)
Here we have used a prime to denote a derivative with respect
to the conformal time η and H—the Hubble scale—represents
the fractional rate of change of the scale factor a(η),
H =
a′
a2
. (2.6)
The equal time commutation relation between the field and
its canonically conjugate momentum essentially fixes the nor-
malization of the modes so that a general solution to the Klein-
Gordon equation for the modes, subject to this normalization
constraint, is completely specified by a single constant of in-
tegration, fk,
ϕk(η) =
1√
1− fk f ∗k
[
Uk(η)+ fkU∗k (η)
]
. (2.7)
We have implicitly written this expression for the modes of
a general state in terms of those of a particular state. In the
effective theory description of the evolution of a theory, the
signals of the more fundamental theory are represented as
nonrenormalizable corrections to a particular renormalizable
Lagrangian, determined by the known fields and their inter-
actions. Similarly, in the effective description of a state, the
signals of new physics are added as corrections, whose sig-
nificance grows at shorter length scales, to a particular state.
The most natural choice for this state is the standard vacuum
[19], whose mode functions we have denoted by Uk(η). The
extra structure, represented by fk, then encodes how the state
departs from this vacuum at distances shorter than those that
have been experimentally probed.
Since we have defined a general state in terms of the stan-
dard vacuum, we should be a little more explicit as to the
form of the vacuum mode functions, Uk(η). The general pre-
scription that determines these modes is to select the max-
imally symmetric solution to the Klein-Gordon equation that
matches the Poincare´ invariant vacuum of Minkowski space at
distances where the curvature of the background is not much
apparent, k ≫ H. To represent this state more clearly, we in-
troduce a real, generalized frequency function Ωk(η) that de-
termines the modes through
Uk(η) =
e
−i∫ ηη0 dη ′Ωk(η ′)
a(η)
√
2Ωk(η)
. (2.8)
4Superficially, this expression already begins to resemble the
structure of the Minkowski vacuum modes, except that it is
complicated by the time-dependence of the background. The
Klein-Gordon equation of Eq. (2.5) can be equivalently be
written as a differential equation for Ωk(η),
Ω2k = k2 + a2m2−
a′′
a
− 1
2
Ω′′k
Ωk
+
3
4
(
Ω′k
Ωk
)2
. (2.9)
Assuming for the moment, as will soon be justified, that the
derivatives of Ωk(η) are small as k → ∞, in this limit
Ωk → k as k → ∞, (2.10)
so the modes do indeed become proportional to the standard
Minkowski modes,
Uk(η)→ 1
a(η)
e−ik(η−η0)√
2k
as k → ∞. (2.11)
Solving for the form of the modes, whether in the form
Uk(η) or through Ωk, can be quite difficult in general. How-
ever, here we wish to examine the role of the short-distance
behavior of the energy-momentum contained in the field ϕ in
the renormalization of the gravitational component of the the-
ory. Therefore, it is sufficient to have a solution of the modes
only in the limit of large momenta, k → ∞, so we introduce
an approximation scheme that captures this behavior pertur-
batively.
We shall apply an adiabatic expansion, which assumes that
time derivatives are small compared to the scales of inter-
est. Higher order terms are thus generated by taking the time
derivatives of the lower order terms. For example, if we de-
note the terms of this expansion by
Ωk(η) = Ω(0)k (η)+Ω
(1)
k (η)+Ω
(2)
k (η)+ · · · , (2.12)
where the leading term is
Ω(0)k
2
= ω2k −
a′′
a
, (2.13)
with
ω2k = k2 + a2m2, (2.14)
then the next order term is then determined by
Ω(1)k =−
1
4
Ω(0)′′k
Ω(0)2k
+
3
8
1
Ω(0)k
(Ω(0)′k
Ω(0)k
)2
. (2.15)
Although the mass is usually small in inflation, we have kept it
in our definition of ωk since it naturally regulates the behavior
of the momentum integrals at long wavelengths and thereby
prevents any infrared divergences. Here, we shall not usually
require any terms which decay as k−5 or more rapidly; thus,
Ω(1)k = −
1
4
a2m2
ω3k
[
a′′
a
−
(
a′
a
)]
+
1
8
1
ω3k
{
a′′′′
a
− 2 a
′′′
a
a′
a
−
(
a′′
a
)2
+ 2
a′′
a
(
a′
a
)2}
+ O
(
1
k5
)
, (2.16)
for example.
We also require a more explicit way of representing the
structure of the initial state. Because the standard vacuum
provides such a good fit with the observed fluctuations in the
microwave background and the large scale structure, fk should
vanish at long wavelengths, fk → 0 as k → 0. However, in the
opposite limit, new effects can distort the form of the state
we have chosen for our vacuum, since such a choice was im-
plicitly based on assumptions about the interactions, the be-
havior of gravity and the symmetries of the theory at scales
well beyond those that have been experimentally tested. The
additional structure we have included through the function fk
is meant to describe the possible difference between the true
vacuum state and the standard vacuum. The scales often as-
sumed for the Hubble scale H during inflation can be as high
as just a few orders of magnitude below the Planck scale, Mpl.
Thus the standard vacuum is chosen by appealing to the be-
havior of the field in a regime approaching that of the Planck
scale, where the role and dynamics of gravity are not under-
stood. Even for inflation with a much lower value of H, the
state might still contain new structure, fk 6= 0, through its ex-
citations or its interactions with other hidden fields.
We therefore introduce a scale M at which the new fea-
tures of the state appear. Most conservatively, we might have
M = Mpl; but most generally, depending upon what generates
this apparent new structure, M could even be significantly be-
low Mpl. As a simple example, we shall most often use a
representation of fk which does does not break the underly-
ing spatial isotropy of the theory and which vanishes at long
wavelengths, such as
fk =
∞
∑
n=1
dn
kn
(aM)n
, (2.17)
although to illustrate how the divergences associated with a
general state are renormalized, it will sometimes also be more
transparent to use a state whose structure is modified at long
wavelengths. Such states too can have divergences in the
energy-momentum tensor since, just as in the case of the bulk
renormalization which has quartic divergences even for a free
scalar field theory, the divergences encountered in renormal-
izing this tensor are usually more severe than those we en-
counter in the more standard setting of renormalizing an in-
teracting field theory.
To specify the structure in the state, we establish an initial
condition on the modes,
nµ∇µϕk(η)
∣∣
η=η0 =−iϖkϕk(η0), (2.18)
where nµ is a time-like unit normal vector defined along the
surface η = η0. For the spatially isotropic metric in Eq. (2.3),
nµ =
(
a(η),0,0,0
)
. (2.19)
To obtain the simple structure for a general mode function
given before, in Eq. (2.7), the function ϖk is related to the
structure of the state fk by
ϖk ≡ 1− fk1+ fk
Ωk
a
− iH− i
2
Ω′k
Ωk
. (2.20)
5The Green’s function describing the propagation of infor-
mation associated with a point source should also be consis-
tent with the initial state and the initial condition. If we de-
note the effective state by |0eff〉, then this propagator is the
time-ordered expectation value of two fields
〈0eff|T
(
ϕ(x)ϕ(x′)
)|0eff〉 = −iGF(x,x′) (2.21)
= −i
∫ d3~k
(2pi)3
ei
~k·(~x−~x′)Gk(η ,η ′),
where the time-ordering is generalized to satisfy the same ini-
tial condition as in Eq. (2.18),
nµ(η)∇µ Gk(η ,η ′)
∣∣
η=η0 = iϖ
∗
k Gk(η0,η ′)
nµ(η ′)∇′µ Gk(η ,η ′)
∣∣
η ′=η0 = iϖ
∗
k Gk(η ,η0). (2.22)
These conditions together introduce additional structure in the
propagator, which takes the form
− iGk(η ,η ′) = Θ(η −η ′)Uk(η)U∗k (η ′)
+Θ(η ′−η)U∗k (η)Uk(η ′)
+ f ∗k Uk(η)Uk(η ′). (2.23)
Note that the propagator is still the Green’s function for a point
source; however, it does contain additional terms which rep-
resent the forward propagation of the structure which we have
defined at the initial time. This propagator is the basis for our
effective theory description of the state and is implicitly used
whenever we take the expectation value of a product of scalar
fields, such as that of the energy-momentum tensor.
A complete derivation of the propagator for this effective
theory is contained in [1, 2], where both the consistency of
the time-ordering with the initial condition at η = η0 and the
physical meaning of the terms in the propagator are explained
in detail. To provide a basis for a controlled perturbation the-
ory, it is essentially unique, as other attempts to include state-
dependent effects in the propagator, such as those examined
[13, 20] for the invariant α-states of de Sitter space [21], lead
to various related pathologies.
III. THE RENORMALIZATION OF THE
GRAVITATIONAL ACTION
When a quantum field theory is placed in a gravitational
background, even a strictly classical one, the short-distance
divergences associated with the field require a rescaling of the
gravitational theory [22, 23]. The most familiar example of
this phenomenon is the vacuum energy associated with the
field. This energy density diverges in flat space, but it is usu-
ally neglected by adding a bare cosmological constant to the
theory to cancel precisely the contribution that came by sum-
ming over the infinite set of modes of the field, or equivalently
by normally ordering the operators when evaluating a matrix
element.
In a curved background, over distances where the curva-
ture changes little, the space-time looks locally flat and so
the same redefinition of the cosmological constant is required
except that the net result can now be nonzero. The energy
and momentum contained within the field also produce other
divergences which are proportional to how the background
changes. A similar procedure as that applied to remove the
vacuum energy density divergence is used to treat these di-
vergences; in the process, the parameters of the gravitational
theory are redefined so that the sum of these gravitational
parameters and the corresponding divergences that arose in
summing over the infinitesimally short-distance modes of the
quantum field yields a finite set of gravitational equations of
motion. If the field and, for the treatment here, the state pre-
serve the background symmetries of the theory, all of the di-
vergences from the field will be exactly proportional to some
curvature invariant. However, when the state breaks some of
these symmetries, new terms in the gravitational action will be
required to remove the short-distance divergences associated
with this state.
Since a general initial state is defined relative to the stan-
dard vacuum, we first show how the renormalization of a field
in this nominal vacuum state proceeds in a simple curved
background, partially to illustrate our renormalization proce-
dure in a familiar setting but also to show that the renormal-
ization of the bulk parameters of the gravitational action is
unaffected by the short-distance details of the effective state.
As an effective theory, the gravitational action, invariant un-
der general changes of coordinates, has the form,1
Sg =
∫
d4x
√−g[2Λ+M2plR+αR2 (3.1)
+ β RµνRµν + γRλ µνρRλ µνρ + · · ·
]
.
The Planck mass, Mpl, can be equivalently given in terms of
Newton’s constant, G,
M2pl ≡
1
16piG . (3.2)
The gravitational action is arranged as series of terms that con-
tain successively more derivatives of the metric; if the metric
changes slowly over lengths of the order M−1pl , then terms with
more derivatives are naturally suppressed. To treat the diver-
gences in the energy-momentum tensor of a free scalar field,
only terms that contain four or fewer derivatives of the met-
ric are sufficient. Two linear combinations of the fourth-order
terms have an additional geometric significance. One of these,
the Gauss-Bonnet term,
R2− 4RµνRµν +Rλ µνρRλ µνρ , (3.3)
is a topological invariant in four dimensions while the other,
constructed entirely from the Weyl tensor,
Cλ µνρCλ µνρ = 13 R
2− 2RµνRµν +Rλ µνρRλ µνρ , (3.4)
1 Here we specify the sign conventions that we use. The Riemann curvature
tensor is defined by −Rλµνρ = ∂ρ Γλµν −∂νΓλµρ +Γλρσ Γσ µν−Γλνσ Γσµρ and
the Ricci tensor is given by Rλµλν = Rµν .
6vanishes for conformally flat metrics such as that of a
Robertson-Walker space-time, which we have explicitly writ-
ten in a conformally flat form in Eq. (2.3).
As a consequence, to treat the divergences in the energy-
momentum tensor in an isotropically expanding space-time
only a single linear combination of the four-derivative terms,
orthogonal to both the Gauss-Bonnet and the Weyl terms, is
required. The simplest choice is to use just the R2 term alone,
Sg =
∫
d4x
√−g
[
2Λ+M2plR+αR2 + · · ·
]
. (3.5)
Varying this component of the action with respect to a small
change in the metric yields,
2√−g
δSg
δgµν (3.6)
= 2Λgµν − 2M2pl
[
Rµν − 12 gµνR
]
− 4α[∇µ∇ν R− gµν∇2R+RRµν − 14 gµνR2].
The scalar field ϕ(x) introduced in the last section pro-
vides the source for the curvature of the background. Varying
its contribution to the action in Eq. (2.1) yields the energy-
momentum tensor,
Tµν =− 2√−g
δSϕ
δgµν , (3.7)
which is
Tµν = ∂µ ϕ∂νϕ− 12 gµνgλ ρ∂λ ϕ∂ρ ϕ + 12 gµνm2ϕ2. (3.8)
This tensor, unlike that obtained by the variation of the purely
classical gravitational action, is an operator; so to use it con-
sistently in the gravitational equations of motion, we must first
evaluate its expectation value in the state |0eff〉,
〈0eff|Tµν |0eff〉 (3.9)
= 2gµνΛ− 2M2pl
[
Rµν − 12 gµνR
]
− 4α[∇µ∇µR− gµν∇2R+RRµν − 14 gµνR2]
In a spatially flat background, the field has the same symme-
tries; this property implies that the expectation value of the
energy-momentum tensor is diagonal, with components inde-
pendent of the spatial position,
〈0eff|T νµ (x)|0eff〉 ≡ diag
[
ρ(η),−p(η),−p(η),−p(η)]
(3.10)
The functions ρ(η) and p(η) represent the energy density and
the pressure associated with the field ϕ and they are related
through the conservation equation,
∇λ T λµ = 0, (3.11)
which imposes only a single relation between the pressure and
density,
ρ ′ =−3aH(ρ + p). (3.12)
Note that the pressure is thereby completely determined by
the density.
When we evaluate the gravitational equations of motion in
Eq. (3.9) for an isotropically expanding space-time, as given
in Eq. (2.3), we obtain two equations: one for the purely tem-
poral component,
ρ = 2Λ+M2pl
6
a2
(
a′
a
)2
+
36α
a4
{
2
a′′′
a
a′
a
−
(
a′′
a
)2
− 4 a
′′
a
(
a′
a
)2}
(3.13)
and a second for the purely spatial components of the equa-
tion,
p = −2Λ+M2pl
2
a2
[(
a′
a
)2
− 2 a
′′
a
]
(3.14)
−24α
a4
{
a′′′′
a
− 5 a
′′′
a
a′
a
− 5
2
(
a′′
a
)2
+ 8 a
′′
a
(
a′
a
)2}
.
Each of these equations contains three scale-factor-dependent
structures which multiply the three parameters of the gravita-
tional action: the cosmological constant, which has a trivial
prefactor, the Planck mass and α , the coefficient of the R2
term. The divergences in the field-dependent side of these
equations will reproduce each of these scale-dependent struc-
tures exactly, which means that they can be cancelled through
an appropriate rescaling of the gravitational parameters.
The components of the energy-momentum tensor contain
two general classes of contributions, those which are univer-
sal, which assume the same form regardless of the effective
state, and those which depend upon our specific choice of
this initial state. The former are responsible for the familiar
need to renormalize the standard parameters that describe the
gravitational theory while the latter class only produces diver-
gences at the initial time, where the state was defined, and so
they essentially correspond to a renormalization of the state.
In terms of how we have constructed the propagator, given in
Eq. (2.23), these two types of divergences can alternatively be
described as those that arise from the part of the state that pre-
serves Poincare´ invariance at infinitesimal lengths and those
that come from summing over the short-distance structures
that depart from this invariance. This observation is impor-
tant since it means that in renormalizing the new boundary di-
vergences, we should allow a larger class of operators among
the boundary counterterms than is ordinarily considered since
they need only to respect the symmetries of the state, and not
that of the full theory.
To learn how structure in the effective initial state affects the
expectation value of the energy-momentum tensor, we shall
write it in terms of the propagator. To do so, we first write
the two fields in Tµν temporarily at different points [24]. The
idea behind writing the point-split version of the expectation
value of Tµν in terms of the propagator is that it already prop-
erly incorporates the effects of the initial state, represented by
the final term of Eq. (2.23). Applying the generalized time-
ordering that produced this propagator to other matrix ele-
ments of the theory—in this case, that of Tµν—thereby avoids
7non-renormalizable divergences similar to those that would
appear in the loop corrections of an interacting scalar theory
based on other propagator structures, such as those mentioned
briefly in [1, 2] and examined in more detail in [13, 20] in the
setting of de Sitter space. Thus, the essentially unique choice
that yields a renormalizable expectation value for the energy-
momentum tensor is precisely that where the state-dependent
part is given by a derivative operator acting of the propagator
of Eq. (2.23), as in Eq. (3.15) just below.
The time-dependence of the state independent part is less
constrained. The only subtlety in choosing the propagator’s
time-ordering is that the energy-momentum tensor contains
time derivatives, which act solely on the fields, so we are free
to commute the derivatives with the operation of evaluating
an expectation value as long as we do not allow them to act
on the Θ-functions associated with the time-ordering. Thus,
the contribution of the scalar field to the gravitational equa-
tions can be written as a derivative operator acting on the free
propagator,
〈0eff|Tµν(x)|0eff〉
=−i lim
x′→x
[
ˆ∂µ ˆ∂ ′ν − 12 gµνgλ ρ ˆ∂λ ˆ∂ ′ρ + 12 gµνm2
]
GF(x,x′),
(3.15)
where ˆ∂µ denotes a derivative that does not act on the Θ-
functions. Using Eq. (2.23) for the initial state propagator,
the energy density and pressure produced by the scalar field
are given by
ρ(η) = 1
2
1
a2
∫ d3~k
(2pi)3
{
U ′kU∗′k +(k2 + a2m2)UkU∗k
+ f ∗k
[
U ′kU
′
k +(k2 + a2m2)UkUk
]} (3.16)
and
p(η) = −ρ(η)+ 1
a2
∫ d3~k
(2pi)3
{
U ′kU∗′k + 13 k
2UkU∗k
+ f ∗k
[
U ′kU
′
k +
1
3 k
2UkUk
]}
. (3.17)
Because of the conservation equation, Eq. (3.12), the pressure
is already fixed by the energy density; but for completeness,
we shall continue to include both.
This section illustrates how the short-distance divergences
contained within ρ and p require the renormalization of the
bulk properties of the gravitational theory. For the remainder
of this section we therefore restrict to the state-independent
parts of the energy-momentum tensor, which are
ρbulk =
1
2
1
a2
∫ d3~k
(2pi)3
[
U ′kU∗′k +(k2 + a2m2)UkU∗k
]
pbulk = −ρbulk+ 1
a2
∫ d3~k
(2pi)3
[
U ′kU∗′k +
1
3k
2UkU∗k
]
. (3.18)
We do not need the detailed form of the modes, but rather only their behavior at infinitesimally short distances where the size
of the momentum k is very large. For this purpose, our adiabatic expansion of the previous section, Eq. (2.8), is quite sufficient;
applying this expansion, we discover three classes of divergences in the density,
ρbulk(η) =
1
2
1
a4
∫ d3~k
(2pi)3
ωk +
1
4
1
a4
(
a′
a
)2 ∫ d3~k
(2pi)3
[
1
ωk
+
a2m2
ω3k
]
− 1
16
1
a4
{
2
a′′′
a
a′
a
−
(
a′′
a
)2
− 4 a
′′
a
(
a′
a
)2}∫ d3~k
(2pi)3
1
ω3k
+finite (3.19)
and pressure,
pbulk(η) =
1
6
1
a4
∫ d3~k
(2pi)3
[
ωk− a
2m2
ωk
]
− 1
12
1
a4
[(
a′
a
)2
− 2 a
′′
a
]∫ d3~k
(2pi)3
1
ωk
+
1
24
1
a4
{
a′′′′
a
− 5 a
′′′
a
a′
a
− 5
2
(
a′′
a
)2
+ 8 a
′′
a
(
a′
a
)2}∫ d3~k
(2pi)3
1
ω3k
+
1
6
1
a4
[(
a′
a
)2
− a
′′
a
]∫ d3~k
(2pi)3
[
2
ωk
+
a2m2
ω3k
]
+finite. (3.20)
where, as before,
ωk =
√
k2 + a2(η)m2. (3.21)
These divergences are quartic, quadratic and logarithmic in
the momentum and respectively lead to the renormalization
of the cosmological constant, the Planck mass and the coeffi-
cient of the R2 term. We have arranged the terms already so
that their coefficients are similar to those of the gravitational
terms in Eqs. (3.13) and (3.14). The only term that does not
seem to have the correct structure is the last one in the expres-
sion for the pressure; once we have regulated the momentum
integrals, this term has a completely finite limit as we remove
the regulator and so it actually has no effect on the renormal-
ization of the theory.
All of the divergent momentum integrals have a similar gen-
8eral form,
I(0,n) =
∫ d3~k
(2pi)3
1
ωnk
=
∫ d3~k
(2pi)3
1
(k2 + a2m2)n/2
, (3.22)
which diverges when n = 3,1,−1,−3, . . .. We regulate these
integrals by analytically continuing the number of spatial di-
mensions to 3− 2ε which yields an integral that is finite,
I(ε,n) =
∫ d3−2ε~k
(2pi)3−2ε
(aµ)2ε
ωnk
=
√
pi
8pi2
Γ(ε − 3−n2 )
Γ( n2 )
[
4piµ2
m2
]ε
(am)3−n, (3.23)
until we restore the ε → 0 limit. A small but important point is
that we have introduced a comoving renormalization scale aµ
into the dimensionally continued version of the momentum in-
tegral, since the integral itself is over the comoving momenta.
This definition means that µ is the physical renormalization
scale and one consequence of this structure is that appearances
of the scale factor a(η) cancel in the logarithms in the dimen-
sionally regularized expressions for the energy density and the
pressure.
Applying this regularization scheme to the divergences in
the energy-momentum tensor, we find
ρbulk(η) = − m
4
64pi2
[
1
ε
+
3
2
− γ + ln4pi + ln µ
2
m2
]
+
m2
192pi2
6
a2
(
a′
a
)2[1
ε
+ 1− γ + ln4pi + ln µ
2
m2
]
− 1
2304pi2
36
a4
{
2 a
′′′
a
a′
a
−
(
a′′
a
)2
− 4 a
′′
a
(
a′
a
)2}[1
ε
− γ + ln4pi + ln µ
2
m2
]
+finite (3.24)
and
pbulk(η) =
m4
64pi2
[
1
ε
+
3
2
− γ + ln4pi + ln µ
2
m2
]
+
m2
192pi2
2
a2
[(
a′
a
)2
− 2 a
′′
a
][
1
ε
+ 1− γ + ln4pi + ln µ
2
m2
]
+
1
2304pi2
24
a4
{
a′′′′
a
− 5 a
′′′
a
a′
a
− 5
2
(
a′′
a
)2
+ 8 a
′′
a
(
a′
a
)2}[1
ε
− γ + ln4pi + ln µ
2
m2
]
+finite. (3.25)
The scale factor-dependent parts of each of these terms now
match exactly with those of the gravitational contributions
to the equations of motion, given in Eqs. (3.13) and (3.14).
Therefore the divergences that arose from the presence of the
scalar field can be absorbed by new, renormalized gravita-
tional parameters,
ΛR(µ) = Λ+
m4
128pi2
[
1
ε
+
3
2
− γ + ln4pi + ln µ
2
m2
]
M2pl,R(µ) = M2pl−
m2
192pi2
[
1
ε
+ 1− γ + ln4pi + ln µ
2
m2
]
αR(µ) = α +
1
2304pi2
[
1
ε
− γ + ln4pi + ln µ
2
m2
]
. (3.26)
We have applied a MS renormalization scheme where we re-
move some of the artifacts of the dimensional regularization
procedure along with the poles. Notice that the finite renor-
malized parameters have acquired a dependence on the renor-
malization scale µ .
If we define the renormalized energy density and pressure,
ρbulkR (η) and pbulkR (η), to be these quantities with the diver-
gent pieces—precisely those explicitly shown in Eqs. (3.24)
and (3.25)—subtracted, then we finally obtain a completely
finite set of bulk gravitational equations of motion,
ρbulkR = 2ΛR +M2pl,R
6
a2
(
a′
a
)2
+
36αR
a4
{
2
a′′′
a
a′
a
−
(
a′′
a
)2
− 4 a
′′
a
(
a′
a
)2}
(3.27)
and
pbulkR
= −2ΛR +M2pl,R
2
a2
[(
a′
a
)2
− 2 a
′′
a
]
−24αR
a4
{
a′′′′
a
− 5 a
′′′
a
a′
a
− 5
2
(
a′′
a
)2
+ 8 a
′′
a
(
a′
a
)2}
.
(3.28)
What this derivation has provided is a prescription for
renormalizing the divergences in the matter component of the
theory through a redefinition of the parameters of the gravita-
tional theory. In this procedure, we first isolated the various
divergent parts of ρ , or equivalently p, by applying our adi-
abatic expansion of the modes. The dependence on the scale
factor of the prefactors of each class of divergences then deter-
mine which of the gravitational terms must be renormalized.
9We next apply this same method to the renormalization of
the divergences produced by summing over the short-distance
structure of the state. Since a general state might break some
of the background symmetries, the class of allowed countert-
erms will be larger—for example including invariants con-
structed from the extrinsic curvature—and will therefore de-
pend upon the specific state we have chosen.
IV. BOUNDARY RENORMALIZATION
An effective initial state describes the possible differences
between the nominal, standard vacuum state, which was the
basis of the bulk renormalization just calculated, and the true
state of the universe during inflation. Depending upon what
symmetries or principles hold at very short distances, this
state, even if it corresponds to the true vacuum state of a
fundamental theory, could differ substantially from the stan-
dard vacuum at those distances, which was derived, after
all, based on a particular choice for the low energy action.
Thus relative to energy-momentum tensor of the standard vac-
uum, the additional structures can produce new short-distance
divergences when we correspondingly evaluate the energy-
momentum tensor in one of the effective states. One property
of these divergences, which will be shown in this section, is
that they occur only at the initial-time hypersurface where the
state is defined. As a result, the counterterms chosen to cancel
these divergences are purely geometric operators confined to
this surface,
Ssurf =
∫
η0
d3~x
√
−hLsurf, (4.1)
where Lsurf is the counterterm Lagrangian.
An important difference between this set of divergences
is that they explicitly break some of the space-time symme-
tries that were still preserved by the standard vacuum. This
symmetry breaking can arise from many possible sources, de-
pending upon what happens at the shortest of scales; but all
of these possibilities are treated equivalently in the effective
description of the state [3, 9]. In the simplest case this sym-
metry breaking can arise because we have integrated out the
dynamics of some excited field, coupled to the light field pro-
ducing the inflation, to find the effective state. Alternatively,
the new structure in the state could also have its origin in a loss
of classical, local Lorentz invariance at very short distances,
where it could be replaced by a quantum-deformed symmetry
or some other principle [10, 11, 12, 13]. Thus the countert-
erm Lagrangian can contain a more general set of geometrical
objects, defined on the initial-time hypersurface, which are
consistent with the symmetries left unbroken by the effective
state we have chosen.
In the case of an isotropically expanding universe, with
a spatially flat metric as in Eq. (2.3), the set of surface
tensors available includes those inherited from the bulk
geometry—the metric, curvature and covariant derivative,
{gµν ,Rσλ µν ,∇µ}—as well as invariants constructed using the
normal nµ and the induced metric along the surface,
hµν = gµν − nµnν (4.2)
such as the extrinsic curvature, Kµν , defined by
Kµν = h λµ ∇λ nν . (4.3)
Most generally, if the state also contains some spatial vari-
ation, we would include invariant counterterms constructed
from the induced curvature ˆRσλ µν , which is defined to be the
Riemann tensor associated with the induced metric hµν , as
well as covariant surface derivatives.
In this section, we first illustrate the method for renormaliz-
ing the boundary divergences of a spatially flat effective state
in Minkowski space. In this case, the unique boundary coun-
terterm is the surface tension; yet, by itself, this term is suffi-
cient to absorb all of the divergences in the expectation value
of the energy-momentum tensor. It is also most straightfor-
ward in Minkowski space to show that the divergences do in-
deed occur precisely at the initial time hypersurface since all
of the momentum integrals can be performed explicitly.
We then extend to an isotropically expanding space-time.
The renormalization of the new divergences in the energy-
momentum tensor in this background becomes more subtle—
especially when the gravitational component of the theory is
treated classically—because the counterterms must contain
derivatives of the scale factor, which thus means that we need
to include terms containing normal derivatives of some object
at the surface.
The trouble with such terms is that their effect on the clas-
sical gravitational contribution to the equations of motion can
appear ill-defined. For example, in varying the counterterm
action with respect to a small change in the metric, gµν →
gµν + δgµν , we encounter terms where a normal derivative
acts on the variation,
nλ ∇λ δgµν . (4.4)
When such a term is evaluated on the boundary, as are all of
the state-dependent counterterms, the normal derivative can-
not be removed by an integration by parts. To provide a sim-
ple introduction to the renormalization of these boundary di-
vergences produced by an effective initial state, in this article
we shall follow a more standard approach, treating gravity al-
ways classically, noting the limitations of this approach when
we encounter them.
Ultimately, since the new features in the propagator repre-
sent the quantum interference between the initial state and a
point source propagating at some later time, the correct ap-
proach for treating the new initial-time divergences is not to
reduce the field theory side of Einstein’s equation to a purely
classical quantity, by taking the classical expectation value of
the energy-momentum tensor, but is instead to treat the grav-
itational side of the equation as a quantum field theory evalu-
ated at tree level. We shall follow this approach later in [17].
In this treatment, the equations of motion arise as a renor-
malization condition that requires the vanishing of the tadpole
graphs and the time-evolution of the matrix element provides
an additional time integral which allows normal derivatives—
the analogues in this setting of features like Eq. (4.4)—to
be integrated by parts. The cancellation of the new diver-
gences then proceeds very similarly to that of [2], where nor-
mal derivatives acted on the scalar field.
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A. Minkowski space
An elegant illustration of the renormalization of the bound-
ary divergences resulting from an effective initial state occurs
in Minkowski space, where there is a unique boundary coun-
terterm, the surface tension. Although only a single coun-
terterm is available, it is sufficient to absorb all of the short-
distance divergences produced by the energy and the momen-
tum contained in a general effective state. Part of the purpose
in examining Minkowski space is to provide the simplest ex-
ample of the renormalization of the new divergences associ-
ated with the effective state, but a second purpose is to see
that the divergences are genuinely confined to the initial-time
hypersurface.
Before analyzing these divergences, we first derive the con-
tribution from a surface tension to the gravitational equations
of motion. The action for such a term,
Sσ =
∫
d3~x
√
−hσ , (4.5)
under a general variation of the metric changes by
δSσ =
∫
d3~x
√
−h{ 12 σhµν δhµν}. (4.6)
In these expressions, h represents the determinant of the in-
duced metric, defined in Eq. (4.2) and the variation of this
metric is a part of the variation of the full metric,
δgµν = δhµν + nµ δnν + nν δnµ , (4.7)
neglecting terms that are second order in the variation. Since
nµ is orthogonal to the surface, nµhµν = 0, we can rewrite
hµν δhµν = hµν
(
δgµν − nµ δnν − nν δnµ
)
= hµν δgµν ,
(4.8)
so that the variation of the surface action can be expressed as
a variation of the full, four-dimensional metric,
δSσ =
∫
d3~x
√
−hδgµν
{ 1
2 σh
µν}, (4.9)
which contributes thus to the equation of motion,
2√−h
δSσ
δgµν = σ hµν . (4.10)
The important property of this contribution is that its temporal
components vanish, reducing to
{
0 for µ ,ν = 0
−σ δi j for i, j 6= 0 . (4.11)
The divergences in the energy-momentum tensor have exactly
this form.
We next consider the effect of the scalar field. To distin-
guish the standard vacuum modes of Minkowski space from
their analogues in a curved background, we shall alter our no-
tation slightly, denoting the Minkowski modes by uk(t) and
writing the space-time coordinates more conventionally as
(t,~x) since there is no need to distinguish a conformal time
coordinate. The standard vacuum modes have the form
uk(t) =
e−iωk(t−t0)√
2ωk
(4.12)
where now, since the scale factor is trivial (a(t) = 1), ωk re-
duces to the standard frequency,
ωk =
√
k2 +m2. (4.13)
Substituting these mode functions into the expressions for the
non-bulk contributions to the energy density and the pressure
provided in Eqs. (3.16)–(3.17), and again setting a = 1 in
those expressions, yields
ρsurf(t) = 0
psurf(t) = −16
∫ d3~k
(2pi)3
f ∗k
[
2ωk +
m2
ωk
]
e−2iωk(t−t0). (4.14)
Already in this form we can see that the divergences have the
same structure as a surface tension, Eq. (4.11)—provided the
oscillatory factor effectively confines the divergence to where
its phase vanishes, at t = t0.
Let us consider a more explicit form for the initial state
by describing its structure through a power series in the fre-
quency,
fk =
∞
∑
n=0
cn
mn
ωnk
+
∞
∑
n=1
dn
ωnk
Mn
. (4.15)
Here we have used the frequency as our expansion variable,
rather than the spatial momentum k, since the former is finite
at k = 0, so that the terms in the first series do not produce
any unnecessary divergences while at short distances the dif-
ference between ωk and k becomes increasingly negligible.
The first of these sums is less interesting as a parameteriza-
tion of the trans-Planckian problem since all of these terms
vanish in the k→∞ limit, except for the marginal, n= 0, term.
The second sum is negligible at long distances if assume that
m ≪ M—that it does not vanish altogether is an artifact of
having chosen the frequency as the expansion variable—but
grows in significance above k ∼ M. We shall analyze both of
these sets of terms, although our principal interest in is the
second, trans-Planckian component.
The general structure of the contributions from each of
these terms to the pressure is similar, being ultimately a prod-
uct of poles and Hankel functions, which can be arranged,
through standard relations among these functions of different
orders, to contain only the zeroth and first Hankel functions
accompanied by poles whose order is transparently related to
the degree of divergence of the momentum integral. As an ex-
ample, consider the lowest order divergence, coming from the
n = 4 term in the first series. Inserting it into the expression
for the pressure yields
psurf(t) =−c
∗
4m
4
6
∫ d3~k
(2pi)3
[
2
ω3k
+
m2
ω5k
]
e−2iωk(t−t0); (4.16)
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the second term in the integrand is manifestly finite while the
first one diverges logarithmically at t = t0. Integrating over
the momenta we find
psurf(t) =
ic∗4m4
12pi
H(2)0 [2m(t− t0)]+finite
=
c∗4m
4
6pi2 ln
[
m(t− t0)
]
+finite (4.17)
which explicitly shows that this state-dependent contribution
to the pressure is finite everywhere except at t = t0 where it
has the logarithmic divergence that we anticipated.
This pattern persists when we consider higher order terms
in the initial state structure function. For example, proceeding
to include the n = 2 and n = 0 terms,
psurf(t) = −16
∫ d3~k
(2pi)3
[
c∗0 + c
∗
2
m2
ω2k
+ c∗4
m4
ω4k
]
×
[
2ωk +
m2
ωk
]
e−2iωk(t−t0) (4.18)
we find,
psurf(t)
=
im4
24pi
{
c∗0
[
3H(2)1 [2m(t− t0)]
2m3(t− t0)3 −
5H(2)1 [2m(t− t0)]
2m(t− t0)
−3H
(2)
0 [2m(t− t0)]
2m4(t− t0)2 + 2H
(2)
0 [2m(t− t0)]
]
+ c∗2
[
H(2)1 [2m(t− t0)]
m(t− t0) − 3H
(2)
0 [2m(t− t0)]
]
+ 2c∗4 H
(2)
0 [2m(t− t0)]
}
. (4.19)
Noting that the Hankel functions only diverge when their ar-
guments vanish,
H(2)0 [2m(t− t0)] = −
2i
pi
ln
(
m(t− t0)
)− 2i
pi
γ + 1
+ O
(
(t− t0)2
)
H(2)1 [2m(t− t0)] =
i
pi
1
m(t− t0) +O
(
(t− t0)
)
, (4.20)
we discover that the divergences occur where we expect, at
the initial time, with the order we expect, quadratically for the
c2 term and quartically for the c0 marginal term. The behav-
ior of a generic trans-Planckian term is completely analogous,
with a leading (t− t0)−n−4 pole being associated with the dn
moment.
Having shown that the new structure only leads to initial-
time divergences, it is convenient to proceed next by first eval-
uating the terms at t = t0 and then dimensionally regularizing
the spatial momentum integrals, by extending the number of
dimensions to 3−2ε , to extract the poles. This regularization
method then treats all divergences as 1/ε poles and moreover
yields a finite result for all of the odd-n terms in either sum in
Eq. (4.15).
Following this approach for the full structure function in
Eq. (4.15), and applying the dimensional regularization de-
scribed in Eq. (3.23), the divergences in the pressure at t = t0
are
psurf(t0) =
m4
32pi2
[
c∗0−
8
3c
∗
4
][
1
ε
− γ + ln 4piµ
2
m2
]
+
m4
16pi2
∞
∑
n=1
d∗2n
(
m2
M2
)n (n+ 1)(2n− 1)!!
2n(n+ 2)!
×
[
1
ε
+ψ(n+ 3)+ ln 4piµ
2
m2
]
+ finite, (4.21)
where ψ(n+3) is the digamma function. This divergence can
be cancelled by including a surface tension of the form
σ = − m
4
16pi2
1
ε
{
−43c
∗
4 +
1
2
c∗0
+
∞
∑
n=1
d∗2n
(
m2
M2
)n (n+ 1)(2n− 1)!!
2n(n+ 2)!
}
+finite,
(4.22)
where the finite terms depend on the regularization scheme.
Setting them to zero corresponds to a minimal subtraction
(MS) scheme but we could use them to cancel some of the
finite artifacts left from the dimensional regularization, which
generalizes the familiar MS scheme usually applied.
B. An isotropically expanding background
The basic philosophy for the boundary renormalization in a
curved space-time is the same as that of Minkowski space,
although it is complicated by the much richer set of non-
vanishing boundary invariants available. We already saw an
analogous growth in the complexity while renormalizing the
bulk properties of gravity; in Minkowski space there is only
the renormalization of the cosmological constant while in an
expanding background we also have the renormalization of
the coefficients of the two and four derivative terms. Similarly,
while a surface tension was sufficient to absorb the boundary
divergences of Minkowski space, higher derivative terms in
the boundary action will be required to cancel the divergences
in an expanding background. In principle, when considering
the most general set of trans-Planckian features of a state, we
would require an infinite set of counterterms; but their effects
will be suppressed by powers2 of H/M, so that for a given
measurement only the leading trans-Planckian effects will be
significant.
2 Here we have broadly characterized the suppression by powers of H/M al-
though other scales, given by derivatives of H, are available. In the slowly
rolling limit of inflation, H′ ≪H2 , so these derivative scales are usually al-
ready suppressed and at any given order the (H/M)n terms have the largest
effect.
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There is a second difficulty, already mentioned in the be-
ginning of this section, that results from the need to include
normal derivatives, which here correspond to η-derivatives,
in the boundary action. To treat these terms with a purely
classical description of gravity, we need to restrict the class of
allowed variations of the metric at the boundary. For exam-
ple, in deriving the coefficient of the Gibbons-Hawking term
[25], it is ordinarily assumed [26] that δgµν(η0) = 0 but that
nλ ∇λ δgµν(η0) 6= 0, whereas here we shall impose exactly
the opposite constraint. When we do so, we obtain precisely
the correct structure to cancel the next divergence beyond that
proportional to the surface tension.
The origin of this peculiarity lies in an incompatibility be-
tween the broken symmetries of the quantum theory and the
classical symmetries of gravity. A completely general effec-
tive state breaks Lorentz invariance at short distances whereas
the classical description of gravity always implicitly assumes
that over infinitesimal distances the space-time looks locally
flat. Thus any difficulties in absorbing the energy-momentum
divergences by renormalizing the gravitation action only oc-
cur because we have not allowed for a sufficiently general set
of operators in the geometric component of the theory to ac-
count for these symmetries broken by the quantum state of the
scalar field.
The proper treatment therefore is to evaluate the gravita-
tional part of the theory quantum mechanically as well so that
both the scalar field and geometric components of the theory
are on the same footing [17]. However, it is still instructive to
follow a derivation that more closely approximates the stan-
dard classical derivation, noting the constraints we must im-
pose on the variation of the metric at the boundary to obtain
the correct contributions from the boundary counterterms to
cancel the new divergences from the scalar field. Since the
available counterterms at each order in a derivative expan-
sions proliferate very rapidly, we shall illustrate the approach
in detail only for the first few classes of divergences before
commenting more generally on the structure of the countert-
erms required for absorbing the divergences from the leading
trans-Planckian signal. Finally, we shall show that after being
renormalized, the contribution to the energy and the momen-
tum from the trans-Planckian aspects of a state are very small
in comparison with the vacuum energy that drives inflation.
1. Boundary divergences in the energy-momentum tensor
Recall that the state-dependent contributions to the total en-
ergy density and the pressure, given in Eqs. (3.16)–(3.17), are
ρsurf =
1
2
1
a2
∫ d3~k
(2pi)3
f ∗k
[
U ′kU ′k +(k2 + a2m2)UkUk
]
psurf = ρsurf− 1
a2
∫ d3~k
(2pi)3
f ∗k
[
2
3k
2 + a2m2
]
UkUk.
(4.23)
Substituting the form of the vacuum modes as in Eq. (2.8) into
these equations, they become of a form to which we can more
readily apply our adiabatic expansion,
ρsurf =
1
4
1
a4
∫ d3~k
(2pi)3
e
−2i∫ ηη0 dη ′Ωk(η ′)
Ωk
f ∗k
×
[
a′′
a
+
(
a′
a
)2
+
a′
a
Ω′k
Ωk
+
1
2
Ω′′k
Ωk
− 1
2
(
Ω′k
Ωk
)2
+ 2iΩk
a′
a
+ iΩ′k
]
(4.24)
and
psurf =
1
4
1
a4
∫ d3~k
(2pi)3
e
−2i∫ ηη0 dη ′Ωk(η ′)
Ωk
f ∗k
×
[
− 43Ω
2
k −
1
3
a′′
a
+
(
a′
a
)2
− 23 a
2m2
+
a′
a
Ω′k
Ωk
− 16
Ω′′k
Ωk
+
1
2
(
Ω′k
Ωk
)2
+ 2iΩk
a′
a
+ iΩ′k
]
. (4.25)
Once we consider a particular analytical form for the initial
state structure, fk , we can then extract the scale dependence
of the divergences by evaluating these functions at the initial
time, η = η0, and dimensionally regularizing the remaining
momentum integrals. The form we shall use for this structure
is
fk =
∞
∑
n=0
cn
(
am
ωk
)n
+
∞
∑
n=1
dn
(
ωk
aM
)n
, (4.26)
where ωk is again
ωk =
√
k2 + a2m2. (4.27)
Note that while we have included the scale factor in the ex-
pressions for fk and ωk they are not strictly necessary since
they do not have actually any time dependence, being always
evaluated at η = η0. Note further that we have again chosen
a particular function for our expansion parameter in these se-
ries since this choice considerably simplifies the momentum
integrals we shall encounter; in principle we could have cho-
sen any other function with the same behavior in the k → ∞
limit which we are studying. One artifact of this choice is that,
as in the Minkowski example before, the trans-Planckian fea-
tures will have a little lingering long-distance structure, which
we can cancel by an appropriate choice of other terms in these
series.
2. Two relevant examples
As an illustration, let us examine the two simplest cases in
detail. Counting powers of k in the ultraviolet limit of the
momentum integral in Eq. (4.25), these cases correspond to
the divergences arising from the relevant boundary conditions,
fk = c4 a
4m4
ω4k
and c3
a3m3
ω3k
; (4.28)
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that these should both be relevant, or long-distance, modi-
fications of the state should not be surprising since even in
the bulk renormalization, the operators for a free scalar field,
which are all relevant or marginal, produced divergences in
the energy-momentum tensor. We shall denote the contribu-
tions to the energy density from each of these structures by
ρ (4)surf and ρ
(3)
surf, with a similar notation for the pressure.
Evaluating the density (4.24) and the pressure (4.25) at the
initial time and using the adiabatic expansion of their inte-
grands given in detail in Eqs. (A2)–(A3) of the Appendix, we
obtain the following expressions for the divergences for each
of these two cases,
ρ (4)surf(η0) = finite
p(4)surf(η0) = −
c∗4m
4
12pi2
[
1
ε
+ ln µ
2
m2
]
+ · · · (4.29)
and
ρ (3)surf(η0) =
ic∗3m3
8pi2
a′
a2
[
1
ε
+ ln µ
2
m2
]
+ · · ·
p(3)surf(η0) =
ic∗3m3
8pi2
a′
a2
[
1
ε
+ ln µ
2
m2
]
+ · · · . (4.30)
Here we have not written any of the finite contributions—
other than those depending on the renormalization scale µ—
such as factors of −γ or ln4pi , which are the usual artifacts of
dimensional regularization.
The first of these examples has the same structure as the
variation of a surface tension term. If we start again from the
action,
Sσ =
∫
d3~x
√
−hσ , (4.31)
its variation,
2√−h
δSσ
δgµν = σ hµν , (4.32)
contributes the following to the equations of motion at the
boundary,
σ h νµ =
{
0 for µ ,ν = 0
σ δ ji for µ ,ν 6= 0
, (4.33)
precisely matching the space-time structure of the divergences
in Eq. (4.29) that only occur in the pressure.
The next example is more interesting since it provides the
first and simplest example that contains normal derivatives
evaluated at the boundary. The unique one-derivative bound-
ary invariant available is the trace of the extrinsic curvature,
K = hµνKµν ,
Sκ = κ
∫
d3~x
√
−hK. (4.34)
The variation of this action with respect to a small change in
the full metric, δgµν , is
δSκ = κ
∫
d3~x
√
−h
{
δgµν 12
[
hµν − nµnν]K
+ hµν∇µ
(
hνλ δnλ
)
+ 12 h
µνnλ ∇λ δgµν
}
;
(4.35)
in deriving this variation, we have simplified the structure of
the integrand by applying
nµnν δhµν = 0
nλ δhλ ν = −hνλ δnλ (4.36)
which follow respectively from the preservation of the unit
length of the normal and its orthogonality to the induced met-
ric under a general variation,
(nµ + δnµ)(nν + δnν)(gµν + δgµν) = 1
(nλ + δnλ )(hλ ν + δhλ ν) = 0. (4.37)
The second term in the expression for δSκ is a total deriva-
tive with respect to the coordinates along the surface [27]; the
appearances of the induced metric act to project the tensors
in this term into the space of surface tensors. Thus this piece
does not have any role in the surface equations of motion. The
third term represents a normal derivative of a variation of the
metric. In the derivation of the Gibbons-Hawking term, we
would use just this term to cancel a similar term coming from
the integration by parts of a term from the variation of the cur-
vature, δR. Here we must instead constrain our variations of
the bulk metric to those that satisfy the condition,
nλ ∇λ δgµν
∣∣
η=η0 = 0, (4.38)
since otherwise we would need also to renormalize the coef-
ficient of the bulk curvature term, whereas we already know
that the state-dependent divergences only occur at the bound-
ary. As mentioned before, the true resolution to this obstruc-
tion is to treat the gravitational component of the theory quan-
tum mechanically as well [17]; but for now, to obtain a broad
idea of how the renormalization of the boundary divergences
proceeds, we restrict to this class of variations.
The remaining contribution to the equations of motion at
the boundary from the extrinsic curvature action is
2√−h
δSσ
δgµν = κ K
(
hµν − nµnν
)
. (4.39)
In an expanding background, K is given by
K = 3H = 3a
′
a2
. (4.40)
Substituting this form into the gravitational equations at the
boundary, Eq. (4.39), we obtain
κ K
(
h νµ − nµnν
)
=


−3κ a
′
a2
for µ = ν = 0
3κ a
′
a2
δ ji for µ ,ν 6= 0
, (4.41)
which is again precisely the form needed to cancel the sec-
ond set of divergences in the energy density and pressure in
Eq. (4.30). Note that the opposite signs in this gravitational
side of the equation are needed since the pressure is itself de-
fined with a minus sign, as in Eq. (3.10).
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The procedure for determining the correct geometric coun-
terterms at higher orders is similar to these examples, although
it becomes more complicated by the greater number of terms
available at a particular order in derivatives. For example, at
the next order,
fk = c2 a
2m2
ω2k
, (4.42)
the boundary divergences contain two derivatives,
ρ (2)surf(η0) =
c∗2m
2
16pi2
1
a2
[
a′′
a2
+
(
a′
a2
)2][1
ε
+ ln µ
2
m2
]
+ · · ·
p(2)surf(η0) =
c∗2m
2
16pi2
1
a2
[
1
3
a′′
a2
+
(
a′
a2
)2][1
ε
+ ln
µ2
m2
]
+ · · · ,
(4.43)
and so should be absorbed by corresponding terms on the
boundary. Even for a spatially flat metric, the number of two
derivative terms is considerably larger,3
K2, Kµν Kµν , nλ ∇λ K, R, nµnνRµν , (4.44)
than at lower orders, where we had unique counterterms.
3. Power counting, trans-Planckian signals and their backreaction
From the preceding examples, we can describe the proce-
dure for renormalizing the boundary divergences produced by
an arbitrary trans-Planckian effective state. Let us consider
one of the terms in the trans-Planckian part of the structure
function,
fk = dn ω
n
k
(aM)n
. (4.45)
Evaluating the energy density and the pressure contributed by
this part of the short-distance structure at the initial-time sur-
face, we have from Eqs. (4.24)–(4.25) that
ρsurf(η0) =
1
4
1
an+4
d∗n
Mn
∫ d3~k
(2pi)3
ωnk
×
{
1
Ωk
[
a′′
a
+
(
a′
a
)2]
+
a′
a
Ω′k
Ω2k
+
1
2
Ω′′k
Ω2k
− 1
2
1
Ωk
(
Ω′k
Ωk
)2
+ 2i a
′
a
+ i
Ω′k
Ωk
}
(4.46)
and
psurf(η0) =
1
4
1
an+4
d∗n
Mn
∫ d3~k
(2pi)3
ωnk
3 A sixth possibility, nµ ∇ν Kµν , is equivalent to −Kµν Kµν .
×
{
− 43Ωk +
1
Ωk
[
−13
a′′
a
+
(
a′
a
)2
− 23 a
2m2
]
+
a′
a
Ω′k
Ω2k
− 16
Ω′′k
Ω2k
+
1
2
1
Ωk
(
Ω′k
Ωk
)2
+ 2i a
′
a
+ i
Ω′k
Ωk
}
. (4.47)
Together, the ωnk d3~k factor in both the integrands scales as
kn+3 for large values of the momentum and therefore to deter-
mine the divergences we must expand the remaining terms in
the integrands to order ω−n−3 using our adiabatic approxima-
tion. Doing so, the divergent parts of energy density and the
pressure have the following general structures,
ρsurf(η0) =
1
4
1
an+4
d∗n
Mn
∫ d3~k
(2pi)3
×
{
A(ρ ,n+4)(a)
1
ω3k
+ · · ·+A(ρ ,1)(a)ωnk
}
+ finite
psurf(η0) =
1
4
1
an+4
d∗n
Mn
∫ d3~k
(2pi)3
×
{
A(p,n+4)(a)
1
ω3k
+ · · ·+A(p,0)(a)ωn+1k
}
+ finite. (4.48)
In these equations we have used A(ρ ,i)(a) (or A(p,i)(a)) to
represent the scale-dependent prefactor we obtain, which can
contain up to i derivatives4 of the scale factor a(η).
With dimensional regularization, only those integrands that
depend on an odd power of ωk actually diverge, since we are
here integrating only over the three spatial dimensions. There-
fore, upon regularizing the momentum integrals and apply-
ing the general formula of Eq. (3.23), we obtain the following
poles,
ρsurf(η0)
=
d∗n
16pi2
1
ε
[
ˆA(ρ ,n+4)(a)
an+4Mn
− 1
2
m2
M2
ˆA(ρ ,n+2)(a)
an+2Mn−2
+ · · ·
]
psurf(η0)
=
d∗n
16pi2
1
ε
[
ˆA(p,n+4)(a)
an+4Mn
− 1
2
m2
M2
ˆA(p,n+2)(a)
an+2Mn−2
+ · · ·
]
;
(4.49)
the prefactors, ˆA(ρ ,i)(a) and ˆA(p,i)(a), are now functions of
the scale factor only and contain exactly i derivatives of a(η),
since the parts that depended on the mass m properly belong
4 As seen in the appendix, in Eqs (A2)–(A3), some of the components of this
prefactor might contain powers of a2m2 at the expense of the derivatives
so that the prefactor more generally contains terms of the structure,
{
(i−
2 j) derivatives of a}× (a2m2) j .
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to higher order effects, once we have integrated over the mo-
menta. Very generally then, these factors scale at worst as
ˆA(ρ ,i)(a), ˆA(p,i)(a) ∝ (aH)i (4.50)
in the slowly rolling limit of inflation where derivatives of H
are small. Applying this scaling behavior to the generic ex-
pressions for the regularized density and pressure, we obtain
the following leading contribution in the H ≫m limit,
ρsurf(η0) ∝
H4
16pi2
Hn
Mn
d∗n
ε
[
1+O
(
m2/H2
)
+O
(
H ′/H2
)]
psurf(η0) ∝
H4
16pi2
Hn
Mn
d∗n
ε
[
1+O
(
m2/H2
)
+O
(
H ′/H2
)]
;
(4.51)
note that the constants of proportionality are not necessarily
equal for these two relations. Applying a renormalization
scheme such as MS, the remaining finite contributions of the
trans-Planckian parts of the effective state are thus generically
of the order,
ρRsurf, pRsurf ∼
H4
16pi2
Hn
Mn
d∗n , (4.52)
for the nth order moment of the structure function.
Let us compare these renormalized contributions to the
energy-momentum tensor with the usual vacuum energy den-
sity necessary to drive an inflationary expansion. To leading
order, the vacuum energy can be approximated by the de Sitter
limit where H is nearly constant,
ρvac ∼−pvac ∼ M2plH2. (4.53)
Comparing this vacuum energy to the typical scale for the nth
moment of a trans-Planckian effective state, we see that the
backreaction is quite small,
ρRsurf
ρvac
∼ 1
16pi2
H2
M2pl
Hn
Mn
, (4.54)
up to factors of order one.
4. The leading trans-Planckian signal
We conclude this section by showing in a little more detail
the divergences, and consequently the scale-dependence of the
finite part as well, of the leading trans-Planckian part of the
effective state,
fk = d1 ωk
aM
. (4.55)
In this case, the explicit structure of the boundary divergences
is
ρsurf(η) = psurf(η0)
=
1
128pi2
id∗1
M
1
ε
{
−6m4 a
′
a2
+
a′′′′′
a6
− 3 a
′′′′
a5
a′
a2
− 8 a
′′′
a4
a′′
a3
+6 a
′′′
a4
(
a′
a2
)2
+ 10
(
a′′
a3
)2
a′
a2
− 6 a
′′
a3
(
a′
a2
)3}
+ finite. (4.56)
In terms of the Hubble scale H = a′/a2, this result can also be
re-expressed as
ρsurf(η) = psurf(η0)
=
1
128pi2
id∗1
M
1
ε
{
−6m4H + 16H5+ 58 H
′
a
H3 + 26 H
′′
a2
H2
+34 (H
′)2
a2
H + 12 H
′′
a2
H ′
a
+ 7
H ′′′
a3
H +
H ′′′′
a4
}
+ finite. (4.57)
Upon renormalizing this divergence, and again considering
the H2 ≫H ′,m2 limit which corresponds to the slowly rolling
regime of inflation, we see that the backreaction from source
of the leading trans-Planckian signal in the effective state
scales only as
ρsurf = psurf ∼ H
4
8pi2
H
M
(id∗1)+ · · · . (4.58)
Note that the appearance of the factor of i means that d1 should
itself be purely imaginary so that the boundary counterterm
action remains purely real. This behavior is consistent with
what we found when examining the loop corrections for an
interacting scalar field theory evaluated in an effective initial
state [1, 2].
V. CONCLUSION
The basic idea of the effective theory of an initial state is
that a discrepancy can exist between what is the true state of
the system and the state we have chosen to use in a quan-
tum field theory, which thereby defines the propagator and
the matrix elements of operators. Over distances where we
have a good empirical understanding of nature and a reason-
able knowledge about the relevant dynamics, we can usually
make an appropriate choice for this state. Yet there always ex-
ist shorter distances where the behavior of nature is unknown
and the correct state might not match with that we obtained
by extrapolating our understanding at long distances down to
these much shorter scales. This discrepancy is particularly
important for inflation, where the relevant fields and their dy-
namics have not been observed directly and where the natural
energy scale, the Hubble scale H, can be an appreciable frac-
tion of the Planck scale, Mpl. At this scale, gravity becomes
strongly interacting and so we do not even have a predictive
understanding of the behavior of space-time. Since inflation
naturally produces a set of primordial perturbations through
the inherent quantum fluctuations of a field, it is important to
determine, from a very general perspective, the observability
of the features at short distances compared with 1/H through
their imprint on this primordial spectrum. While this imprint
is not expected to be observed in the most recent experiments
[18], future observations of the microwave background [28]
and of the large scale structure over large volumes of the ob-
served universe [29] should be able to extract the spectrum of
primordial perturbations to a far better precision.
This article has focused on showing the consistency of this
effective theory [1, 2] in terms of its effect on the background
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geometry. An effective theory, broadly speaking, corresponds
to a perturbative expansion based on the smallness of the ra-
tio between the energy scales being experimentally tested and
the scale at which new phenomena can appear—here H/M. In
the case of the effective initial state, we include the effects of
these new phenomena through a general set of short-distance
structures in the state. The consistency of this expansion re-
quires a suitable prescription for absorbing the divergences
that occur in any calculation that sums over all scales and is
thus sensitive to these new short-distance structures.
An important instance of this behavior occurs when we de-
termine the effect of a quantum field on a classical gravita-
tional background. The energy-momentum tensor provides
the source for gravity and in taking the expectation value of
this tensor we are implicitly summing over all momentum
scales of the field configuration. Here we have found that in
evaluating this sum, we encounter new divergences related to
the short-distance structure included in the state. These diver-
gences are confined to the initial time at which the state is de-
fined and are proportional to purely geometric objects, deriva-
tives of the scale factor in the case of a Robertson-Walker
space-time. These divergences are removed by adding a three-
dimensional initial boundary action which contains the appro-
priate set of geometric counterterms. This boundary renor-
malization thereby renders a finite set of gravitational equa-
tions of motion.
A second aspect to the consistency of an effective theory
is that even after the new corrections from the short-distance
features of the state have been rendered finite through renor-
malization, they should also be small when compared with
analogous long-distance effects. In an inflationary setting
this requirement means that the contribution from the short-
distance structures of the state to the expectation value of the
energy-momentum tensor, which is often called the backreac-
tion [4, 30, 31], should be negligible compared with the vac-
uum energy of the field that sustains the inflationary expan-
sion. We found in Eq. (4.54) that the leading trans-Planckian
effect is already suppressed by a factor of (H2/M2pl)(H/M)
and that subleading effects are suppressed by further powers
of H/M.
The purpose of this work has been to lay a consistent foun-
dation for predicting how the details of physics above the
Hubble scale during inflation can affect observations of the
universe at large scales or at early times. The first stage
[1, 2] was to show that the loop corrections for an effec-
tive initial state are renormalizable and small in an interact-
ing field theory and here we have shown the renormalizabil-
ity of the energy-momentum tensor through an appropriate
modification of the background, specifically along the space-
like surface where the state is defined. The approach we
have followed is fairly standard [22], reducing both sides of
the gravitational equations of motion first to classical quanti-
ties. However, while such an approach is conceptually sim-
pler, the new structures in the state are inherently quantum
objects, being the interference between the initial state and
subsequent sources. Therefore a more complete analysis of
the energy-momentum renormalization would treat the grav-
itational component as a quantum field theory as well, thus
avoiding the need to impose constraints such as Eq. (4.38)
since the time-evolution of expectation value of the gravita-
tional field contains an extra time integral. This analysis will
be done in [17].
Once we have established the renormalizability of a theory
with an arbitrary effective initial state, it then becomes possi-
ble to add the effect of the leading generic trans-Planckian
signal to fits of the observed cosmic background radiation
spectrum. The prediction for a particular model of the ori-
gin of this signal—whether as a deformed symmetry [32], as
a modified uncertainty relation [11] or as a composite infla-
ton [33], among many further possibilities—is extracted by
evaluating the coefficient of the leading moment of the short-
distance structure in that model.
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APPENDIX A: THE ADIABATIC EXPANSION OF THE
DENSITY AND PRESSURE
To calculate the divergences associated with the leading
trans-Planckian effective state, we need an expansion of the
integrands in the general expressions of the pressure and en-
ergy density to a sufficient order in the adiabatic expansion
that captures the explicit structure of the terms decaying no
faster than k−4. In this appendix we show the adiabatic ex-
pansion to this order. To do so, we still only require retaining
the terms up to the first adiabatic correction,
Ωk = ωk−
1
2
1
ωk
a′′
a
− 14
a2m2
ω3k
[
a′′
a
+
(
a′
a
)2]
+
1
8
1
ω3k
[
a′′′′
a
− 2 a
′′′
a
a′
a
− 2
(
a′′
a
)2
+ 2
a′′
a
(
a′
a
)2]
+O
(
1
ω5k
)
(A1)
Inserting these terms into the expressions for ρsurf(η) and
psurf(η) in Eqs. (4.24)–(4.25) we find that
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ρsurf(η) =
1
4
1
a4
∫ d3~k
(2pi)3
f ∗k e−2i
∫ η
η0 dη
′Ωk(η ′)
×
{
1
ωk
[
a′′
a
+
(
a′
a
)2]
+
1
2
a2m2
ω3k
[
a′′
a
+ 3
(
a′
a
)2]
− 1
4
1
ω3k
[
a′′′′
a
− 3
(
a′′
a
)2
− 2 a
′′
a
(
a′
a
)2]
+2i a
′
a
+ i
a2m2
ω2k
a′
a
− i
2
1
ω2k
[
a′′′
a
− a
′′
a
a′
a
]
− i
4
a2m2
ω4k
[
a′′′
a
− a
′′
a
a′
a
]
+
i
8
1
ω4k
[
a′′′′′
a
− 3 a
′′′′
a
a′
a
− 8 a
′′′
a
a′′
a
+ 6 a
′′′
a
(
a′
a
)2
+ 10
(
a′′
a
)2
a′
a
− 6 a
′′
a
(
a′
a
)3]
+O
(
1
ω5k
)}
(A2)
and
psurf(η) =
1
4
1
a4
∫ d3~k
(2pi)3
f ∗k e−2i
∫ η
η0 dη
′Ωk(η ′)
×
{
−43ωk−
2
3
a2m2
ωk
+
1
3
1
ωk
[
a′′
a
+ 3
(
a′
a
)2]
− 16
a2m2
ω3k
[
a′′
a
− 7
(
a′
a
)2]
− 1
12
1
ω3k
[
a′′′′
a
+ 4 a
′′′
a
a′
a
−
(a′′
a
)2
− 10 a
′′
a
(
a′
a
)2]
+2i
a′
a
+ i
a2m2
ω2k
a′
a
− i
2
1
ω2k
[
a′′′
a
− a
′′
a
a′
a
]
− i
4
a2m2
ω4k
[
a′′′
a
− a
′′
a
a′
a
]
+
i
8
1
ω4k
[
a′′′′′
a
− 3 a
′′′′
a
a′
a
− 8 a
′′′
a
a′′
a
+ 6 a
′′′
a
(
a′
a
)2
+ 10
(
a′′
a
)2
a′
a
− 6 a
′′
a
(
a′
a
)3]
+O
(
1
ω5k
)}
. (A3)
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