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Estimates of anisotropic Sobolev spaces with mixed norms for
the Stokes system in a half-space
Tongkeun Chang and Kyungkeun Kang
Abstract
We are concerned with the non-stationary Stokes system with non-homogeneous external
force and non-zero initial data in Rn+ × (0, T ). We obtain new estimates of solutions including
pressure in terms of mixed anisotropic Sobolev spaces. As an application, some anisotropic
Sobolev estimates are presented for weak solutions of the Navier-Stokes equations in a half-
space in dimension three.
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1 Introduction
In this paper, we study the non-stationary Stokes system in a half-space Rn+ × [0, T ), n ≥ 3
vt −∆v +∇p = f, div v = 0 in Q
+
T := R
n
+ × [0, T ), (1.1)
where v : Q+T → R
n is the velocity field and p : Q+T → R is the pressure. We consider the initial and
boundary value problem of (1.1), whereby no slip boundary conditions are assigned, that is
v(x, 0) = v0(x) and v(x, t) = 0, x ∈ ∂R
n
+ = R
n−1. (1.2)
The Stokes system is the linearized equations of the Navier-Stokes equations describing motions of
incompressible and viscous fluid flows, which are given as follows:
vt −∆v + (v · ∇)v +∇p = f, div v = 0. (1.3)
Since Leray [19] proved existence of weak solutions of the Navier-Stokes equations (1.3), regularity
of weak solutions has remained open in three dimensions (see also [12]). Lots of contributions have
been made so far for uniqueness and regularity of the Navier-Stokes equations and many efforts to
understand the Stokes system better have been also performed (see e.g. [22], [26], [18], [23], [6], [3],
[8], [30], [4], [5], [11]). However, when boundaries of domains are not empty, comparatively small
number of results have been known, because of difficulty of pressure up to the boundary (see e.g [24],
[25], [16], [10]). Among results with non-empty boundaries, we recall the following Lp estimates for
Stokes system in half-space (see e.g. [27]): Let 1 < p < ∞ and f ∈ Lp(Q+T ) and v0 ∈ B˙
2− 2
p (Rn+),
where B˙2−
2
p (Rn+) is a homogeneous Besov space. Then the solution of the Stokes system (1.1) and
(1.2) satisfies
‖vt‖Lp(Q+
T
) + ‖∇
2v‖Lp(Q+
T
) + ‖∇p‖Lp(Q+
T
) ≤ c‖f‖Lp(Q+
T
) + c‖v0‖
B˙
2− 2
p
p (Rn+)
. (1.4)
In [7], using the theory of Stokes operator, v satisfies the following estimate of fractional derivatives
for v0 = 0: ∫ T
0
‖(
d
dt
)1−αv‖rLp(Rn+)
dt+
∫ T
0
‖A1−αp v‖
r
Lp(Rn+)
dt ≤ c
∫ T
0
‖A−αp f‖
r
Lp(Rn+)
dt, (1.5)
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where Ap is the Stokes operator and 0 < α < 1. As a consequence, when f = divF with F =
(Fij)i,j=1,··· ,n and α = 1/2, (1.5) yields the following a priori estimate:∫ T
0
‖(
d
dt
)
1
2 v‖rLp(Rn+)
dt+
∫ T
0
‖∇v‖rLp(Rn+)
dt ≤ c
∫ T
0
‖F‖rLp(Rn+)
dt. (1.6)
Estimates for pressure were, however, not given in [7]. Koch and Solonnikov[17] consider the Stokes
system (1.1) with f = ∇ · F , zero initial data and no-slip boundary conditions in three dimensional
half space, and established that
‖∇v‖Lp(R3+×(0,T )) ≤ c‖F‖Lp(R3+×(0,T )). (1.7)
Furthermore, it was also shown that there exists a F ∈ Lp(R3+ × (0, T )) such that corresponding
pressure p of (1.1) is not even in Lp(R3+ × (0, T )) (see [17, Theorem 1.3]). For comparison, such
result is quite different to that of the entire space R3, whereby (v, p) of Stokes system satisfies the
following estimate:
‖∇v‖Lp(R3×(0,T )) + ‖p‖Lp(R3×(0,T )) ≤ c‖F‖Lp(R3×(0,T )). (1.8)
The main objective of this paper is to look for relevant function classes that f and v0 belong to
such that control of pressure similar to (1.8) holds in a half-space (see Theorem 1.1 and Theorem
1.2). As an application of such estimate for the Stokes system, we present a new estimate especially
including the pressure of the Navier-Stokes equations in a half space (see Theorem 1.3).
Before we state our main results, we remind some function classes, which are useful for our
purpose. Let α ∈ Rn and 1 < p, q < ∞. We mean by Hαp (R
n
+) a generalized Sobolev space in
a half-space and we also write a homogeneous Sobolev space as H˙αp (R
n
+). Besides, we indicate
that Bαpq(R
n
+) and B˙
α
pq(R
n
+) are usual Besov space and homogeneous Besov space, respectively. In
addition, we define function spaces Hαp,0(R
n
+), H˙
α
p,0(R
n
+), B
α
pq,0(R
n
+) and B˙
α
pq,0(R
n
+) as the closures of
C∞c (R
n
+) in H
α
p (R
n
+), H˙
α
p (R
n
+), B
α
pq(R
n
+) and B˙
α
pq(R
n
+). We denote some anisotropic Sobolev spaces
by H
α, 12α
pq (Rn+ × (0, T )) and H
α, 12α
pq,0 (R
n
+ × (0, T )) (see Section 2 for more details).
Now we are ready to state our first main result.
Theorem 1.1. Let 0 ≤ α ≤ 2, 0 < T ≤ ∞ and 1 < p, q < ∞. Suppose that f ∈ H
α−2, 12α−1
pq,0 (R
n
+ ×
(0, T )). and v0 ∈ B
α− 2
q
pq,0 (R
n
+) with div f = 0 and div v0 = 0 in the sense of distributions. Then,
there exists a unique solution v in H
α, 12α
pq (Rn+ × (0, T )) of (1.1) such that the following estimate is
satisfied:
‖v‖
H
α, 1
2
α
pq (R
n
+×(0,T ))
≤ c‖f‖
H
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
+ c‖v0‖
B
α− 2
q
pq,0 (R
n
+)
. (1.9)
Moreover, if 1 + 1/p < α ≤ 2, then p ∈ Lq(0, T ;H
α−1
p (R
n
+)) such that
‖p‖Lq(0,T ;Hα−1p (Rn+))
≤ c‖f‖
H
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
+ c‖v0‖
B
α− 2
q
pq,0 (R
n
+)
. (1.10)
If f ∈ H˙
α−2, 12α−1
pq,0 (R
n
+ × (0, T )) and v0 ∈ B˙
α− 2
q
pq,0 (R
n
+), then v ∈ H˙
α, 12α
pq (Rn+ × (0, T )) and satisfies
‖v‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
+ c‖v0‖
B˙
α− 2
q
pq,0 (R
n
+)
. (1.11)
Furthermore, if 1 + 1/p < α ≤ 2, then p ∈ Lq(0, T ; H˙
α−1
p (R
n
+)) such that
‖p‖Lq(0,T ;H˙α−1p (Rn+))
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
+ c‖v0‖
B˙
α− 2
q
pq,0 (R
n
+)
. (1.12)
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Remark In Theorem 1.1, the solution v means in the following distribution sense: For any smooth
vector field ψ ∈ C∞0 (R
n
+ × (0, T )) with divψ = 0 and for any smooth scalar function φ ∈ C
∞
0 (R
n
+ ×
(0, T )) v satisfies ∫ T
0
∫
R
n
+
v · (−ψt −∆ψ)dxdt = 0,
∫ T
0
∫
R
n
+
v · ∇φdxdt = 0. (1.13)
Remark The divergence free conditions for f and v0 in Theorem 1.1 means that < f,∇φ >= 0
and < v0,∇φ >= 0 for any φ ∈ C
∞
0 (R
n). We also remark that the constant c in (1.11)-(1.12) is
independent of T for the homogeneous case.
The following is a consequence of Theorem 1.1:
Theorem 1.2. Let 1 < p, q <∞ and 0 ≤ β ≤ 1. Suppose that f = ∇ · F , where F = (Fij)i,j=1,··· ,n
is a tensor such that F ∈ Lq(0, T ;H
β
p,0(R
n
+)) and v0 ∈ B
1+β− 2
q
pq,0 (R
n
+) with div f = 0 and div v0 = 0 in
the sense of distributions. Then, there exists a unique solution v ∈ H
1+β, 1+β2
pq (Rn+ × (0, T )) of (1.1)
such that the following estimate is satisfied:
‖v‖
H
1+β,
1+β
2
pq (Rn+×(0,T ))
≤ c‖F‖Lq(0,T ;Hβp,0(Rn+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
n
+)
. (1.14)
Furthermore, if β > 1/p, then p ∈ Lq(0, T ;H
β
p (R
n
+)) of (1.1) such that
‖p‖Lq(0,T ;Hβp (Rn+))
≤ c‖F‖Lq(0,T ;Hβp,0(Rn+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
n
+)
. (1.15)
If F ∈ Lq(0, T ; H˙
β
p,0(R
n
+) and v0 ∈ B˙
1+β− 2
q
pq,0 (R
n
+), there exist v ∈ H˙
1+β, 1+β2
pq (Rn+ × (0, T )) with β ≥ 0
and p ∈ Lq(0, T ; H˙
β
p (R
n
+)) with β > 1/p such that the estimates (1.14) and (1.15) are replaced by
‖v‖
H˙
1+β,
1+β
2
pq (R
n
+×(0,T ))
≤ c‖F‖Lq(0,T ;H˙βp,0(Rn+))
+ c‖v0‖
B˙
1+β− 2
q
pq,0 (R
n
+)
. (1.16)
‖p‖Lq(0,T ;H˙βp (Rn+))
≤ c‖F‖Lq(0,T ;H˙βp,0(Rn+))
+ c‖v0‖
B˙
1+β− 2
q
pq,0 (R
n
+)
. (1.17)
Although the proof of Theorem 1.2 is rather straightforward, the details will be, for clarity, pre-
sented in section 5.
Remark In Theorem 1.2, in case that p < n/β, we observe due to Sobolev imbedding that
‖p‖Lq(0,T ;Lp˜(Rn+)) ≤ c‖F‖Lq(0,T ;Hβp,0(Rn+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
n
+)
, (1.18)
where 1/p˜ = 1/p−β/n. Compared the result in [17] to ours, F was assumed only in Lpx,t((0, T )×R
n
+)
in [17], which allows an example that the pressure is not even in Lpx,t((0, T ) × R
n
+). In contrast,
Theorem 1.2 shows that if F has a bit better regularity in spatial variables, the pressure p can be
found in Lpx,t((0, T )× R
n
+) with suitable choice of q and p˜ in (1.18).
As an application of the estimates of Stokes system, we consider the incompressible Navier-Stokes
equations:
(NS)

∂v
∂t
+ (v · ∇)v −∆v = −∇p, div v = 0 in Ω× [0, T )
v(x, 0) = v0(x) in Ω,
(1.19)
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where v and p are the flow velocity and the scalar pressure, respectively. The initial data satisfy the
compatibility condition, i.e., div v0 = 0 and no slip boundary condition is imposed for velocity v at
the boundary ∂Ω, namely
v(x, t) = 0, x ∈ ∂Ω. (1.20)
In case that Ω = R3, the following a priori estimate of Caldero´n-Zygmund type is well-known:
‖p‖Lq(R3) ≤ C ‖v‖
2
L2q(R3) , 1 < q <∞. (1.21)
Therefore, when Ω = R3, it is straightforward that weak solutions of (1.19) satisfy
‖p‖Lq(R3×I) ≤ C ‖v‖
2
L2q(R3×I) , 1 < q ≤
5
3
. (1.22)
Weak solutions are defined in section 5 (see Definition 5.1). However, it is not clear whether or not
(1.21)-(1.22) is valid for the case that Ω has non-empty boundaries with no-slip condition (1.20).
Instead, the following estimate is known for the gradient of pressure (see e.g. [27] and [9]):
‖∇p‖Lm(0,T ;Ll(R3+))
≤ C ‖v∇v‖Lm(0,T ;Ll(R3+))
+ C‖v0‖
B
1− 2
q
pq,0 (R
3
+)
≤ C = C(‖u‖L∞(0,T ;L2(R3+))
, ‖∇u‖L2(0,T ;L2(R3+))
, ‖v0‖
B
1− 2
q
pq,0 (R
3
+)
), (1.23)
where 3/l + 2/m = 4 and 1 < m < 2. In the case that Ω = R3+, however, with the aid of estimates
of the Stokes system in Theorem 1.1, we can improve the estimate (1.23) in a half-space. More
precisely, we obtain the following:
Theorem 1.3. Let 1 < p ≤ 3/2, 1/p < β ≤ 1 and 1 < q < 2 with 3/p+ 2/q = 3 + β. Assume that
v0 ∈ B
1+β− 2
q
pq,0 (R
3
+) with div v0 = 0 in the sense of distributions. Suppose that v is a weak solution of
the (1.19) and p the associated pressure. Then,
‖v‖Lq(0,T ;H1+βp (R3+))
+ ‖p‖Lq(0,T ;Hβp (R3+))
≤ c‖ |v|
2
‖Lq(0,T ;Hβp,0(R3+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
3
+)
. (1.24)
Furthermore, due to Sobolev imbedding,
‖p‖Lq(0,T ;Lp˜(R3+)) ≤ c‖ |v|
2
‖Lq(0,T ;Hβp,0(R3+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
3
+)
, (1.25)
where 1/p˜ = 1/p− β/3 and 3/p˜+2/q = 3. The righthand sides in (1.24) and (1.25) are bounded by
C = C(‖u‖L∞(0,T ;L2(R3+))
, ‖∇u‖L2(0,T ;L2(R3+))
, ‖v0‖
B
1− 2
q
pq,0 (R
3
+)
).
The proof of Theorem 1.3 will be given in section 5. This paper is organized as follows. In
section 2, we introduce some function spaces. Theorem 1.1 will be proved in section 3 and section
4 by treating non-homogeneous case and non-zero initial data separately. Section 5 is devoted to
proofs of Theorem 1.2 and Theorem 1.3.
2 Preliminaries
In this section, we recall some function spaces, remind some known results used later and provide
proofs of preliminary results useful for our purpose. We start with introducing function spaces. As
a notational convenience, if there exists a constant c > 0 such that cA ≤ B ≤ c−1A, then we write
A ≈ B.
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2.1 Function spaces
• (Sobolev and Besov spaces in Rn) For α ∈ R, we consider distributions gα and Gα, whose Fourier
transforms in Rn are given as follows: For ξ ∈ Rn
Ĝα(ξ) = (1 + 4pi
2|ξ|2)−
α
2 , ĝα(ξ) = (4pi
2|ξ|2)−
α
2 .
For α ∈ R and 1 ≤ p ≤ ∞ we define the generalized Sobolev space Hαp (R
n) and the homogeneous
Sobolev space H˙αp (R
n) by
Hαp (R
n) = {f ∈ S ′(Rn) | ‖f‖Hαp (Rn) := ‖G−α ∗ f‖Lp(Rn) <∞},
H˙αp (R
n) = {f ∈ S ′(Rn) | ‖f‖H˙αp (Rn)
:= ‖g−α ∗ f‖Lp(Rn) <∞},
where ∗ is a convolution in Rn and S
′
(Rn) is the dual space of the Schwartz space S(Rn). We note
that for non-negative integer k and 1 ≤ p ≤ ∞,
Hkp (R
n) = {f ∈ Lp(Rn) |
∑
0≤l≤k
Dlxf ∈ L
p(Rn)}, (2.1)
H˙kp (R
n) = {f ∈ Lploc(R
n) |
∑
l=k
Dlxf ∈ L
p(Rn)}. (2.2)
Let α ∈ R and 1 ≤ p, q < ∞. The Besov space and the homogeneous Besov space in Rn, denoted
by Bαpq(R
n) and B˙αpq(R
n), are defined as follows, respectively:
Bαpq(R
n) = {f | ‖f‖Bαpq(Rn) := ‖f ∗ ψ‖Lp + [
∑
1≤k<∞
(2αk‖f ∗ φk‖Lp)
q]
1
q <∞},
B˙αpq(R
n) = {f | ‖f‖B˙αpq(Rn) := [
∑
−∞<k<∞
(2αk‖f ∗ φk‖Lp)
q]
1
q <∞},
where ψ and φ are functions in Schwartz space in Rn such that φk(x) = 2
knφ(2kx) with supp φˆ(ξ) =
{ξ | 2−2 < |ξ| < 22} and
ψˆ(ξ) +
∑
1≤k<∞
φˆ(2−kξ) = 1 for ξ ∈ Rn,
∑
−∞<k<∞
φˆ(2−kξ) = 1 for ξ 6= 0.
The following properties of complex interpolation and norm equivalence can be found in [2, Theorem
6.3.2, Theorem 6.4.5] and [1, Theorem 4.17].
Proposition 2.1. Let 1 < p, q <∞ and α1, α, α2 ∈ R with α1 ≤ α ≤ α2.
(i) H˙αp (R
n) ∩ Lp(Rn) = Hαp (R
n) and ‖f‖Hαp ≈ ‖f‖Lp + ‖f‖H˙αp
for α > 0.
(ii) (Complex interpolation) Let θ ∈ (0, 1) with α = (1− θ)α0 + θα1.
[Hα0p , H
α1
p ]θ = H
α
p , [H˙
α0
p , H˙
α1
p ]θ = H˙
α
p ,
[Bα0pq , B
α1
pq ]θ = B
α
pq, [B˙
α0
pq , B˙
α1
pq ]θ = B˙
α
pq.
(iii) Let k < α < k + 1 for non-negative integer k. Then,
‖f‖Bαpq(Rn) ≈ ‖f‖Hkp (Rn) +
∑
|β|=k
( ∫
Rn
(
∫
Rn
|Dβf(x) −Dβf(y)|p
|x− y|n+
p
q
α
dy)
q
p dx
) 1
q
,
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‖f‖B˙αpq(Rn)
≈
∑
|β|=k
( ∫
Rn
(
∫
Rn
|Dβf(x) −Dβf(y)|p
|x− y|n+
p
q
α
dy)
q
p dx
) 1
q
,
where β = (β1, β2, · · · , βn) ∈ (N ∪ {0})
n and Dβ = Dβ1x1D
β2
x2 · · ·D
βn
xn .
• (Sobolev space, Besov space and their dual spaces in Rn+) Let rf be a restriction over R
n
+ of the
function f defined in Rn. For α ≥ 0, we define function spaces in a half space as follows:
Hαp (R
n
+) :=
{
rf | f ∈ Hαp (R
n)
}
, H˙αp (R
n
+) :=
{
rf | f ∈ H˙αp (R
n)
}
,
Bαpq(R
n
+) :=
{
rf | f ∈ Bαpq(R
n)
}
, B˙αpq(R
n
+) :=
{
rf | f ∈ B˙αpq(R
n)
}
with their norms ‖f‖X(Rn+) := inf ‖F‖X(Rn) for all F ∈ X(R
n) with rF = f , whereX = Hαp , H˙
α
p , B
α
pq
and B˙αpq . Here we note that for non-negative integer k and 1 < p <∞ (see [14, Chapter 2])
Hkp (R
n
+) = {f |
∑
0≤l≤k
‖Dlxf‖Lp(Rn+) <∞}, (2.3)
H˙kp (R
n
+) = {f |
∑
l=k
‖Dlxf‖Lp(Rn+) <∞}. (2.4)
Following arguments in [14, Chapter 2], for α > 0 and integers k1, k2 ≥ 0 we observe that[
Hk1p (R
n
+), H
k2
p (R
n
+)
]
θ
= Hαp (R
n
+),
[
H˙k1p (R
n
+), H˙
k2
p (R
n
+)
]
θ
= H˙αp (R
n
+), (2.5)
where α = θk1 + (1 − θ)k2. For later use, we recall an interpolation result in [31, section 1.18.4].
Proposition 2.2. Let I = (0, T ), α1, α2 ∈ R, 0 < θ < 1, α = θα1 + (1− θ)α2 and 1 < p <∞.
[Lp(I;X1), L
p(I;X2)]θ = L
p(I; [X1;X2]θ),
where (X1, X2) := (H
α1
p (R
n
+), H
α2
p (R
n
+)) or (X1, X2) := (H˙
α1
p (R
n
+), H˙
α2
p (R
n
+)).
We denote by H−αp,0 (R
n
+), H˙
−α
p,0 (R
n
+), B
−α
pq,0(R
n
+) and B˙
−α
pq,0(R
n
+) the dual spaces of H
α
p′(R
n
+),
H˙αp′(R
n
+), B
α
p′q′(R
n
+) and B˙
α
p′q′ (R
n
+) with
1
p +
1
p′ = 1 and
1
q +
1
q′ = 1, namely
H−αp,0 (R
n
+) = (H
α
p′(R
n
+))
′, H˙−αp,0 (R
n
+) = (H˙
α
p′(R
n
+))
′,
B−αpq,0(R
n
+) = (B
α
p′q′(R
n
+))
′, B˙−αpq,0(R
n
+) = (B˙
α
p′q′(R
n
+))
′.
Here we recall some results of trace theorem between Sobolev spaces and Besov spaces.
Proposition 2.3. (i) If w ∈ Hαp (R
n
+) with α >
1
p , then w|xn=0 ∈ B
α− 1
p
p (Rn−1) and∥∥∥w∣∣xn=0∥∥∥Bα− 1pp (Rn−1) ≤ c‖w‖Hαp (Rn+).
(ii) If w ∈ H˙αp (R
n
+) with α >
1
p , then w
∣∣
xn=0
∈ B˙
α− 1
p
p (Rn−1) and∥∥∥w∣∣xn=0∥∥∥B˙α− 1pp (Rn−1) ≤ c‖w‖H˙αp (Rn+). (2.6)
If w ∈ H˙αp (R
n
+) with α ≥ 0 and w is harmonic in R
n
+, then w
∣∣
xn=0
∈ B˙
α− 1
p
p (Rn−1) and∥∥∥w∣∣xn=0∥∥∥B˙α− 1pp (Rn−1) ≈ ‖w‖H˙αp (Rn+). (2.7)
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We remark that the non-homogeneous case with α > 1/p was treated in [15] and the estimate
(2.6) of homogeneous case was shown in [13]. When w is harmonic and α = 0, (2.7) was proved in
[17, Lemma 2.1]. Via the argument of interpolations, we obtain (2.7) for general case α > 0.
• (Mixed anisotropic Sobolev spaces) Let 0 < σ ≤ 1. For f ∈ C∞0 (R), we introduce a functional
given as follows:
Iσf(t) =
1
Γ(σ)
∫ t
−∞
f(s)
(t− s)1−σ
ds, −∞ < t <∞,
where Γ(σ) is a Gamma function. The σ−th fractional derivative of f , Dσt f , can be defined by
Dσt f(t) =
d
dt
I1−σf(t) for 0 < σ < 1 and D
1
t f(t) =
d
dt
f(t).
By the simple computation, we have
Iσ1 (Iσ2f) = Iσ1+σ2f, D
σ1
t (D
σ2
t f) = D
σ1+σ2
t f (2.8)
for 0 < σ1, σ2 < 1, σ1 + σ2 ≤ 1 and f ∈ C
∞
0 (R). Furthermore, we have
Îσf(τ) = mσ(τ)fˆ (τ), mσ(τ) = (aσ − ibσsign(τ))|τ |
−σ , (2.9)
where
aσ =
∫ ∞
0
cos t
tσ
dt, bσ =
∫ ∞
0
sin t
tσ
dt.
Therefore, we note that
D̂σt f(τ) = iτm1−σ(τ)fˆ (τ) = i(a1−σ − ib1−σsign(τ))sign(τ)|τ |
σ fˆ(τ).
We also define the dual operator Jσ of Iσ as follows:
Jσf(t) =
1
Γ(σ)
∫ ∞
t
f(s)
(s− t)1−σ
ds, D∗σt f(t) = DtJ1−σf(t)
such that ∫
R
Iσf(t)g(t)dt =
∫
R
f(t)Jσg(t)dt,
∫
R
Dσt f(t)g(t)dt = −
∫
R
f(t)D∗σt g(t)dt.
Using the Plancherel theorem, we get Ĵσg(τ) = m¯σ(τ)gˆ(τ), where m¯σ is the complex conjugate of
mσ in (2.9). Rewriting m¯σ(τ) = mσ(τ)
m¯σ(τ)
mσ(τ)
and noting that
m¯σ(τ)
mσ(τ)
=
a2σ − b
2
σ + 2iaσbσsign(τ)
a2σ + b
2
σ
,
we get
Jσg(t) = Iσ(Aσg +BσHg)(t), D
σ∗
t g(t) = D
σ
t (A1−σg +B1−σHg)(t),
where Aσ = (a
2
σ − b
2
σ)/(a
2
σ + b
2
σ), Bσ = (2aσbσ)/(a
2
σ + b
2
σ) and H is the Hilbert transform. Next,
we define the mixed anisotropic Sobolev spaces H
α, 12α
pq (Rn+1) and H˙
α, 12α
pq (Rn+1) with 0 < α ≤ 2 as
follows:
H
α, 12α
pq (R
n+1) : = {f ∈ LqtL
p
x | ‖f‖
q
H
α, 1
2
α
pq (Rn+1)
:=
∫
R
(
‖D
1
2α
t f‖
q
Lp(Rn) + ‖f‖
q
Hαp (R
n)
)
dt <∞},
H˙
α, 12α
pq (R
n+1) : = {f ∈ L1loc(R
n+1) | ‖f‖q
H˙
α, 1
2
α
pq (Rn+1)
:=
∫
R
(
‖D
1
2α
t f‖
q
Lp(Rn) + ‖f‖
q
H˙αp (R
n)
)
dt <∞}.
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Note that if supp f ⊂ [0, T ) (so that f(T ) = 0), then
Jσf(t) =
1
Γ(σ)
∫ T
t
f(s)
(s− t)1−σ
ds.
Let I = (0, T ) and we denote QT = R
n × I, Q+T = R
n
+ × I, unless any confusion is to be expected.
Here we define the mixed anisotropic Sobolev spaces H
α, 12α
pq,∗ (Q
+
T ) and H˙
α, 12α
pq,∗ (Q
+
T ), 0 < α ≤ 2 in the
following way: We say that f is in H
α, 12α
pq,∗ (Q
+
T ) (f is in H˙
α, 12α
pq,∗ (Q
+
T )) means supp f ⊂ R
n
+× [0, T ) and
‖f‖q
H
α, 1
2
α
pq,∗ (Q
+
T
)
: =
∫
I
(
‖D
∗ 12α
t f‖
q
Lp(Rn+)
+ ‖f‖qHαp (Rn+)
)
dt <∞(
‖f‖q
H˙
α, 1
2
α
pq,∗ (Q
+
T
)
: =
∫
I
(
‖D
∗ 12α
t f‖
q
Lp(Rn+)
+ ‖f‖q
H˙αp (R
n
+)
)
dt <∞
)
.
We mean by H
−α,− 12α
p′q′,0 (Q
+
T ) and H˙
−α,− 12α
p′q′,0 (Q
+
T ) the dual spaces of H
α, 12α
pq,∗ (Q
+
T ) and H˙
α, 12α
pq,∗ (Q
+
T ),
where 1p +
1
p′ = 1 and
1
q +
1
q′ = 1. Similarly, we define function spaces H
α, 12α
pq,∗ (QT ), H˙
α, 12α
pq,∗ (QT ) and
their dual spaces H
−α,− 12α
p′q′,0 (QT ), H˙
−α,− 12α
p′q′,0 (QT ), respectively.
Remark We note that Lq(I;C∞c (R
n)) is dense subset of H
−α,− 12α
pq,0 (QT ) and H˙
−α,− 12α
pq,0 (QT ).
We also remark that H˙
α, 12α
pq,∗ (Rn+ × I) ⊂ L
q(I; H˙αp (R
n
+)), L
q(I; H˙−αp (R
n
+)) ⊂ H˙
−α,− 12α
pq,0 (R
n
+ × I) and
‖f‖
H˙
−α,− 1
2
α
pq,0 (R
n
+×I)
≤ ‖f‖Lqt(I;H˙
−α
p (Rn+))
.
For φ ∈ H˙
α, 12α
pq∗ (QT ) (φ ∈ H
α, 12α
pq∗ (QT )), we define φ˜ ∈ H˙
α, 12α
pq (Rn+1) (φ˜ ∈ H
α, 12α
pq (Rn+1) ) by
φ˜(x, t) =

φ(x, t), x ∈ Rn, 0 < t < T,
φ(x,−t), x ∈ Rn, −T < t < 0,
0, otherwise
(2.10)
and it is direct that ‖φ˜‖
H˙
α, 1
2
α
pq (Rn+1)
≤ c‖φ‖
H˙
α, 1
2
α
pq∗ (QT )
( ‖φ˜‖
H
α, 1
2
α
pq (Rn+1)
≤ c‖φ‖
H
α, 1
2
α
pq∗ (QT )
). Next
proposition shows that fractional derivatives are bounded operators between anisotropic Sobolev
spaces.
Proposition 2.4. Let 0 ≤ σ1, σ2 ≤ 1 and σ1 + σ2 ≤ 1.
(i) D
1
2σ1
t and ∆
1
2σ1 are bounded operators from H˙
σ1+σ2,
1
2σ1+
1
2σ2
pq (Rn+1) to H˙
σ2,
1
2σ2
pq (Rn+1).
(ii) D
∗ 12σ1
t and ∆
1
2σ1 are bounded operators from H˙
σ1+σ2,
1
2σ1+
1
2σ2
pq∗ (QT ) to H˙
σ2,
1
2σ2
pq∗ (QT ).
Proof. We recall by definition that
‖D
1
2σ1
t f‖
q
H˙
σ2,
1
2
σ2
pq
=
∫
R
(‖D
1
2σ2
t D
1
2σ1
t f‖
q
Lp(Rn) + ‖∆
1
2σ2D
1
2σ1
t f‖
q
Lp(Rn))dt. (2.11)
Since D
1
2σ2
t D
1
2σ1
t f = D
1
2σ1+
1
2σ2
t f , the first term in (2.11) is dominated by ‖f‖
q
H˙
σ1+σ2,
1
2
σ1+
1
2
σ2
pq
. On
the other hand, we note that
F(∆
1
2σ2Dσ1t f)(ξ, τ) = iτ |ξ|
σ2m1−σ1(τ)fˆ (ξ, τ)
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=
iτ |ξ|σ2m1−σ1(τ)
|ξ|σ1+σ2 + iτm1−σ1−σ2(τ)
(|ξ|σ1+σ2 + iτm1−σ1−σ2(τ))fˆ . (2.12)
Here, F is the Fourier transform in Rn+1. We note that
iτ |ξ|σ2m1−σ1(τ)
|ξ|σ1+σ2+iτm1−σ1−σ2 (τ)
is a LqtL
p
x-multiplier
(see e.g. [20, Theorem A]), and thus the term in (2.12) is dominated by ‖f‖q
H˙
σ1+σ2,
1
2
σ1+
1
2
σ2
pq
. Hence,
D
1
2σ1 is a bounded operators from H˙
σ1+σ2,
1
2σ1+
1
2σ2
pq to H˙
σ2,
1
2σ2
pq . Similarly, we can see that ∆
1
2σ1
bounded operators from H˙
σ1+σ2,
1
2σ1+
1
2σ2
pq to H˙
σ2,
1
2σ2
pq . This completes the proof of (i).
For φ ∈ H˙
σ1+σ2,
1
2σ1+
1
2σ2
pq∗ (QT ), we let φ˜ ∈ H˙
σ1+σ2,
1
2σ1+
1
2σ2
pq (Rn+1) as defined in (2.10). Then, via
the result (i), we obtain
‖D
∗ 12σ1
t φ˜‖
H˙
σ2,
1
2
σ2
pq (Rn+1)
≤ c‖φ˜‖
H˙
σ1+σ2,
1
2
σ1+
1
2
σ2
pq (Rn+1)
≤ c‖φ‖
H˙
σ1+σ2,
1
2
σ1+
1
2
σ2
pq∗ (QT )
.
Since D
∗ 12σ1
t φ˜(x, t) = D
∗ 12σ1
t φ(x, t) for (x, t) ∈ QT , we have
‖D
∗ 12σ1
t φ‖
H˙
σ2,
1
2
σ2
pq∗ (QT )
≤ c‖φ‖
H˙
σ1+σ2,
1
2
σ1+
1
2
σ2
pq∗ (QT )
.
This complete the proof of (ii) and thus we deduce the proposition.
Remark With the aid of duality argument, we also conclude that D
1
2σ1
t and ∆
1
2σ1 are bounded
operators from H˙
−σ2,−
1
2σ2
pq,0 (QT ) to H˙
−σ1−σ2,−
1
2σ1−
1
2σ2
pq,0 (QT ).
Proposition 2.5. Let 0 ≤ α ≤ 2, f ∈ H˙
α−2, 12α−1
pq,0 (QT ) and Tf(x, t) :=< f,Γ(x− ·, t− ·) >. Then,
Tf ∈ H˙
α, 12α
pq (QT ) and the following estimate holds:
‖Tf‖
H˙
α,1
2
α
pq (QT )
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (QT )
.
Proof. For the case of f ∈ Lpqx,t(QT ), it was shown in [21] that Tf ∈ H˙
2,1
pq,0(QT ) and∫ T
0
(
‖D2xTf(·, t)‖
q
Lp(Rn) + ‖DtTf(·, t)‖
q
Lp(Rn)
)
dt ≤ c
∫ T
0
‖f(·, t)‖qLp(Rn)dt.
With the same argument, we define a bounded operator T ∗ : Lpq(QT )→ H˙
2,1
pq∗(QT ) by
T ∗g(y, s) :=
∫ T
s
∫
Rn
Γ(x− y, t− s)g(x, t)dxdt.
Since H˙−2,−1pq,0 (QT ) = (H˙
2,1
p′q′∗(QT ))
∗, for f ∈ Lq(I;Rn), we have via Ho¨lder’s equality
‖Tf‖Lpq(QT ) = sup
‖g‖
Lp
′q′ (QT )
=1
∫ ∫
QT
Tf(x, t)g(x, t)dxdt
= sup
‖g‖
Lp
′q′ (QT )
=1
∫ ∫
QT
f(x, t)T ∗g(x, t)dxdt
≤ sup
‖g‖
Lp
′q′ (QT )
=1
‖T ∗g‖H˙2,1
p′q′∗
(QT )
‖f‖H−2,−1pq,0 (QT )
≤ c sup
‖g‖
Lp
′q′ (QT )
=1
‖g‖Lp′q′ (QT )‖f‖H−2,−1pq,0 (QT )
≤ c‖f‖H−2,−1pq,0 (QT )
.
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Since Lq(I;Rn) is dense in H˙−2,−1pq,0 (QT ), it follows that for all f ∈ H˙
−2,−1
pq,0 (QT )
‖Tf‖Lpq(QT ) ≤ c‖f‖H−2,−1pq,0 (QT )
.
Noting that D
1
2α
t Tf = TD
1
2α
t f and ∆
1
2αTf = T∆
1
2αf , by Proposition 2.4, we get∫ T
0
‖D
1
2α
t Tf‖
q
Lpx(Rn)
dt ≤ c‖D
1
2α
t f‖
q
H−2,−1pq,0 (QT )
≤ c‖f‖q
H
α−2, 1
2
α−1
pq,0 (QT )
,
∫ T
0
‖∆
1
2αTf‖qLp(Rn)dt ≤ c‖∆
1
2αf‖q
H−2,−1pq,0 (QT )
≤ c‖f‖q
H
α−2, 1
2
α−1
pq,0 (QT )
.
This completes the proof.
Remark For f ∈ H˙
−α,− 12α
pq,0 (Q
+
T ) (f ∈ H
−α,− 12α
pq,0 (Q
+
T )), we define f˜ ∈ H˙
−α,− 12α
pq,0 (QT ) (f˜ ∈
H
−α,− 12α
pq,0 (QT ) ) by
< f˜, φ >=< f, φ|Q+
T
>, φ ∈ H˙
−α,− 12α
pq,0 (QT )(φ ∈ H
−α,− 12α
pq,0 (QT ))
and it is immediate that ‖f˜‖
H˙
α, 1
2
α
pq (QT )
≤ c‖f‖
H˙
α, 1
2
α
pq∗ (Q
+
T
)
( ‖f˜‖
H
α, 1
2
α
pq (QT )
≤ c‖f‖
H
α, 1
2
α
pq∗ (Q
+
T
)
). There-
fore, by proposition 2.5, we have
‖T f˜‖
H˙
α, 1
2
α
pq (Q
+
T
)
≤ ‖T f˜‖
H˙
α, 1
2
α
pq (QT )
≤ c‖f˜‖
H˙
α−2, 1
2
α−1
pq,0 (QT )
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (Q
+
T
)
for f ∈ H˙
α−2, 12α−1
pq,0 (Q
+
T ).
3 Stokes system with f 6= 0 and v0 = 0
In this section, we consider the Stokes system with nonhomogeneous external force and zero initial
data in Rn+ × (0,∞), namely
vt −∆v +∇p = f, div v = 0 in Q
+
T := R
n
+ × [0, T ) (3.1)
v(x, 0) = 0 and v(x, t) = 0, x ∈ ∂Rn+ = R
n−1. (3.2)
As mentioned before, we then study the homogeneous Stokes system non-zero initial data, i.e.
f = 0 and v0 6= 0 in a half space next section, and by combining both cases we can obtain the
desired estimates, since Stokes system is linear. For simplicity, we denote by E(x) and Γ(x, t) the
fundamental solutions of the Laplace equation and the heat equation, respectively, that is,
E(x) =
1
2pi
log |x| if n = 2, E(x) = −
1
(n− 2)ωn|x|n−2
if n > 2,
where ωn is the area of the unit sphere in R
n and
Γ(x, t) = (4pit)−
n
2 e−
|x|2
4t χt>0.
We recall that it was shown in [27] that if the boundary data f is in Lq(I;C∞c (R
n
+)), then the system
(3.1)-(3.2) has the following solution formulae:
v(x, t) =
∫ t
0
∫
R
n
+
G(x, y, t− τ)f(y, τ)dydτ, (3.3)
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p(x, t) =
∫ t
0
∫
R
n
+
P(x, y, t− τ) · f(y, τ)dydτ, (3.4)
where the matrix G = (Gij)1≤i,j≤n and the vector P = (Pi)1≤i≤n are given as
Gij = δij(Γ(x− y, t)− Γ(x− y
∗, t)) + 4(1− δjn)
∂
∂xj
∫ xn
0
∫
Rn−1
∂E(x− z)
∂xi
Γ(z − y∗, t)dz, (3.5)
Pj(x, y, t) = 4(1− δjn)
∂
∂xj
[ ∫
Rn−1
∂E(x′ − z′, xn)
∂xn
Γ(z′ − y′, yn, t)dz
′
+
∫
Rn−1
E(x′ − z′, xn)
∂Γ(z′ − y′, yn, t)
∂yn
dz′
]
. (3.6)
Here x′ stands for (x1, · · · , xn−1) and x
∗ = (x′,−xn) indicates the point symmetric to x with respect
to the plane xn = 0. Since C
∞
c (Q
+
T ) is dense subset of H
α−2,− 12α−1
pq,0 (Q
+
T ), we may assume that f
is in C∞c (Q
+
T ) such that the solution (v, p) of system (3.1)-(3.2) are represented by (3.5) and (3.6).
Using the formula (3.3) of v and formula (3.4) of p , we will prove the following estimates:
‖v‖
H
α, 1
2
α
pq (Rn+×(0,T ))
+ ‖p‖Lq((0,T );Hα−1p (Rn+))
≤ c‖f‖
H
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
, (3.7)
‖v‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
+ ‖p‖Lq((0,T );H˙α−1p (Rn+))
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.8)
Since the way of proofs for above estimates are similar, we consider only the case of (3.8). We start
with the estimate of velocity field.
3.1 Estimates of velocity fields
For convenience, for a measurable function g in Rn+ we define
Ig(x′, xn) :=
∫
Rn−1
E(x′ − y′, 0)g(y′, xn)dy
′. (3.9)
From the formula (3.3) and the functional (3.9), we decompose vi as follows:
vi(x, t) = ui(x, t) + 4
∂
∂xi
w(x, t) − 4δinI
∑
1≤j≤n−1
∂
∂xj
U∗fj(x, t), i = 1, · · · , n, (3.10)
where ui, w and U
∗fj are defined by
ui(x, t) :=
∫ t
0
∫
R
n
+
(Γ(x− y, t− τ)− Γ(x − y∗, t− τ))fi(y, τ)dydτ, (3.11)
w(x, t) :=
∫ xn
0
∫
Rn−1
E(x− y)
∑
1≤j≤n−1
∂
∂yj
U∗fj(y, t)dy, (3.12)
U∗fj(x, t) :=
∫ t
0
∫
R
n
+
Γ(x− y∗, t− τ)fj(y, τ)dydτ. (3.13)
We consider separately the above terms and first estimate ui for i = 1, · · · , n.
Lemma 3.1. Let 0 ≤ α ≤ 2 and 0 < T < ∞. Suppose that f ∈ H
α−2,α2−1
pq,0 (R
n
+ × (0, T )) with
div f = 0 in the sense of distributions. If ui is given in (3.11) for i = 1, · · · , n, then
‖ui‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
≤ c‖fi‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
.
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Proof. Let I = (0, T ). We note that since Lq(I;C∞c (R
n
+)) is dense subspace of L
q(I; H˙α−2p,0 (R
n
+)), we
assume without loss of generality that f ∈ Lq(I;C∞c (R
n
+)) with div f = 0, and we then perform a
priori estimates. Let f ∈ Lq(I;C∞c (R
n
+)) and f˜ be a zero extension of f . Then, for (x, t) ∈ R
n
+×(0, T )
ui(x, t) =
∫ t
0
∫
Rn
(
Γ(x− y, t− τ)− Γ(x− y∗, t− τ)
)
f˜i(y, τ)dydτ
=
∫ t
0
∫
Rn
Γ(x− y, t− τ)
(
f˜i(y
′, yn, τ)− f˜
∗
i (y
′, yn, τ)
)
dydτ := T (f˜ − f˜∗),
where f∗(y) = f(y′,−yn). Hence, from proposition 2.5, we have
‖ui‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
= ‖T (f˜i − f˜
∗
i )‖
H˙
α, 1
2
α
pq (Rn×(0,T ))
≤ c‖f˜i − f˜
∗
i ‖
H˙
α−2, 1
2
α−1
pq,0 (R
n×(0,T ))
≤ c‖f˜i‖
H˙
α−2, 1
2
α−1
pq,0 (R
n×(0,T ))
≤ c‖fi‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.14)
This completes the proof.
Lemma 3.2. Let the assumption in Lemma 3.1 hold. If w is given in (3.12), then for 1 ≤ i ≤ n
‖
∂
∂xi
w‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
≤ c
∑
1≤j≤n−1
‖fj‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.15)
Proof. We note that w = 0 on {xn = 0} and w solves for each t
∆w(x, t) = −
1
2
∑
1≤j≤n−1
∂
∂xj
U∗fj(x, t) +
∂
∂xn
I
∑
1≤j≤n−1
∂
∂xj
U∗fj(x, t) in R
n
+. (3.16)
We denote by R
′
= (R
′
1, · · · , R
′
n−1) the Riesz transforms in R
n−1 and we set
Fj := −
1
2
U∗fj, j = 1 · · · , n− 1,
Fn := I
∑
1≤j≤n−1
∂
∂xj
U∗fj(x, t) =
∑
1≤j≤n−1
R
′
jU
∗fj(x
′, xn, t). (3.17)
Then, the right-hand side of (3.16) is equal to div F. By the representation formula of Poisson
problem for Lapalce equation in Rn+, we have
w(x, t) = −
∫
R
n
+
(E(x − y)− E(x− y∗))div F (y, t)dy
=
∫
R
n
+
Dy(E(x − y)− E(x− y
∗)) · F (y, t)dy.
Next, we show that for k = 1, 2, 3∫ T
0
‖Dkxw(·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙k−1p (Rn+)
dt. (3.18)
Indeed, in case that k = 1, 2, we observe that∫ T
0
‖Dkxw(·, t)‖
q
Lp(Rn+)
dt ≤ c
∫ T
0
∑
1≤j≤n
‖∇k−1Fj(·, t)‖
q
Lp(Rn+)
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≤ c
∑
1≤j≤n−1
∫ T
0
‖Dk−1x U
∗fj(·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙k−1p (Rn+)
dt. (3.19)
When k = 3 and (l,m, i) 6= (n, n, n), we have∫ T
0
‖Dlmiw(·, t)‖
q
Lp(Rn+)
dt ≤ c
∫ T
0
∑
1≤j≤n
‖D2xFj(·, t)‖
q
Lp(Rn+)
≤ c
∑
1≤j≤n−1
∫ T
0
‖D2xU
∗fj(·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙2p(R
n
+)
dt. (3.20)
It remains to estimate the case that (l,m, i) = (n, n, n). We note first that
Dnnnw(x, t) = Dnn
∫
R
n
+
Dyn(E(x − y) + E(x − y
∗)) div F (y, t)dy
= −Dnn
∫
R
n
+
(E(x− y) + E(x− y∗))Dyn divF (y, t)dy
+Dnn
∫
Rn−1
E(x′ − y′, xn) divF (y
′, 0, t)dy′ := J1 + J2.
As in the above cases, we estimate the term J1 as follows:∫ T
0
‖J1(·, t)‖
q
Lp(Rn+)
dt ≤
∫ T
0
‖Dyn divF (·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙2p(R
n
+)
dt. (3.21)
On the other hand, we rewrite J2 as
J2(x, t) = Dn
∫
Rn−1
Pxn(x
′ − y′) div F (y′, 0, t)dy′,
where Pxn is the Poisson Kernel in a half-space. With the aid of estimates in proposition 2.3,∫ T
0
‖J2(·, t)‖
q
Lp(Rn+)
dt ≤
∫ T
0
‖ divF (·, 0, t)‖q
B˙
1− 1
p
p (Rn−1)
dt ≤
∫ T
0
‖F (·, 0, t)‖q
B˙
2− 1
p
p (Rn−1)
dt
≤
∫ T
0
‖F (·, t)‖q
H˙2p(R
n
+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙2p(R
n
+)
dt. (3.22)
Summing up (3.19)-(3.22), we obtain (3.18). Using (3.18) and Proposition 2.2, we get for i = 1, · · · , n∫ T
0
‖
∂
∂xi
w(·, t)‖q
H˙αp (R
n
+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙αp (R
n
+)
dt
≤ c
∑
1≤j≤n−1
‖fj‖
q
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.23)
For the time regularity of w, we have
D
α
2
t w(x, t) =
∫ xn
0
∫
Rn−1
E(x − y)
∑
1≤j≤n−1
∂
∂yj
D
α
2
t U
∗fj(y, t)dy.
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Applying the above argument, for 1 ≤ i ≤ n we get∫ T
0
‖D
α
2
t
∂
∂xi
w‖qLp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖D
α
2
t U
∗fj(x, ·)‖
q
Lp(Rn+)
dx
≤ c
∑
1≤j≤n−1
‖fj‖
q
H˙
α−2, 1
2
α−1
pq,0
. (3.24)
Combining (3.23) and (3.24), we obtain (3.15). This completes the proof.
Lemma 3.3. Let the assumption in Lemma 3.1 hold. If U∗fj is given in (3.13), then
‖I
∑
1≤j≤n−1
∂
∂xj
U∗fj(·, t)‖
H˙
α, 1
2
α
pq (Rn+×I)
≤ c
∑
1≤j≤n−1
‖fj‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×I)
. (3.25)
Proof. Since for 1 ≤ j ≤ n− 1, D2xI
∂
∂xj
U∗fj(x, t) = I
∂
∂xj
D2xU
∗fj(x, t), recalling (3.17), we have∫ T
0
‖D2xI
∑
1≤j≤n−1
∂
∂xj
U∗fj(·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖D2xU
∗fj(·, t)‖
q
Lp(Rn+)
dt, (3.26)
∫ T
0
‖I
∑
1≤j≤n−1
∂
∂xj
U∗fj(·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
Lp(Rn+)
dt. (3.27)
Via (3.26), (3.27), Proposition 2.2 and Lemma 3.1, we obtain∫ T
0
‖I
∑
1≤j≤n−1
∂
∂xj
U∗fj(·, t)‖
q
H˙αp (R
n
+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U∗fj(·, t)‖
q
H˙αp (R
n
+)
dt (3.28)
≤ c
∑
1≤j≤n−1
‖fj‖
q
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.29)
For the time regularity, note that 1 ≤ j ≤ n− 1, D
α
2
t I
∂
∂xj
U∗fj(x, t) = I
∂
∂xj
D
α
2
t U
∗fj(x, t), recalling
(3.17) and Lemma 3.1, we have∫ T
0
‖D
α
2
t I
∑
1≤j≤n−1
∂
∂xj
U∗fj(·, t)‖
q
Lp(Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖D
α
2
t U
∗fj(·, t)‖
q
Lp(Rn+)
dt (3.30)
≤ c
∑
1≤j≤n−1
‖fj‖
q
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.31)
This completes the proof.
Therefore, with the aid of Lemma 3.1, Lemma 3.2 and Lemma 3.3, we conclude that
‖v‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.32)
Following similar procedure, we can show that
‖v‖
H
α, 1
2
α
pq (Rn+×(0,T ))
≤ c‖f‖
H
α−2, 1
2
α−1
pq,0 (R
n
+×(0,T ))
. (3.33)
Since its verification of (3.33) is almost the same, we omit the detail.
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3.2 Estimates of pressure
We estimate the pressure term. Recalling the formula (3.4)-(3.6), we split p in two terms, i.e.
p(x, t) = p1(x, t) + p2(x, t), where
p1(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂2E(x′ − z′, xn)
∂xj∂xn
∫ t
0
∫
R
n
+
Γ(z′ − y′, yn, t− τ)fj(y, τ)dydτdz
′, (3.34)
p2(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂E(x′ − z′, xn)
∂xj
∫ t
0
∫
R
n
+
∂Γ(z′ − y′, yn, t− τ)
∂yn
fj(y, τ)dydτdz
′. (3.35)
Lemma 3.4. Let the assumption in Lemma 3.1 hold. If p1 is given in (3.34), then
‖p1‖Lq((0,T );H˙α−1p (Rn+))
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×I)
.
Proof. We note that
p1(x, t) = 4
∑
1≤j≤n−1
Pxn
∂
∂xj
Ufj(x
′, t), (3.36)
where Pxn is the Poisson integral of the Laplace equation and
Ufj(y
′, t) =
∫ t
0
∫
R
n
+
Γ(z′ − y′, zn, t)fj(z, τ)dzdτ.
Hence, by the properties of Poisson integral of Laplace equation (see Proposition 2.3), for α ≥ 1,∫ T
0
‖p1(·, t)‖
q
H˙α−1p (Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖
∂
∂xj
Ufj(·, t)‖
q
B˙
α−1− 1
p
p (Rn−1)
dt
≤ c
∑
1≤j≤n−1
∫ T
0
‖Ufj(·, t)‖
q
B˙
α− 1
p
p (Rn−1)
dt. (3.37)
Let Ufj(y, t) =
∫ t
0
∫
R
n
+
Γ(z′−y′, zn−yn, t)fj(z, τ)dzdτ such that Ufj |yn=0 = Ufj. Using Proposition
2.3 and Proposition 2.2, we obtain∫ T
0
‖p1‖
q
H˙α−1p (Rn+)
dt ≤
∑
1≤j≤n−1
∫ T
0
‖Ufj‖
q
B˙
α− 1
p
p (Rn−1)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖Ufj‖
q
H˙αp (R
n
+)
dt
≤ c
∑
1≤j≤n−1
‖fj‖
q
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×I))
. (3.38)
This completes the proof.
Lemma 3.5. Let the assumption in Lemma 3.1 hold. If p2 is given in (3.35), then for α > 1 +
1
p ,
‖p2‖Lq((0,T );H˙α−1p (Rn+))
≤ c
∑
1≤j≤n−1
‖fj‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×I)
. (3.39)
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Proof. As before, we denote by Pxn the Poisson integral of the Laplace equation in R
n
+ and R
′
j
indicates Riesz transform in Rn−1. We then rewrite p2 as
p2(x, t) = 4
∑
1≤j≤n−1
PxnR
′
jU2fj(x
′, t), (3.40)
where
U2fj(y
′, t) =
∫ t
0
∫
R
n
+
∂
∂zn
Γ(z′ − y′, zn, t)fj(z, τ)dzdτ.
We note that U2fj = U2fj|yn=0, where
U2fj(y, t) = −
∂
∂yn
Ufj(y, t) =
∫ t
0
∫
R
n
+
∂
∂zn
Γ(z′ − y′, zn − yn, t)fj(z, τ)dzdτ.
Via the properties of Poisson integral and Proposition 2.3, for α > 1 + 1p we have∫ T
0
‖p2(·, t)‖
q
H˙α−1p (Rn+)
dt ≤ c
∑
1≤j≤n−1
∫ T
0
‖U2fj(·, t)‖
q
B˙
α−1− 1
p
p (Rn−1)
dt
≤ c
∑
1≤j≤n−1
‖fj‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×I)
.
This completes the proof.
Remark In case 1 ≤ α ≤ 1 + 1p , the pressure p2 is decomposed to p2 = Q+ ∂tP such that
‖Q‖Lq((0,T );H˙α−1p (Rn+))
≤ c‖f‖
H˙
α−2, 1
2
α−1
pq,0 (R
n
+×I)
, (3.41)
‖P‖Lq(0,T ;H˙α+1p (Rn+))
≤ c‖f‖
H˙
α−2, 1
2
α−1
p (Rn+×I))
. (3.42)
Indeed, since div f = 0, we get
p2(x, t) = 4
∑
1≤j≤n−1
∫
Rn−1
∂E(x′−z′,xn)
∂xj
∫ t
0
∫
R
n
+
∂Γ(z′−y′,yn,t−τ)
∂yn
fj(y, τ)dydτdz
′.
= 4
∫
Rn−1
E(x′ − z′, xn)
∫ t
0
∫
R
n
+
∂Γ(z′−y′,yn,t−τ)
∂yn
Dynfn(y, τ)dydτdz
′
= 4
∫
Rn−1
E(x′ − z′, xn)
∫ t
0
∫
R
n
+
∆′Γ(z′ − y′, yn, t− τ)fn(y, τ)dydτdz
′
+4Dt
∫
Rn−1
E(x′ − z′, xn)
∫ t
0
∫
R
n
+
Γ(z′ − y′, yn, t− τ)fn(y, τ)dydτdz
′
:= Q+ ∂tP.
(3.43)
The estimate (3.41) is similar to the lemma 3.4 and we skip its details. For the second term P , we
estimate
‖P‖Lq(0,T ;H˙α+1p (Rn+))
≤ c‖P |xn=0‖
Lq(0,T ;B˙
α+1− 1
p
p (Rn−1))
≤ c‖Ufn‖
Lq(0,T ;B˙
α− 1
p
p (Rn−1))
≤ c‖Ufn‖Lq(0,T ;H˙αp (Rn+))
≤ c‖fn‖
H˙
α−2, 1
2
α−1
p (Rn+×I))
. (3.44)
However, the estimate (3.44) of ∂tP is not available and thus neither is the pressure p. This is what
was essentially shown in [17, Theorem 1.5] for the case α = 1. Our estimates of the pressure above,
however, implies that if f has a bit better regularity, i.e. f ∈ H˙
α−2, 12α−1
pq,0 (R
n
+ × I) with α > 1 +
1
p ,
the pressure p can be controlled in terms of f .
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4 Stokes system with f = 0 and v0 6= 0
In this section, we consider the Stokes system with homogeneous external force and non-zero initial
data in Rn+ × (0,∞), namely
vt − ν∆v +∇p = 0, div v = 0 in Q
+
T := R
n
+ × [0, T ), (4.1)
v(x, 0) = v0 and v(x, t) = 0, x ∈ ∂R
n
+ = R
n−1. (4.2)
We review a solution representation of (4.1)-(4.2) formulated by S. Ukai (see [32]). Let R = (R′, Rn)
and S = (S1, · · · , Sn−1) be Riesz’s operators in R
n and Rn−1, respectively, that is,
Rif(x) = cn
∫
Rn
xi − yi
|x− y|n+1
f(y)dy, x ∈ Rn, 1 ≤ i ≤ n,
Sif(x
′, xn) = cn−1
∫
Rn−1
xi − yi
|x′ − y′|n
f(y′, xn)dy
′, x′ ∈ Rn−1, 1 ≤ i ≤ n− 1.
The functional operator V1 and V2 are defined by
V1v0(x) = −(S · v0(·, xn))(x
′) + vn0 (x), V2u0(x) = v
′
0(x) + (Sv
n
0 (·, xn))(x
′). (4.3)
Further, let γ be the restriction operator from Rn+ to R
n−1, namely γg = g|Rn−1 . For a given function
g : Rn+ → R we define a functional operator U by
Ug(x) = rR
′
· S(R
′
· S +Rn)eg(x), x ∈ R
n
+,
where r be the restriction operator from Rn to Rn+ and e the zero extension operator from R
n
+ over
Rn, i.e.
rf = f |Rn+ , ef =
{
f, for xn > 0,
0, for xn < 0.
(4.4)
We also define the integral operators D and E(t)by
Dg(x) = cn
∫
Rn−1
xn
(|x′ − y′|2 + x2n)
n
2
g(y′)dy′,
E(t)g(x) =
∫
R
n
+
(
Γ(x− y, t)− Γ(x− y∗, t)
)
g(y)dy.
Then, the solution of (4.1)-(4.2) is represented by
v′(x, t) = E(t)V2u0 − SUrE(t)eV1u0, v
n(x, t) = UrE(t)eV1u0(x, t), (4.5)
p(x, t) = −Dγ∂nE(t)eV1u0. (4.6)
We denote, for simplicity, by X one of function spaces Hβp (R
n), H˙βp (R
n), Bβp (R
n) and B˙βp (R
n). We
then note that the following functionals are bounded operators:
Ri : X → X, i = 1, · · · , n, Si : X → X, i = 1, · · · , n− 1. (4.7)
Similarly we mean by Y+ one of H
β
p,0(R
n
+), B
β
p,0(R
n
+), H˙
β
p,0(R
n
+) and B˙
β
p,0(R
n
+). We also observe that
V1 : Y+ → Y+, V2 : Y+ → Y+, U : Y+ → Y+ (4.8)
are are bounded operators, where we used that e : Bαq,0(R
n
+)→ B
α
q (R
n) or e : B˙αq,0(R
n
+)→ B˙
α
q (R
n)
is a bounded operator.
In next proposition we consider the heat equation with an initial data in Besov spaces in Rn.
17
Proposition 4.1. Let α ≥ 0. Suppose that u0 ∈ B˙
α− 2
q
pq (Rn). For each (x, t) ∈ Rn×(0,∞) we define
u(x, t) :=

< u0(·),Γ(x− ·, t) >, if 0 ≤ α <
2
q ,∫
Rn
Γ(x− y, t)u0(y) dy, if
2
q ≤ α.
(4.9)
Then u ∈ H˙
α, 12α
pq,∗ (R
n × (0,∞))) and the following estimate is satisfied:
‖u‖
H˙
α, 1
2
α
pq,∗ (Rn×(0,∞))
≤ c ‖u0‖
B˙
α− 2
q
pq (Rn)
. (4.10)
If u0 ∈ B
α− 2
q
pq (Rn), then u ∈ H
α, 12α
pq,∗ (R
n × (0,∞)) and
‖u‖
H
α, 1
2
α
pq,∗ (Rn×(0,∞))
≤ c ‖u0‖
B
α− 2
q
pq (Rn)
. (4.11)
Although Proposition 4.1 may be known in experts, we are not able to find it in the literature
and thus we provide the proof of our own. We start with next lemma related to theory of multipliers.
Lemma 4.2. Let Φ(ξ) = φˆ(2−1ξ)+φˆ(ξ)+φˆ(2ξ) with φ in the definition of Besov spaces. Suppose that
Φj(ξ) = Φ(2
−jξ) and ρtj(ξ) = Φj(ξ)e
−t|ξ|2 for each integer j. Then, ρtj(ξ) is a L
p(Rn)-multiplier
with the finite norm M(t, j) for 1 < p <∞ such that for t > 0
M(t, j) ≤ ce−
1
4 t2
2j ∑
0≤i≤n
ti22ij ≤ ce−
1
8 t2
2j
.
Proof. We note that the Lp(Rn)-multiplier norm M(t, j) of ρtj(ξ) is equal to the L
p(Rn)-multiplier
norm of ρ
′
tj(ξ) := Φ(ξ)e
−t22j |ξ|2 (see [2, Theorem 6.1.3]). Let l be an integer with 1 ≤ l ≤ N and
β = (β1, β2, · · · , βn) ∈ R
n. Suppose {i1, i2, · · · , il} ⊂ {1, 2, · · · , n} and assume βi1 = βi2 = · · · =
βil = 1 and βi = 0 for i 6= ik with k = 1, · · · , l. Since supp (Φ) ⊂ {ξ ∈ R
n | 14 < |ξ| < 4}, we have
|Dβξ ρ
′
tj(ξ)| . e
− 14 t2
2j
χ{ 14<|ξ|<4}(ξ)
∑
0≤i≤|β|
ti22ij ,
where χA is the characteristic function on a set A. Hence, for A =
∏
1≤i≤l[2
ki , 2ki+1] we obtain∫
A
∣∣∣Dβξ ρ′tj(ξ)∣∣∣ dξβ ≤ ce− 14 t22j ∑
0≤i≤n
ti22ij .
Due to Theorem 4.6´ in [29], we deduce the lemma.
Note that if g is smooth, then we have
J1−σg(t) =
∫ ∞
t
(s− t)1−σg′(s)ds, D∗t σg(t) =
∫ ∞
t
g′(s)
(s− t)σ
ds.
Lemma 4.3. Suppose that Φj(ξ) = Φ(2
−jξ) and θtj(ξ) = Φj(ξ)|ξ|
2
∫∞
t
e−s|ξ|
2
(s−t)σ ds for each integer j.
Then, θtj(ξ) is a L
p(Rn)-multiplier with the finite norm N(t, j) for 1 < p <∞ such that for t > 0
N(t, j) ≤ c22σje−
1
4 t2
2j ∑
0≤i≤n
ti22ij ≤ c22σje−
1
8 t2
2j
.
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Proof. We note that the Lp(Rn)-multiplier norm N(t, j) of θtj(ξ) is equal to the L
p(Rn)-multiplier
norm of θ
′
tj(ξ) := Φ(ξ)2
2j |ξ|2
∫∞
t
e−s2
2j |ξ|2
(s−t)σ ds (see [2, Theorem 6.1.3]). Let l be an integer with
1 ≤ l ≤ N and β = (β1, β2, · · · , βn) ∈ R
n. Suppose {i1, i2, · · · , il} ⊂ {1, 2, · · · , n} and assume βi1 =
βi2 = · · · = βil = 1 and βi = 0 for i 6= ik with k = 1, · · · , l. Since supp (Φ) ⊂ {ξ ∈ R
n | 14 < |ξ| < 4},
we have
|Dβξ θ
′
tj(ξ)| . 2
2jχ{ 14<|ξ|<4}(ξ)
∑
0≤i≤|β|
∫ ∞
t
(s22j)ie−
1
4 s2
2j
(s− t)σ
ds
= 22je−
1
4 t2
2j
χ{ 14<|ξ|<4}(ξ)
∑
0≤i≤|β|
22ij
∫ ∞
0
(s+ t)ie−
1
4 s2
2j
sσ
ds
= 22je−
1
4 t2
2j
χ{ 14<|ξ|<4}(ξ)
∑
0≤i≤|β|
22ij
∑
0≤l≤i
ti−l
∫ ∞
0
sl−σe−
1
4 s2
2j
ds
= 22je−
1
4 t2
2j
χ{ 14<|ξ|<4}(ξ)
∑
0≤i≤|β|
22ij
∑
0≤l≤i
ti−l2−2j(l−σ+1)
∫ ∞
0
sl−σe−
1
4 sds
. 22σje−
1
4 t2
2j
χ{ 14<|ξ|<4}(ξ)
∑
0≤i≤n
ti22ij .
Hence, for A =
∏
1≤i≤l[2
ki , 2ki+1] we obtain∫
A
∣∣∣Dβξ θ′tj(ξ)∣∣∣ dξβ ≤ c22σje− 14 t22j ∑
0≤i≤n
ti22ij .
Due to Theorem 4.6´ in [29], we deduce the lemma.
We are ready to give the proof of Proposition 4.1.
Proof of Proposition 4.1 We only treat the case that u0 ∈ B˙
k− 2
p (Rn), since the proof of the case
for Bk−
2
p (Rn) is similar. We first show that for k = 0
‖v‖LpxLqt ≤ c ‖u0‖
B˙
− 2
q
pq (Rn)
. (4.12)
As usual, we may assume that u0 ∈ C
∞
c (R
n), since C∞c (R
n) is dense in B˙
− 2
q
pq (Rn−1). Using the
dyadic partition of unity ψˆ(ξ) +
∑∞
j=1 φˆ(2
−jξ) = 1 for ξ ∈ Rn−1, we can write
vˆ(ξ, t) =
∞∑
j=−∞
φˆ(2−jξ)e−t|ξ|
2
û0(ξ).
For t > 0 we have ∫
Rn
|v(x, t)|pdx ≤
∫
Rn
∣∣∣∣∣∣F−1
( ∞∑
j=−∞
e−t|ξ|
2
φˆj(ξ) û0(ξ)
)
(x)
∣∣∣∣∣∣
p
dx. (4.13)
We note that φˆj = Φj φˆj for all j, where Φj is defined in Lemma 4.2 and by Lemma 4.2, Φj(ξ)e
−t|ξ|2
is the Lp(Rn)- multipliers with the norms M(t, j). Then we divide the sum as∫
Rn
∣∣∣∣∣∣F−1
( ∞∑
j=−∞
e−t|ξ|
2
φˆj(ξ) û0(ξ)
)
(x)
∣∣∣∣∣∣
p
dx =
∫
Rn
∣∣∣∣∣∣F−1
( ∞∑
j=−∞
Φj(ξ)e
−t|ξ|2 φˆj(ξ) û0(ξ)
)
(x)
∣∣∣∣∣∣
p
dx
≤
( ∑
22j≤1/t
M(t, j)‖u0 ∗ φj‖Lp
)p
+
( ∑
22j≥1/t
M(t, j)‖u0 ∗ φj‖Lp
)p
=: I1(t) + I2(t).
19
Here, F−1 is the inverse Fourier transform in Rn. By Lemma 4.2 we have M(t, j) ≤ c for t22j ≤ 1.
We take a satisfying − 2q < a < 0 and then use Ho¨lder inequality to get∫ ∞
0
I1(t)
q
p dt .
∫ ∞
0
( ∑
22j≤1/t
2−
q
q−1aj
)q−1 ∑
22j≤1/t
2qaj‖φj ∗ u0‖
q
Lpdt
.
∫ ∞
0
t
1
2 qa
∑
22j≤1/t
2qaj‖φj ∗ u0‖
q
Lpdt
.
∞∑
j=−∞
2qaj‖φj ∗ u0‖
q
Lp
∫ 2−2j
0
t
1
2 qadt = c
∞∑
j=−∞
2−2j‖φj ∗ u0‖
q
Lp .
Using Lemma 4.2 again, we haveM(t, j) ≤ c(t22j)−m
∑
0≤i≤n(t2
2j)i ≤ c2(2n−2m)jtn−m for t·22j ≥ 1
and m > 0. We fix b > 0 and then choose m satisfying q (n−m) + 12q b+ 1 < 0, so that we obtain∫ ∞
0
I2(t)
q
p dt .
∫ T
0
( ∑
22j≥1/t
2(2n−2m)jtn−m‖φj ∗ u0‖Lp
)q
dt
.
∫ ∞
0
tq(n−m)
( ∑
22j≥1/t
2−
q
q−1 bj
)q−1 ∑
22j≥1/t
2qbj2q(2n−2m)j‖φj ∗ u0‖
q
Lpdt
.
∫ ∞
0
tq(n−m)+
1
2 qb
∑
22j≥1/t
2qbj2q(2n−2m)j‖φj ∗ u0‖
q
Lpdt
.
∞∑
j=−∞
2qbj2q(2n−2m)j‖φj ∗ u0‖
q
Lp
∫ ∞
2−2j
tq(n−m)+
1
2 qbdt = c
∞∑
j=−∞
2−2j‖φj ∗ u0‖
q
Lp .
Therefore, we obtain (4.12). For k ∈ N with k ≥ 1, we have
Dkxv(x, t) =
∫
Rn
Γ(x− y, t)Dkyu0(y)dy.
Using the estimate (4.12), we obtain∫ ∞
0
‖Dkxv(·, t)‖
q
Lp(Rn)dt ≤ c‖D
ku0‖
q
B˙
− 2
q
pq (Rn)
≤ c‖u0‖
q
B˙
k− 2
q
pq (Rn)
. (4.14)
Next, we note that
̂
D
∗ 12α
t v(ξ, t) =
∞∑
j=−∞
φˆ(2−jξ)|ξ|2
∫ ∞
t
e−s|ξ|
2
(s− t)
1
2α
dsû0(ξ).
By the same argument, we get∫
Rn
|D
∗ 12α
t v(x, t)|
pdx ≤
( ∑
22j≤1/t
N(t, j)‖u0 ∗ φj‖Lp
)p
+
( ∑
22j≥1/t
N(t, j)‖u0 ∗ φj‖Lp
)p
:= J1(t) + J2(t).
Due to Lemma 4.3, we have N(t, j) ≤ c2
1
2αj for t22j ≤ 1. We take a satisfying − 2q < a < 0 and
then use Ho¨lder inequality to get∫ ∞
0
J1(t)
q
p dt .
∫ ∞
0
( ∑
22j≤1/t
2−
q
q−1aj
)q−1 ∑
22j≤1/t
2qaj+qα‖φj ∗ u0‖
q
Lpdt
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.∫ ∞
0
t
1
2 qa
∑
22j≤1/t
2qaj+qα‖φj ∗ u0‖
q
Lpdt
.
∞∑
j=−∞
2qaj+qα‖φj ∗ u0‖
q
Lp
∫ 2−2j
0
t
1
2 qadt = c
∞∑
j=−∞
2qα−2j‖φj ∗ u0‖
q
Lp .
Via Lemma 4.3 we note that N(t, j) ≤ c(t22j)−m
∑
0≤i≤n(t2
2j)i ≤ c2(2n−2m)jtn−m for t · 22j ≥ 1
and m > 0. We fix b > 0 and then choose m satisfying q (n−m) + 12q b+ 1 < 0, so that we obtain∫ ∞
0
J2(t)
q
p dt .
∫ ∞
0
( ∑
22j≥1/t
2(2n−2m+α)jtn−m‖φj ∗ u0‖Lp
)q
dt
.
∫ ∞
0
tq(n−m)
( ∑
22j≥1/t
2−
q
q−1 bj
)q−1 ∑
22j≥1/t
2qbj2q(2n−2m+α)j‖φj ∗ u0‖
q
Lpdt
.
∫ ∞
0
tq(n−m)+
1
2 qb
∑
22j≥1/t
2qbj2q(2n−2m+α)j‖φj ∗ u0‖
q
Lpdt
.
∞∑
j=−∞
2qbj2q(2n−2m+α)j‖φj ∗ u0‖
q
Lp
∫ ∞
2−2j
tq(n−m)+
1
2 qbdt = c
∞∑
j=−∞
2αj−2j‖φj ∗ u0‖
q
Lp .
Using the estimate (4.12), we obtain∫ ∞
0
‖D
∗ 12α
t v(x, ·)‖
q
Lp(Rn)dx ≤ c‖u0‖
q
B˙
α− 2
q
pq (Rn)
. (4.15)
Hence, from (4.14) and (4.15), we complete the proof of Proposition 4.1.
Returning to Stokes system (4.1) and (4.2), via the solution formulae (4.5)-(4.5) and the bound-
edness of V1, V2, U and E (see (4.7)-(4.8) and Proposition 4.1), we have
‖v‖
H˙
α, 1
2
α
pq (R
n
+×(0,T ))
≤ c‖u0‖
B˙
α− 2
p
pq,0 (R
n
+)
. (4.16)
For the estimate of pressure, since D : B˙
k− 1
p
p (Rn−1) → H˙kp (R
n
+) with k ≥ 0 is a bounded operator,
respectively, we obtain that for α > 1 + 1p ,∫ T
0
‖p(·, t)‖q
H˙α−1p (Rn+)
dt =
∫ T
0
‖Dγ∂nE(t)V1u0‖
q
H˙α−1p (Rn+)
dt
≤ c
∫ T
0
‖∂nE(t)V1u0‖
q
H˙α−1p (Rn+)
dt
≤ c
∫ T
0
‖E(t)V1u0‖
q
H˙αp (R
n
+)
dt ≤ c‖u0‖
B˙
α− 2
q
pq,0 (R
n
+)
. (4.17)
Combining (4.16)-(4.17), we conclude that (v, p) of Stokes system (4.1) and (4.2) satisfies the fol-
lowing estimate:
‖v‖
H˙
α, 1
2
α
pq (Rn+×(0,T ))
+ ‖p‖Lq((0,T );H˙α−1p (Rn+))
≤ c‖u0‖
B˙
α− 2
q
pq,0 (R
n
+)
. (4.18)
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As mentioned earlier, following similar procedures as above, we can prove that
‖v‖
H
α, 1
2
α
p (Rn+×(0,T ))
+ ‖p‖Lq((0,T );Hα−1p (Rn+))
≤ c‖u0‖
B
α− 2
q
pq,0 (R
n
+)
. (4.19)
Since the proof of (4.19) is on the same track, we skip its details. Summing up above results, the
proof of Theorem 1.1 is fulfilled.
Proof of Theorem 1.1 Since the solution of (1.1)-(1.2) is the sum of solutions for (3.1)-(3.2) and
(4.1)-(4.2), the proof can be done by combining estimates (3.32)-(3.33) and (4.18)-(4.19) established
in section 3 and Section 4. Uniqueness of solution can be established by using duality considerations
by following the argument in [28, Theorem 2.1]. More precisely, let v˜ and vˆ be two solutions in the
sense of distributions (1.13). We set w := v˜ − vˆ, which is certainly in Lq((0, T );Lp(Rn+)) and we
then observe that for any T ′ < T the following equality is satisfied:∫ T ′
0
∫
R
n
+
w · (−φt −∆φ+∇pi)dxdt = 0
for any compactly supported smooth vector φ with φ|t=T ′ = 0 and smooth scalar function pi. Since
the vector field −φt−∆φ+∇pi is dense in L
q′((0, T );Lp
′
(Rn+)), it follow that w = 0. This completes
the proof.
5 Proofs of Theorem 1.2 and Theorem 1.3
In this section, we present the proofs of Theorem 1.2 and Theorem 1.3. We begin with Theorem
1.2, which is a direct consequence of Theorem 1.1.
Proof of Theorem 1.2 In Theorem 1.2, Since F ∈ Lq(0, T ;Hβp,0(R
n
+)), we note that ∇ · F
belongs to Lq(0, T ;H−1+βp,0 (R
n
+) and
‖∇ · F‖Lq(0,T ;H−1+βp,0 (Rn+)
≤ c ‖F‖Lq(0,T ;Hβp,0(Rn+))
. (5.20)
On the other hand, due to the result of Theorem 1.2, we obtain
‖v‖
H
1+β,
1+β
2
pq (Rn+×(0,T ))
≤ c‖∇ · F‖
H
−1+β,
−1+β
2
pq,0 (R
n
+×(0,T ))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
n
+)
, 0 ≤ β ≤ 1. (5.21)
‖p‖Lq(0,T ;Hβp (Rn+))
≤ c‖∇ · F‖Lq(0,T ;H−1+βp,0 (Rn+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
n
+)
,
1
p
< β ≤ 1. (5.22)
We observe via the estimate (5.20) that
‖∇ · F‖
H
−1+β,
−1+β
2
pq,0 (R
n
+×(0,T ))
≤ ‖∇ · F‖Lq(0,T ;H−1+βp,0 (Rn+)
≤ c ‖F‖Lq(0,T ;Hβp,0(Rn+))
. (5.23)
Combining (5.21)-(5.23), the estimates (1.14) and (1.15) are immediate.
We first recall the definition of weak solutions for the Navier-Stokes equations.
Definition 5.1. Let v0 ∈ L
2(Ω) with div v0 = 0. We say v is a weak solution of (1.19)-(1.20) if v
satisfies the following:
(i) v ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H10 (Ω)) and v satisfies∫ T
0
∫
Ω
(
∂φ
∂t
+ (u · ∇)φ
)
udxdt+
∫
Ω
u0φ(x, 0)dx =
∫ T
0
∫
Ω
∇u : ∇φdxdt
for all φ ∈ C∞0 (Ω× [0, T )) with div φ = 0.
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(ii) v satisfies divergence free condition, that is,
∫
Ω
u · ∇ψdx = 0 for any ψ ∈ C∞(Ω¯).
Next, we decompose the nonlinear term of Helmholtz type such that the result of Theorem 1.1
can be applicable.
Lemma 5.2. Suppose that the assumptions in Theorem 1.3 hold. Then the nonlinear term (v · ∇)v
is decomposed as div (v⊗ v) = −∇pi+w, where w has zero divergence and pi solves in a weak sense{
−∆pi = ∂xi∂xj (vivj) in R
3
+,
pi = 0 on ∂R3+
(5.24)
such that the following estimate is satisfied: for almost all t ∈ I
‖pi(·, t)‖H˙βp (R3+)
+ ‖w(·, t)‖H˙β−1p,0 (R3+)
≤ C ‖(v ⊗ v)(·, t)‖H˙βp,0(R3+)
. (5.25)
Since standard theories of elliptic equations imply that ‖pi‖H˙βp (R3+)
≤ C ‖(v ⊗ v)(·, t)‖H˙βp,0(R3+)
(see
also Lemma 3.2) and w = ∇pi +div (v ⊗ v), the estimate (5.25) is immediate, and therefore we skip
the details of Lemma 5.2. Next lemma shows an estimate of interpolation for fractional derivative
of square functions.
Lemma 5.3. Let 0 < β ≤ 1, 1 ≤ p < ∞ and 1/p1 + 1/p2 = 1/p with 1 < p2 < ∞. Then, the
following a priori estimate holds:
‖u2‖Hβp (Rn+)
≤ c
(
‖u2‖Lp(Rn) + ‖u‖Lp1(Rn+)‖u‖
1−β
Lp2(Rn+)
‖u‖βH1p2(R
n
+)
+ ‖u‖2−βL2(Rn+)
‖u‖β
H12(R
n
+)
)
. (5.26)
Proof. We note that
‖u2‖Hβp (Rn+)
≈ ‖u2‖Hβp (Rn) ≈ ‖u
2‖Lp(Rn) + ‖∆
β
2 u2‖Lp(Rn), (5.27)
where
∆
β
2 f(x) = −c(n, β)
∫
Rn
f(x)− f(y)
|x− y|n+β
dy
with a positive constant c(n, β). Simple computations show that
∆
β
2 u2(x) = 2u(x)∆
β
2 u(x) + c(n, α)
∫
Rn
(u(x) + u(y))2
|x− y|n+β
dy. (5.28)
Hence, we obtain
‖u∆
β
2 u‖Lp ≤ ‖u‖Lp1‖∆
β
2 u‖Lp2 ≤ ‖u‖Lp1‖u‖Hβp2
.
We recall that for 1 ≤ r <∞ (see e.g. [2, Theorem 6.4.4])
‖u‖Hβr (Rn) ≤
{
‖u‖Bβr (Rn), 1 ≤ r ≤ 2,
‖u‖Bβr2(Rn)
, 2 ≤ r <∞.
Via interpolations (Lr(Rn), H1r (R
n))β = B
β
r (R
n) and (Lr(Rn), H1r (R
n))β,2 = B
β
r2(R
n) (refer to [2,
section 3.5]), we have ‖u‖Hβp2(Rn)
≤ c‖u‖1−βLp2(Rn+)
‖u‖βH1p2(R
n
+)
and therefore,
‖u∆
β
2 u‖Lp(Rn) ≤ c‖u‖Lp1(Rn+)‖u‖
1−β
Lp2(Rn+)
‖u‖βH1p2(R
n
+)
. (5.29)
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Using similar arguments for the second term in (5.28), we get
(
∫
Rn
(
∫
Rn
|u(x)− u(y)|2
|x− y|n+β
dy)pdx)
1
p = (
∫
Rn
(
∫
Rn
|u(x)− u(y)|2
|x− y|n+2
β
2
dy)
2p
2 dx)
2
2p
≤ ‖u‖2
B
β
2
2,2p(R
n)
≤ c‖u‖2−βL2(Rn+)
‖u‖β
H12(R
n
+)
. (5.30)
From (5.27), (5.29) and (5.30), we deduce the lemma.
Next we give the proof of Theorem 1.3.
Proof of Theorem 1.3 Let pˆ = p − pi, where pi is given in (5.24). We then obtain by the result
of Theorem 1.1 that
‖v‖Lq(0,T ;H1+βp (R3+))
+ ‖pˆ‖Lq(0,T ;Hβp (R3+))
≤ c‖w‖Lq(0,T ;Hβ−1p,0 (R3+))
+ c‖v0‖
B
1+β− 2
q
pq,0 (R
3
+)
,
where w is given in Lemma 5.2. Using the estimate (5.25) after integrating it in time variable, we
have (1.24). It remains to show that the righthand side in (1.24) is bounded. Due to the estimate
(5.26) by choosing p2 = 2, we note that∥∥v2∥∥
Hβp,0(R
3
+)
≤ C
(
‖v2‖Lp(R3+) + ‖v‖
2−β
L2(R3+)
‖v‖β
H12(R
3
+)
+ ‖v‖Lp1(R3+)‖v‖
1−β
L2(R3+)
‖v‖β
H12 (R
3
+)
)
,
where 1/p1 = 1/p− 1/2. Taking L
q−norm in time variable, we obtain∥∥v2∥∥
Lq(0,T ;Hβp,0(R
3
+))
≤ C ‖v‖
2
L2q(0,T ;L2p(R3+))
+ ‖v‖
2−β
L∞(0,T ;L2(R3+))
‖v‖
β
L2(0,T ;H12 (R
3
+))
+ C ‖v‖
L
2q
2−qβ (0,T ;Lp1(R3+))
‖v‖
1−β
L∞(0,T ;L2(R3+))
‖v‖
β
L2(0,T ;H12 (R
3
+))
. (5.31)
Since 2 < p1 ≤ 6 and 3/p1 + (2 − qβ)/q = 3/2, the last term in (5.31) is finite. This completes the
proof.
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