Abstract Distributed top-k query processing is increasingly becoming an essential functionality in a large number of emerging application classes. This paper addresses the efficient algebraic optimization of top-k queries in wide-area distributed data repositories where the index lists for the attribute values (or text terms) of a query are distributed across a number of data peers and the computational costs include network latency, bandwidth consumption, and local peer work. We use a dynamic programming approach to find the optimal execution plan using compact data synopses for selectivity estimation that is the basis for our cost model. The optimized query is executed in a hierarchical way involving a small and fixed number of communication phases. We have performed experiments on real web data that show the benefits of distributed top-k query optimization both in network resource consumption and query response time.
Introduction
Top-k query processing has received great attention for a variety of emerging application classes including multimedia similarity search [7, 24, 29, 30, 45, 46] , preference queries over product catalogs and other Internet sources [12, 15, 42] , ranked retrieval of semistructured (XML) documents [32, 53] , and data aggregation for "heavy hitters" in network monitoring and other sensor-network applications [20, 21] . Such queries typically need to aggregate, score, and rank results from different index lists or other forms of data sources. Most of the prior work concentrates on centralized settings where all index lists reside on the same server of server farm. The case where the sources are distributed across a wide area network and the optimization of communication costs is crucial has received only little attention, the most noteworthy exceptions being the TPUT algorithm [14] , our own prior work on KLEE [43] , and the work by [42] and [58] both of which build on the fam-ily of threshold algorithms (TA) that seems predominant in centralized top-k querying [25, 30, 46] . This paper is an extended version of the previously published work [47] .
For the centralized case, the need for choosing good query execution plans from a large space of possible plans has been recognized, and research has started towards a better understanding of algebraic and cost-based optimization of top-k queries. The most prominent, recent example of this line of work is the RankSQL framework [35, 39] , which considers binary trees of outer joins with score aggregation and ranking, so-called "rank joins".
The TA family, on the other hand, is a fixed execution strategy with a single m-ary join over precomputed index lists where m is the number of attributes or keywords in the score-aggregation function. For the distributed setting, only fixed algorithms have been proposed without consideration to flexible, data-and/or workload-dependent, construction of different execution plans. For example, TPUT and KLEE, the best known algorithms, first fetch the best k data items from each of the underlying m index lists or data sources, compute the aggregated score s of the rank-k item in this intermediate result, and then issue score-range queries against the different sources to fetch all items with per-attribute scores above s/m. Despite some additional optimizations for better pruning of result candidates, this approach does not explore at all the space of forming different execution trees of joining and aggregating scored items in a flexible manner with attention to networking and local computation costs.
The current paper is the first work that addresses this issue. In contrast to [39] we consider distributed execution and variable-arity trees. In contrast to [14, 43] we consider different execution plans, based on estimates of data characteristics, and aim to find the cost-optimal execution plan by algebraic rewriting and a novel way of dynamicprogramming-style search for a cost minimum. Compared to the ample work on distributed join queries [37, 41] , our method is ranking-aware and aims to terminate the query execution as early as possible once the top-k results can be safely identified. More specifically, this paper makes the following research contributions:
• a new model for describing, systematically enumerating, and algebraically rewriting the feasible execution plans in a large space of plans for distributed top-k queries over wide-area networks, • a new form of dynamic-programming-style optimization for finding the cost-minimal execution plan with cost estimation based on score-distribution statistics, • a new way of estimating and aggregating statistical scorevalue distributions, using Poisson mixtures or equi-depth histogram convolutions, to assess the costs of an execution plan, with the salient property that the statistical synopses themselves are very small and thus networkfriendly in the optimization phase, • comprehensive performance studies on large, real-world web data collections, showing that significant performance benefits can be achieved with acceptable overhead of the optimization step itself.
The paper is organized as follows. Section 2 introduces our computational model. Section 3 discusses relevant work on distributed top-k querying and on query optimization in general. Section 4 presents the query optimization techniques together with the actual query processing algorithms. Section 5 presents the cost model and shows how we use distributed statistics to characterize the input data and estimate selectivities. Section 6 presents an experimental evaluation that shows the impact of query optimization on distributed top-k queries. Section 8 concludes the paper and presents ongoing and future work.
Computational model
We consider a distributed system with N peers, P j , j = 1, . . . , N, that are connected, e.g., by a distributed hash table or some overlay network. Data items are either documents such as Web pages or structured data items such as movie descriptions. Each data item has associated with it a set of descriptors, text terms or attribute values, and there is a precomputed score for each pair of data item and descriptor. The inverted index list for one descriptor is the list of data items in which the descriptor appears sorted in descending order of scores. These index lists are the distribution granularity of the distributed system. Each index list is assigned to one peer (or, if we wish to replicate it, to multiple peers). In the following we use only IR-style terminology, speaking of "terms" and "documents", for simplicity. Each peer P j stores one index list, I j (t), over a term t. I j (t) consists of a number of (docID, score) pairs, where score is a real number in (0, 1) reflecting the significance of the document with docID for term t. Each index list is assumed to be sorted in descending order according to score. In general, score(docID) reflects the score associated with docID in an index list, e.g., a t f * id f -style (term − frequency * inverse − document − frequency) or language-model-based measure derived from term frequency statistics. A query, q(T, k), initiated at a peer P init , consists of a nonempty set of terms, T = {t 1 , t 2 , ..., t t }, and an integer k. Assuming the existence of a set of, say m, peers having the most relevant index lists for the terms in T , with m = t, our task is to devise efficient methods for P init to access these distributed index lists at the m peers, so as to produce the list of (the IDs of) the top-k documents for the term set T . The top-k result is the sorted list in descend-ing order of TotalScore which consists of pairs (docID, TotalScore), where TotalScore for a document with ID docID is a monotonic aggregation of the scores of this document in all m index lists. For the sake of concreteness, we will use summation for score aggregation, but weighted sums and other monotonic functions are supported, too. In case an index list does not contain a particular docID, its score for docID is set to zero, when calculating its TotalScore. Note that P init serves as a coordinator only for the given query; different queries are usually coordinated by different peers. However, we will see later that P init can forward the coordination task to another peer that is involved in the query if this is promising to decrease the overall query execution cost. A naive solution would be to have all m cohort peers (i.e. peers that maintain an index list for a specific keyword) send the complete index lists to P init and then execute a centralized TA-style method on the copied lists at P init . This approach is unacceptable in a P2P system for its waste of network bandwidth resulting from transferring complete index lists. An alternative approach would be to execute TA at P init and access the remote index lists one entry at a time as needed. This method is equally undesirable for it incurs many small messages and needs a number of message rounds that is equal to the maximum index-scan depth among the participating peers. Even when messages are batched (e.g., with 100 successive index entries in a single message), the total latency of many message rounds renders this approach unattractive.
Related work
Top-k query processing has received much attention in a variety of settings such as similarity search on multimedia data [7, 24, 29, 30, 45, 46] , ranked retrieval on text and semistructured documents in digital libraries and on the Web [3, 6, 36, 40, 48, 52, 55] , network and stream monitoring [4, 14] collaborative recommendation and preference queries on ecommerce product catalogs [17, 31, 42, 56] , and ranking of SQL-style query results on structured data sources in general [1, 11, 18] . Among the ample work on top-k query processing, the TA family of algorithms for monotonic score aggregation [25, 30, 46] [12, 42] . The emphasis of that work was on top-k queries over Internet data sources for recommendation services (e.g., restaurant ratings, street finders). Because of functional limitations and specific costs of data sources, the approach used a hybrid algorithm that allowed both sorted and random access but tried to avoid random accesses. Scheduling strategies for random accesses to resolve expensive predicates were addressed also in [17] . In our widely distributed setting, none of these scheduling methods are relevant for they still incur an unbounded number of message rounds. The method in [51] addresses P2P-style distributed top-k queries but considers only the case of two index lists distributed over two peers. Its key idea is to allow the two cohort peers to directly exchange score and candidate information rather than communicating only via the query initiator. Unfortunately, it is unclear and left as an open issue how to generalize to more than two peers. The recent work by [5] addresses the optimization of communication costs in P2P networks. However, the emphasis is on appropriate topologies for overlay networks. The paper develops efficient routing methods among super-peers in a hypercube topology. TPUT [14] executes TA in three phases: 1) fetch the k best (DocID, Score) entries from each cohort peer and compute the min k score (i.e., the score of the item currently at rank k) using zero-score values for all missing scores; 2) ask each of the m cohort peers for entries with Score > min k /m, then compute a better min k value and eliminate candidates whose bestscore is not higher than min k ; 3) fetch the still missing scores for the remaining candidates, asking the cohorts to do random accesses. [57] presents a modification of TPUT that adapts the min k /m threshold to the score distributions' peculiarities. KLEE [43] is an approximate version of TPUT that leverages Bloom filter and histograms to prune/filter unpromising documents. [23] considers hierarchical in-network data aggregation where the query hierarchy is given by the network topology. [58] presents a threshold algorithm for distributed sensor networks, here, again, the hierarchy is predetermined by the network. [14] shortly mentions a hierarchical version of TPUT but does not consider optimized query plans.
Query processing in general is a well studied standard technique. We employ an optimization algorithm that uses a search space exploration technique similar to the Volcano approach [28] : The search space is explored in a top-down manner by splitting the problem into smaller problems and solving these recursively, memoization prevents duplicate work. The other standard techniques include bottom-up dynamic programming [33] and transformative optimization [27] . However, only a few paper consider the peculiarities of top-k queries during the optimization phase and treat the actual top-k processing as orthogonal to the main query optimization step. One notable exception is the RankSQL proposal [39] , which integrates the decision about rank computation and usage into the query optimization. It extends the relation algebra towards a rank-aware algebra using an extended search space that includes the available rank aware functions. In contrast to their work, we assume that the basic rank (score) is already known. The problem that arises when dealing with score aggregations is not sufficiently covered in [39] as the paper is focused on the optimal computation of rank functions. Although they do recognize the problem they only consider scores that follow normal distributions [35] , or they use sampling [39] , which is, from our point of view, prohibitively expensive in a distributed setting. 
Algorithms
In this paper we use an algorithm that, besides the actual query optimization, essentially consists of the 3-phase algorithm TPUT in an hierarchical environment as shortly mentioned in [14] . The query initiator P init retrieves the top-k documents from the involved cohort peers and calculates a top-k estimate by aggregating the scores for the particular documents. min k denotes the partial score of the document at rank k. Note that we consider a disjunctive query execution, i.e. documents are not required to occur in all index lists. In a flat structure, P init would send min k m as a threshold to the cohort peers that return all documents above this threshold. In a hierarchical environment, however, the threshold for a particular cohort is based recursively on the threshold of the parent cohort and the number of siblings, i.e. a node that receives a threshold T from its parent node will forward the new threshold T = T/n to its n children. For instance, consider the example in Fig. 1 : In the left query plan, the query initiator sends 0.00028 (i.e. min k 3 ) to the cohort peers, this refers to an estimated min k of 0.00084. In the left query plan the P init estimates the same min k but sends the threshold 0.0004 (i.e. 2 ) to its children. For deeper hierarchies this procedure is applied recursively.
Overview
We now assume that a query with m terms is started at a peer P init , which has to produce the top-k results, and that the (docId, score) lists are stored at m cohort peers. Note that these peers need not be disjoint, as one peer can handle multiple terms, and P init can also be one of the cohort peers. To model this in the algorithms, we introduce the concept of sites: The basic assumption is that if two index lists are at the same site, they can be accessed simultaneously. Usually a site corresponds to one physical peer. We name the set of all sites relevant for the query S, |S| ≤ m + 1.
Our algorithms combine the concept of cost based query optimization with the basic execution paradigm of TPUT [14] . This means that the execution is done in the following four phases, where the phases 1, 3 and 4 are the same for all algorithms.
Exploration
Step: P init communicates directly with the m cohort peers and retrieves the top-k documents along with statistics and score models that will be used in the selectivity estimation. 2. Query Optimization: P init constructs the execution plan according to the selected algorithm. 3. Candidate Retrieval: P init sends the execution plan along with the estimated min k x thresholds to the involved peers. After having received this information, thus being able to establish connections to children and parent peers the leaf peers start sending (docId, score)-pairs to their parents. Subsequently, the former parents, now being treated as children, combine the received information and forward the (docId, worstscore)-pairs to their parents, and so on, until the computations has reached the root node. The pruning in the intermediate top-k steps is executed w.r.t. the documents' bestscores. Note that the bestscores are updated during the intermediate merge. 4 . Missing Scores Lookup Phase: P init constructs the final list of top-k candidates, determines the documents with missing scores, and sends the docIds to the corresponding peers. The peers lookup the missing scores and send them to P init , which produces the top-k result.
This phase structure is identical to the TPUT phases (except the optimization phase), and in fact TPUT can be formulated as a special case of this algorithm, as we will see below.
Algebraic optimization
Query optimization requires the evaluation of different equivalent execution alternatives. Therefore, the query optimizer has to decide if two alternatives are really equivalent. This is usually done by formulating the query in a formal algebra and using algebraic equivalences. What is different here (in the top-k case) is that these equivalences are somewhat relaxed. The query optimizer also accepts alternatives that are not equivalent in a strict sense, as long as the top-k entries are the same. This basic premise is shown in Fig. 2 and is the idea behind most top-k execution strategies: The problem of finding the top k tuples is reduced to finding all tuples with a suf- Fig. 2 Rank based vs. score based top-k ficient score. Due to the subset relation, more than k tuples can satisfy the condition. This relaxation allows for more efficient evaluation strategies, as reasoning about score is much simpler than reasoning about ranks.
In practice, the exact (ideal) threshold min k (S) is not known a-priori and is approximated (conservatively). TPUT does this by sampling the first k entries of each input. The TPUT approach is formalized in Fig. 3 ; we concentrate on aggregation by score summation (∪ + ), other aggregations schemes can be used analogously. The basic idea is to estimate min k (S) by fetching some tuples (k from each list) and using the k-th score in the aggregation as a lower bound for min k (S). This is a safe choice, as at least k tuples above the thresholds have already been seen. Now all tuples in the lists have to have a score of at least min k (S)/n, that can be shown easily.
While this is a nice formalism to get a suitable threshold for aggregation, it offers no optimization opportunities. The threshold propagation is fixed. The TPUT paper [14] mentions the possibility of hierarchical TPUT, but offers no formalism. We now provide a formalism and suitable equivalence rules to allow for an algebraic optimization of the TPUT structure. Fig. 4 shows the formalism of our approach: First, we do not push the threshold down in a fixed scheme but use a more general transformation as in Fig. 2 . This is just a minor variation, but essential to give the query optimizer freedom to optimize. More importantly, we present an equivalence that splits a top-k problem into smaller top-k problems that can be solved recursively. This equivalence is used by the query optimizer to find the optimal execution strategy. Note that TPUT itself is a special case of this equivalence, it partitions the input directly into single lists.
Building blocks
The previous section presented the algebraic optimization. However, the formulation was very high level. A more detailed look is required to understand the distributed execution, furthermore some logic is required to handle the random lookups in the last phase of the algorithm. We concentrate on the logical operators here, as the corresponding physical operators used during plan generation are mostly obvious. Thus we assume that only one physical operator exists for each logical operator. However, this is not a limitation of the algorithms, they can easily handle alternative physical operators. This could be useful for different evaluation strategies, e.g. for using random lookups in the last phase vs. scanning the lists sequentially.
For each logical operator we specify the optimization rule that is used to create an appropriate plan. As we optimize in a distributed system, the optimizer must be able to ship data to other sites. This is done by the transfer operator, the rule checks if the output is at the correct site and ships otherwise:
if p. site = target return p return a plan that ships p to target
To make the decision about data transfers easier, the algorithms always consider all possible sites in each step. The output of a step is therefore not a single plan, but a set of plans, with one plan for each possible result site. Since it might be cheaper to perform a calculation at one site and ship only the result, the optimization rule ship examines all pairs of sites (s 1 , s 2 ) and considers using a transfer instead of performing the computation locally: . . S n ) ) and top-k produces the final top-k list (the rank based top-k operator). The base rule simply inserts an base-top-k operator, it only has to make sure that the score distribution is adjusted according to the min k : 
Algorithms
Using these building blocks, the optimization algorithms can be formulated easily. To illustrate the plan construction, we first formulate TPUT for a set of terms T using these constructs:
TPUT reads all lists up to min k /|T |, combines the results and finally calculates the top-k by looking up the missing scores. The last two steps are always executed at P init , therefore the plan for P init is returned. A simple improvement of the TPUT algorithm is what we call the simple optimization algorithm: It behaves like TPUT, but considers performing the aggregation at a different peer than P init . As the final step only produces k tuples, pushing the aggregation down can greatly reduce the costs. However, this decision must be made cost based: Pushing the aggregation down induces additional latency, which can be higher than the gain from the push down. The push-down is done by using the ship rule described above.
A much larger class of execution plans is possible when allowing additional intermediate aggregations.
As already mentioned in [14] , a tree structure can allow for much larger min k thresholds. However the optimization is also more difficult, especially since an intermediate step can aggregate an arbitrary number of input streams. The optimization is split in two parts: One finds the optimal way to construct intermediate results and the other constructs the optimal top-k after the intermediate results are known.
The intermediate results can be optimized recursively: Given a set of terms, the optimizer recursively solves all partitionings of the terms and combines them to an intermediate result. Dynamic programming (DP) is used to reduce the search space, as term combinations are used multiple times. The DP table maps from (terms, min k ) → (plan set), i.e., for each term/minimum score combination the optimal plan for each site is stored. Here we use the top-down formulation of dynamic programming (memoization), which naturally follows the recursive optimization scheme:
Note that the algorithm is simplified, see Sect. 4.5 for performance improvements. The optimal intermediate results can now be used to construct the complete plan quite easily, as the larges intermediate result (all terms) can be used as input for the final top-k operator:
The optimal algorithm considers the whole search space of possible execution trees. In particular, it never produces a worse plan than tput or simple, as these algorithm produce plans that are inside this search space. Figure 5 shows an example of an optimized query plan, an output of the above stated optimization technique.
Large queries
As stated above, the optimal algorithm and especially the solveIntermediate function considers the whole search space, which, even when memoization is used, means at least 2 |T | different plans (more because of different min k values). While this is negligible for common queries (e.g. GOV queries with at most 4 terms), the search space becomes a problem for large queries, e.g. XGOV queries with up to 18 terms.
The search space can be reduced by using cost bound pruning: For a global cost bound the optimizer can use a cheap heuristic (e.g. simple) to get a plan quickly, which can be used to prune plans early. During the optimization the optimizer can use already constructed solutions to prune later ones. In particular, it is possible to find lower cost bounds for a given term set by looking at the original score distributions: If a tuple is already above min k without convolution it will also be after the convolution. These heuristics allow estimating the costs early, which greatly reduces the search space.
Still the search space grows exponentially, and depending on the implementation and the available hardware the optimal solution will be too expensive to compute for certain queries. Then an idea from the query optimization for joins can be used: Iterative dynamic programming [38] performs the full DP computation only for subproblems with a given maximum, chooses one such solution, removes it from the search space and repeats the DP step until the problem is solved. For the top-k processing this means that optimal intermediate results for up to a given size are computed, then one solution is chosen (we used the cheapest one) and the terms occurring in this solution are considered solved and replaced by a new pseudo-term. This is repeated until the problem is solved. While this does not guarantee the optimal solution, it results in quite good plans in practice (and of course the optimal solution is still possible).
Distributed statistics and cost model
Using query optimization techniques for distributed top-k retrieval assumes that some execution alternatives are better than others. This can be formalized using a cost model, which describes how many resources are used by each alternative. This requires accurate cardinality estimations to find the optimal execution plan. While this is always the case for query optimization in general, the cardinalities during topk processing depend on the scores of the computed data. Therefore standard cardinality estimators are not enough, the query optimizer needs to estimate score distributions. Prior work on this issue either used fairly crude models like assuming Normal distributions [35] , which is not a good fit for real-data scores, or required extensive computations like sampling of histogram maintenance [52] that may incur high costs in a distributed setting with a high-latency network.
When optimizing distributed queries, there exist mainly two interesting optimization goals: Either minimize the query response time or minimize the total resource consumption, especially the network bandwidth. Minimizing the query response time is obviously relevant, as someone (either a user or a program) is waiting for the answer. Minimizing the network bandwidth is also interesting, as it allows for more parallel queries. The algorithms presented in the next section can handle both goals and we show experimental results for both in Sect. 6, but we concentrate on minimizing response time.
In the following we will shortly discuss the statistics that we use as a basis for our cost model. The gathering of these distributed statistics is then part of the first phase of our algorithm: The query initiator retrieves from each peer the top-k documents along with the statistics for the particular attribute (i.e. term).
The main difficulty here is, however, to precisely describe single (per-attribute) score distributions in a way that allows for a highly accurate prediction of the number of documents with score above a certain threshold. Moreover, as we are interested in employing a hierarchical top-k algorithm, and thus during optimization logically split the top-k query into several sub-queries we additionally need score distribution models for aggregated data, as we will see below.
For text-based IR with keyword queries, the query-todocument similarity function is typically based on statistics about frequencies of term occurrences, e.g., the family of tf * idf scoring functions [16] or more advanced statistical language models [22] . Here, terms are canonical representations of words (e.g., in stemmed form) or other text features.
In this work we consider poisson mixture models and equi-depth histograms to model score distributions for single-term index lists. score distributions of multi-term index lists (i.e. combined single-term index lists using score aggregations) are computed as convolutions [2] .
Given an index list for a particular term we can model the frequency of occurrences using a Poisson Distribution:
is the probability that a particular term occurs exactly k times in a particular document. The parameter θ is the mean of the distribution and is used to adapt the Poisson model to a given distribution. A nice property of Poisson distributions is that the convolution of a Poisson distribution with parameter θ 1 and a Poisson distribution with parameter θ 2 is a Poisson distribution with parameter θ 1 + θ 2 . No other probabilistic distribution has this property that the convolution reproduces the same distribution function just with different parameters. Unfortunately, simple Poisson distributions are not a particularly good fit for capturing the scores of real data. However, mixtures of Poisson distributions are a fairly accurate, realistic model [19] . In our work we use Two Poisson Mixes to describe the score distribution for each index list in an ultra compact way as each Two Poisson Model requires only 3 floating point numbers so that the additional network resource consumption is negligible. The two poisson model is a simple example of a poisson mixture:
Harter [34] showed how to use the method of moments to fit the three parameters of the Two Poisson Model θ 1 , θ 2 , and α, from the first three moments of observation. Let R i be the ith moment around zero. It can be estimated empirically from observed values by
. θ 1 and θ 2 are the roots of the quadratic equation: aθ 2 + bθ + c = 0, where:
Mixtures of Poisson distributions are a fairly accurate, realistic model [19] . Note that each two poisson model requires only 3 floating point numbers so that the additional network resource consumption is negligible.
However, in general, poisson mixture models suffer from the inability to capture extreme variations in the score distributions. Histograms are a better tunable approach to represent score distributions but the convolution of equi-depth histograms is computationally expensive and they cause higher network traffic than Two Poisson Mixes, albeit providing a more accurate estimation so that we are able to trade off accuracy vs. efficiency.
For poisson mixes, and histograms the quality of the convolution w.r.t. to the score distribution of the true data depends to a large extent on the cardinality of the intersection of the involved data. Without detailed knowledge of the cardinality of the resulting data, the score distribution model will be way off, thus the query optimizer cannot work properly. For instance, recall that the convolution of two Poisson distributions is a Poisson distribution with the mean being the sum of the two means of the original distributions. In an extreme case the underlying data of the two distributions is nearly disjoint, thus the mean of the convolution is not at all equal to the sum of means. As adequate score distribution models are an essential part of an effective query optimizer, we have focused on integrating information about the input data's mutual correlation into the convolution of the data's score distribution. In particular, we are interested in the cardinality of the intersection (union) of two data sets (i.e. index lists). Estimating overlap of sets has been receiving increasing attention for modern emerging applications, such as data streams, internet content delivery, etc. In prior work [44] we have conducted a comprehensive evaluation of Bloom Filters [8] , Hash Sketches [26] , and min-wise independent permutations (MIPs) [10] that show that MIPs are best suitable for our purpose. MIPs have been introduced in [9, 10] . This technique assumes that the set elements can be ordered (which is trivial for integer keys) and computes N random permutations of the elements. Each permutation uses a linear hash function of the form h i (x) := a i * x + b i modU where U is a big prime number and a i , b i are fixed random numbers. By ordering the resulting hash values, we obtain a random permutation. For each of the N permutations, the MIPs technique determines the minimum hash value, and stores it in an N-dimensional vector, thus capturing the minimum set element under each of these random permutations. Its fundamental rationale is that each element has the same probability of becoming the minimum element under a random permutation.
An unbiased estimate of the pair-wise resemblance of sets using their N-dimensional MIPs vectors is obtained by counting the number of positions in which the two vectors have the same number and dividing this by the number of permutations N [13] . Essentially, this holds as the matched numbers are guaranteed to belong to the intersection of the sets. Now the query optimizer uses these statistics to estimate the number of tuples above a certain threshold. When only considering base relations (i.e. unaggregated data), this estimation can be done directly by using the available score distribution. The only point to keep in mind is that the threshold affects the score distribution, as all tuples below the threshold are missing afterwards. But this can be implemented easily. More interesting is the score distribution of aggregated data: Assuming independence, the score distribution of the sum of two scores can be estimated by a simple convolution of the score distributions of the summands:
However this estimation is only correct if the scores are indeed summed up. Here, this means that the estimation assumes that every tuple in S 1 finds a matching tuple in S 2 . If this not the case (e.g. if S 1 and S 2 are disjoint), the score is overestimated. We take this effect into account by using the intersect and union estimations provided by MIPs: Only the tuples in the intersection are convoluted, for the others the score distribution is unchanged. This lead us to the following estimation:
In our experiments this estimation predicts the actual score distribution very well. Taking the size of the intersection into account is important, as it encourages intersecting relatively disjoint sets early, which can greatly reduce the output cardinality.
Experimentation

Setup and test data
Our implementation of the testbed and the related algorithms was written in C++. All peer related data were stored locally at the peer's disk. Experiments were performed on 3 GHz Pentium machines. For simplicity, all processes ran on the same server. Two real-world data collections were used in our experiments: GOV and IMDB. The GOV collection consists of the data of the TREC-12 Web Track and contains roughly 1.25 million (mostly HTML and PDF) documents obtained from a crawl of the .gov Internet domain (with total index list size of 8 GB). We used 50 queries from the Web Track's distillation task where each query consists up to 5 terms. In our experiments, the index lists associated with the terms contained the original document scores computed as tf * log : idf. tf and idf were normalized by the maximum tf value of each document and the maximum idf value in the corpus, respectively. In addition, we employed an extended GOV (XGOV) setup, which we utilized to test the algorithms' performance on a larger number of query terms and associated index lists. The original 50 queries were expanded by adding new terms from synonyms and glosses taken from the WordNet thesaurus (http://www.cogsci.princeton.edu/∼wn/). The expansion resulted in queries with, on average, twice as many terms, with the longest query containing 18 terms. For instance, the GOV query juvenile delinquency has been expanded into juvenile delinquency youth minor crime law jurisdiction offense prevention. The IMDB collection consists of data from the Internet Movie Database (http://www.imdb.com). In total, our test collection contains about 375 000 movies and over 1 200 000 persons (with a total index list size of 140 MB), structured into the object-relational table schema Movies (Title, Genre, Actors, Description). Title and Description are text attributes and Genre and Actors are set-valued attributes. Genre contains 2 or 3 genres. Actors included only those actors that appeared in at least 5 movies. The IMDB queries contain text and structured attributes.
Competitors
TPUT: This is the 3-phase algorithm as described in [14] . TPUT comes in two flavors: the original and a version with compression for long docIDs. This optimized version, instead of sending (docID, score) pairs, hashes the docID into a hash array where it stores its score and sends the hash array of scores. Even in the experiments conducted in [14] the compressed optimized version did not always perform better, so we report only the results for the original TPUT version. Simple: This algorithm is essentially the same as TPUT but allows a moving coordinator. Optimal: As one of our key contributions is to show the suitability and significant benefits of optimizing hierarchical top-k algorithms, we implemented a hierarchical version of TPUT. This algorithm essentially consists of multiple TPUT instances organized in a tree like structure.
Metrics
Network Bandwidth Consumption: This represents the total number of bytes transferred during query execution. It includes the bytes for the actual data items and the size of the required statistics as described in Sect. 5. Query Response Time: This represents the elapsed, "wallclock" time for running the benchmarks. It includes network time, local i/o time, and time for query optimization and local processing. Our optimization is primarily focused on minimizing the query response time but as experiments indicate the overall network traffic will decrease too, since the network traffic is an essential part of the overall response time.
Experiments
We report on experiments performed for each of the benchmarks, GOV, XGOV, IMDB. In all experiments queries are for the top-10 results. Running the experiments over multiple nodes in a network would be inherently vulnerable to interference from other processes running concurrently and competing for cpu cycles, disk arms, and network bandwidth. To avoid this and produce reproducible and comparable results for algorithms ran at different times, we opted for simulating disk IO latency and network latency which are dominant factors. Specifically, each random disk IO was modeled to incur a disk seek and rotational latency of 9 ms, plus a transfer delay dictated by a transfer rate of 8 MB/s. For network latency we utilized typical round trip times (RTTs) of packets and transfer rates achieved for larger data transfers between widely distributed entities [50] . We assumed a packet size of 1 KB with a RTT of 150 ms and used it to measure the latency of communication phases for data transfer sizes in each connection up to 1 KB. When cohorts sent more data, the additional latency was dictated by a "large" data transfer rate of 800 Kb/s. This figure is the average throughput value measured (using one stream -one cpu machines) in experiments conducted for measuring wide area network throughput (sending 20 MB files between SLAC nodes (Stanford's Linear Accelerator Centre)) and nodes in Lyon France [50] using NLANR's iPerf tool [54] . Hence, the overall response times were the sum of cpu times for an algorithm's local processing, IO times, and network communication times. Since the execution is running in parallel, each operator in the execution plan has to wait for the slowest of its inputs.
Note that the execution time and network consumption includes the transfer of the required statistical data. While the TPUT algorithm does not require statistics, the other algorithms ship the histograms (or poisson mixes) and MIPs during Phase 1. This overhead is included in the results. Figure 6 shows the average query response time for the GOV benchmark where queries with the same number of query terms were grouped together. For the two-term queries there is almost nothing to gain as there are not many alternatives for the execution plan. However, for the three-and four-term queries we clearly outperform TPUT. Fig. 7 shows the total network traffic for the GOV benchmark. We clearly beat TPUT for all numbers of query terms; TPUT causes two times more network traffic than the optimized query execution, and even the simple approach shows a pretty strong improvement. Recall at this point that we optimize the query response time and not the network resource consumption, thus we can observe a bigger gain in query response time than in overall network traffic, as can be seen in the Figures. Figure 8 shows the average response time for the XGOV benchmark. We clearly outperform TPUT for all number of query terms. Note that the XGOV benchmark does not contain queries with 16 or 17 terms. Figure 9 shows the total network traffic for the XGOV benchmark. Although we optimize the queries with respect to the overall response time the total network traffic is also smaller. Table 1 shows the overall query response time for each of the 50 XGOV queries. Figure 10 shows the query response time for the IMDB benchmark. Similar to the GOV benchmark, all algorithms show nearly the same performance for the two keyword queries. However, for queries with three or more keywords the optimization has remarkable performance gains. For one particular query we gain a factor of around 32 for the optimal plan. The median factor of the performance-improvement is around 5. We observe a similar behavior for the overall network traffic as shown in Fig. 11 .
Performance results
To compare the usefulness of the Histogram based query optimization with the Two Poisson Model based optimization, Fig. 12 shows the relative performance gains in query response time of the optimized query plans for these two score distribution models for the XGOV benchmark. Obviously, as expected, the histogram based optimization shows a better performance than the Poisson based approach. As discussed above, Histograms offer a more accurate way to represent an index list's score distribution, and although Poisson Models are more compact, the overhead for the histograms is nearly negligible too. As mentioned in Sect. 5, (Two) Poisson Models cannot capture extreme variations in the score distribution that were present in our data. In particular, the IMDB index lists have an extremely skewed score distribution with ties. The scores from the GOV collec- 
Conjunctive execution of disjunctive queries
In the aforementioned algorithms we considered disjunctive queries, i.e. the results do not have to contain all query terms. However, in a hard conjunctive setup one could benefit even more from hierarchical input plans. For instance, consider a three keyword query involving two large index-lists and one very small one. Sending the small list to the peers that host the large index-lists would greatly reduce the number of tuples that need to be transferred since the output of the peers hosting the large lists will be less or equal to the size of the small list. The idea is similar to the introduction of semijoins in the query optimization [37] in distributed database systems. The conventional way to execute A B is to send A to the site where B is stored (or the other way around) and then execute the query. With semijoins one would send only those attributes of B that are needed in the join evaluation to the site that stores B and this is able to prune away tuples in B what wont find a join partner in A anyway. In our setting one could drop the scores from the (docId, score)-pairs and send only a set of distinct document identifiers, or even more compressed, sending only a Bloom filter.
However, this pruning is not possible if one considers disjunctive queries since the absence of a particular document in some index-lists does not disqualify a document from being in the final top-k answer.
The key idea that we propose here to benefit from the pruning power of conjunctive queries and at the same time deal with disjunctive queries is the following: We simply transform a given disjunctive query in a conjunctive query using the following intuitive observation. The result of a disjunctive top-k query t 1 ∨ t 2 is a subset of the result from the corresponding conjunctive query t 1 ∧ t 2 plus the top-k entries from t 1 and the top-k entries from t 2 :
Here is the intuition behind that: Consider an x ∈ top − k(t 1 ∨ t 2 ). x is either only in the index-list for t 1 , or in the index-list for t 2 or in both index-lists. If x is only in one of the two index-lists, w.l.o.g. we assume its in the indexlist for t 1 , it is certainly in the top-k portion of the index-list for t 1 . Otherwise there would be at least k documents in the list for t 1 with a higher rank than document x and thus violating the assumption that x ∈ top − k(t 1 ∨ t 2 ) ∧ x / ∈ to p − k(t 2 ). If x is in both lists (i.e., it is in the intersection) there are obviously less than k documents, say k with a higher score. If we then consider only the intersection of two lists there can not be more than k documents with a higher score than x. For queries with more than two keywords the formula becomes more complex but the basic idea is the very same.
The intersections themselves can be optimized using the standard query optimization techniques from database systems (basically sorting by cardinality, although the distributed nature makes the optimization a bit more involved). Similar, the term intersection can be executed efficiently using distributed join techniques. This reformulation of the disjunctive query through conjunctive expressions therefore allows for lifting the known optimization algorithms (which prefer intersections over unions) to the disjunctive case. This lifting is not too wasteful, as each individual step computes at most k result items if the overall query is a top-k query.
Conclusion
This paper has addressed efficient algebraic optimization of top-k queries in a distributed environment. We have shown how to deal with score-threshold based operators during query optimization. The proposed algorithm uses compact data synopsis, shipped at query execution time to find the optimal query execution plan for a particular information need. The experimental evaluation shows that the additional resource consumption caused by the query optimization is nearly negligible and that the optimized queries are superior to the standard top-k queries both in terms of network resource consumption and query response time. Future work includes the integration of other distributed top-k algorithms than [14] , multi-query optimization across different distributed top-k queries, and the aforementioned transformation of discunctive into conjunctive queries. 
