Abstract. There are many kinds of fault diagnosis methods for analog circuit. Aiming at some shortcomings of BP neural network, optimizing BP neural network with genetic algorithm is studied in this paper. By optimizing the initial weights and thresholds of BP neural network, the network can obtain the best parameters in fast time, thus becoming the optimal network. The simulation results of an analog circuit show that the optimized neural network has a better global searching ability. It can quickly eliminate the solution with the much difference of the optimal solution and the convergence speed is improved. It overcomes the shortcomings of BP neural network to make inaccurate judgment of analog circuit and easy to fall into local minimum.
Introduction
The research of analog circuit fault diagnosis is of great practical significance. Most faults in electronic equipment originate from analog circuits, so experts and scholars have put forward many solutions to this problem. In references [1] [2] [3] , the method of extracting the feature of fault response signals of analog circuit through the wavelet transform and then use BP neural network to determine the classification of feature vectors under different conditions is introduced. This method improves the accuracy of analog circuit fault diagnosis. In reference [4] , the method of wavelet neural network optimized by particle swarm is used to diagnose the faults of analog circuits, which improves the convergence speed and training accuracy of network training. References [5] [6] introduce the relevant content of genetic algorithms and its application in fault diagnosis. On this basis, this paper proposes the method of using genetic algorithm to optimize BP network for fault diagnosis of analog circuit. By using the genetic algorithm to optimize BP neural network weights and threshold, the global optimal network is achieved, thus to diagnose analog circuit fault.
BP Neural Network Optimized with Genetic Algorithm
BP neural network optimized by genetic algorithm mainly includes four basic steps: genetic coding, initial population generation, calculation of fitness and gene operation.
Genetic Coding
The weight and threshold learning of genetic algorithm is a complex optimization problem for continuous parameters. In this paper, the real coding is adopted, there is no coding and decoding process, which reduces the computational complexity of the genetic algorithm, improves the running efficiency and has higher precision.
Initial Population Generation
The initial population randomly produces n individuals. Each individual is a real number string and has four parts, including the input layer to the hidden layer weight, the hidden layer threshold, the hidden layer to the output layer weight and output layer threshold.
Fitness Calculation
The genetic algorithm to determine whether an individual meets the requirements is based on its fitness value, because the greater the value of the fitness function is, the better the individual's adaptability to the surrounding environment is. In this paper, the reciprocal of the error is taken as the fitness, so the smaller the error is, the greater the fitness is.
Genetic Operation
Select operation: Select operations can allow individuals with high fitness in the previous generation to survive and inherit to the next generation, thus obtaining the most satisfying individuals. In this paper, roulette wheel method is used to select new individuals.
Cross operation: Cross operation can transfer the parent's excellent gene to the offspring and if the offspring obtained after the operation is poor, it can be eliminated in the subsequent operations, so the search time can be shortened in the practical application. For real coding, this paper adopts arithmetic crossover method.
Mutation operation: Mutation can look for better solutions in the current solution, help to increase the diversity of population and provide an opportunity for a new individual.
Genetic algorithm optimization BP neural network algorithm flow includes the BP neural network structure determination, genetic algorithm optimization BP neural network and BP neural network simulation prediction output. Individuals in the population obtain fitness values through fitness functions. A genetic algorithm finds individuals with optimal fitness values through genetic manipulation and assigns its weights and thresholds to the BP neural network. Finally, the network is trained to predict the results.
Analog Circuit Fault Diagnosis
Analog circuit fault diagnosis includes the training process and the diagnosis process, which can be divided into three main parts: data acquisition, fault feature extraction and fault diagnosis.
Data Acquisition
The selection of fault sets is usually based on the degree of fault, and the fault is judged according to whether the parameter of the component changes over the normal range specified. By directly measuring the analog circuit in different fault modes, a response signal, which is generated at the output node, constitutes a fault set consisting of training samples and test samples.
Fault Feature Extraction
In this paper, the method of extracting analog circuit fault characteristics is to analyze the sensitivity of the circuit. When the relative sensitivity or absolute sensitivity is larger, the output of the circuit will be greatly affected, comparing the normal situation and the failure of the output waveform curve, finding the corresponding difference between the two curves when the fault, so as to extract the fault characteristics.
Fault Diagnosis
The fault diagnosis model adopted in this paper is BP neural network optimized by genetic algorithm. Before the process of fault diagnosis, the structure of the neural network is determined according to the training samples and the established training targets, so as to establish the BP neural network model for analog circuit fault diagnosis. When the neural network is used for fault diagnosis, the test sample is inputted to the established neural network model, and the output result is compared with the fault mode representations to judge the corresponding fault types of the test samples.
Diagnosis Example
In this paper, the example of analog circuit fault diagnosis in genetic algorithm is L-F filter. The main principle circuit is shown in Figure 1 . The input signal is a sinusoidal excitation with the amplitude of 10V. The amplitude of the voltage at the circuit output point is measured at five different frequencies, 0.1 kHz, 1 kHz, 1.5 kHz, 2 kHz and 3 kHz respectively. Modeling and analyzing the sensitivity of the circuit in Multisim, failure mode details are shown in Table 1 . F0  NORM  --0000000000  F1  R1↓  10kΩ  5kΩ  1000000000  F2  R1↑  10kΩ  15kΩ  0100000000  F3  R2↓  10kΩ  5kΩ  0010000000  F4  R2↑  10kΩ  15kΩ  0001000000  F5  R4↓  10kΩ  5kΩ  0000100000  F6  R4↑  10kΩ  15kΩ  0000010000  F7  R5↓  10kΩ  5kΩ  0000001000  F8  R5↑  10kΩ  15kΩ  0000000100  F9 C2↓ 0.02uF 0.01uF 0000000010 F10 C2↑ 0.02uF 0.03uF 0000000001
The three-layer BP neural network model is established, its structure is 5-11-10, the transfer function of the input layer and the hidden layer is tansig, the transfer function of the output layer is purelin, the training function is trainlm. The momentum coefficient is 0.95, the rate is 0.01 and the error is 0.01.Using genetic algorithm to optimize BP neural network, the population size was set to 100 and the evolutionary algebra was 80.
The BP neural network and the BP neural network optimized by the genetic algorithm are trained with the same training sample set. The error curves are shown in Figure 2, (a) is the BP error curve and (b) is the GA-BP error curve. It can be seen from the figure that the GA-BP neural network training time is shorter and the convergence speed of the network is faster than the BP neural network under the same error precision requirement. The BP neural network and the GA-BP neural network are analyzed by the same test sample set. Part of the test output data are shown in Table 2 and Table 3 . It can be seen from the results obtained by two kinds of neural networks in Table 2 that GA-BP neural network has better classification ability than traditional BP neural network, and the difference between each fault is obvious. Genetic algorithm has the advantages of adaptive, self-organizing, self-learning, better global optimization than BP neural network which can avoid falling into the local minimum point. It also has a good fault tolerance and can solve the solution which is very different from the optimal solution by selecting, crossing and mutation. Therefore, the optimization of BP neural network by genetic algorithm can improve the speed and precision of fault diagnosis.
Summary
This paper studies the process of analog circuit fault diagnosis, puts forward the optimization method using the genetic algorithm to the BP neural network weights and thresholds. The optimized BP neural network has faster global optimization, speeds up the running speed of the network and improves the accuracy of the analog circuit fault diagnosis.
