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Notations
1A fonction indicatrice de l’ensemble A
Λα mouvement log-fractionnaire stable
bxc partie entière du réel x
Jp, qK ensemble des entiers n tels que p ≤ n ≤ q avec p, q ∈ N et p ≤ q
R ensemble des réels
C[0, 1] ensemble des fonctions continues de [0, 1] dans R.
D[0, 1] espace de Skorokhod : ensemble des fonctions càdlàg (continues
à droite et ayant une limite à gauche en tout point) de [0, 1] dans
R.
E(λ) loi exponentielle de moyenne 1/λ
Fα(E, E ,m) ensemble des fonctions g mesurables sur l’espace (E, E ,m) de me-
sure σ-finie, telles que ‖g‖α := (∫E |g(x)|αm(dx))1/α soit fini
N (µ, σ2) loi normale de moyenne µ et de variance σ2
Op Xn = Op(an) si ∀ε > 0, ∃M > 0, N ∈ N tels que ∀n > N ,
P(|Xn/an| > M) < ε
Leb mesure de Lebesgue sur R
N ensemble des entiers naturels
Loi= égalité en loi
Loi−−→, proba−−−→, p.s.−−→ convergence en loi, convergence en probabilité, convergence presque
sûre
Lα mouvement de Lévy α-stable
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Lα,H mouvement linéaire fractionnaire α-stable bien équilibré, d’indice
de Hurst H
op Xn = op(an) si ∀ε > 0, P(|Xn/an| > ε) −−−→
n→∞ 0, i.e Xn/an
proba−−−→
n→∞ 0
SαS loi α-stable symétrique
Sα(σ, β, µ) loi stable d’indice α, de paramètre d’échelle σ, d’asymétrie β et de
paramètre de position µ
i.i.d. indépendants et de même loi
p.s. presque sûrement
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Introduction
Afin de modéliser simplement des phénomènes qui évoluent au cours du temps,
il est souvent pertinent de supposer que le fait étudié évolue aléatoirement et de
le représenter par un processus stochastique. La classe des processus stochastiques
est très large et permet de modéliser de nombreuses caractéristiques observées sur
le phénomène que l’on cherche à étudier. Le choix du processus stochastique pour
le représenter permet ainsi de prendre en compte les éventuels dépendances au
passé, sauts, invariants du phénomène, régularité de la trajectoire...
Dans de nombreux cas, les accroissements du processus sont supposés station-
naires. Cela permet de caractériser des données dont les accroissements semblent
suivre la même loi au cours du temps. Si, pour de telles données, le phénomène
étudié présente des queues de distribution lourdes (à savoir que la probabilité
qu’un accroissement soit supérieure à M est de l’ordre de M−α avec 0 < α < 2),
on représente alors ce phénomène à l’aide d’un processus α-stable. Le paramètre
α contrôle alors l’intensité des sauts dans la trajectoire. En particulier, dans le do-
maine de la finance, on peut constater que de nombreux indices présentent des
queues lourdes. Cependant, ce type de processus décrit mal l’évolution du marché
financier pour lequel le comportement va être différent suivant la période étudiée.
En effet, les indices financiers n’auront pas le même aspect en période de forte
croissance par rapport à une période de crise économique. Pour cela, on consi-
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dère des processus multistables qui sont des processus dont l’intensité α évolue au
cours du temps et qui, localement, se comportent comme des processus stables.
L’étude locale des processus stochastiques et différentes méthodes de construction
de processus multistables ont été traitées dans [Fal02 ; Fal03 ; Fal+09 ; LGLV12].
La première partie de cette thèse consiste en l’estimation des paramètres pour
une loi stable puis à la simulation de processus multistables et l’estimation de la
fonction d’intensité de tels processus.
Dans un deuxième temps, on se focalise sur des données en temps continu
présentant une faible stationnarité au niveau de leur loi. On va alors supposer que
le processus construit pour modéliser ces données a une espérance constante au
cours du temps et une covariance invariante par translation. De tels processus sont
utilisés dans des domaines variés (hydrologie, économie, télécommunications...).
En temps discret, ce type de processus a été largement étudié mais pour des
phénomènes en temps continu l’étude est plus compliquée puisqu’il n’est géné-
ralement plus possible d’avoir accès à l’intégralité d’une trajectoire du processus.
Pour de tels processus, on n’observe habituellement leurs valeurs qu’à des instants
discrets correspondant aux instants d’échantillonnage à partir de mesures ponc-
tuelles.
Des travaux ont été mené dans le cadre d’échantillonnage déterministe régu-
lier ([Cha98], [Hwa00]) ou irrégulier ([TC05a]). Cependant, pour des domaines
comme la géologie ou encore l’archéologie pour lesquels des données peuvent
provenir par exemple d’une éruption volcanique, il est souhaitable de penser que
les observations proviennent d’un échantillonnage aléatoire. De même, pour des
données issues de machines, on peut représenter l’erreur de précision à l’aide d’un
aléa sur les temps d’observations. Une étude de certains échantillonnage aléatoire
est menée dans [SS60 ; Phi+19]. La deuxième partie de cette thèse est ainsi axée
sur l’étude par échantillonnage aléatoire de processus faiblement stationnaires à
temps continu.
1.1 Processus stables
1.1.1 Quelques rappels sur les lois et processus stables
Dans [ST94], un travail très approfondi sur les processus stables est mené.
Nous allons uniquement rappeler dans cette section les principales définitions
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et propriétés qui vont nous servir dans la première partie de cette thèse. On
commence par rappeler la définition d’une variable aléatoire stable utilisée dans
[ST94].
Definition 1.1.1
Une variable aléatoire X suit une loi stable s’il existe des paramètres 0 < α ≤ 2,
−1 ≤ β ≤ 1, σ ≥ 0 et µ ∈ R tels que sa fonction caractéristique soit de la
forme :
E
[
eitX
]
=

exp
(
−σα|t|α
(
1− iβsign(t) tan(piα2 )
)
+ iµt
)
, si α 6= 1,
exp
(
−σ|t|
(
1 + iβsign(t)2 log |t|
pi
)
+ iµt
)
, si α = 1
(1.1.1)
où
sign(t) =

1 si t > 0,
0 si t = 0,
−1 si t < 0
Une loi stable est ainsi caractérisée par quatre paramètres. On écrit
X ∼ Sα(σ, β, µ)
pour indiquer que X suit une loi stable d’indice de stabilité α ∈]0, 2], de paramètre
d’échelle σ ∈ R+, d’asymétrie β ∈ [−1, 1] et de paramètre de position µ ∈ R. On
écrira également X ∼ SαS si X est symétrique α-stable, i.e. si β = µ = 0. Les
densités des variables aléatoires α-stables existent et sont continues mais n’ont
pas de formes explicites à part dans de rares cas (décrits ci-dessous).
Exemple 1.1.1. 1. La loi normale S2(σ, 0, µ) = N (µ, 2σ2) admet pour densité
1√
4piσ2
exp
(
−(x− µ)
2
4σ2
)
.
2. La loi de Cauchy S1(σ, 0, µ) admet pour densité
σ
pi((x− µ)2 + σ2) .
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3. La loi de Lévy S1/2(σ, 1, µ) admet pour densité
√
σ
2pi
1
(x− µ)3/2 exp
(
− σ2(x− µ)
)
1x>µ.
On rappelle ensuite des propriétés sur le comportement des queues et sur les
moments de lois stables dans le cas non-gaussien.
Proposition 1.1.1
Soit X ∼ Sα(σ, β, µ) avec 0 < α < 2. Alors
lim
λ→+∞
λαP (X > λ) = Cα
1 + β
2 σ
α,
lim
λ→+∞
λαP (X < −λ) = Cα1− β2 σ
α,
(1.1.2)
où
Cα =
(∫ ∞
0
x−α sin(x)dx
)−1
=

1− α
Γ(2− α) cos(piα/2) si α 6= 1,
2/pi si α = 1.
(1.1.3)
Le comportement des queues de distribution sert ensuite à décrire les moments
des lois stables.
Proposition 1.1.2 ([ST94], Prop 1.2.16)
Soit X ∼ Sα(σ, β, µ) avec 0 < α < 2. Alors pour p > 0, on a
E[|X|p] <∞ si et seulement si p < α.
Proposition 1.1.3
Soit X ∼ Sα(σ, β, 0) avec 0 < α < 2 (si α = 1, on suppose de plus que β est
égal à 0). Alors pour tout p ∈]0, α[, il existe une constante cα,β(p) telle que
E [|X|p]1/p = cα,β(p)σ. (1.1.4)
L’expression de la constante est donnée dans [HJ84] par :
cα,β(p)p =
2p−1Γ(1− p
α
)
p
∫∞
0
sin2(u)
up+1 du
(
1 + β2 tan2 αpi2
)p/2α
cos
(
p
α
arctan
(
β tan αpi2
))
. (1.1.5)
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On rappelle à présent la définition d’un processus α-stable.
Définition 1.1.4
Soit 0 < α ≤ 2. Un processus stochastique {Xt, t ∈ T} où T ⊂ R est appelé
α-stable si toutes ses lois fini-dimensionnelles sont α-stables.
En particulier, les processus 2-stables sont les processus gaussiens.
Définition 1.1.5
Un processus stochastique {X(t), t ∈ T} où T ⊂ R est H-auto-similaire si
pour tout a > 0, {X(at), t ∈ T} et {aHX(t), t ∈ T} ont les mêmes lois fini-
dimensionnelles.
Nous allons voir dans la suite que les processus auto-similaires interviennent dans
de nombreux exemples de processus stables. Cette propriété associée à la station-
narité des accroissements va nous permettre de caractériser le comportement local
des processus étudiés.
1.1.2 Représentations des processus stables
Nous rappelons à présent deux représentations des processus α-stables qui
nous serviront par la suite dans les chapitres 3 et 4. Nous allons supposer dans
cette partie que β = µ = 0.
Soit (E, E ,m) un espace de mesure σ-finie et E0 = {A ∈ E : m(A) < ∞}.
On commence par définir une mesure aléatoire α-stable M . Soit (Ω,F , P ) l’espace
probabilisé sous-jacent et L0(Ω) l’ensemble des variables aléatoires réelles sur cet
espace.
Définition 1.1.6
Une fonction d’ensemble M : E0 → L0(Ω) telle que :
— ∀A ∈ E0, M(A) ∼ Sα(m(A)1/α, 0, 0),
— ∀A1, . . . , Ak ∈ E0 disjoints, les M(Ai) sont indépendants,
— ∀(Aj)j≥1 ∈ EN0 disjoints tels que ∪
j≥1
Aj ∈ E0, M( ∪
j≥1
Aj) = ∑
j≥1
M(Aj) p.s.
est appelée une mesure aléatoire symétrique α-stable sur (E, E) de mesure de
contrôle m.
On souhaite ensuite définir l’intégrale d’une fonction contre la mesure aléatoire
symétrique α-stable M. Pour une fonction f étagée de la forme f(x) =
q∑
j=1
cj 1Aj(x)
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(où les Aj sont des ensembles disjoints inclus dans E0), on définit
I(f) :=
∫
E
f(x)M(dx) =
q∑
j=1
cjM(Aj).
On souhaite, par extension, construire cette intégrale stochastique sur un espace
plus large de fonctions. On définit
Fα(E, E ,m) = {g : g est mesurable et ‖g‖α <∞}
où ‖ ‖α est la quasi-norme donnée par
‖g‖α =
(∫
E
|g(x)|αm(dx)
)1/α
.
On peut alors définir l’intégrale α-stable de mesure de contrôle m d’une fonction
f ∈ Fα(E, E ,m) notée
I(f) :=
∫
E
f(x)M(dx) (1.1.6)
et qui vérifie
I(f) ∼ Sα(‖f‖α, 0, 0),
(voir le chapitre 3 de [ST94] pour le passage de la construction pour les fonctions
étagées à la construction sur l’espace Fα(E, E ,m)). On donne quelques exemples
de processus qui peuvent s’écrire comme intégrale d’une fonction contre une me-
sure aléatoire symétrique α-stable M .
Exemple 1.1.2. Le mouvement de Lévy α-stable est défini par :
Lα(t) :=
∫ ∞
0
1x≤t(x)M(dx) =
∫ t
0
M(dx), t ≥ 0
où M est une mesure aléatoire symétrique α-stable sur R+ de mesure de contrôle Leb. Il
a les propriétés suivantes :
1. Lα(0) = 0 p.s.,
2. Lα est à accroissements indépendants,
3. Lα(t)− Lα(s) ∼ Sα
(
(t− s)1/α, 0, 0
)
pour tout 0 ≤ s ≤ t.
Le processus Lα est un processus de Lévy. Il est 1/α-auto-similaire et à accroissements
stationnaires. C’est d’ailleurs le seul processus α-stable qui vérifie ces deux propriétés
si 0 < α < 1. Ce n’est plus le cas si α ≥ 1. Par exemple, le processus X(t) = tY
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avec Y ∼ S1(1, 0, 0) est 1-auto-similaire à accroissements stationnaires. Le cas α = 2
correspond au cas particulier du mouvement Brownien.
Exemple 1.1.3. Processus des moyennes mobiles symétriques α-stable
Soit 0 < α ≤ 2 et f une fonction réelle mesurable telle que ∫R |f(x)|αdx < ∞. On
définit un processus de moyennes mobiles X à partir de f et d’une mesure aléatoire M
symétrique α-stable sur R de mesure de contrôle Leb par
X(t) =
∫
R
f(t− x)M(dx), t ∈ R.
C’est un processus stationnaire.
Exemple 1.1.4. Le processus d’Ornstein-Uhlenbeck stable est défini par :
X(t) :=
∫ t
−∞
e−λ(t−x)M(dx), t ∈ R
où M est une mesure aléatoire symétrique α-stable sur R de mesure de contrôle Leb et λ
est un paramètre strictement positif. C’est un processus des moyennes mobiles symétrique
α-stable. Il est donc stationnaire.
Exemple 1.1.5. Le processus d’Ornstein-Uhlenbeck Rétrograde stable est défini par :
X(t) :=
∫ ∞
t
e−λ(x−t)M(dx), t ∈ R
où M est une mesure aléatoire symétrique α-stable sur R de mesure de contrôle Leb et λ
est un paramètre strictement positif.
Exemple 1.1.6. Le Mouvement linéaire fractionnaire α-stable est défini par :
Lα,H(a, b; t) :=
∫
R
fα,H(a, b; t, x)M(dx)
où
fα,H(a, b; t, x) = a
[
(t− x)H−1/α+ − (−x)H−1/α+
]
+ b
[
(t− x)H−1/α− − (−x)H−1/α−
]
,
a et b sont des réels avec |a| + |b| > 0, 0 < α ≤ 2 et 0 < H < 1 tels que H 6= 1/α, M
mesure aléatoire symétrique α-stable sur R de mesure de contrôle Leb. Lα,H(a, b; .) est
un processusH-auto-similaire à accroissements stationnaires. De plus, lorsque a = b = 1,
il est appelé mouvement linéaire fractionnaire α-stable bien équilibré et est noté Lα,H .
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On a alors
Lα,H(t) :=
∫
R
[
|t− x|H−1/α − |x|H−1/α
]
M(dx).
Le cas α = 2 pour Lα,H correspond au mouvement Brownien fractionnaire.
Exemple 1.1.7. Le mouvement log-fractionnaire stable est défini par :
Λα(t) :=
∫
R
[ln |t− x| − ln |x|]M(dx), t ∈ R
où M est une mesure aléatoire symétrique α-stable sur R de mesure de contrôle Leb. Ce
processus est bien défini seulement pour α ∈]1, 2]. Il est 1/α-auto-similaire à accroisse-
ments stationnaires.
On donne ensuite une proposition qui montre le résultat d’une intégrale sto-
chastique après changement de mesure de contrôle.
Proposition 1.1.7 (Changement de mesure de contrôle)
Soit Mm et Mν deux mesures aléatoires symétriques α-stable sur un espace
mesurable (E, E) de mesures de contrôle σ-finies respectives m et ν, vérifiant
ν(dx) = 1
r(x)m(dx)
où r : E → R+. Alors pour tout f ∈ Fα(E, E ,m),∫
E
f(x)Mm(dx) Loi=
∫
E
f(x)r(x)1/αMν(dx).
Cette proposition va être très utile par la suite pour la construction des processus
multistables dans le cas de mesure σ-finie.
En effet, si m est une mesure σ-finie sur (E, E), on peut trouver une suite de
parties (En)n∈N ∈ EN disjointes deux à deux telles que E = ∪
n∈N
En et m(En) < ∞
pour tout n. Si on pose r : E → R+ la fonction qui à x ∈ En associe m(En) et
m̂(dx) la mesure sur (E, E) telle que m̂(dx) = 1
r(x)m(dx), on se ramène au cas d’une
construction pour une mesure finie puisque m̂ est une mesure de probabilité. Dans
le cas de mesure σ-finie, on peut donc toujours trouver une fonction r à valeurs
dans R+ telle que m̂(dx) = 1
r(x)m(dx) soit une mesure de probabilité.
On pourra regarder dans [ST94] (chap3) pour plus de détails sur la construc-
tion de cette intégrale stable.
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Nous donnons désormais une autre représentation d’une intégrale α-stable qui
va nous servir pour l’étude des processus multistables. Cette représentation de
Ferguson-Klass-LePage repose sur une somme convergente de temps d’arrivée d’un
processus de Poisson. On trouvera plus de détails sur cette représentation dans
[Ben+01], [FK72], [Ros90] et [ST94].
On suppose désormais que (E, E ,m) est un espace de mesure finie et 0 < α < 2.
On considère (Γi)i≥1 une suite de temps d’arrivée d’un processus de Poisson avec
un taux d’arrivée unitaire : Γi =
∑j
i=1 εj où les (εj) sont i.i.d. E(1). Soit (Vi)i≥1 une
suite de variables aléatoires i.i.d. de loi m̂ = m/m(E) sur E et (γi)i≥1 une suite
de variables aléatoires i.i.d. de loi P (γi = 1) = P (γi = −1) = 1/2. On suppose
finalement que les trois suites (Γi)i≥1, (Vi)i≥1 et (γ)i≥1 sont indépendantes.
On donne alors le théorème de représentation en série de Ferguson-Klass-
LePage de l’intégrale stochastique α-stable (voir la version de [ST94] Théorème
3.10.1) :
Théorème 1.1.8 (Représentation de Ferguson-Klass-LePage, cas symétrique)
Soit M une mesure aléatoire symétrique α-stable avec 0 < α < 2 de mesure de
contrôle m et f une fonction appartenant à Fα(E, E ,m). On définit la série
S(f) := (Cαm(E))1/α
∞∑
i=1
γiΓ−1/αi f(Vi), (1.1.7)
où Cα est la constante définie par (1.1.3).
La série est presque sûrement convergente et on a
I(f) Loi= S(f)
où I(f) définie par (1.1.6) est l’intégrale stochastique de la fonction f contre
une mesure aléatoire M symétrique α-stable de mesure de contrôle m.
Corollaire 1.1.9
Soient f1, . . . , fk ∈ Fα(E, E ,m), alors
(I(f1), . . . , I(fk)) Loi= (S(f1), . . . , S(fk)).
On rappelle que deux processus sont dit égaux en loi s’ils ont les mêmes lois fini-
dimensionnelles.
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Exemple 1.1.8. Soit (Lα(t))t∈[0,1] le processus de Lévy α-stable sur [0, 1]. On a vu que
(Lα(t))t∈[0,1] Loi=
(∫ 1
0
1[0,t](x)M(dx)
)
t∈[0,1]
où M est une mesure aléatoire symétrique α-stable sur ([0, 1],B([0, 1])) de mesure de
contrôle Leb. D’après le théorème de représentation de Ferguson-Klass-LePage et le co-
rollaire précédent, on a
(Lα(t))t∈[0,1] Loi=
(
C1/αα
∞∑
i=1
γiΓ−1/αi 1[0,t](Vi)
)
t∈[0,1]
où les Γi, γi et Vi sont décrits précédemment. Ici les (Vi)i forment une suite de variables
aléatoires i.i.d. de loi uniforme sur [0, 1].
1.2 Processus stationnaires du second ordre
1.2.1 Processus stationnaires du second ordre : fonction d’autocova-
riance, densité spectrale et mémoire
Dans la suite, on s’intéresse à des processus stochastiques définis sur I ⊂ R
où I correspond, suivant le processus étudié, à N (temps discret) ou à R+ (temps
continu). On rappelle les définitions et propriétés des processus stationnaires du
second ordre (voir [Gir+12]).
Définition 1.2.1
Un processus stochastique à valeurs réelles X = (Xt)t∈I est dit strictement
stationnaire si pour tout n ≥ 1, pour tout t1, . . . , tn ∈ I, la loi jointe du vecteur
aléatoire (Xt1+s, . . . , Xtn+s) ne dépend pas de s ∈ I.
Définition 1.2.2
Un processus stochastique à valeurs réelles X = (Xt)t∈I est dit stationnaire du
second ordre si
— ∀t ∈ I, Xt ∈ L2,
— ∀t ∈ I, E[Xt] = µ (l’espérance est constante au cours du temps),
— ∀s, t ∈ I, Cov(Xs, Xt+s) = Cov(X0, Xt). La fonction de covariance est
invariante par translation.
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On note alors σX sa fonction d’autocovariance définie par
σX(t) = Cov(X0, Xt).
Les processus stationnaires du second ordre sont aussi appelés dans la littéra-
ture processus à covariance stationnaire ou processus faiblement stationnaires.
Dans le cas de processus gaussiens, la loi du processus est entièrement détermi-
née par la moyenne et par la fonction de covariance. Ainsi, tandis que les processus
strictement stationnaires et L2 sont des processus stationnaires du second ordre,
la réciproque est vraie pour les processus gaussiens.
Les principales propriétés satisfaites par une fonction d’autocovariance d’un
processus stationnaire du second ordre sont redonnées dans la proposition sui-
vante.
Proposition 1.2.3
Soit X un processus stationnaire du second ordre sur I de fonction d’autoco-
variance σX . Alors pour tout t ∈ I,
σX(0) = Var(Xt) ≥ 0, |σX(t)| ≤ σX(0) et σX(t) = σX(−t).
On donne maintenant une représentation spectrale de la fonction d’autocova-
riance.
Proposition 1.2.4
Toute fonction d’autocovariance σX associée à un processus stationnaire du
second ordre peut s’écrire :
— dans le cas discret, σX(k) =
∫ pi
−pi
eivkdF (v), k ∈ N,
— dans le cas continu, σX(t) =
∫
R
eivtdF (v), t ∈ R+,
où F/σX(0) est une fonction de répartition correspondant à une variable
aléatoire à valeurs p.s. dans [−pi, pi] (resp. R) dans le cas discret (resp. dans le
cas continu). La fonction F est appelée la fonction de répartition spectrale du
processus X.
Si la mesure F est absolument continue par rapport à la mesure de Le-
besgue, alors la fonction f définie par f(v) = dF (v)
dv
est appelée la densité spec-
trale du processus X.
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Définition 1.2.5
• Dans le cas discret, une fonction réelle f sur [−pi, pi] est appelée une densité
spectrale du processus stationnaire du second ordre (Xk)k∈N si
f ≥ 0 sur [−pi, pi] et σX(k) =
∫ pi
−pi
eivkf(v)dv, ∀k ∈ Z.
• Dans le cas continu, une fonction réelle f sur R est appelée une densité
spectrale du processus stationnaire du second ordre (Xt)t∈R+ si
f ≥ 0 sur R et σX(t) =
∫
R
eivtf(v)dv, ∀t ∈ R.
En particulier, une densité spectrale est une fonction paire et intégrable sur [−pi, pi]
(resp. sur R) dans le cas discret (resp. dans le cas continu). Les processus station-
naires du second ordre n’admettent pas forcément de densité spectrale. Cepen-
dant, sous certaines hypothèses sur la fonction d’autocovariance, on a des résultats
d’existence :
Proposition 1.2.6
• Dans le cas discret, si ∑
k≥0
|σX(k)| < ∞, alors X admet une densité spectrale
définie pour v ∈ [−pi, pi] par
f(v) = 12pi
∑
k∈Z
e−ikvσX(k).
Cette somme converge uniformément pour v ∈ [−pi, pi] et f est continue.
• Dans le cas continu, si
∫
R
|σX(t)|dt <∞, alors X admet une densité spectrale
définie pour v ∈ R par
f(v) = 12pi
∫
R
e−itvσX(t)dt.
Cette intégrale converge uniformément pour v ∈ R, i.e.
sup
v∈R
|f(v)− 12pi
∫ n
−n
e−itvσX(t)dt| −−−→
n→∞ 0
et f est continue.
Un critère plus général d’existence est donné dans la proposition suivante.
26
Introduction
Proposition 1.2.7
• Dans le cas discret, si ∑
k≥0
σX(k)2 < ∞, alors X admet une densité spectrale
f ∈ L2([−pi, pi]) définie pour v ∈ [−pi, pi] par
f(v) = 12pi
∑
k∈Z
e−ikvσX(k)
et ∫ pi
−pi
∣∣∣∣∣∣f(v)− 12pi
n∑
k=−n
e−ikvσX(k)
∣∣∣∣∣∣
2
dv −−−→
n→∞ 0.
• Dans le cas continu, si
∫
R
σX(t)2dt <∞, alors X admet une densité spectrale
f ∈ L2(R) définie pour v ∈ R par
f(v) = 12pi
∫
R
e−itvσX(t)dt
et on a de même
∫
R
∣∣∣∣f(v)− 12pi
∫ n
−n
e−itvσX(t)dt
∣∣∣∣2 dv −−−→n→∞ 0.
Définition 1.2.8
Soit X = (Xk)k∈N un processus stationnaire du second ordre. On définit le
périodogramme au point u ∈ [−pi, pi] par
In(u) :=
1
2pin
∣∣∣∣∣
n∑
k=1
eikuXk
∣∣∣∣∣
2
.
Le périodogramme est une version empirique de la densité spectrale pour un pro-
cessus X stationnaire du second ordre à temps discret. Bien que ce ne soit pas un
estimateur consistant de la densité spectrale f(u), il vérifie que E[In(u)] −−−→
n→∞ f(u)
en tout point de continuité de la fonction f .
On souhaite désormais décrire et mesurer la dépendance d’un processus sta-
tionnaire du second ordre dans le domaine temporel à partir de la fonction d’au-
tocovariance et dans le domaine des fréquences grâce à la densité spectrale.
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Définition 1.2.9
Soit X un processus stationnaire du second ordre.
• Dans le cas discret, X est dit à courte mémoire (resp. longue mémoire) si∑
k∈Z |σX(k)| <∞ (resp.
∑
k∈Z |σX(k)| =∞).
• Dans le cas continu, X est dit à courte mémoire (resp. longue mémoire) si∫
R |σX(t)|dt <∞ (resp.
∫
R |σX(t)|dt =∞).
La caractérisation dans le domaine temporel de la courte et longue mémoire
est ainsi basée sur le comportement asymptotique de la fonction d’autocovariance.
Dans le cas de la courte mémoire, la condition de sommabilité ou intégrabilité de
la fonction d’autocovariance implique par la Proposition 1.2.6 l’existence d’une
densité spectrale f bornée. Sous l’hypothèse d’une longue mémoire, la densité
spectrale, si elle existe, est généralement non bornée en zéro.
1.2.2 Théorème central limite et convergence du processus des som-
mes partielles
Enfin, on donne des résultats de type théorème central limite dans le cas de
processus stationnaires en temps discret. Soit X = (Xk)k∈N, un processus station-
naire du second ordre. On définit alors Sn =
∑n
j=1Xj.
Si (Xj)j∈N est un processus gaussien centré, on a Sn√Var(Sn) ∼ N (0, 1) et ainsi la
question de la loi limite de Sn revient à trouver le comportement asymptotique de
Var(Sn). Dans le cas de processus linéaires, on a le résultat suivant :
Théorème 1.2.10 (Théorème 16.6.5 de [IL71])
Soit X = (Xk)k∈N un processus linéaire stationnaire du second ordre de la
forme Xk =
∑∞
j=0 akζk−j où les innovations (ζk)k∈N sont i.i.d, centrées et L2. Si
Var(Sn) −−−→
n→∞ ∞ alors
Sn√
Var(Sn)
Loi−−−→
n→∞ N (0, 1)
On a également des résultats plus forts : on peut montrer la convergence faible
(on définit plus précisément cette convergence par la suite) du processus des
sommes partielles Sn(.) défini pour τ ∈ [0, 1] par Sn(τ) = ∑bnτcj=1 Xj. À n fixé,
Sn(.) est une fonction étagée appartenant à D[0, 1].
On rappelle les notions de convergence faible (voir [Bil68]) pour une suite de
processus stochastiques.
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Définition 1.2.11
On dit que la suite de processus stochastiques (Yn(.))n dans D[0, 1] converge
faiblement vers le processus stochastique Y (.) ∈ D[0, 1] si pour toute fonction
f : D[0, 1]→ R bornée et continue (par rapport à la J1-topologie de Skorokhod
dans D[0, 1]), on a
E[f(Yn)] −−−→
n→∞ E[f(Y )].
En particulier, cette convergence faible entraîne la convergence en loi de fonction-
nelles continues du processus. Par exemple, on obtient
sup
τ∈[0,1]
|Yn(τ)| Loi−−−→
n→∞ sup
τ∈[0,1]
|Y (τ)| et
∫ 1
0
Y 2n (τ)dτ
Loi−−−→
n→∞
∫ 1
0
Y 2(τ)dτ.
Dans la suite, on va s’intéresser uniquement à des situations pour lesquelles le
processus limite est continu : P(Y (.) ∈ C[0, 1]) = 1. Dans ce cas, il est naturel
de discuter de la convergence faible de (Yn(.))n dans l’espace D[0, 1] muni de la
topologie uniforme (donnée par la norme uniforme et la σ-algèbre B0[0, 1] des
sous-ensembles deD[0, 1] générés par les boules fermées pour la norme uniforme).
Cette convergence est appelée la convergence faible dans D[0, 1] muni de la norme
uniforme. On donne une définition équivalente :
Définition 1.2.12
On dit que la suite de processus stochastique (Yn(.))n dans D[0, 1] converge fai-
blement dans D[0, 1] muni de la norme uniforme vers le processus stochastique
Y (.) continu si pour toute fonction f : D[0, 1] → R bornée, mesurable (par
rapport à B0[0, 1]) et continue (par rapport à la norme uniforme), on a
E[f(Yn)] −−−→
n→∞ E[f(Y )].
Définition 1.2.13
On dit que la suite de processus stochastique (Yn(.))n dans D[0, 1] est tendue
dans D[0, 1] muni de la norme uniforme si ∀ε > 0, il existe un ensemble com-
pact K ⊂ D[0, 1] avec K ∈ B0[0, 1] tel que pour tout n ≥ 1,
P(Yn(.) ∈ K) > 1− ε.
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La topologie uniforme est plus forte que la J1-topologie. La convergence faible
dans D[0, 1] muni de la norme uniforme nous permet d’étendre la classe de fonc-
tionnelles f pour lesquelles on a la convergence E[f(Yn)] −−−→
n→∞ E[f(Y )].
La méthode classique pour montrer la convergence faible d’une suite de pro-
cessus dans D[0, 1] muni de la norme uniforme s’effectue en deux étapes :
1. on prouve la convergence en loi fini-dimensionnelles,
2. on vérifie que la suite de processus est tendue dansD[0, 1] muni de la norme
uniforme.
On donne un critère de tension pour une suite de processus :
Théorème 1.2.14 (Théorème 15.5 de [Bil68])
Soit (Yn(.)) suite de processus dans D[0, 1] telle que |Yn(0)| = Op(1). On sup-
pose qu’il existe une suite de fonctions croissantes et continues à droite (Fn)n
sur [0, 1] qui sont uniformément bornées et qui vérifient
lim
δ→0
lim sup
n→∞
sup
|t−s|≤δ
|Fn(t)− Fn(s)| = 0.
De plus, on suppose qu’il existe C > 0, γ > 0 et α > 1/2 tels que
E[|Yn(u)− Yn(s)|2γ] ≤ C|Fn(u)− Fn(s)|2α, 0 ≤ s < u ≤ 1
alors la suite (Yn(.))n est tendue dans D[0, 1] muni de la norme uniforme. Et si
la suite (Yn(.))n converge faiblement dans D[0, 1] muni de la norme uniforme
alors le processus limite est continu p.s.
Revenons à la convergence du processus des sommes partielles Sn(.). À l’aide du
critère de tension ci-dessus, on peut montrer la tension de
(
Sn(.)
Var(Sn)
)
n
:
Proposition 1.2.15 (Prop 4.4.2 dans [Gir+12])
Soit X = (Xk)k∈N un processus stationnaire du second ordre tel que Var(Sn) =
n1+2dL(n) avec 0 < d < 1/2 et L à variation lente. Alors la suite des processus
des sommes partielles
(
Sn(.)
Var(Sn)
)
n
est tendue par rapport à la norme uniforme.
Dans le cas de processus linéaires, on a le résultat de convergence en loi fini-
dimensionnelles suivant :
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Proposition 1.2.16 (Thm 2 de [Dav70])
Soit X = (Xk)k∈N un processus linéaire stationnaire du second ordre de la
forme Xk =
∑∞
j=0 akζk−j où les innovations (ζk)k∈N sont i.i.d centrées et L2. Si
Var(Sn) = n1+2dL(n) avec −1/2 < d < 1/2 et L à variation lente alors
Sn(.)√
Var(Sn)
−−−→
n→∞ Bd+1/2
où la convergence est en loi fini-dimensionnelles et Bd+1/2 est le mouvement
Brownien fractionnaire de paramètre d+ 1/2.
Dans le chapitre 5, on va montrer un résultat de convergence de la suite des pro-
cessus des sommes partielles dans D[0, 1] muni de la norme uniforme pour le pro-
cessus étudié.
1.3 Organisation de la thèse
1.3.1 Partie I : Estimations et simulations de processus stables
Nous avons rappelé à présent les propriétés sur les lois et processus stables qui
nous serviront par la suite. Dans la première partie de cette thèse, on va s’intéresser
à l’estimation de lois et processus (localement) stables et à la simulation de ces
processus.
Chapitre 2
Le chapitre 2 correspond à la version française de l’article [LV+19] soumis en
collaboration avec J. Lévy Véhel et A. Philippe. Dans ce chapitre, on s’intéresse à
des méthodes d’estimation pour les lois stables.
En particulier, on estime l’indice de stabilité α ainsi que le paramètre d’échelle
σ pour une loi stable Sα(σ, 0, 0) en utilisant les expressions des log-moments :
E[log |W |] =
( 1
α
− 1
)
γ + log σ et Var(log |W |) = pi
2
6α2 +
pi2
12 ,
où W ∼ Sα(σ, 0, 0) et γ est la constante d’Euler. Ces estimateurs des log-moments
sont fortement consistants et admettent un théorème central limite. De plus, ces
estimateurs sont robustes dans le cas de variables non identiquement distribuées
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sous certaines conditions sur la non-stationnarité. Par exemple, nous montrons la
consistance et un théorème central limite pour l’estimateur des log-moments dans
le cas d’un échantillon (X1, · · · , Xn) de variables indépendantes tels que Xi ∼
Sαi(σ, 0, 0) où les (αi)i sont déterministes ou aléatoires et suffisamment proches de
α (voir Section 2.4).
Un certain nombre d’estimateurs existent déjà pour les paramètres des lois
stables comme ceux proposés par Fama-Roll [FR71] et Mc Culloch [McC86] qui
reposent sur les quantiles empiriques ou celui donné par Koutrouvelis [Kou80 ;
Kou81] qui est basé sur la fonction caractéristique. Une étude des estimateurs
existants pour les lois stables est menée [Wer95] qui conclut que la méthode de
régression de Koutrouvelis est un bon estimateur.
Après comparaison des performances numériques des estimateurs de Koutrou-
velis et des log-moments pour les paramètres α et σ, il apparait que les perfor-
mances dépendent de la valeur de α avec un estimateur des log-moments meilleur
pour α petit et inversement. Nous donnons ensuite un estimateur combiné qui
permet d’améliorer les performances de notre estimateur pour le cas de petits
échantillons.
Enfin, nous étendons nos estimateurs au cas de variables aléatoires asymé-
triques et nous construisons un test sur l’asymétrie des données.
Ces estimateurs sont ensuite appliqués dans le cas de processus multistables
(dont nous continuons l’étude aux chapitres suivants) ainsi que sur l’estimation
d’un indice financier.
Chapitres 3 et 4
Les chapitres 3 et 4 s’inscrivent dans le prolongement des travaux sur les pro-
cessus multistables définis à partir de la représentation de Ferguson-Klass-LePage
effectué dans [LGLV12]. Le chapitre 3 donne une méthode de simulation rapide
de tels processus tandis que le chapitre 4 est consacré à l’estimation de la fonction
qui paramétrise ces processus.
Dans le chapitre 3, on commence par rappeler la définition des processus lo-
calisables (voir [Fal02], [Fal03]) et des processus multistables définis à partir
d’un champ stochastique dans le cas d’espace de mesure finie ou σ-finie (voir
[LGLV12]). En particulier, à partir d’une fonction d’intensité α, le processus mul-
tistable Y est défini comme le processus diagonal du champ de processus stables
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(X(t, u))(t,u)∈[0,1]2, c’est à dire Y (t) = X(t, t), où le champ est de la forme
X(t, u) = C1/α(u)α(u)
∞∑
i=1
γiΓ−1/α(u)i f(t, u, Vi), (t, u) ∈ [0, 1]2,
(voir Théorème 3.2.1 pour les notations).
On va simuler le processus multistable grâce au champ. Si on veut simuler le
processus multistable aux instants (k/N)k∈{1,...,N}, il faut connaître les valeurs du
champ en position
(
k
N
, k
N
)
. Comme, à u fixé, X(·, u) est un processus α(u)-stable,
il faut simuler les N processus X
(
·, k
N
)
aux instants
(
k
N
)
k∈{1,...,N}. Cette méthode
de calcul nécessite beaucoup de temps de calcul lorsque N est grand puisqu’il faut
alors calculer N points de N processus stables.
Nous donnons dans ce chapitre, une simulation approchée de ces processus à
l’aide d’une grille fixée de pas 1/K avec K ∈ N?. Cette méthode consiste à discré-
tiser de manière régulière l’intervalle ]0, 2[ parcouru par la fonction α en (2K − 1)
valeurs possibles. Au lieu de simuler le processus diagonal Y = (X(t, t))t∈[0,1], on
simule alors le processus approché (X˜K(t, t))t∈[0,1] défini à partir du champ :
X˜K(t, u) = C1/αK(u)αK(u)
∞∑
i=1
γiΓ−1/αK(u)i f(t, u, Vi), (1.3.1)
où αK(u) = max
(bKα(u)c
K
,
1
K
)
.
Cette construction approchée permet une simulation beaucoup plus rapide
des processus multistables puisqu’elle nécessite au maximum la simulation de N
points de (2K − 1) processus stables.
Nous montrons le résultat suivant sur l’erreur entre le vrai processus et sa
construction approchée avec une grille :
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Théorème A (Théorème 3.3.1)
Soit t > 0 fixé. Sous de bonnes conditions, on a
X(t, t)− X˜K(t, t) = (α(t)− αK(t))ZK(t)
avec ZK(t) Loi−−−→
K→∞
Z∞(t) où la variable aléatoire Z∞(t) est non-dégénérée. En
conséquence,
|X(t, t)− X˜K(t, t)| = OP
( 1
K
)
.
Nous illustrons cette méthode de simulation pour la réalisation d’un mouve-
ment de Lévy multistable et pour un mouvement linéaire multifractionnaire mul-
tistable. Par exemple, la simulation par le champ d’un mouvement de Lévy multis-
table est environ 1800 fois plus lente que son approximation à l’aide d’une grille
de pas 1/K où K = 2000 lorsque N = 2.105.
Après avoir donné une méthode de simulation rapide dans le chapitre 3, le
chapitre 4 est consacré à l’estimation de la fonction d’intensité des processus mul-
tistables. Au point t0 ∈]0, 1[, l’estimateur de α(t0) est basé sur les moments empi-
riques d’ordre p ∈]0, 2] du processus multistable Y définis par :
SN(p) =
 1
n(N)
∑
k∈IN (t0)
∣∣∣∣∣Y
(
k + 1
N
)
− Y
(
k
N
)∣∣∣∣∣
p
1/p
sur une fenêtre de taille IN (t0)
N
centrée autour du point t0 où N ≥ 1, n(N) est une
suite d’entiers pairs et
IN(t0) =
{
bNt0c − n(N)2 , . . . , bNt0c+
n(N)
2 − 1
}
.
Dans [LG13], Le Guével a lui-aussi étudié un estimateur consistant de la fonction
d’intensité basé sur les moments empiriques (voir Section 4.3 pour plus de détails).
Suivant la valeur de p, on a le résultat suivant de convergence pour SN(p) :
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Théorème B ( Théorème 5.4 de [LG13] et Théorème 4.2.2)
Soit n(N) tel que n(N) −−−→
N→∞
∞ et n(N)
N
−−−→
N→∞
0. Alors, sous de bonnes condi-
tions, on a
∀p ∈]0, α(t0)[, NH(t0)SN(p) proba−−−→
N→∞
E [|X(1, t0)|p]1/p ,
et
∀p ∈]α(t0), 2[, NH(t0)n(N)
−1
α(t0)
+ 1
pSN(p) Loi−−−→
N→∞
W 1/p,
où W ∼ Sα(t0)/p
(
σp,α(t0), 1, 0
)
.
On utilise ensuite l’expression de E [|X(1, t0)|p]1/p pour 0 < p < α(t0) afin de
construire un estimateur de α(t0) dont on montre la convergence en probabilité
vers α(t0) si 0 < p < α(t0) et vers p sinon.
Théorème C (Théorème 4.3.1)
Pour 0 < θ < 1, soit Φθ : [0, 1[→] −∞, 1] la fonction strictement décroissante
définie par Φθ(x) = Γ(1−θx)
1/θ
Γ(1−x) et de bijection réciproque Φ
−1
θ . On peut alors
définir l’estimateur
αˆN,p,θ(t0) =
p
Φ−1θ
(
min
[
1,
(
SN (θp)
SN (p)
)p 1−p
Γ(2−p) cos(pip2 )
(
Γ(2−θp) cos(piθp2 )
1−θp
)1/θ]) .
On se place sous les conditions du théorème précédent. On a alors,
αˆN,p,θ(t0)
proba−−−→
N→∞
α(t0), si p ∈]0, α(t0)[,p, si p ∈]α(t0), 2[.
1.3.2 Partie II : Échantillonnage de processus stationnaires du se-
cond ordre définis en temps continu
L’échantillonnage de processus a toujours été une question intéressante puis-
qu’il permet de modéliser à la fois des données en temps continu dont nous n’avons
accès qu’à un certain nombre d’observations (grâce à un capteur par exemple) soit
de modéliser un processus dont il nous manque des données.
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Une première approche d’échantillonnage proposée consiste à regarder de ma-
nière régulière le processus aux instants (nh)n∈Z, avec h un pas de temps fixé
([BT58]). Cependant, cette méthode ne permet pas de retrouver précisément la
densité spectrale f du processus initial (et donc aussi sa fonction de covariance)
car cette méthode produit des alias de f , c’est à dire d’autres densités spectrales
compatibles avec les valeurs du processus aux instants (nh)n∈Z.
Ainsi, [SS60] proposent d’étudier certains échantillonnages irréguliers afin
d’avoir des méthodes sans alias. Une première étude aux instants aléatoires (nh+
γn)n∈Z où h est un pas de temps fixé et les γn sont des variables i.i.d. N (0, σ2) avec
σ  h mène à un échantillonnage qui admet lui-aussi des alias. Une deuxième
étude pour un échantillonnage aléatoire additif aux instants (tn)n∈Z tels que
tn = tn−1 + γn avec des (γn)n i.i.d. de densité p sur R+ et supposée dans L2 mène
à un échantillonnage sans alias (sous certaines conditions sur la loi commune des
γn) [SS60 ; GR57]. On peut trouver d’autres échantillonnages dans la littérature.
Par exemple, [BB10] proposent d’étudier des processus gaussiens stationnaires
aux instants (t(n)0 , . . . , t(n)n ) tels que t
(n)
k+1 − t(n)k = δnLk avec (δn)n suite détermi-
niste positive tendant vers 0 et (Lk)k suite de variables aléatoires positives tandis
que [LM94] s’intéressent à un échantillonnage à l’aide d’un processus ponctuel
stationnaire.
Dans une deuxième partie, nous nous sommes ainsi intéressés aux processus
stationnaires du second ordre définis en temps continu X = (Xt)t∈R+ de fonction
d’autocovariance σX . On cherche ainsi à décrire le comportement du processus
aux instants d’observations (Tn)n en supposant que les inter-observations
(Tn − Tn−1)n sont i.i.d. à densité sur R+ (échantillonnage aléatoire additif de
[SS60]). On définit alors le processus échantillonné (Yn)n par
Yn = XTn pour n ∈ N.
De nombreuses études ont été menées pour des processus stationnaires du se-
cond ordre gaussiens, linéaires avec des innovations i.i.d. ou encore fonctions d’un
processus linéaire ou gaussien (voir [Gir+12]). Ces résultats classiques ne sont pas
applicables puisque même sous l’hypothèse d’une loi connue pour le processus ini-
tial, on ne peut généralement rien préciser sur la loi du processus échantillonné.
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Chapitre 5
Le chapitre 5 correspond à la version française de l’article [Phi+19] écrit en
collaboration avec A. Philippe et M-C. Viano dans lequel on s’intéresse au compor-
tement de la mémoire et de la loi du processus après échantillonnage aléatoire.
Dans [PV10], Philippe et Viano ont traité le cas de processus stationnaires du se-
cond ordre en temps discrets qui sont échantillonnés aléatoirement. Bien que nos
résultats obtenus sont similaires à ceux de [PV10], les méthodes d’étude ne sont
pas les mêmes. En effet, dans le cas discret, la loi des inter-arrivées est une variable
aléatoire discrète à valeurs dans N? et le processus initial et son échantillonné sont
tous les deux à temps discrets ce qui facilitent l’étude.
On aborde en particulier dans ce chapitre des questions naturelles que l’on
se pose sur les processus X et Y : Les caractéristiques du processus initial sont-
elles conservées après échantillonnage aléatoire ? Peut-on retrouver les propriétés du
processus initial X à partir du processus échantillonné Y ?
Dans ce chapitre, nous traitons uniquement des propriétés dans le domaine
temporel de ces processus. Nous montrons que Y est lui un processus stationnaire
du second ordre dont la fonction d’autocovariance σY vérifieσY (0) = σX(0),σY (h) = E [σX(Th)] , h ≥ 1.
De plus, on montre que dans le cas d’un processus initial X gaussien, les margi-
nales de Y sont gaussiennes. Cependant, si la variable aléatoire σX(T1) n’est pas
constante p.s. alors Y n’est pas un processus gaussien (voir Proposition 5.2.2).
Sous des hypothèses peu restrictives, la courte mémoire est conservée après
échantillonnage alors que la conservation de la longue mémoire nécessite des
inter-arrivées intégrables. Cette condition sur le moment d’ordre 1 des inter-obser-
vations avaient déjà été soulignée par [PV10].
Pour la longue mémoire, le cas d’une fonction d’autocovariance à variation
régulière de la forme
(?) σX(t) = t−1+2dL(t)
(avec 0 < d < 1/2 et L à variation lente et décroissante à partir d’un certain rang)
est étudié plus précisément afin de donner davantage d’informations sur le com-
portement de la mémoire après échantillonnage. En particulier, on montre que le
paramètre de mémoire d est conservé après échantillonnage lorsque E[T1] < ∞.
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Ce résultat est similaire à ceux obtenus par [PV10] (échantillonnage aléatoire) et
par [Cha98] et [Hwa00] qui étudient l’échantillonnage déterministe et l’agréga-
tion temporelle de processus FARIMA(0, d, 0) dont le paramètre de mémoire d est
conservé après l’échantillonnage.
On a vu que le caractère gaussien du processus initial était perdu après échan-
tillonnage. On peut cependant, sous certaines hypothèses, retrouver de manière
asymptotique un comportement gaussien pour le processus des sommes partielles
après normalisation. C’est l’objet du théorème ci-dessous qui étend les résultats
classiques pour le processus des sommes partielles concernant les processus li-
néaires à innovations i.i.d (voir Chapitre 4 de [Gir+12]).
Théorème D (Théorème 5.3.4)
Soit X un processus gaussien de covariance vérifiant (?). Alors, si E[T1] < ∞,
on obtient
γ
−1/2
d L(n)−1/2n−1/2−dSn(.) −−−→n→∞ B 12 +d(.), (1.3.2)
où la convergence a lieu dans D[0, 1] muni de la norme uniforme, B 1
2 +d
est le
mouvement brownien fractionnaire de paramètre 12 + d et γd =
E[T1]−1+2d
d(1 + 2d) .
Cela nous conduit à étudier la statistique R/S introduite par Hurst [Hur51 ;
Hur56] puis utilisée dans [Rip57 ; MW69b ; MT79 ; Ber94 ; Li+11] dont nous mon-
trons la convergence en loi (Proposition 5.3.1). Cette statistique nous donne une
manière heuristique pour estimer le paramètre de longue mémoire d.
Dans le cas d’inter-arrivées non-intégrables, on montre un encadrement sur la
mémoire de Y dépendant du paramètre de mémoire d et du paramètre
β := sup{γ : E[T γ1 ] <∞} ∈]0, 1[
dépendant de la loi de T1. En particulier, échantillonner un processus à longue
mémoire avec des inter-arrivées non intégrables peut conduire à un processus à
courte mémoire.
Enfin, nous étudions le processus agrégé :
Zn =
∫ Tn+1
Tn
Xtdt,
qui, lui aussi, est stationnaire du second ordre. Dans le cas d’une fonction σX
décroissante sur R+, nous montrons que le processus agrégé hérite des propriétés
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du processus discret Y défini après échantillonnage.
Chapitre 6
Le chapitre 6 correspond à un travail effectué en collaboration avec M. Ould
Haye et A. Philippe. Ce chapitre est consacré à l’étude spectrale après échantillon-
nage du processus X stationnaire du second ordre à temps continu. Dans le cas
d’un processus X à temps discret, il n’est pas possible de reconstruire la densité
spectrale de fX à partir de la connaissance d’une version échantillonnée obte-
nue par un échantillonnage déterministe dû à un phénomène d’alias. Cet aliasing
peut être supprimé en prenant un échantillonnage aléatoire (différents schémas
d’échantillonnage peuvent être trouvés dans [SS60], [Beu70] et [Mas71]).
On commence par montrer des résultats d’existence des densités spectrales de
X et de son échantillonné Y ainsi que le lien entre ces deux densités spectrales.
Plus particulièrement, la Proposition 6.2.1 montre l’existence dans le cas d’une
fonction σX bornée par une fonction décroissante et dans Lp avec 1 ≤ p ≤ 2 alors
que la Proposition 6.2.2 montre que sous l’hypothèse de l’existence d’une densité
spectrale avec une certaine forme ou sur des conditions sur la loi de T1, on a
existence d’une densité spectrale pour Y avec son expression.
Le reste du chapitre se consacre à l’étude spectrale dans le cas particulier d’un
processus initial gaussien à longue mémoire de fonction de covariance de la forme
(?) admettant une densité spectrale fX avec un échantillonnage poissonnien. En
particulier, dans ce contexte, on a existence d’une densité spectrale fY pour Y.
Pour ces processus, en définissant pour j ∈ {1, . . . , bn/2c}, le périodogramme
de (Y1, . . . , Yn) à la fréquence de Fourier λj =
2pij
n
: In(λj) =
1
2pin
∣∣∣∣∣
n∑
k=1
Yke
ikλj
∣∣∣∣∣
2
,
nous montrons alors la convergence de ce périodogramme après normalisation :
Théorème E (Théorème 6.3.1)
Sous les hypothèses décrites ci-dessus, on a alors pour tout nombre de fré-
quences de Fourier s ≥ 1 fixé, et pour tous j1, . . . , js ∈ {1, . . . , bn/2c} entiers
tous distincts,(
In(λj1)
fY (λj1)
, · · · , In(λjs)
fY (λjs)
)
Loi−−−−−→
n→+∞
(
Lj1(d)[U2(j1) + V 2(j1)], · · · , Ljs(d)[U2(js) + V 2(js)]
)
,
où (U(1), . . . , U(bn/2c), V (1), . . . , V (bn/2c)) est un vecteur gaussien centré de
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matrice de covariance connue s’exprimant en fonction de (j1, . . . , js) et d (voir
6.3.2) et Lj(d) est une constante dépendant de j et d.
Enfin, à l’aide d’une condition sur les cumulants d’ordre 4 vérifiée par le proces-
sus Y (Proposition 6.4.1), on montre à la fois la convergence de l’estimateur local
Whittle pour le paramètre d à l’aide des travaux de cet estimateur pour les proces-
sus non-linéaires de [Dal+06] et la convergence de l’estimateur HAC [Aba+09] de
la variance asymptotique nécessaire pour inférer la moyenne inconnue. La conver-
gence de l’estimateur HAC nous permet également de tester la courte mémoire
du processus à l’aide de la statistique V/S [MW69a ; Kwi+92 ; LS96 ; Gir+03 ;
Gir+06].
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Dans ce chapitre, on s’intéresse à l’estimation de l’indice de stabilité et du para-
mètre d’échelle de variables aléatoires stables. Bien que la littérature sur ce sujet
soit conséquente, aucun résultat théorique précis ne semble disponible. Dans la
suite, nous étudions un estimateur basé sur les log-moments qui sont toujours
bien définis pour ces variables aléatoires. Cet estimateur a l’avantage de pouvoir
s’écrire sous une expression explicite simple ce qui nous permet d’en déduire des
résultats de convergence presque sûre et un théorème central limite. Nous mon-
trons ensuite comment améliorer la précision de cet estimateur en le combinant
avec ceux déjà définis. La forme explicite nous permet également de considérer le
cas de données non identiquement distribuées, et nous montrons que nos résul-
tats restent vrais, à condition que les écarts par rapport à la stationnarité soient
"petits". À l’aide d’un centrage et d’une symétrie, nous élargissons les estimateurs
précédents aux variables stables asymétriques et nous construisons un test pour
vérifier l’asymétrie des données. En applications, nous montrons numériquement
que l’indice de stabilité du mouvement de Lévy multistable peut être estimé avec
précision et nous considérons un indice financier, à savoir le S&P 500, où nous
trouvons que l’indice de stabilité évolue dans le temps en fonction des événements
financiers majeurs.
2.1 Introduction
La famille de loi α-stable est omniprésente en théorie des probabilités puisque
ces lois apparaissent comme les limites de sommes renormalisées de variables aléa-
toires indépendantes et identiquement distribuées. La densité d’une loi α-stable
existe et est continue mais elle n’a pas de forme explicite sauf dans le cas de va-
riables gaussiennes, de Cauchy, de Lévy ou dans le cas des variables constantes.
Les lois stables non-gaussiennes sont un modèle de représentation de phénomènes
réels comportant des sauts. De plus, lorsque α < 2, leur densité admet un compor-
tement de loi à queue lourde, résultant d’une décroissance lente de la probabilité
de voir apparaître des événements extrêmes.
Les lois stables ont été largement utilisées ces dernières années pour la modé-
lisation dans de nombreux domaines tels que la biomédecine [SG+13], la géo-
physique [Yan+09], l’économie [Man97], la finance [Man97], le trafic sur In-
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ternet [Dim+11] et bien d’autres. Les lois stables sont caractérisées par quatre
paramètres : un paramètre d’échelle généralement noté σ, (ce paramètre est pro-
portionnel à la variance dans le cas gaussien), un paramètre de stabilité noté α,
qui détermine le poids de la queue de distribution et qui varie dans l’intervalle
]0, 2], un paramètre de localisation µ comparable à la moyenne dans le cas de
lois gaussiennes, et un paramètre d’asymétrie β appartenant à l’intervalle [−1, 1].
Afin de pouvoir utiliser des lois stables pour la modélisation des phénomènes
du monde réel, il faut être capable d’estimer ces paramètres ci-dessus. Un cer-
tain nombre d’estimateurs sont couramment utilisés comme ceux proposés par
Fama-Roll [FR71], Mc Culloch [McC86] et Koutrouvelis [Kou80 ; Kou81]. Ces es-
timateurs présentent un inconvénient : ils ne possèdent pas d’expression expli-
cite simple. En conséquence, à notre connaissance, aucun résultat théorique n’est
connu à leurs sujets, tel que des théorèmes de convergence presque sûre ou des
théorèmes central limite. Leurs lois asymptotiques ainsi que leurs variances asymp-
totiques ne sont donc accessibles que par des simulations numériques.
De plus, l’absence de formes explicites simples rend difficile l’évaluation théo-
rique de leur performance dans des situations qui s’écartent légèrement des hypo-
thèses classiques des échantillons aléatoires indépendants et identiquement dis-
tribués. Or cela est souhaitable lorsque l’on veut traiter des données du monde
réel qui, souvent, ne vérifient pas ces hypothèses idéales. Il est possible de trouver
d’autres estimateurs pour les lois stables (moments négatifs dans [DI17], maxi-
mum de vraisemblance à partir d’une approximation de tranformée de Fourier
[Nol98]...). Ces estimateurs sont complexes à étudier.
Notre principal objectif est d’étudier les propriétés théoriques d’un estimateur
des moments. Puisque les variables aléatoires stables non gaussiennes ne pos-
sèdent pas de variance finie et, même dans certains cas une moyenne bien dé-
finie, nous allons considérer un estimateur basé sur les moments logarithmiques.
Cette idée n’est pas nouvelle, car il a été remarqué depuis longtemps que les log-
moments existent toujours pour les variables aléatoires stables et qu’ils constituent
des outils de travail pratiques. Par exemple, [MN95] considère le même estimateur
que celui que nous étudions et l’applique à l’identification des canaux aveugles
tandis que [Wan+15] l’utilise pour l’estimation d’un bruit α-stable pour l’erreur
aléatoire d’un gyroscope laser. La forme de cet estimateur est connu mais pas son
comportement. Grâce à son expression simple, nous sommes en mesure de prou-
ver une convergence presque sûre et un théorème central limite à la fois dans un
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cadre identiquement distribué et indépendant et dans le cas d’un léger écart de
stationnarité. Nous comparons la performance de notre estimateur avec la mé-
thode de régression de Koutrouvelis [Kou80 ; Kou81]. Les résultats dépendent de
la valeur de α et de la taille de l’échantillon. Nous combinons ensuite ces deux
estimateurs à l’aide d’une technique récemment mise au point dans [LR16] pour
améliorer leur performance, en particulier dans le cas des petits échantillons.
Comme applications, nous montrons des résultats numériques à la fois sur des
données synthétisées (mouvement symétrique de Lévy multistable) et sur un in-
dice financier (S&P 500), qui confirment nos résultats théoriques, à savoir que
l’estimateur est capable de suivre des variations assez lisses de l’indice de stabilité
dans le temps.
Une loi stable est caractérisée par quatre paramètres. Nous écrivons X ∼
Sα(σ, β, µ) pour indiquer que X suit une loi stable d’indice de stabilité α ∈]0, 2],
de paramètre d’échelle σ ∈ R+, d’asymétrie β ∈ [−1, 1] et paramètre de position
µ ∈ R (voir [ST94]).
Il existe plusieurs paramétrages des lois stables, chacun ayant ses avantages
et ses inconvénients. Le suivant, de fonction caractéristique φ définie ci-après, est
probablement le plus populaire :
φ(t) =

exp
(
−σα|t|α
(
1− iβsign(t) tan
(
piα
2
))
+ iµt
)
si α 6= 1,
exp
(
−σ|t|
(
1 + iβsign(t)2 log |t|
pi
)
+ iµt
)
si α = 1
(2.1.1)
où
sign(t) =

1 si t > 0,
0 si t = 0,
−1 si t < 0.
Pour une loi stable, la densité n’est pas connue de manière explicite sauf pour
quelques exceptions (loi gaussienne, loi de Cauchy,. . . ). Il est donc difficile d’utili-
ser les méthodes d’estimation classiques basées sur la densité, comme le maximum
de vraisemblance ou les statistiques bayésiennes. Bien que la densité puisse être
estimée numériquement, par exemple par inversion de Fourier, cette procédure
entraîne des erreurs d’approximation qui ne peuvent être facilement évaluées.
Sauf dans le cas gaussien, une autre difficulté vient du fait que les variables
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aléatoires stables ont des moments infinis dès que l’ordre est plus grand que l’in-
dice de stabilité. Plus précisément, lorsque X ∼ Sα(σ, β, µ) avec 0 < α < 2,
E[|X|p] < ∞ si et seulement si 0 < p < α (voir Proposition 1.1.2). Cela im-
plique qu’il n’est pas possible d’utiliser la méthode des moments afin d’estimer les
paramètres. Nous étudions dans la section suivante un estimateur simple basé sur
les moments logarithmiques qui permet d’effectuer des calculs explicites.
Dans la section 2.2, nous étudions des estimateurs de α et σ pour des variables
aléatoires stables symétriques (c’est-à-dire lorsque µ = β = 0) : des estimateurs
des log-moments et des estimateurs combinés construits avec l’estimateur de Kou-
trouvelis.
Dans la section 2.3, nous étendons les estimateurs des log-moments, de Kou-
trouvelis et combiné au cas asymétrique en étudiant deux façons d’adapter l’esti-
mateur log-moments. Les propriétés des estimateurs des log-moments nous per-
mettent également de proposer une méthode pour tester l’asymétrie des données.
Dans la section 2.4, nous étudions le cas de variables non identiquement distri-
buées où nous prouvons la robustesse des estimateurs des log-moments sous cer-
taines conditions pour les perturbations. Dans la section 2.5, nous effectuons des
simulations numériques pour tester notre estimateur pour un mouvement de Lévy
multistable et également pour des données réelles avec l’étude d’un indice finan-
cier.
2.2 Méthodes d’estimation
Nous construisons un estimateur pour les paramètres α et σ en utilisant un
estimateur combiné dont la procédure générale de construction est décrite dans
[LR16]. Dans notre cas particulier, θ = t(α, σ) sont les paramètres à estimer et
nous avons accès à p estimateurs pour α et q estimateurs pour σ.
Nous considérons des estimateurs moyennés de θ de la forme
θ̂λ = tλ

α̂1
...
α̂p
σ̂1
...
σ̂q

, λ ∈ Λ, (2.2.1)
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où tλ désigne la transposée de λ et Λ est un sous-ensemble donné deM(p+q)×2(R).
On mesure la performance de θ̂λ pour λ ∈ Λ à l’aide de l’erreur quadratique
moyenne (MSE). On sélectionne λ? qui satisfait la condition :
λ? = argmin
λ∈Λ
E
[
‖ θ̂λ − θ ‖2
]
.
Dans ce qui suit, nous présentons un estimateur classique : celui de Koutrou-
velis ([Kou80], [Kou81]). Le choix de cet estimateur particulier est motivé par
les résultats rapportés dans [Wer95] qui montrent qu’il fonctionne généralement
mieux que d’autres méthodes telles que celles de Fama-Roll et Mc Culloch. Nous
voulons combiner l’estimateur de Koutrouvelis décrit dans la section 2.2.2 avec
l’estimateur des log-moments (Section 2.2.1) pour obtenir de meilleures perfor-
mances surtout quand α < 1.
2.2.1 Log-moments dans le cas symétrique
Pour une loi stable symétrique, les log-moments absolus peuvent être explicités
[LG13], cela nous permet d’en déduire des expressions reliant les log-moments
aux paramètres α et σ et d’obtenir un moyen de les estimer. Tout d’abord, on
remarque la propriété suivante :
Proposition 2.2.1
Soit Z ∼ Sα(1, 0, 0), alors
E[| log |Z||p] <∞ pour tout p > 0. (2.2.2)
Démonstration : Voir l’annexe 2.6.
Ces espérances peuvent être calculées explicitement en remarquant que :
E[(log |Z|)p] = d
pE[|Z|t]
dtp
∣∣∣∣∣
t=0
, (2.2.3)
et en utilisant le résultat suivant :
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Proposition 2.2.2
Soit Z ∼ Sα(1, 0, 0). Alors, pour tout 0 < t < min(α, 1),
E[|Z|t] = Γ(1− t/α)Γ(1− t) cos(pit/2) . (2.2.4)
Démonstration : Voir l’annexe 2.6.
On en déduit l’espérance et la variance d’une variable log |Z| où Z suit une loi
Sα(1, 0, 0) : E[log |Z|] =
(
1
α
− 1
)
γ et Var(log |Z|) = pi26α2 + pi
2
12 , où γ est la constante
d’Euler (γ = 0.57721 . . . ).
Théorème 2.2.3
Soit (X1, . . . , Xn) une suite de variables aléatoires i.i.d stables symétriques
réduites Sα(1, 0, 0). On définit
α̂n(X1, . . . , Xn) =
γ
γ + 1
n
∑n
i=1 log |Xi|
.
Alors, α̂n
p.s.−−−−→
n→+∞ α. De plus, avec f(x) =
pi2
6x2 +
pi2
12 ,
√
n(α̂n − α)γ
α̂2n
√
f(α̂n)
Loi−−−−→
n→+∞ N (0, 1). (2.2.5)
Démonstration : La preuve de ce résultat se trouve en annexe 2.6.
Généralement, σ est inconnu et on doit estimer conjointement les deux para-
mètres d’intérêt. Soit W suivant une loi Sα(σ, 0, 0), alors on a la réduction Wσ ∼
Sα(1, 0, 0) et on déduit les log-moments de W à partir de ceux de Z. On obtient
E[log |W |] =
( 1
α
− 1
)
γ + log σ et Var(log |W |) = pi
2
6α2 +
pi2
12 .
Théorème 2.2.4
Soit (X1, . . . , Xn) une suite de variables aléatoires i.i.d. de loi stable symé-
trique Sα(σ, 0, 0). On définit les estimateurs α̂(n)LOG et σ̂
(n)
LOG (en fonction de
49
Chapitre 2 – Estimateurs explicites et combinés pour les paramètres de lois stables
(X1, . . . , Xn)) par
α̂
(n)
LOG =
max
 6
pi2(n− 1)
n∑
i=1
[
log |Xi| − 1
n
n∑
k=1
log |Xk|
]2
− 12 ,
1
4
−1/2 ,
σ̂
(n)
LOG = exp
(
1
n
n∑
i=1
log |Xi| −
(
1
α̂
(n)
LOG
− 1
)
γ.
)
(2.2.6)
Alors, on a
(α̂(n)LOG, σ̂
(n)
LOG)
p.s.−−−−→
n→+∞ (α, σ). (2.2.7)
et
√
n
 α̂(n)LOG
σ̂
(n)
LOG
−
 α
σ
 Loi−−−−→
n→+∞ N (0, Aα,σ), (2.2.8)
où la matrice Aα,σ est explicitée dans la remarque ci-dessous.
Remarque 2.2.1. La fonction max dans l’expression de α̂(n)LOG assure que l’estimateur est
toujours calculable et qu’il est à valeurs dans ]0, 2] presque sûrement. La matrice Aα,σ
s’exprime en fonction des moments de log |X1|, de α et σ par la relation :
Aα,σ = Fα,σGα,σΣα,σ tGα,σ tFα,σ
où
Fα,σ =
σ γσ/α2
0 1
 , (2.2.9)
Gα,σ =
 1 0
6
((
1
α
− 1
)
γ + log σ
)
α3/pi2 −3α3/pi2
 , (2.2.10)
et
Σα,σ =
 Var(log |X1|) Cov(log |X1|, (log |X1|)2)
Cov(log |X1|, (log |X1|)2) Var((log |X1|)2)
 . (2.2.11)
Démonstration : La preuve de ce résultat se trouve en annexe 2.6.
2.2.2 Performance numérique de chaque estimateur
L’estimateur de Koutrouvelis (voir [Kou80] et [Kou81]) est basé sur l’exploita-
tion de l’expression explicite du logarithme itéré de la fonction caractéristique φ.
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Dans le cas symétrique, il prend la forme particulièrement simple suivante :
log(log(|φ(t)|2) = log(2σα) + α log |t|. (2.2.12)
La fonction caractéristique empirique donnée par φ̂n(t) = 1n
∑n
j=1 e
itXj basée sur
les observations i.i.d (Xj) est un estimateur consistant de φ. Nous estimons ces
paramètres en régressant y = log(log(||φ̂n(t)|2) sur w = log |t| dans le modèle
yk = m+ αwk + k (2.2.13)
où m = log(2σα), tk = pik25 pour k ∈ {1, . . . , K} avec K dépendant de la valeur
de α et de la taille de l’échantillon, et k désigne un terme d’erreurs. Dans nos
simulations, nous utilisons une version plus facile de la méthode de régression de
Koutrouvelis qui est plus adaptée au cas symétrique (voir [Wer95]). Nous décri-
vons l’algorithme :
— On définit une erreur admissible (tol = 0.05 dans la simulation) et le
nombre maximal d’itérations (itermax = 10).
— Une regression linéaire appliquée à la méthode des quantiles de Mc Culloch
[McC86] nous fournit des estimations initiales α̂(n) et σ̂(n) pour les para-
mètres, où n désigne la taille de l’échantillon observé.
— Tant que le nombre d’itérations est inférieur à itermax et que |ŝ − 1| > tol
(cette condition démarre à la deuxième itération) :
— on trouve le nombre de points K dont on va se servir pour la régression,
dépendant de α̂(n) comme dans la regression classique de Koutrouvelis,
— on définit w = (wk)k∈{1...K} et y = (yk)k∈{1...K} par wk = log |pik/25|,
yk = log(− log
∣∣∣∣∣φ̂n
(
pik
25σ̂(n)
)∣∣∣∣∣
2
),
— on calcule la nouvelle valeur de α̂(n) donnée par
α̂(n) = min
(∑K
k=1(wk −mean(w))(yk −mean(y))∑K
k=1(wk −mean(w))2
, 2
)
— on met à jour ŝ = exp
(
mean(y−α̂(n)w)−log(2)
α̂(n)
)
— on met à jour σ̂(n) = σ̂(n)ŝ.
Cette version modifiée de Koutrouvelis donne des performances (en termes
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d’erreurs quadratiques moyennes) similaires à l’original. Cependant, elle est beau-
coup plus rapide car cette version ne nécessite pas l’estimation des paramètres β
et µ (qui nécessite l’inversion numérique de matrices de taille n× n).
En général, la méthode de régression de Koutrouvelis a une erreur quadra-
tique moyenne plus petite que les autres méthodes d’estimation classiques basées
sur des quantiles empiriques (par exemple la méthode Fama-Roll [FR71] ou la
méthode de Mc Culloch [McC86]). Une comparaison des performances de ces
méthodes classiques est effectuée dans [Wer95]. Pour chaque paire de valeurs
pour (α, σ), r échantillons indépendants de taille n de variables aléatoires i.i.d.
stables symétriques ont été générés en utilisant la méthode de simulation donnée
par Chambers et al [Cha+76]. L’erreur quadratique moyenne empirique des lois
d’échantillonnage de α et σ est donnée par
MSEα =
1
r
r∑
i=1
(α̂i − α)2, MSEσ = 1
r
r∑
i=1
(σ̂i − σ)2,
où α̂ (resp. σ̂) est un estimateur de α (resp. σ).
Dans la suite, nous utilisons les abréviations "KOUT" et "LOG" pour désigner
respectivement l’estimateur de Koutrouvelis ou des log-moments. Pour chaque α,
les comportements de α̂KOUT et α̂LOG sont similaires pour toute valeur de σ (Table
2.1) alors que, pour chaque valeur de σ, σ̂KOUT et σ̂LOG s’améliorent lorsque α
augmente (Tableau 2.2). En outre, lorsque α est fixe, σ̂KOUT et σ̂LOG ont le même
comportement pour tout σ. Pour cette raison, seul le cas où σ est égal à 1 est
représenté dans la Table 2.2.
α =0.2 α =0.6 α =1 α =1.4 α =1.8
σ =10 LOG 9.06 10
−5 9.06 10−4 4.67 10−3 1.97 10−2 3.10 10−2
KOUT 4.70 10−4 2.35 10−3 3.75 10−3 8.20 10−3 4.17 10−3
σ =1 LOG 8.07 10
−5 1.06 10−3 4.47 10−3 2.20 10−2 3.19 10−2
KOUT 4.27 10−4 2.11 10−3 3.91 10−3 7.58 10−3 4.28 10−3
σ =0.1 LOG 8.93 10
−5 9.59 10−4 4.43 10−3 2.20 10−2 2.97 10−2
KOUT 4.66 10−4 1.96 10−3 4.22 103 7.58 10−3 4.29 10−3
TABLE 2.1 – Erreur quadratique moyenne pour α̂LOG et α̂KOUT (r = 500 et n = 500).
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α =0.2 α =0.6 α =1 α =1.4 α =1.8
σ =10 LOG 7.10 9.86 10
−1 6.08 10−1 6.07 10−1 5.43 10−1
KOUT 11.5 9.92 10−1 4.82 10−1 3.56 10−1 1.72 10−1
σ =1 LOG 8.20 10
−2 9.45 10−3 6.52 10−3 6.98 10−3 5.77 10−3
KOUT 1.18 10−1 9.82 10−3 4.44 10−3 3.83 10−3 1.56 10−3
σ =0.1 LOG 6.73 10
−4 8.77 10−5 6.71 10−5 6.54 10−5 5.89 10−5
KOUT 8.63 10−4 8.60 10−5 4.75 10−5 3.35 10−5 1.82 10−5
TABLE 2.2 – Erreur quadratique moyenne pour σ̂LOG et σ̂KOUT (r = 500 et n = 500).
Avec une étude par simulation de variables stables, nous comparons les er-
reurs quadratiques moyennes empiriques de α et σ pour les méthodes présentées
plus haut. Nous représentons le rapport logarithmique des erreurs quadratiques
moyennes pour α et σ pour les deux méthodes d’estimation à partir de plusieurs
échantillons de taille r × n. Pour chaque échantillon de r × n observations, α et σ
sont fixes
α ∈ {0.2; 0.4; 0.6; 0.8; 1; 1.2; 1.4; 1.6; 1.8}
et
log(σ) ∈ {−1;−0.75;−0.5;−0.25; 0; 0.25; 0.5; 0.75; 1}
(voir Figure 2.1). Les Tables 2.1-2.2 et les Figures 2.1-2.2 montre que l’estimateur
des log-moments a de meilleures performances que celui de Koutrouvelis lorsque
α < 1, alors que c’est le contraire pour α > 1. Les différences de performance
accroissent pour des valeurs extrêmes de α.
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FIGURE 2.1 – Log du rapport entre l’erreur quadratique moyenne pour le paramètre α
pour l’estimateur de Koutrouvelis et celui des log-moments avec r = 1000 et n = 100
dans la Figure (a), n = 500 dans la Figure (b), n = 2000 dans la Figure (c).
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FIGURE 2.2 – Densités empiriques des estimateurs des log-moments (LOG) et de Kou-
trouvelis (KOUT) pour α (1ère colonne) et σ (2ème colonne) avec r = 500 et un échan-
tillon de taille n = 500. Ici, on fixe σ = 1 et pour chaque ligne α change en prenant ses
valeurs dans {0.2; 0.6; 1; 1.4; 1.8}. 55
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2.2.3 Estimateur combiné
Comme nous l’avons vu précédemment, l’estimateur de régression de Koutrou-
velis est préféré lorsque α > 1 tandis que le log-estimateur devient significative-
ment meilleur que celui de Koutrouvelis lorsque α (≤ 1) diminue. Nous voulons
construire un estimateur de α qui sera au moins aussi bon que le meilleur esti-
mateur, pour chaque α, pour de petits échantillons (n ≈ 100). Pour ce faire, nous
utilisons un estimateur combiné dont la procédure générale de construction est
décrite dans [LR16]. Dans notre cas particulier, θ = t(α, σ) sont les paramètres à
estimer et nous avons accès aux estimateurs α̂KOUT , α̂LOG et σ̂KOUT 1.
On considère des estimateurs moyennés de θ de la forme :
θ̂λ = tλ

α̂KOUT
α̂LOG
σ̂KOUT
 , λ ∈ Λ, (2.2.14)
où tλ désigne le vecteur transposé de λ et Λ ⊂M3×2(R).
Un moyen pratique de mesurer la performance de θ̂λ consiste à la comparer
à celle de θ̂?, qui est défini comme la meilleure combinaison linéaire θ̂λ obte-
nue pour un vecteur non aléatoire λ ∈ Λ. Plus précisément, θ̂? est la combinai-
son linéaire tλ?

α̂KOUT
α̂LOG
σ̂KOUT
 minimisant l’erreur quadratique moyenne (MSE), i.e.
λ? = argmin
λ∈Λ
E[‖ θ̂λ − θ ‖2].
De toute évidence, plus l’ensemble Λ est grand et mieux ce sera. Cependant,
choisir l’ensemble de l’espace Λ =M3×2(R) n’est en général pas exploitable. Nous
devons imposer certaines conditions sur l’ensemble Λ afin d’avoir un formule ex-
plicite pour λ?.
On définit
J =
( 1 0
1 0
0 1
)
,
et on considère l’espace de contraintes
Λmax = {λ ∈M3×2(R)/ tλJ = I2} =
{(
a b
1−a −b
0 1
)
/(a, b) ∈ R2
}
1. Comme σ̂KOUT et σ̂LOG ont des performances similaires, nous n’utilisons qu’un seul de ces estima-
teurs dans la combinaison.
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où I2 est la matrice identité. L’erreur quadratique moyenne E[‖ θ̂λ − θ ‖2] est
minimisée sur l’espace Λmax pour une unique valeur :
λ? = Σ−1J( tJΣ−1J)−1, (2.2.15)
où Σ est la matrice de Gram :
Σ = E
((
α̂KOUT−α
α̂LOG−α
σ̂KOUT−σ
)(
α̂KOUT−α
α̂LOG−α
tσ̂KOUT−σ
))
. (2.2.16)
Comme la matrice Σ est inconnu, l’estimateur moyenné θ̂max est obtenu en
remplaçant Σ par une estimation Σ̂ :

λ̂max = Σ̂−1J( tJΣ̂−1J)−1,
θ̂max = λ̂>max

α̂KOUT
α̂LOG
σ̂KOUT
 . (2.2.17)
Un moyen d’estimer Σ est d’utiliser une méthode de Monte Carlo. On com-
mence par calculer une première estimation des paramètres :

α̂0 =
α̂KOUT + α̂LOG
2 ,
σ̂0 = σ̂KOUT .
(2.2.18)
Puis, on simuleB échantillons de taille n d’une loi stable symétrique de paramètres
α̂0 et σ̂0. Les trois estimateurs sont ensuite calculés pour chacun des B échantillons
ce qui nous donne α̂(b)KOUT , α̂
(b)
LOG et σ̂
(b)
KOUT pour b = 1, . . . , B, et chaque coefficient
de la matrice est estimée par sa valeur empirique.
Les expériences montrent que les erreurs entraînées par l’estimation de Σ sont
négligeables par rapport à l’avantage d’avoir plusieurs estimateurs pour de petits
échantillons. On peut remarquer que des estimateurs similaires pourraient être
construits en combinant plus de 2 estimateurs pour α. Par exemple, il serait pos-
sible d’ajouter l’estimateur des quantiles de Mc Culloch. Cela augmenterait la taille
de la matrice de covariance dont l’estimation serait moins bonne et entraînerait
un risque de construire un estimateur combiné qui ne serait jamais meilleur que
chacun des estimateurs pris individuellement.
Le poids moyen du log-estimateur dans la combinaison est représenté dans la
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Figure 2.3. Dans la Table 2.3, nous donnons les erreurs quadratiques moyennes
pour différentes valeurs de α. Pour chaque valeur, on peut remarquer que l’esti-
mateur combiné à partir des estimateurs de Koutrouvelis et des log-moments est
toujours meilleur que chaque estimateur pris séparément. Ceci est confirmé par les
graphiques de la Figure 2.4 comparant les lois empiriques de chaque estimateur.
0.5 1.0 1.5
0.0
0.2
0.4
0.6
0.8
1.0
alpha
FIGURE 2.3 – Poids moyen de l’estimateur des log-moments α̂LOG dans l’estimateur
combiné en fonction de α. La borne supérieure (resp. inférieure) de l’intervalle correspond
au quantile à 95% (resp. 5%) pour r = 500 itérations de la combinaison avec n = 100 et
B = 1000.
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α 0.2 0.3 0.4 0.5 0.6 0.7
KOUT 2.4 10−3 3.1 10−3 5.0 10−3 8.3 10−3 1.3 10−2 1.5 10−2
LOG 5.0 10−4 9.1 10−4 1.9 10−3 3.4 10−3 5.6 10−3 7.6 10−3
COMB 4.0 10−6 7.2 10−4 1.5 10−3 2.9 10−3 5.2 10−3 6.8 10−3
α 0.8 0.9 1 1.1 1.2 1.3
KOUT 1.4 10−2 1.5 10−2 1.8 10−2 1.9 10−2 2.8 10−2 3.4 10−2
LOG 1.2 10−3 2.0 10−2 3.3 10−2 4.6 10−2 5.9 10−2 7.8 10−2
COMB 8.3 10−3 1.1 10−2 1.5 10−2 1.8 10−2 2.6 10−2 3.1 10−2
α 1.4 1.5 1.6 1.7 1.8 1.9
KOUT 4.0 10−2 4.1 10−2 4.1 10−2 2.8 10−2 1.9 10−2 1.1 10−2
LOG 8.5 10−2 8.8 10−2 9.9 10−2 8.7 10−2 7.4 10−2 7.6 10−2
COMB 3.3 10−2 3.4 10−2 3.5 10−2 2.5 10−2 1.9 10−2 1.1 10−2
TABLE 2.3 – Erreurs quadratiques moyennes pour les estimateurs de Koutrouvelis
(KOUT), des Log-moments (LOG) et combiné (COMB) pour α avec r = 500, n = 100,
B = 1000 et σ = 1.
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FIGURE 2.4 – Densités empiriques des estimateurs des log-moments (LOG), de Koutrou-
velis (KOUT) et combiné (COMB) pour le paramètre α avec r = 500, n = 100,B = 1000
et σ = 1.
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2.3 Lois stables asymétriques
2.3.1 Adaptation des estimateurs pour le cas asymétrique
On se place désormais dans le cas où X suit une loi Sα(σ, β, 0), on a alors
E[log |X|] =
( 1
α
− 1
)
γ + log σ − log | cos θ|
α
,
E[(log |X| − E[log |X|])2] = Var(log |X|) = pi
2
6α2 +
pi2
12 −
θ2
α2
,
où γ est la constante d’Euler et θ = arctan
(
β tan αpi2
)
. (voir [Kur01] Proposition
4).
Soit (X1, . . . , X2n) une suite de 2n variables aléatoires i.i.d. de loi stable
Sα(σ, β, 0). Nous utilisons la centro-symétrisation introduite dans [Kur01] aux
données observées pour obtenir les n variables aléatoires i.i.d. symétriques de lois
stables Sα(2σ, 0, 0) :
(X2k −X2k−1)k∈{1,...,n}.
Nous estimons ensuite α à partir de α̂(n)LOG(X2 −X1, . . . , X2n −X2n−1), où α̂(n)LOG
est introduit dans le 2.2.4. On peut remarquer qu’il est possible d’estimer β en
utilisant l’expression de Var[log |X|].
Une autre façon d’estimer α est d’utiliser les (2n− 1) variables aléatoires (Xk−
Xk−1)k∈{2,...,2n}. Dans ce cas, nous conservons la même taille d’échantillon mais
nous perdons l’indépendance des variables.
Les erreurs quadratiques moyennes de la première méthode ne dépendent pas
de β puisque les variables aléatoires (X2m −X2m−1) sont symétriques et indépen-
dantes. Numériquement, nous observons que les propriétés de la deuxième esti-
mation ne dépendent pas non plus de β. De plus, les résultats numériques donnés
dans la Table 2.4 indiquent que les deux estimations ont une performance similaire
pour α ≤ 1.
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2n α = 0.2 α = 0.4 α = 0.6 α = 0.8 α = 1
100 n i.i.d 1.01 10
−3 4.44 10−3 1.27 10−2 3.30 10−2 10.7 10−2
2n− 1 dep. 0.970 10−3 4.14 10−3 1.08 10−2 2.44 10−2 6.08 10−2
500 n i.i.d 1.80 10
−4 7.90 10−4 2.10 10−3 4.68 10−3 1.01 10−2
2n− 1 dep. 1.75 10−4 7.58 10−4 1.86 10−3 3.81 10−3 7.33 10−3
1000 n i.i.d 9.12 10
−5 3.86 10−4 9.90 10−4 2.23 10−3 4.79 10−3
2n− 1 dep. 8.94 10−5 3.69 10−4 8.88 10−4 1.84 10−3 3.48 10−3
TABLE 2.4 – Erreurs quadratiques moyennes pour l’estimation de α avec les log-moments
en partant de 2n variables aléatoires i.i.d. Sα(1, β, 0).
La méthode de Koutrouvelis ne varie pas avec des lois asymétriques car le
module de la fonction caractéristique ne dépend que de α et σ (voir performances
dans les Tables 2.1 et 2.3). Nous combinons l’estimateur des log-moments après
symétrie (nommé par la suite LOG sym.) avec l’estimateur de Koutrouvelis de la
même manière qu’avec les variables symétriques (voir Section 2.2.3) pour obtenir
un nouvel estimateur dont les performances numériques sont rapportées dans la
Table 2.5.
α 0.2 0.4 0.6 0.8 1
COMB 2.39 10−3 2.21 10−3 5.88 10−3 9.08 10−3 1.67 10−2
KOUT 6.14 10−3 4.92 10−3 1.10 10−2 1.36 10−2 1.72 10−2
LOG sym. 1.90 10−3 4.36 10−3 1.34 10−2 2.67 10−2 7.29 10−2
α 1.2 1.4 1.6 1.8
COMB 2.70 10−2 3.53 10−2 3.54 10−2 2.20 10−2
KOUT 2.71 10−2 4.15 10−2 4.16 10−2 2.41 10−2
LOG sym. 1.24 10−1 1.38 10−1 1.29 10−1 1.10 10−1
TABLE 2.5 – Erreurs quadratiques moyennes pour l’estimation de α avec l’estimateur
combiné (COMB), l’estimateur de Koutrouvelis (KOUT) et des log-moments après sy-
métrisation (LOG sym.). Ici, on a choisi r = 500, n = 100, B = 1000, β = 0.6 et
σ = 1.
Pour les données asymétriques (voir le tableau 2.5), les estimateurs combinés
ont encore de bonnes performances, mais nous perdons en termes d’erreurs qua-
dratiques moyennes comparé au cas symétrique.
62
2.3. Lois stables asymétriques
2.3.2 Test de symétrie
Sous l’hypothèse d’observer des lois stables i.i.d, nous proposons un test pour
vérifier l’asymétrie des données. Nous voulons tester H0 : ”β = 0” contre H1 :
”β 6= 0” grâce aux propriétés des estimateurs étudiés dans la section précédente.
Soit (X1, . . . , X2n) une suite de 2n variables aléatoires i.i.d. de loi stable Sα(σ, β, 0).
Sous l’hypothèse nulle H0, les estimateurs α̂LOG((X2k)k∈J1,nK) et
α̂LOG((X2k − X2k−1)k∈J1,nK) sont tous les deux consistants, et donc la différence
entre ces estimateurs tend vers zéro. Pour des variables asymétriques, cette conver-
gence ne se produit pas puisque α̂LOG((X2k)k∈J1,nK) ne converge plus vers α. Ces
faits suggèrent de construire un test basé sur la différence de ces estimateurs.
Posons
L1 := E [log |Z|] =
( 1
α
− 1
)
γ + log σ,
L2 := E
[
(log |Z| − E [log |Z|])2
]
= pi
2
6α2 +
pi2
12 ,
L3 := E
[
(log |Z| − E [log |Z|])3
]
= 2ζ(3)
( 1
α3
− 1
)
,
L4 := E
[
(log |Z| − E [log |Z|])4
]
= pi4
( 3
20α4 +
1
12α2 +
19
240
)
,
C := Cov((log |X2| − E[log |X2|])2, (log |X2 −X1| − E[log |X2 −X1|])2)
= E
[
(log |X2| − E log |X2|)2(log |X2 −X1| − E log |X2 −X1|)2
]
− L22.
où Z est une variable aléatoire de loi Sα(σ, 0, 0) et ζ désigne la fonction zêta de
Riemann ζ(s) = ∑∞n=1 1ns et ζ(3) = 1.2020569 . . . .
Proposition 2.3.1
Pour w ∈ (0, 1), on définit la région critique
Rw =
n
(
α̂LOG({X2k}k∈J1,nK)− α̂LOG({X2k −X2k−1}k∈J1,nK)
)2
18α̂LOG6
pi4 (L̂4 − L̂2
2 − Ĉ)
> tw

où tw est le quantile d’ordre 1−w d’une loi du χ2 à 1 degré de liberté,et où L̂4,
L̂2 et Ĉ sont respectivement les moments empiriques de L4, L2 et C.
On décide de rejeter l’hypothèse nulle si (X1, . . . , X2n) ∈ Rw. Ce test de
région critique Rw est asymptotiquement de niveau w et est asymptotiquement
consistant sous H1.
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Démonstration : Sous l’hypothèse nulle, avec Yk = log |X2k| et Zk = log |X2k−X2k−1|
√
n
(
1
n
n∑
k=1
(
(Yk − Yn)2
(Zk − Zn)2
)
−
(
L2
L2
))
Loi−−−→
n→∞ N
((
0
0
)
,
(
L4 − L22 C
C L4 − L22
))
.
Et donc par la delta-méthode dans le cas multidimensionnel, on obtient
√
n
((
α̂LOG((X2k)k∈J1,nK)
α̂LOG((X2k −X2k−1)k∈J1,nK)
)
−
(
α
α
))
Loi−−−→
n→∞ N
((
0
0
)
,
9α6
pi4
(
L4 − L22 C
C L4 − L22
))
,
et
√
n
α̂LOG((X2k)k∈J1,nK)− α̂LOG((X2k −X2k−1)k∈J1,nK)√
18α6
pi4 (L4 − L22 − C)
Loi−−−→
n→∞ N (0, 1).
Finalement, en appliquant le lemme de Slutsky et en utilisant la consistance de
L̂4, L̂2 et Ĉ, on obtient que le niveau asymptotique vaut w.
Sous H1, on a :
α̂LOG((X2k)k∈J1,nK)− α̂LOG((X2k −X2k−1)k∈J1,nK) p.s.−−−→n→∞
piα√
pi2 − 6θ2 − α 6= 0,
avec θ = arctan
(
β tan αpi2
)
. Alors, sous l’hypothèse alternative β 6= 0, on a un test
consistant puisque PH1(Rw) −−−→n→∞ 1.
Dans la Table 2.6, on utilise la méthode de Monte Carlo pour évaluer la pro-
babilité de rejeter l’hypothèse nulle H0. Pour les petites valeurs de α, le niveau
empirique converge lentement vers w : cela est dû à la forme de la densité qui est
concentrée autour de l’origine et la faible qualité pour l’estimation du coefficient
L4−L22−C dans ce cas. L’estimation converge assez lentement vers ce coefficient
(dont la valeur augmente lorsque α diminue).
α = 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
2n = 200 0.065 0.074 0.084 0.087 0.088 0.097 0.088 0.06 0.042
2n = 1000 0.0953 0.1019 0.0971 0.89 0.074 0.065 0.067 0.061 0.035
2n = 104 0.18 0.16 0.10 0.071 0.051 0.050 0.048 0.051 0.053
TABLE 2.6 – Probabilités de rejeter l’hypothèse nulle sous H0 pour différentes tailles
d’échantillons et différentes valeurs de α. Le niveau asymptotique du test est fixé à w =
5%.
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(c) 2n = 1000, α = 1.2
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(d) 2n = 1000, α = 0.8
FIGURE 2.5 – Représentation des fonctions de répartitions empiriques de la p-valeur
du test de symétrie pour différentes valeurs de α, β et n : β = 0 (noir), β = 0.2
(rouge), β = 0.4 (bleu foncé), β = 0.6 (vert), β = 0.8 (rose) et β = 1 (bleu clair).
Dans la Figure (a), on a ajouté en pointillés les fonctions de répartitions empiriques pour
β ∈ {−1;−0.8;−0.6;−0.4;−0.2} qui correspondent exactement à celles pour les valeurs
positives.
Dans la Figure 2.5, on peut voir que la puissance augmente lorsque β s’éloigne
de 0 ou lorsque la taille de l’échantillon augmente. Cette convergence sous l’hypo-
thèse alternative dépend des valeurs de α et β. On observe que la p-valeur prend
la valeur 1 avec probabilité non-nulle pour les échantillons de petites tailles. Ce
saut dû à la troncature dans l’estimateur des log-moments défini dans le Théorème
2.2.4 disparaît asymptotiquement.
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2.4 Cas de variables stables non-identiquement distribuées
Dans les applications, il peut être nécessaire de savoir analyser des phéno-
mènes non stationnaires. Par exemple, il semble plausible que les rendements fi-
nanciers qui affichent des sauts verront l’intensité de ces sauts dépendre d’événe-
ments externes, comme les crises financières (voir la section suivante pour une
illustration sur le S&P 500). Parfois, les variations pour α sont faibles, et il est in-
téressant d’examiner le comportement de notre estimateur dans les situations où
les données disponibles s’écartent légèrement de l’hypothèse i.i.d. Dans la suite,
nous examinons deux cas : des petites perturbations déterministes et aléatoires de
α, conduisant à des variables aléatoires qui ne sont pas identiquement distribuées.
Nous ne renonçons pas ici à l’hypothèse d’indépendance, bien qu’il s’agisse d’une
extension souhaitable. Cette généralisation fera l’objet d’un travail futur.
2.4.1 Perturbations déterministes
Soit (Xi)i∈N une suite de variables aléatoires indépendantes et X une variable
aléatoire indépendante des (Xi) telles que
Xi ∼ Sαi(σi, 0, 0) et X ∼ Sα(σ, 0, 0).
On pose Yi = log |Xi| et Y = log |X|. On suppose que, pour tout entier i,
αi = α + εi et σi = σ + ηi avec εi et ηi déterministes tels que
|εi|
α
≤ cα < 1 et |ηi|
σ
≤ cσ < 1.
Proposition 2.4.1
Sous les conditions
1
n
n∑
i=1
|εi| −−−→
n→∞ 0 et
1
n
n∑
i=1
|ηi| −−−→
n→∞ 0, on a
α̂
(n)
LOG
p.s.−−−→
n→∞ α,
où α̂(n)LOG est défini dans le Théorème 2.2.4.
Démonstration : Voir l’annexe 2.6.
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Proposition 2.4.2
Soit Σα,σ la matrice de covariance entre Y et Y 2 :
Σα,σ =
(
Var(Y ) Cov(Y,Y 2)
Cov(Y,Y 2) Var(Y 2)
)
, (2.4.1)
et posons
Hα,σ =
(
6(( 1α−1)γ+log σ)α3/pi2
−3α3/pi2
)
. (2.4.2)
Sous les conditions
1√
n
n∑
i=1
|εi| −−−→
n→∞ 0 et
1√
n
n∑
i=1
|ηi| −−−→
n→∞ 0, le théorème
central limite suivant s’applique à α̂(n)LOG :
√
n
(
α̂
(n)
LOG − α
)
Loi−−−→
n→∞ N (0,
tHα,σΣα,σHα,σ). (2.4.3)
Démonstration : Voir l’annexe 2.6.
2.4.2 Perturbations aléatoires
Soit X une variable aléatoire de loi Sα(σ, 0, 0). Pour tout entier i, on pose αi =
α+εi où εi est une variable aléatoire. On suppose que les perturbations εi vérifient
la condition suivante : il existe une constante cα ∈]0, 1[ telle que :
P
(
εi
α
∈ [−cα,min(cα, 2
α
− 1]
)
= 1.
Cette condition assure que les perturbations sont petites relativement à la va-
leur de α et que pour tout i, αi soit bien dans l’intervalle ]0, 2]. Soit (Xi) une suite
de variables indépendantes entre elles et de X telles que Xi ∼ Sαi(σ, 0, 0) (sachant
αi). On pose alors Y = log |X| et Yi = log |Xi| pour i ∈ N.
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Proposition 2.4.3
Sous la condition
1
n
n∑
i=1
E[|εi|] −−−→
n→∞ 0, on a α̂
(n)
LOG
p.s.−−−→
n→∞ α.
Si, de plus,
1√
n
n∑
i=1
E[|εi|] −−−→
n→∞ 0, alors on a le théorème central limite suivant :
√
n
(
α̂
(n)
LOG − α
)
Loi−−−→
n→∞ N (0, Hα,σΣα,σ
tHα,σ)
où Σα,σ et Hα,σ sont définis dans (2.4.1) et (2.4.2).
Démonstration : Voir l’annexe 2.6.
2.5 Quelques applications de l’estimateur combiné
2.5.1 Résultats numériques sur des données synthétisées : mouve-
ment de Lévy multistable
Nous utilisons maintenant nos estimateurs log-moments et combinés dans le
cas du mouvement de Lévy multistable défini dans [FLV09]. (voir aussi [LGLV12]
pour d’autres propriétés de ce processus). L’idée de base est de permettre à l’in-
dice de stabilité d’évoluer avec le temps, de sorte que l’intensité des sauts, qui est
régie par α, varie selon une trajectoire. Une telle caractéristique est couramment
rencontrée dans les séries temporelles observées dans des domaines tels que la
finance ou la biomédecine. Rappelons brièvement la définition de ces processus.
Soit α : [0, 1]→]0, 2[ une fonction de classe C1. On note r<s> = sign(r)|r|s pour
r ∈ R et s ∈ R. Le mouvement de Lévy multistable est défini par
Mα(t) = Cα(t)
∑
(X,Y )∈Π
1]0,t](X)Y <−1/α(t)> (2.5.1)
où Cθ =
(∫ ∞
0
u−θ sin(u)du
)−1/θ
et Π est un processus de Poisson sur R+×R ayant
pour mesure moyenne le mesure de Lebesgue dans le plan L2. Ce processus est
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simulé en utilisant le champ
X(t, u) = Cα(u)
∑
(X,Y )∈Π
1(0,t](X)Y <−1/α(u)>.
Pour chaque u ∈]0, 1[, X(·, u) est un processus α(u)-stable à accroissements
indépendants qui peut être simulé à l’aide du programme RSTAB disponible dans
[ST04] ou dans [ST94]. L’intervalle [0, 1] est discrétisé en N sous-intervalles de
même longueur et X(·, u) est calculé aux points
(
k
N
)
k∈{1,...,N} à partir de la somme
cumulée de N variables stables indépendantes d’exposant caractéristique α(u).
Dans la Figure 2.6, nous affichons des exemples de trajectoires de processus
multistables pour différentes fonctions α. Ensuite, nous estimons ces fonctions en
tout point t0 grâce à l’estimateur combiné appliqué sur une fenêtre de n observa-
tions autour de t0.
Dans la Figure 2.7, on itère 100 fois la simulation et l’estimation pour un pro-
cessus multistable ayant pour fonction d’intensité α(t) = 1.5−0.48 sin(2pi(t+1/4)).
Pour chaque point où la fonction α est estimée, on obtient la loi empirique de l’es-
timateur combiné. Cette procédure est répétée pour plusieurs tailles de fenêtre
(100, 200, 1000 et 2000). Nous observons que l’erreur type qui correspond à l’écart-
type de l’estimateur combiné diminue lorsque la taille de la fenêtre n augmente
alors que le biais augmente pour n grand. Enfin, l’erreur quadratique moyenne di-
minue lorsque n augmente jusqu’à n = 1000 et augmente ensuite pour une valeur
supérieure. La figure 2.8 représente le biais, l’erreur-type et l’erreur quadratique
moyenne en fonction de t pour diverses valeurs de la taille de la fenêtre.
L’erreur quadratique moyenne en fonction de α est représentée dans la Figure
2.9. L’erreur quadratique moyenne ne varie pas beaucoup selon la valeur de α ∈
[1, 2] lorsque n est fixé.
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FIGURE 2.6 – Trajectoires de mouvements de Lévy multistables sur (0, 1) avec N =
20000 points dans la première colonne. Les fonctions α(t) (rouge) et α̂COMB(t) (noir)
sont représentés dans la deuxième colonne avec n = 2000.
70
2.5. Quelques applications de l’estimateur combiné
0.
8
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
(a) n = 100
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
(b) n = 200
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
(c) n = 1000
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
(d) n = 2000
FIGURE 2.7 – Boîtes à moustaches pour l’estimateur combiné α̂COMB appliqué à 100
itérations d’un mouvement de Lévy multistable d’exposant caractéristique α(t) = 1.5 −
0.48 sin(2pi(t+ 1/4)) (fonction tracée en rouge). Les boîtes à moustaches représentent le
comportement de l’estimateur pour différentes tailles n de fenêtres.
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FIGURE 2.8 – Représentation du biais (a),de l’erreur standard (b) et de l’erreur quadra-
tique moyenne (c) en fonction du temps pour l’estimateur combiné α̂COMB pour n = 100
(ligne noir), n = 200 (ligne discontinue rouge), n = 1000 (mélange pointillé et trait
vert) et n = 2000 (ligne discontinue bleue). Les statistiques sont évaluées sur les mêmes
trajectoires que dans la Figure 2.7.
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FIGURE 2.9 – Erreur quadratique moyenne pour l’estimateur combiné α̂COMB appliqué à
un mouvement de Lévy multistable avec α(t) = 1.5−0.48 sin(2pi(t+ 1/4)) par rapport à
la valeur de α. Les statistiques sont évaluées sur les mêmes trajectoires que dans la Figure
2.7.
Comme le montrent ces figures, des estimations raisonnables sont obtenues sur
ces données simulées du fait que les variations de α sont plutôt lentes par rapport
à la fréquence d’échantillonnage : cette caractéristique assure que centrer une
fenêtre autour d’un t0 donné et traiter tous les points dans cette fenêtre comme
ayant la même valeur α est une approximation acceptable en ce qui concerne les
estimations.
2.5.2 Application en finance
Cette dernière section traite des données réelles. Nous voulons appliquer l’esti-
mateur combiné pour estimer l’exposant caractéristique de l’indice financier Stan-
dard & Poor’s 500 (abrégé en S&P 500, voir Figure 2.10). Il s’agit d’un indice
boursier américain basé sur les 500 plus grosses sociétés cotées en bourse. Les
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rendements boursiers de l’indice financier S&P 500, qui correspondent au taux
de croissance renormalisé ((Yt+1 − Yt)/Yt)t, sont supposés être des variables aléa-
toires indépendantes stables.
Dans la figure 2.11, nous testons d’abord la symétrie des données pour une
fenêtre glissante de taille 1000 en utilisant le test défini dans la proposition 2.3.1.
Nous représentons la fonction de distribution empirique de la valeur p des rende-
ments S&P 500 depuis 1996. La fonction de distribution cumulative est très proche
de la fonction uniforme. Ainsi, on décide de ne pas rejeter l’hypothèse nulle de
données symétriques pour les rendements du S&P 500 depuis 1996. En consé-
quence, le paramètre d’intensité des sauts est estimé en appliquant l’estimateur
défini dans le théorème 2.2.4 à l’aide d’une fenêtre glissante de différentes tailles
pendant la période 1996− 2017 (voir Figure 2.12).
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FIGURE 2.10 – Évolution de l’indice financier S&P 500 (a) et de ses rendements (b) au
cours du temps entre 1996 et 2017.
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FIGURE 2.11 – Représentation de la fonction de répartition empirique de la p-valeur du
test de symétrie pour les rendements de S&P 500 entre 1996 et 2017 (Figure (a)) et entre
1928 et 1936 ( Figure (b)) à l’aide d’une fenêtre glissante de taille 1000.
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FIGURE 2.12 – Valeurs de l’estimateur combiné α̂COMB de l’indice S&P 500 pour une
fenêtre glissante de taille n pour les jours ouvrés entre 1996 et 2017.
Nous rejetons l’hypothèse de symétrie entre 1929 et 1936 (voir Figure 2.11).
Dans la Figure 2.13, l’estimation de l’exposant caractéristique se fait entre 1929 et
1936 en utilisant l’estimateur combiné asymétrique défini dans la section 2.3. Une
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chute brutale est observée à la fin de l’année 1929. Ce changement correspond au
krach boursier de Wall Street. L’estimation des données symétriques (en rouge)
est ajoutée dans la figure pour voir la différence entre les deux estimations, en
particulier pendant la crise.
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FIGURE 2.13 – Valeurs des estimateurs combinés symétriques (en rouge) et asymétriques
(en noir) appliqués à l’indice financier S&P 500 autour du krach boursier de Wall Street
(fenêtre glissante de taille n = 200 observations).
2.6 Annexe
Démonstration de la Proposition 2.2.1 : Soit Z une variable aléatoire stable de loi
Sα(1, 0, 0). On sait que :
— Z a une densité bornée,
— lim
λ→+∞
λαP(Z > λ) = Cα,
— lim
λ→+∞
λαP(Z < −λ) = Cα,
(Voir [ST94], Propriété 1.2.15). Donc pour tout p > 0,
E[| log |Z||p] =
∫ ∞
0
P(| log |Z||p > x)dx <∞.
Démonstration de la Proposition 2.2.2 : On utilise les formules des Propriétés 1.2.17
et 1.2.15 de [ST94] pour calculer E[|Z|t] pour 0 < t < α :
E[|Z|t] = 2
t−1Γ(1− t/α)
t
∫+∞
0
sin2(u)
ut+1 du
= 2
t−1Γ(1− t/α)∫+∞
0
sin(2u)
ut du
= (1− t)Γ(1− t/α)Γ(2− t) cos(pit/2) .
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De plus, si 0 < t < 1, on a :
E[|Z|t] = Γ(1− t/α)Γ(1− t) cos(pit/2) .
Démonstration du Théorème 2.2.3 : D’après la loi forte des grands nombres pour
les variables aléatoires (log |Xi|)i qui sont dans L1 (Proposition 2.2.1), et par le
continuous mapping theorem avec g(x) = γγ+x , on obtient α̂n
p.s.−−−→
n→∞ α. On applique
ensuite le théorème central limite et la delta méthode avec la fonction f(x) =
pi2
6x2 +
pi2
12 pour obtenir √
n(α̂n − α)γ
α̂2n
√
f(α̂n)
Loi−−→ N (0, 1).
Démonstration du Théorème 2.2.4 : On prouve ce théorème à l’aide de la loi forte
des grands nombres, du continuous mapping theorem, du théorème central limite
multidimensionnel et de la delta méthode. On a besoin des log-moments d’ordre 3
et 4 d’une loi stable Z ∼ Sα(1, 0, 0) pour le calcul de la matrice de covariance. On
a
E
[
(log |Z| − E [log |Z|])3
]
= 2ζ(3)
( 1
α3
− 1
)
,
et donc :
E[(log |Z|)3] = 4γ
3 + 2γpi2 + 8ζ(3)
4α3 +
−12γ3 − 2γpi2
4α2 +
12γ3 + γpi2
4α +
−4γ3 − γpi2 − 8ζ(3)
4 ,
et
E
[
(log |Z| − E [log |Z|])4
]
= pi4
( 3
20α4 +
1
12α2 +
19
240
)
,
E[(log |Z|)4] = 240γ
4 + 240γ2pi2 + 36pi4 + 1920ζ(3)γ
240α4 +
−960γ4 − 480γ2pi2 − 1920ζ(3)γ
240α3
+ 1440γ
4 + 360γ2pi2 + 20pi4
240α2 +
−960γ4 − 240γ2pi2 − 1920ζ(3)γ
240α
+ 240γ
4 + 120γ2pi2 + 19pi4 + 1920ζ(3)γ
240
où ζ est la fonction zêta de Riemann ζ(s) = ∑∞n=1 1ns et ζ(3) = 1.2020569 . . . .
Démonstration de la Proposition 2.4.1 : Par la loi forte des grands nombres de Kol-
mogorov pour des variables aléatoires non-identiquement distribuées (Théorème
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2.3.10 de [SS94]), on obtient
1
n
n∑
i=1
Y 2i −
(
1
n
n∑
i=1
Yi
)2
−
 1
n
n∑
i=1
E[Y 2i ]−
(
1
n
n∑
i=1
E[Yi]
)2 p.s.−−→ 0.
Or
1
n
n∑
i=1
E[Yi]− E[Y ] = γ
n
n∑
i=1
( 1
αi
− 1
α
)
+ 1
n
n∑
i=1
(log σi − log σ)
= γ
n
n∑
i=1
−εi
(α?i )2
+ 1
n
n∑
i=1
ηi
σ?i
,
et
1
n
n∑
i=1
E[Y 2i ]− E[Y 2]
= γ
2 + pi2/6
n
n∑
i=1
(
1
α2i
− 1
α2
)
− 2γ
2
n
n∑
i=1
( 1
αi
− 1
α
)
+ 2γ
n
n∑
i=1
(( 1
αi
− 1
)
log σi −
( 1
α
− 1
)
log σ
)
+ 1
n
n∑
i=1
(
(log σi)2 − (log σ)2
)
= γ
2 + pi2/6
n
n∑
i=1
−2εi
α˜i3
− 2γ
2
n
n∑
i=1
−εi
(α?i )2
+ 2γ
n
n∑
i=1
( 1
σˇi
( 1
αˇi
− 1
)
ηi − log(σˇi)(αˇi)2 εi
)
+ 1
n
n∑
i=1
2 log σ˜i
σ˜i
ηi
où α˜i, α?i , αˇi (respectivement σ˜i, σ
?
i , σˇi) sont compris entre α et αi (respectivement
σ et σi). ∣∣∣∣∣ 1n
n∑
i=1
E[Yi]− E[Y ]
∣∣∣∣∣ ≤ γα2(1− cα)2 1n
n∑
i=1
|εi|+ 1
σ(1− cσ)
1
n
n∑
i=1
|ηi|
et donc∣∣∣∣∣ 1n
n∑
i=1
E[Y 2i ]− E[Y 2]
∣∣∣∣∣
≤
(
2γ2 + pi2/3
α3(1− cα)3 +
2γ2
α2(1− cα)2 +
2γmax(| log(σ − σcσ)|, | log(σ + σcσ)|)
α2(1− cα)2
)
1
n
n∑
i=1
|εi|
+
( 2γ
σ(1− cσ)
( 1
α(1− cα) + 1
)
+ 2 max(| log(σ − σcσ)|, | log(σ + σcσ)|)
σ(1− cσ)
) 1
n
n∑
i=1
|ηi|.
Sous les conditions :
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1.
1
n
n∑
i=1
|εi| −−−→
n→∞ 0,
2.
1
n
n∑
i=1
|ηi| −−−→
n→∞ 0,
on obtient
1
n
n∑
i=1
E[Y 2i ] −−−→n→∞ E[Y
2] et 1
n
n∑
i=1
E[Yi] −−−→
n→∞ E[Y ].
D’après le continuous mapping theorem avec g(x, y) = pi√
max(6(y−x2)−pi22 ,pi
2
4 )
, on
obtient alors :
α̂n − α p.s.−−→ 0.
Preuve de la Proposition 2.4.2
On définit la matrice de covariance Σ(n)α,σ :
Σ(n)α,σ :=
( 1
n
∑n
i=1 Var(Yi)
1
n
∑n
i=1 Cov(Yi,Y
2
i )
1
n
∑n
i=1 Cov(Yi,Y
2
i )
1
n
∑n
i=1 Var(Y
2
i )
)
.
Avec les conditions de la Proposition 2.4.1, on a
Σ(n)α,σ −−−→n→∞ Σα,σ :=
(
Var(Y ) Cov(Y,Y 2)
Cov(Y,Y 2) Var(Y 2)
)
.
Par le théorème central limite pour des variables aléatoires non identiquement
distribuées (Théorème 3.3.9 in [SS94]), comme supk E

∣∣∣∣∣∣ Yk(Yk)2
∣∣∣∣∣∣
4
 <∞, on a,
√
n
 1n ∑ni=1 Yi
1
n
∑n
i=1 Y
2
i
−
 1n ∑ni=1 E[Yi]
1
n
∑n
i=1 E[Y 2i ]
 Loi−−−→
n→∞ N (0,Σα,σ).
Sous les conditions de la Proposition 2.4.2, on obtient
√
n
(
1
n
n∑
i=1
E[Y 2i ]− E[Y 2]
)
−−−→
n→∞ 0,
et √
n
(
1
n
n∑
i=1
E[Yi]− E[Y ]
)
−−−→
n→∞ 0,
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√
n
 1n ∑ni=1 Yi
1
n
∑n
i=1 Y
2
i
−
 E[Y ]
E[Y 2]
 Loi−−−→
n→∞ N (0,Σα,σ).
En appliquant la delta méthode avec g(x, y) = pi√
max(6(y−x2)−pi22 ,pi
2
4 )
, on obtient le
résultat.
Démonstration de la Proposition 2.4.3 : Par la loi forte des grands nombres pour
des variables aléatoires non identiquement distribuées (Théorème 2.3.10 de [SS94]),
on a
1
n
n∑
i=1
Y 2i −
(
1
n
n∑
i=1
Yi
)2
−
 1
n
n∑
i=1
E[Y 2i ]−
(
1
n
n∑
i=1
E[Yi]
)2 p.s.−−−→
n→∞ 0.
Avec le même calcul, on obtient
1
n
n∑
i=1
E[Y 2i ]− E[Y 2] =
γ2 + pi2/6
n
n∑
i=1
E
[
1
α2i
− 1
α2
]
+ −2γ
2 + 2 log(σ)
n
n∑
i=1
E
[ 1
αi
− 1
α
]
= γ
2 + pi2/6
n
n∑
i=1
E
[−2εi
(α˜i)3
]
+ −2γ
2 + 2 log(σ)
n
n∑
i=1
E
[
−εi
(α?i )2
]
et
1
n
n∑
i=1
E[Yi]− E[Y ] = γ
n
n∑
i=1
E
[ 1
αi
− 1
α
]
= γ
n
n∑
i=1
E
[
−εi
(α?i )2
]
avec α?i et α˜i ∈ (min(α, αi),max(α, αi)). Comme α?i et α˜i sont presque sûrement
inclus dans l’intervalle [α(1− cα), α(1 + cα)], on a alors∣∣∣∣∣ 1n
n∑
i=1
E[Y 2i ]− E[Y 2]
∣∣∣∣∣ ≤
(
γ2 + pi2/6
(α(1− cα))3 +
| − 2γ2 + 2 log(σ)|
(α(1− cα))2
)
1
n
n∑
i=1
E[|εi|],
et ∣∣∣∣∣ 1n
n∑
i=1
E[Yi]− E[Y ]
∣∣∣∣∣ ≤ γ(α(1− cα))2 1n
n∑
i=1
E[|εi|].
Si on suppose
1
n
n∑
i=1
E[|εi|]→ 0, on obtient
1
n
n∑
i=1
E[Y 2i ] −−−→n→∞ E[Y
2] et 1
n
n∑
i=1
E[Yi] −−−→
n→∞ E[Y ].
Le théorème central limite se prouve comme dans la Proposition 2.4.2.
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Le but de ce chapitre est de simuler de manière approchée des processus mul-
tistables définis grâce à un champ dont nous rappelons la construction issue de
[LGLV12] dans la Section 3.2. Ces processus sont définis à partir d’une fonction
d’intensité α : R→]0, 2[ qui décrit le comportement local du processus. Plus préci-
sément, cela signifie qu’autour du point t0, un processus multistable se comporte
comme un processus α(t0)-stable.
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Dans la Section 3.1, on commence par redéfinir les processus localisables dont
on donne des exemples. Puis, nous rappelons dans la Section 3.2 la construction
de processus multistables à partir d’un champ dans des espaces de mesure finie
ou σ-finie. Nous construisons alors une méthode de simulation approchée à l’aide
d’une grille sur le champ dans la Section 3.3 pour laquelle nous donnons l’erreur
en probabilité entre le processus exact et sa simulation approchée. Enfin, la Sec-
tion 3.4 est consacrée à l’étude numérique des performances de cette méthode de
simulation sur les exemples du mouvement de Lévy multistable et du mouvement
linéaire multifractionnaire multistable.
3.1 Processus localisables
Pour commencer, on rappelle la définition d’un processus localisable (voir [Fal02],
[Fal03]).
Définition 3.1.1
Le processus Y = (Y (t))t∈R est dit h-localisable au point u ∈ R s’il existe un
processus non trivial Y ′u = (Y ′u(t))t∈R tel que
lim
r→0
Y (u+ rt)− Y (u)
rh
= Y ′u(t),
où la convergence est au sens des lois fini-dimensionnelles. Lorsque cette limite
existe, Y ′u est appelé forme locale ou processus tangent de Y au point u.
Lorsqu’elle existe, la h-forme locale Y ′u est h-auto-similaire, c’est à dire pour tout
c > 0 et t ∈ R, Y ′u(ct) Loi= chY ′u(t). Sous des conditions supplémentaires (voir
[Fal02], [Fal03]), il est possible de montrer que Y ′u doit également avoir des ac-
croissements stationnaires pour presque tout u.
Réciproquement, les processus auto-similaires à accroissements stationnaires
admettent le résultat de localisation suivant :
Proposition 3.1.2 (voir [Fal02])
Soit Y = (Y (t))t∈R un processus h-auto-similaire à accroissements station-
naires. Alors Y est h-localisable pour tout u ∈ R de forme locale Y ′u = Y .
La classe des processus localisables comprend ainsi plusieurs processus définis
dans le chapitre d’introduction :
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— le mouvement de Lévy α-stable Lα (voir Exemple 1.1.2) qui est, pour tout
u, 1/α-localisable de forme locale Lα,
— le mouvement linéaire fractionnaire α-stable Lα,H(a, b; ·) (voir Exemple 1.1.6)
qui est, pour tout u, H-localisable de forme locale Lα,H(a, b; ·),
— le mouvement log-fractionnaire stable (Exemple 1.1.7) qui est, pour tout u,
1/α-localisable de forme locale lui-même.
Le processus d’Ornstein-Uhlenbeck rétrograde stable est lui-aussi localisable (cela
est prouvé dans [Fal+09]). Au point u, il est 1/α-localisable de forme locale Lα.
Pour construire des processus localisables de forme locale donnée, [LGLV12] se
sert de champs stochastiques {X(t, v)}(t,v)∈R2 où le processus X(·, v) est localisable
pour tout v. À partir de ce champ, il est possible de décrire la forme locale du pro-
cessus diagonal Y = {X(t, t)}t∈R. En particulier, on construit ainsi des processus
dont la forme locale évolue au cours du temps.
3.2 Processus multistables définis par un champ stochas-
tique
La notion de processus multistable est redéfinie dans cette section et une mé-
thode de simulation de tels processus est donnée. À partir de la représentation
de Ferguson-Klass-LePage dans le cas symétrique d’intégrale stochastique α-stable
(voir Section 1.1.2), on rappelle la construction de processus où α varie au cours
du temps. Cette construction est décrite dans [LGLV12]. D’autres approches pour
construire des processus multistables existent. En particulier, dans [FLV09], des
processus multifractionnaires multistables ont été construits à partir d’un proces-
sus de Poisson.
3.2.1 Cas des espaces de mesure finie
Soit (E, E ,m) un espace de mesure finie avec m 6= 0. Soit α une fonction
de classe C1 définie sur R et à valeurs dans ]0, 2[, b une fonction de classe C1
définie sur R et f(t, u, ·) une famille de fonctions telles que, pour tout (t, u) ∈ R2,
f(t, u, ·) ∈ Fα(u)(E, E ,m).
On considère (Γi)i≥1 une suite de temps d’arrivée d’un processus de Poisson
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avec un taux d’arrivée unitaire : Γi =
i∑
j=1
εj où les (εj) sont i.i.d. de loi E(1). Soit
(Vi)i≥1 une suite de variables aléatoires i.i.d. de loi m̂ = m/m(E) sur E et (γi)i≥1
une suite de variables aléatoires i.i.d. de loi P (γi = 1) = P (γi = −1) = 1/2.
On suppose finalement que les trois suites (Γi)i≥1, (Vi)i≥1 et (γi)i≥1 sont indépen-
dantes.
On rappelle alors la définition des processus multistables basée sur la repré-
sentation de Ferguson-Klass-LePage des intégrales stables.
Théorème 3.2.1 ([LGLV12], Théorème 3.2)
On considère le champ stochastique défini par :
X(t, u) = b(u)
(
Cα(u)m(E)
)1/α(u) ∞∑
i=1
γiΓ−1/α(u)i f(t, u, Vi), (3.2.1)
où Cα est la constante définie par (1.1.3). Soit u > 0 fixé. On suppose que le
processus X(·, u) est localisable en u d’exposant h ∈]0, 1[ et de forme locale
X ′u(·, u). On suppose de plus qu’il existe ε0 > 0 tel que :
(C1) v → f(t, v, x) est dérivable sur B(u, ε0) pour tout t ∈ B(u, ε0) et pour
presque tout x ∈ E (on notera cette dérivée f ′2),
(C2)
sup
t∈B(u,ε0)
∫
E
sup
w∈B(u,ε0)
(
| f(t, w, x) log |f(t, w, x)| |α(w)
)
m̂(dx) <∞,
(C3)
sup
t∈B(u,ε0)
∫
E
sup
w∈B(u,ε0)
(
|f ′2(t, w, x)|α(w)
)
m̂(dx) <∞.
Alors le processus diagonal Y défini par
Y (t) = X(t, t) (3.2.2)
est localisable en u d’exposant h et de forme locale Y ′u telle que Y
′
u(t) = X ′u(t, u).
On peut remarquer que pour tout t ∈ B(u, ε0), w ∈ B(u, ε0) et x ∈ E,
|f(t, w, x)| = |f(t, w, x)|1|f(t,w,x)|<1/e + |f(t, w, x)|1|f(t,w,x)|>e
+ |f(t, w, x)|11/e≤|f(t,w,x)|≤e,
≤ 2 | f(t, w, x) log |f(t, w, x)| |+ e.
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On obtient alors la majoration suivante :
|f(t, w, x)|α(w) ≤ max(1, 2α(w)−1)
(
| 2f(t, w, x) log |f(t, w, x)| |α(w) + eα(w)
)
.
La condition (C2) implique ainsi la condition suivante :
(C4)
sup
t∈B(u,ε0)
∫
E
sup
w∈B(u,ε0)
(
|f(t, w, x)|α(w)
)
m̂(dx) <∞.
Exemple 3.2.1. Mouvement de Lévy multistable, cas compact
Soit T > 0 fixé, α : [0, T ]→]1, 2[ et b : [0, T ]→]0,∞[ deux fonctions C1, et m̂(dx) la loi
uniforme sur [0, T ]. Pour t ∈ [0, T ], posons
Y (t) = b(t)
(
Cα(t)T
)1/α(t) ∞∑
i=1
γiΓ−1/α(t)i 1[0,t](Vi).
Alors, Y est 1/α(u)-localisable au point u de forme locale Y ′u = b(u)Lα(u).
3.2.2 Cas des espaces de mesure σ-finie
Lorsque l’espace E est de mesure infinie, il n’est pas possible d’utiliser la repré-
sentation des processus multistables définie dans le Théorème 3.2.1. En particu-
lier, aucun processus défini sur l’espace (R,B(R),Leb) ne pourra s’écrire sous cette
forme. Comme décrit dans l’introduction dans la Proposition 1.1.7, il est possible
de se ramener au cas d’une mesure finie grâce à un changement de mesure.
Soit (E, E ,m) un espace de mesure σ-finie et r : E → R+ telle que la mesure
m̂(dx) = 1
r(x)m(dx) soit une mesure de probabilité. On se donne α une fonction
de classe C1 définie sur R et à valeurs dans ]0, 2[, b une fonction de classe C1
définie sur R et f(t, u, ·) une famille de fonctions telles que, pour tout (t, u) ∈ R2,
f(t, u, ·) ∈ Fα(u)(E, E ,m).
On considère (Γi)i≥1 une suite de temps d’arrivée d’un processus de Poisson
avec un taux d’arrivée unitaire : Γi =
i∑
j=1
εj où les (εj) sont i.i.d. E(1). Soit (Vi)i≥1
une suite de variables aléatoires i.i.d. de loi m̂ surE et (γi)i≥1 une suite de variables
aléatoires i.i.d. de loi P (γi = 1) = P (γi = −1) = 1/2. On suppose finalement que
les trois suites (Γi)i≥1, (Vi)i≥1 et (γi)i≥1 sont indépendantes.
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Théorème 3.2.2 ([LGLV12], Théorème 4.1)
On considère le champ stochastique défini par :
X(t, u) = b(u)C1/α(u)α(u)
∞∑
i=1
γiΓ−1/α(u)i r(Vi)1/α(u)f(t, u, Vi), (3.2.3)
où Cα est la constante définie par (1.1.3). Soit u > 0 fixé. On suppose que le
processus X(·, u) est localisable en u d’exposant h ∈]0, 1[ et de forme locale
X ′u(·, u). On suppose de plus qu’il existe ε0 > 0 tel que :
(C1) v → f(t, v, x) est dérivable sur B(u, ε0) pour tout t ∈ B(u, ε0) et pour
presque tout x ∈ E (on notera cette dérivée f ′2),
(C2’)
sup
t∈B(u,ε0)
∫
E
sup
w∈B(u,ε0)
(
| f(t, w, x) log |f(t, w, x)| |α(w)
)
m(dx) <∞,
(C3’)
sup
t∈B(u,ε0)
∫
E
sup
w∈B(u,ε0)
(
|f ′2(t, w, x)|α(w)
)
m(dx) <∞,
(C4’)
sup
t∈B(u,ε0)
∫
E
sup
w∈B(u,ε0)
(
|f(t, w, x) log r(x)|α(w)
)
m(dx) <∞.
Alors le processus diagonal Y défini par
Y (t) = X(t, t) (3.2.4)
est localisable en u d’exposant h et de forme locale Y ′u telle que Y
′
u(t) = X ′u(t, u).
On donne désormais les versions multistables de certains processus stables dé-
finis dans la Section 1.1.2 dans le cas d’un espace non-compact. Dans [LGLV12],
les hypothèses nécessaires afin d’appliquer le Théorème 3.2.2 sont vérifiées pour
ces processus.
Exemple 3.2.2. Mouvement de Lévy multistable, cas non-compact
On se place sur l’espace de mesure σ-finie (R+,B(R+),Leb). Soient α : R→]1, 2[ et
b : R→]0,∞[ deux fonctions C1.
On prend r(x) = ∑
j≥1
2j 1x∈[j−1,j[ de sorte que m̂(dx) =
∑
j≥1
1
2j 1x∈[j−1,j[dx soit une
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mesure de probabilité sur R+. Pour t ∈ R+, posons
Y (t) = b(t)C1/α(t)α(t)
∞∑
i=1
γiΓ−1/α(t)i
∑
j≥1
2j/α(t) 1[0,t]∩[j−1,j[(Vi).
Alors, Y est 1/α(u)-localisable au point u de forme locale Y ′u = b(u)Lα(u).
Exemple 3.2.3. Processus d’Ornstein-Uhlenbeck Rétrograde multistable
On se place sur l’espace de mesure σ-finie (R,B(R),Leb). Soient λ > 0,
α ∈ C1(R, ]1, 2[) et b ∈ C1(R, ]0,∞[).
On prend r(x) = ∑
j≥1
2j+1 1|x|∈[j−1,j[ de sorte que m̂(dx) =
∑
j≥1
1
2j+1 1|x|∈[j−1,j[dx soit
une mesure de probabilité sur R. Pour t ∈ R, posons
Y (t) = b(t)C1/α(t)α(t)
∞∑
i,j=1
γiΓ
− 1
α(t)
i 2(j+1)/α(t)e−λ(Vi−t) 1Vi≥t 1|Vi|∈[j−1,j[.
Alors, Y est 1/α(u)-localisable au point u de forme locale Y ′u = b(u)Lα(u).
Exemple 3.2.4. Mouvement linéaire multifractionnaire multistable
On se place sur l’espace de mesure σ-finie (R,B(R),Leb). Soient α : R→]0, 2[,
b : R →]0,∞[ et h : R →]0, 1[ trois fonctions C1. On prend r(x) = pi23
∑
j≥1
j2 1|x|∈[j−1,j[
de sorte que m̂(dx) = 3
pi2
∑
j≥1
1
j2 1|x|∈[j−1,j[dx soit une mesure de probabilité sur R. Pour
t ∈ R, posons
Y (t) = b(t)C1/α(t)α(t)
∞∑
i,j=1
γiΓ
− 1
α(t)
i
(
pi2j2
3
) 1
α(t)
1|Vi|∈[j−1,j[
[
|t− Vi|h(t)−
1
α(t) − |Vi|h(t)−
1
α(t)
]
.
Alors, Y est h(u)-localisable au point u de forme locale Y ′u = b(u)Lα(u),h(u).
Exemple 3.2.5. Mouvement log-fractionnaire multistable
On se place sur l’espace de mesure σ-finie (R,B(R),Leb). Soient α : R →]1, 2[
et b : R →]0,∞[ deux fonctions C1. On prend r(x) = pi23
∑
j≥1
j2 1|x|∈[j−1,j[ de sorte que
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m̂(dx) = 3
pi2
∑
j≥1
1
j2 1|x|∈[j−1,j[dx soit une mesure de probabilité sur R. Pour t ∈ R, posons
Y (t) = b(t)C1/α(t)α(t)
∞∑
i,j=1
γiΓ
− 1
α(t)
i
(
pi2j2
3
) 1
α(t)
1|Vi|∈[j−1,j[ (ln |t− Vi| − ln |Vi|) .
Alors, Y est 1/α(u)-localisable au point u de forme locale Y ′u = b(u)Λα(u).
3.3 Grille multistable
Il est souhaitable de savoir simuler les processus multistables définis précédem-
ment sur un intervalle de temps de la forme [0, T ] pour T > 0 fixé. Pour alléger
les notations, dans la suite, T sera fixé à 1. On utilise dans cette partie la construc-
tion des processus multistables sur l’espace ([0, 1],B([0, 1]),Leb) issus de champs
aléatoires définis dans (3.2.1) de la forme :
X(t, u) = C1/α(u)α(u)
∞∑
i=1
γiΓ−1/α(u)i f(t, u, Vi), (t, u) ∈ [0, 1]2.
Le processus multistable correspond alors au processus diagonal Y (t) = X(t, t).
Une autre manière de construire ce processus à partir d’un champ consiste à re-
garder le champ
X̂(t, α) = C1/αα
∞∑
i=1
γiΓ−1/αi f̂(t, α, Vi), t ∈ [0, 1], α ∈]0, 2],
avec f(t, t, Vi) = f̂(t, α(t), Vi) puis d’intersecter ce champ avec la courbe (t, α(t))
ce qui donne
Y (t) = X̂(t, α(t)).
Lorsque l’on change de fonction d’intensité α, on doit simuler un nouveau
champ dans le cas {X(t, u)}t∈[0,1],u∈]0,1[ puisque ce champ est défini pour une fonc-
tion α fixée. L’avantage Le champ {X̂(t, α)}t∈[0,1],α∈]0,2[ a l’avantage de pouvoir
donner des réalisations de processus multistables avec différentes fonctions d’in-
tensité à partir d’une réalisation du champ.
Une première méthode pour simuler ces processus aux points 1
N
, 2
N
, . . . , 1 consiste
à créer tout d’abord N processus stables X
(
·, k
N
)
pour k allant de {1, . . . , N}, en
prenant une même valeur de graine pour la simulation de chacun des processus
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stables.
Le processus diagonal Y est alors obtenu aux points
(
k
N
)
k∈{1,...,N} par
Y
(
k
N
)
= X
(
k
N
,
k
N
)
.
À condition de savoir simuler de manière exacte les processus stables qui com-
posent le champ, cette première méthode est une méthode de simulation exacte.
Cependant, elle est très coûteuse en temps de calcul car elle nécessite de calculer
N points pour N processus stables.
Une nouvelle méthode consiste à discrétiser de manière régulière l’intervalle
]0, 2[, qui est l’axe correspondant à l’indice de stabilité du processus, en (2K − 1)
valeurs possibles. On ne simule plus le processus diagonal Y = (X(t, t))t∈[0,1] mais
un processus approché (X˜K(t, t))t∈[0,1] défini à partir du champ :
X˜K(t, u) = C1/αK(u)αK(u)
∞∑
i=1
γiΓ−1/αK(u)i f(t, u, Vi), (3.3.1)
où αK(u) = max
(bKα(u)c
K
,
1
K
)
.
Pour u fixé, t→ X˜K(t, u) est un processus αK(u)-stable.
De plus, comme αK(u) ∈ { 1K , 2K , . . . , 2K−1K }, il faut calculer au maximum N
points de (2K − 1) processus stables afin d’obtenir les valeurs approchées du pro-
cessus diagonal aux points
(
k
N
)
k∈{1,...,N}.
Le résultat suivant donne l’erreur en probabilité entre le processus multistable
défini par (3.2.1) et son approximation (3.3.1).
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Théorème 3.3.1
Soit t > 0 fixé. On suppose que la condition (C2) est vérifiée au point t. Soit
K ∈ N? la constante de discrétisation de l’axe de l’intensité des sauts dans le
champ stochastique tel que le pas vérifie
1
K
< ε0, où ε0 apparaît dans (C2).
Alors, on a
X(t, t)− X˜K(t, t) = (α(t)− αK(t))ZK(t)
avec
ZK(t) Loi−−−→
K→∞
b(t)
∞∑
i=1
γi
(
g′(α(t)) + g(α(t)) log Γi
α(t)2
)
Γ−1/α(t)i f(t, t, Vi)
où la fonction g est définie sur ]0, 2[ par g(w) = (m(E)Cw)1/w. La limite est une
série presque sûrement convergente.
En conséquence,
|X(t, t)− X˜K(t, t)| = OP
( 1
K
)
.
Démonstration : Soit K ∈ N? tel que 1/K < ε0, on a
X(t, t)− X˜K(t, t) = b(t)
∞∑
i=1
γi
(
g(α(t))Γ−1/α(t)i − g(αK(t))Γ−1/αK(t)i
)
f(t, t, Vi).
Comme les variables aléatoires Γi ne sont pas indépendantes, la somme est décom-
posée en deux afin de faciliter l’étude :
X(t, t)− X˜K(t, t) = b(t)
∞∑
i=1
γi (Φi(α(t))− Φi(αK(t))) f(t, t, Vi)
+ b(t)
∞∑
i=1
γi (Ψi(α(t))−Ψi(αK(t))) f(t, t, Vi),
où
Φi(w) = g(w)i−1/w,
Ψi(w) = g(w)
(
Γ−1/wi − i−1/w
)
.
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Φi est dérivable sur ]0, 2[ et Ψi est presque sûrement dérivable sur ]0, 2[ :
Φ′i(w) = g′(w)i−1/w + g(w)
log i
w2
i−1/w,
Ψ′i(w) = g′(w)
(
Γ−1/wi − i−1/w
)
+ g(w)
( log Γi
w2
Γ−1/wi −
log i
w2
i−1/w
)
.
Il existe une suite déterministe wi,K ∈ [αK(t), α(t)] et une suite de variables aléa-
toires xi,K ∈ [αK(t), α(t)] tels que :
X(t, t)− X˜K(t, t) = (α(t)− αK(t))b(t)
∞∑
i=1
(Mi,K +Ni,K + Pi,K +Qi,K),
où Mi,K , Ni,K , Pi,K et Qi,K sont définis par :
Mi,K = γig′(wi,K)i−1/wi,Kf(t, t, Vi),
Ni,K = γig(wi,K)
log i
w2i,K
i−1/wi,Kf(t, t, Vi),
Pi,K = γig′(xi,K)
(
Γ−1/xi,Ki − i−1/xi,K
)
f(t, t, Vi),
Qi,K = γig(xi,K)
(
log Γi
x2i,K
Γ−1/xi,Ki −
log i
x2i,K
i−1/xi,K
)
f(t, t, Vi).
(3.3.2)
Afin d’alléger les formules, posons, pour i ≥ 1
Wi = f(t, t, Vi). (3.3.3)
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On souhaite désormais appliquer le théorème de Billingsley 1 avec
Yn,K =
n∑
i=1
(Mi,K +Ni,K + Pi,K +Qi,K) ,
et
ZK =
∞∑
i=1
(Mi,K +Ni,K + Pi,K +Qi,K) .
Fixons n ∈ N?. Pour i ∈ {1, . . . , n}, wi,K ∈ [αK(t), α(t)] et xi,K appartient presque
sûrement à l’intervalle [αK(t), α(t)]. Alors, on a
wi,K −−−−→
K→∞
α(t) et xi,K
p.s.−−−−→
K→∞
α(t).
Par le continuous mapping theorem, on obtient
Mi,K
p.s.−−−−→
K→∞
Mi,∞ := γig′(α(t))i−1/α(t)Wi,
Ni,K
p.s.−−−−→
K→∞
Ni,∞ := γig(α(t))
log i
α(t)2 i
−1/α(t)Wi,
Pi,K
p.s.−−−−→
K→∞
Pi,∞ := γig′(α(t))
(
Γ−1/α(t)i − i−1/α(t)
)
Wi,
Qi,K
p.s.−−−−→
K→∞
Qi,∞ := γig(t)
1
α(t)2
(
log(Γi)Γ−1/α(t)i − log(i)i−1/α(t)
)
Wi
Alors,
Yn,K
p.s.−−−−→
K→∞
Yn :=
n∑
i=1
(Mi,∞ +Ni,∞ + Pi,∞ +Qi,∞) .
De plus,
n∑
i=1
Mi,∞,
n∑
i=1
Ni,∞,
n∑
i=1
Pi,∞ et
n∑
i=1
Qi,∞ sont des séries presque sûre-
1.
Théorème 3.3.2 (Thm 4.2 de [Bil68])
On suppose que les trois conditions suivantes sont vérifiées :
1. pour tout n ≥ 1, Yn,K Loi−−−−→
K→∞
Yn,
2. Yn
Loi−−−−→
n→∞ Y ,
3. pour tout ε > 0,
lim
n→∞ lim supK→∞
P (|ZK − Yn,K | > ε) = 0.
Alors, ZK
Loi−−−−→
K→∞
Y .
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ment convergente (voir [LGLV12]). On a ainsi
Yn
p.s.−−−→
n→∞
∞∑
i=1
(Mi,∞ +Ni,∞ + Pi,∞ +Qi,∞) .
Soit ε > 0, on veut montrer que
lim
n→∞ lim supK→∞
P (|ZK − Yn,K | > ε) = 0, (3.3.4)
c’est à dire que
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
(Mi,K +Ni,K + Pi,K +Qi,K)
∣∣∣∣∣∣ > ε
 = 0.
Si on montre que,
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K
∣∣∣∣∣∣ > ε
 = lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K
∣∣∣∣∣∣ > ε

= lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε
 = lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Qi,K
∣∣∣∣∣∣ > ε
 = 0,
alors on obtiendra (3.3.4).
• Vérification de l’hypothèse pour Mi,K = γia′(wi,K)i−1/wi,KWi.
On a
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K
∣∣∣∣∣∣ > ε
 ≤ P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |≤2
∣∣∣∣∣∣ > ε2
+ P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε2
 .
D’après l’inégalité de Tchebychev pour les variables aléatoires indépendantes et
centrées (Mi,K)i,
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |≤2
∣∣∣∣∣∣ > ε/2
 ≤ 4
ε2
∞∑
i=n+1
E
(
M2i,K1|Mi,K |≤2
)
≤ 16
ε2
∞∑
i=n+1
E
((
Mi,K
2
)2
1|Mi,K |/2≤1
)
≤ 16
ε2
∞∑
i=n+1
∫ 1
0
P
((
Mi,K
2
)2
> x
)
dx
≤ 16
ε2
∫ 1
0
∞∑
i=n+1
P
(
|Mi,K | > 2x1/2
)
dx.
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Comme 2x1/2 ∈]0, 2[ pour x ∈]0, 1[, on obtient d’après le Lemme 3.5.1 que
∞∑
i=n+1
P
(
|Mi,K | > 2x1/2
)
≤ M
2α(t)−ε0xα(t)/2
∞∑
j=bn+1
M
2α(t)−ε0xα(t)/2c
P (|W1|wi,K > j) .
D’où,
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |≤2
∣∣∣∣∣∣ > ε/2

≤ 16
ε2
∫ 1
0
M
2α(t)−ε0x
α(t)
2
∞∑
j=bn+1
M
2α(t)−ε0x
α(t)
2 c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
dx.
Comme la constante M ne dépend pas de K, on obtient
lim sup
K→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |≤2
∣∣∣∣∣∣ > ε/2

≤ 16M
2α(t)−ε0ε2
∫ 1
0
1
xα(t)/2
∞∑
j=bn+1
M
2α(t)−ε0xα(t)/2c
P
(
max
(
|W1|α(t), |W1|α(t)−ε0
)
> j
)
dx.
Posons
mn(x) =
1
xα(t)/2
∞∑
j=bn+1
M
2α(t)−ε0xα(t)/2c
P
(
max
(
|W1|α(t), |W1|α(t)−ε0
)
> j
)
.
Par (C4), on a
∞∑
j=1
P
(
max
(
|W1|α(t), |W1|α(t)−ε0
)
> j
)
= E
(
max
(
|W1|α(t), |W1|α(t)−ε0
))
=
∫
R
max
(
|f(t, t, x)|α(t), |f(t, t, x)|α(t)−ε0
)
m̂(x)dx
≤ 1 +
∫
R
|f(t, t, x)|α(t)1|f(t,t,x)|>1m̂(x)dx
≤ 1 + E
(
sup
w∈B(t,ε0)
(
|f(t, w, V1)|α(w)
))
<∞
et alors pour x ∈]0, 1[,
mn(x) −−−→
n→∞ 0,
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|mn(x)| ≤ 1
xα(t)/2
(
1 + E
[
sup
w∈B(t,ε0)
(
|f(t, w, V1)|α(w)
)])
.
On a donc domination de la fonctionmn(·) par une fonction intégrable. En utilisant
le théorème de convergence dominée, on conclut que :
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |≤2
∣∣∣∣∣∣ > ε/2
 = 0.
On s’intéresse désormais au second terme P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε/2
.
Soit m˜K = inf (n ≥ 1 : ∀i ≥ n, |Mi,K | ≤ 2).
Comme
∞∑
i=1
P(|Mi,K | > 2) < ∞ (on peut le voir à partir du Lemme 3.5.1), le
lemme de Borel-Cantelli permet de déduire que P(m˜K <∞) = 1. Alors,
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε/2

=
∞∑
m=1
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε/2, m˜K = m

=
∞∑
m=n+1
P
∣∣∣∣∣∣
m∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε/2, m˜K = m

≤
∞∑
m=n+1
P (m˜K = m)
≤
∞∑
m=n+1
P (|Mm−1,K | > 2) .
En utilisant le Lemme 3.5.1, on a
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε/2

≤ M
2α(t)−ε0
∞∑
j=bn+1
M
2α(t)−ε0c
P
(
max
(
|W1|α(t), |W1|α(t)−ε0
)
> j
)
.
On en déduit :
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K1|Mi,K |>2
∣∣∣∣∣∣ > ε/2
 = 0.
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Au final,
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Mi,K
∣∣∣∣∣∣ > ε
 = 0.
• Vérification de l’hypothèse pour Ni,K = γig(wi,K) log iw2i,K i
−1/wi,KWi :
Soit ε > 0 et K tel que 1/K < ε0 où ε0 apparaît dans (C2). On a
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K
∣∣∣∣∣∣ > ε
 ≤ P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |≤2
∣∣∣∣∣∣ > ε/2

+ P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |>2
∣∣∣∣∣∣ > ε/2
 .
Par l’inégalité de Tchebychev pour les variables aléatoires indépendantes et cen-
trées (Ni,K)i, on a
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |≤2
∣∣∣∣∣∣ > ε/2
 ≤ 16
ε2
∫ 1
0
∞∑
i=n+1
P
(
|Ni,K | > 2x1/2
)
dx.
Comme 2x1/2 ∈]0, 2[ pour x ∈]0, 1[, on obtient par le Lemme 3.5.2 que pour tout
n ≥ iα − 1,
∞∑
i=n+1
P
(
|Ni,K | > 2x1/2
)
≤ M
τ(x, t)
∞∑
j=bn+1
M
τ(x,t)c
P
(
max(|W1 log |W1||α(t) , |W1 log |W1||α(t)−ε0) > j
)
+ M
τ(x, t)
∞∑
j=bn+1
M
τ(x,t)c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
+ M
η(x, t)
∞∑
j=bn+1
M
η(x,t)c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
,
où τ(x, t) = 2α(t)−ε0x
α(t)
2 et η(x, t) = min
(
1, (2
√
x)α(t)−ε0
| log 2√x|α(t)−ε0 ,
(2
√
x)α(t)
| log 2√x|α(t)
)
. Comme
M ne dépend pas de K, on obtient alors
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lim sup
K→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |≤2
∣∣∣∣∣∣ > ε/2

≤ 16
ε2
∫ 1
0
M
τ(x, t)
∞∑
j=bn+1
M
τ(x,t)c
P
(
max(|W1 log |W1||α(t) , |W1 log |W1||α(t)−ε0) > j
)
+ M
τ(x, t)
∞∑
j=bn+1
M
τ(x,t)c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
+ M
η(x, t)
∞∑
j=bn+1
M
η(x,t)c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
dx.
Posons
cn(x) =
M
τ(x, t)
∞∑
j=bn+1
M
τ(x,t)c
P
(
max(|W1 log |W1||α(t) , |W1 log |W1||α(t)−ε0) > j
)
+ M
τ(x, t)
∞∑
j=bn+1
M
τ(x,t)c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
+ M
η(x, t)
∞∑
j=bn+1
M
η(x,t)c
P
(
max(|W1|α(t), |W1|α(t)−ε0) > j
)
.
Par (C2) et (C4), on a pour x ∈]0, 1[,
cn(x) −−−→
n→∞ 0,
|cn(x)| ≤ M
2α(t)−ε0x
α(t)
2
(
exp(1) + E
(
|W1 log |W1||α(t)
))
+ M
2α(t)−ε0x
α(t)
2
(
1 + E
(
|W1|α(t)
))
+ M
min
(
1, (2
√
x)α(t)−ε0
| log 2√x|α(t)−ε0 ,
(2
√
x)α(t)
| log 2√x|α(t)
) (1 + E (|W1|α(t)))
Le terme de droite est une fonction intégrable, on peut donc utiliser le théorème
de convergence dominée pour conclure que
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |≤2
∣∣∣∣∣∣ > ε/2
 = 0.
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On considère maintenant le deuxième terme P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |>2
∣∣∣∣∣∣ > ε/2
.
Soit n˜K = inf (n ≥ 1 : ∀i ≥ n, |Ni,K | ≤ 2). Comme ∑∞i=1 P(|Ni,K | > 2) < ∞ (on
le voit à partir du Lemme 3.5.2), on en déduit par le lemme de Borel-Cantelli que
P(n˜K <∞) = 1. On a ainsi,
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |>2
∣∣∣∣∣∣ > ε/2
 = ∞∑
m=n+1
P
∣∣∣∣∣∣
m∑
i=n+1
Ni,K1|Ni,K |>2
∣∣∣∣∣∣ > ε/2, n˜K = m

≤
∞∑
m=n+1
P (n˜K = m)
≤
∞∑
m=n+1
P (|Nm−1,K | > 2) .
Comme pour les Mi,K , on a par le Lemme 3.5.2,
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K1|Ni,K |>2
∣∣∣∣∣∣ > ε/2
 = 0.
On en déduit
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Ni,K
∣∣∣∣∣∣ > ε
 = 0.
• Vérification de l’hypothèse pour Pi,K = γig′(xi,K)
(
Γ−1/xi,Ki − i−1/xi,K
)
Wi.
Soit Ωi = {12 ≤ Γii ≤ 2} et Ωi son complémentaire. On a d’après [LGLV12]
∞∑
i=1
P(Ωi ∪ {|Pi,K | > 1}) <∞.
Soit p˜K = inf
{
n ≥ 1 : ∀i ≥ n, |Pi,K | < 1 et 12 ≤ Γii ≤ 2
}
. On utilise de nouveau le
lemme de Borel-Cantelli pour obtenir que
P(p˜K <∞) = 1.
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On peut alors décomposer suivant la valeur de p˜K :
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε

=
n+1∑
m=1
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε, p˜K = m
+ ∞∑
m=n+2
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε, p˜K = m
 .
Tout d’abord, on a
∞∑
m=n+2
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε, p˜K = m
 ≤ ∞∑
m=n+2
P (p˜K = m)
≤
∞∑
m=n+2
P
(
{|Pm−1,K | > 1} ∪ Ωm−1
)
≤
∞∑
m=n+2
P ({|Pm−1,K | > 1} ∩ Ωm−1) + P(Ωm−1)
≤
∞∑
m=n+1
P
(
|Pm,K | > 1, 12 ≤
Γm
m
≤ 2
)
+ P(Γm
m
<
1
2) + P(
Γm
m
> 2).
(3.3.5)
Ensuite, en utilisant le Lemme 3.5.3, on trouve que
P
(
|Pm,K | > 1, 12 ≤
Γm
m
≤ 2
)
≤

M
m
1
ζ
+α(t)−ε02ζ
, avec α(t) < ζ < 1 + α(t)−ε02 , si α(t) ≥ 1,
M
m1+
α(t)−ε0
2
, si α(t) < 1.
(3.3.6)
Finalement, on obtient
lim
n→∞ lim supK→∞
∞∑
m=n+2
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε, p˜K = m
 = 0.
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Pour 1 ≤ m ≤ n+ 1, on pose gm,n,K = P
(∣∣∑∞
i=n+1 Pi,K
∣∣ > ε, p˜K = m) . Alors on a
gm,n,K ≤ P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K1|Pi,K |≤1, 12≤Γii ≤2
∣∣∣∣∣∣ > ε

≤ εE
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K1|Pi,K |≤1, 12≤Γii ≤2
∣∣∣∣∣∣

≤ ε
∞∑
i=n+1
E
(
|Pi,K | 1|Pi,K |≤1, 12≤Γii ≤2
)
≤ ε
∞∑
i=n+1
∫ 1
0
P
(
|Pi,K | > x, 12 ≤
Γi
i
≤ 2
)
dx
≤ ε
∫ 1
0
∞∑
i=n+1
P
(
|Pi,K | > x, 12 ≤
Γi
i
≤ 2
)
dx.
En utilisant le Lemme 3.5.3, on a alors pour x ∈]0, 1[,
∞∑
i=n+1
P
(
|Pi,K | > x, 12 ≤
Γi
i
≤ 2
)
−−−→
n→∞ 0,
et
∞∑
i=n+1
P
(
|Pi,K | > x, 12 ≤
Γi
i
≤ 2
)
≤

M˜
xα(t)/ζ
, avec ζ > α(t) si α(t) ≥ 1,
M˜
xα(t)
si α(t) < 1,
qui sont des fonctions intégrables sur ]0, 1[. En appliquant le théorème de conver-
gence dominée, on obtient
lim sup
K
|gm,n,K | −−−→
n→∞ 0.
Ensuite, par les équations (3.3.5) et (3.3.6), on a |gm,n,K | ≤ P(p˜K = m) ≤ gm avec
∞∑
m=1
gm <∞ et donc
lim
n→∞ lim supK→∞
n+1∑
m=1
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε, p˜K = m
 ≤ lim
n→∞ lim supK→∞
∞∑
m=1
gm,n,K = 0.
On en conclut que
lim
n→∞ lim supK→∞
P
∣∣∣∣∣∣
∞∑
i=n+1
Pi,K
∣∣∣∣∣∣ > ε
 = 0.
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• Vérification de l’hypothèse pourQi,K = γig(xi,K)
(
log Γi
x2i,K
Γ−1/xi,Ki − log ix2i,K i
−1/xi,K
)
Wi
En utilisant le Lemme 3.5.1, la preuve est la même que pour Pi,K .
3.4 Exemples de simulation
3.4.1 Mouvement de Lévy multistable
On considère α : [0, 1]→]1, 2[ une fonction C1. Pour t ∈ [0, 1], le mouvement de
Lévy multistable est défini comme le processus diagonal du champ :
X(t, u) = C1/α(u)α(u)
∞∑
i=1
γiΓ−1/α(u)i 1[0,t](Vi).
où (Γi)i≥1 est une suite de temps d’arrivée d’un processus de Poisson avec un taux
d’arrivée unitaire : Γi =
∑i
j=1 εj avec (εj) i.i.d. de loi E(1), (Vi)i≥1 une suite de
variables aléatoires i.i.d. de loi uniforme sur [0, 1] et (γi)i≥1 une suite de variables
aléatoires i.i.d. de loi P (γi = 1) = P (γi = −1) = 1/2 telles que les trois suites
(Γi)i≥1, (Vi)i≥1 et (γi)i≥1 sont indépendantes.
À u fixé, X(·, u) est un mouvement de Lévy α(u)-stable qui est un processus
α(u)-stable à accroissements stationnaires et indépendants. On simule ces accrois-
sements en utilisant le programme RSTAB (voir par exemple [ST94]).
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t
0.2
0.4
0.6
0.8
1.0
alp
ha
1.0
1.2
1.4
1.6
1.8
−4
−2
0
(a)
t
0.2 0.4 0.6 0.8 1.0
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0
(c)
FIGURE 3.1 – Les trois figures représentent le même champ stochastique
(X̂(t, α))t∈[0,1],α∈[1,2] issu de mouvements de Lévy stables sous différents points de
vue. Le mouvement de Lévy multistable est représenté sur le champ par la ligne noire
(t, α(t), Y (t)) où α(t) = 21+0.5 exp(−t2) .
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Dans la Figure 3.2, le mouvement de Lévy multistable (en noir) est obtenu en
utilisant le champ de mouvements de Lévy stables de la Figure 3.1, avec N = 2000.
En rouge, le processus approximé par une grille pour laquelle K = 50. À partir de
K = 100, il n’est plus possible de discerner à cette échelle la différence entre les
processus sur cet exemple.
0.0 0.2 0.4 0.6 0.8 1.0
−
3.
0
−
2.
5
−
2.
0
−
1.
5
−
1.
0
−
0.
5
0.
0
t
FIGURE 3.2 – Mouvement de Lévy multistable exact (noir) et approché par une grille de
pas 1/50 (rouge) avec N = 2000. La simulation correspond au même champ que dans la
Figure 3.1.
Pour N = 2.105, la simulation grâce au champ d’un mouvement de Lévy mul-
tistable nécessite environ 6 heures pour l’ordinateur utilisé alors que son approxi-
mation à l’aide d’une grille de pas 1/K où K = 2000 est obtenue en seulement
deux minutes avec une erreur en probabilité de l’ordre de 1/K, soit une vitesse de
simulation de l’ordre de 1000 fois plus rapide. Le gain de temps est donc consé-
quent.
3.4.2 Mouvement linéaire multifractionnaire multistable
On considère α : [0, 1] →]0, 2[ et h : [0, 1] →]0, 1[ deux fonctions C1. Pour
t ∈ [0, 1], le mouvement linéaire multifractionnaire multistable est défini comme
le processus diagonal du champ :
X(t, u) = C1/α(u)α(u)
∞∑
i=1
γiΓ−1/α(u)i
[
|t− Vi|h(u)−
1
α(u) − |Vi|h(u)−
1
α(u)
]
,
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où (Γi)i≥1 est une suite de temps d’arrivée d’un processus de Poisson avec un taux
d’arrivée unitaire : Γi =
∑i
j=1 εj avec (εj) i.i.d. de loi E(1), (Vi)i≥1 une suite de
variables aléatoires i.i.d. de loi uniforme sur [0, 1] et (γi)i≥1 une suite de variables
aléatoires i.i.d. de loi P (γi = 1) = P (γi = −1) = 1/2 telles que les trois suites
(Γi)i≥1, (Vi)i≥1 et (γi)i≥1 sont indépendantes. À u fixé, X(·, u) est un mouvement
linéaire h(u)-fractionnaire α(u)-stable qui est simulé en utilisant le programme
LFSN de Stoev et Taqqu [ST04].
Pour ce processus, deux fonctions apparaissent : α et h. Une méthode par le
champ consiste à représenter le champ (X(t, u))(t,u)∈[0,1]2 puis à prendre la diago-
nale. Ici pour la grille, la fonction d’intensité α va être restreinte, après approxima-
tion par la fonction αK , aux 2K − 1 valeurs : { 1K , . . . 2K−1K } (comme décrit dans la
construction de la grille multistable) et la fonction de localisation h va, elle aussi,
être restreinte aux valeurs { 1
K
, . . . K−1
K
}.
Cette double grille donne aussi des erreurs en probabilité de l’ordre de 1/K. La
présence des deux fonctions contraint à simuler davantage de processus stables.
En effet, il faut dans ce cas simuler de l’ordre de N ×K2 processus stables. En réa-
lité, cet ordre maximum n’est rarement atteint puisque généralement la fonction α
ne parcourt pas l’intégralité de l’intervalle ]0, 2] et donc il n’est pas nécessaire de si-
muler les 2K−1 possibilité pour α (de même pour h qui ne parcourt généralement
pas ]0, 1[ tout entier). Dans la Figure 3.3, on donne un exemple de simulation d’un
mouvement linéaire multifractionnaire multistable. Pour simuler ce processus aux
N points ( k
N
)k∈{1,...,N} avec N = 3496, il a fallu 2, 4 heures à l’aide du champ contre
10, 3 minutes à l’aide de la double grille de pas 1/200 (sur l’ordinateur utilisé), soit
une vitesse 14 fois plus rapide.
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FIGURE 3.3 – Mouvement linéaire multifractionnaire multistable de fonction d’intensité
α(t) = 1.41 + 0.57t et de fonction de localisation h(t) = 0.725 + 0.175 sin(2pit) par le
champ (en noir) et par la double grille de pas 1/200 (en rouge) avec N = 3496.
3.5 Lemmes techniques
Lemme 3.5.1
Il existe une constante M ≥ 2 telle que pour tout λ ∈]0, 2] et n ≥ 1,
∞∑
i=n+1
P(|Mi,K | > λ) ≤ Mmin(λα(t)−ε0 , λα(t))
∞∑
j=bn+1
M
min(λα(t)−ε0 ,λα(t))c
P (|W1|wi,K > j)
où les Mi,K sont définis en (3.3.2) et W1 en (3.3.3).
Démonstration : Fixons 0 < λ ≤ 2. Alors on a :
P(|Mi,K | > λ) = P(|g′(wi,K)|i−1/wi,K |Wi| > λ)
≤ P
(
|Wi|wi,K sup
w∈B(α(t),ε0)
(|g′(w)|w) > imin(λα(t)−ε0 , λα(t))) .
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Comme g′ est borné sur les compacts, on obtient que
M := max(2, sup
w∈B(α(t),ε0)
(|g′(w)|w)) <∞.
Alors, P(|Mi,K | > λ) ≤ P
(
|W1|wi,K > imin(λ
α(t)−ε0 ,λα(t))
M
)
. D’où,
∞∑
i=n+1
P(|Mi,K | > λ) ≤
∞∑
i=n+1
P
(
|W1|wi,K > imin(λ
α(t)−ε0 , λα(t))
M
)
≤
∞∑
i=n+1
P
(
|W1|wi,K > bimin(λ
α(t)−ε0 , λα(t))
M
c
)
≤
∞∑
j=bn+1
M
min(λα(t)−ε0 ,λα(t))c
b M
min(λα(t)−ε0 , λα(t))
c P (|W1|wi,K > j)
≤ M
min(λα(t)−ε0 , λα(t))
∞∑
j=bn+1
M
min(λα(t)−ε0 ,λα(t))c
P (|W1|wi,K > j) .
Lemme 3.5.2
Il existe une constante M ≥ 2 telle que pour tout λ ∈]0, 2] et n suffisamment
grand,
∞∑
i=n+1
P(|Ni,K | > λ)
≤ M
`(λ, t)
∞∑
j=bn+1
M
`(λ,t)c
P (|W1 log |W1||wi,K > j)
+ M
`(λ, t)
∞∑
j=bn+1
M
`(λ,t)c
P (|W1|wi,K > j)
+ M
m(λ, t)
∞∑
j=bn+1
M
m(λ,t)c
P (|W1|wi,K > j) ,
où `(λ, t) = min(λα(t)−ε0 , λα(t)) et m(λ, t) = min
(
1, λα(t)−ε0| log λ|α(t)−ε0 ,
λα(t)
| log λ|α(t)
)
. Les
Ni,K sont définis en (3.3.2) et W1 en (3.3.3).
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Démonstration : Fixons 0 < λ ≤ 2. Alors :
P(|Ni,K | > λ) = P
(
|g(wi,K)| log i
w2i,K
i−1/wi,K |f(t, t, Vi|) > λ
)
≤ P
(
|Wi|wi,K sup
w∈B(α(t),ε0)
(( |g(w)|
w2
)w)
>
i
(log i)wi,K min(λ
α(t)−ε0 , λα(t))
)
.
Posons
L := max
(
2, sup
w∈B(α(t),ε0)
(( |g(w)|
w2
)w))
<∞.
On a ainsi
P(|Ni,K | > λ) ≤ P
(
|Wi|wi,K Lmin(λα(t)−ε0 , λα(t)) >
i
(log i)wi,K
)
.
Soit gi,K(x) = x(log x)wi,K pour x > 1, i ≥ 1 et K ∈ N? tel que 1/K < ε0. Pour tout i
et K, gi,K est strictement croissante sur l’intervalle [8,∞) et limx→∞ gi,K(x) =∞.
Il existe A ≥ 8 indépendant de i et K tel que pour tout z ≥ A,
gi,K (2z(log z)wi,K ) = 2z
(
log(z)
log(z) + wi,K log log(z)
)wi,K
≥ z.
On a alors pour tout z ≥ A, i ∈ N? et K ∈ N?,
2z(log z)wi,K ≥ g−1i,K(z).
Soit iα ∈ N entier ne dépendant que de α tel que ∀i ≥ iα, i(log i)α(t) ≥ A.
Alors, pour i ≥ iα,
P(|Ni,K | > λ) ≤ P
(
|Wi|wi,K L
`(λ, t) >
i
(log i)wi,K
)
et gi,K(i) = i(log i)wi,K ≥ i(log i)α(t) ≥ A.
Donc,
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P(|Ni,K | > λ)
≤ P
(
g−1i,K
(
|Wi|wi,K L
`(λ, t)
)
> i
)
≤ P
(
2|Wi|wi,K L
v
∣∣∣∣log(|Wi|wi,K L`(λ, t)
)∣∣∣∣wi,K > i)
≤ P
(2L|Wi|wi,K
`(λ, t) |log (|Wi|
wi,K ) + logL− log(`(λ, t))|wi,K > i
)
≤ P
(
6Lmax(1, 3wi,K−1)
`(λ, t) |Wi|
wi,K |log (|Wi|wi,K )|wi,K > i
)
+ P
(
6Lmax(1, 3wi,K−1)
`(λ, t) |Wi|
wi,K (logL)wi,K > i
)
+ P
(
6Lmax(1, 3wi,K−1)
`(λ, t) |Wi|
wi,K | log(`(λ, t))|wi,K > i
)
≤ P
(
|W1 log |W1||wi,K > i
K1
`(λ, t)
)
+ P
(
|W1|wi,K > i
K2
`(λ, t)
)
+ P
(
|W1|wi,K > i
K3
min
(
1,
(
λ
| log λ|
)α(t)−ε0
,
(
λ
| log λ|
)α(t)))
,
où K1 ≥ 2, K2 ≥ 2 et K3 ≥ 2 sont des constantes qui ne dépendent pas de i ni de
K. Soient M = max(K1,K2,K3) ≥ 2 et n ≥ iα − 1, on a alors
∞∑
i=n+1
P(|Ni,K | > λ)
≤ M
`(λ, t)
∞∑
j=bn+1
M
`(λ,t)c
P (|W1 log |W1||wi,K > j)
+ M
`(λ, t)
∞∑
j=bn+1
M
`(λ,t)c
P (|W1|wi,K > j)
+ M
m(λ, t)
∞∑
j=bn+1
M
m(λ,t)c
P (|W1|wi,K > j) .
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Lemme 3.5.3
Il existe une constante M > 0 telle que pour tout λ > 0,
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤

M
i
1
ζ
+α(t)−ε02ζ sζ(λ,t)
si α(t) ≥ 1,
M
i1+
α(t)−ε0
2 s1(λ,t)
si α(t) < 1,
où ζ un réel tel que α(t) < ζ < 1 + α(t)−ε02 et sζ(λ, t) = min(λ
α(t)−ε0
ζ , λ
α(t)
ζ ). Les
Pi,K sont définis en (3.3.2).
Démonstration : On a
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
= P
|g′(xi,K)|i−1/xi,K
Γ−1/xi,Ki
i−1/xi,K
− 1
 |Wi| > λ, 12 ≤ Γii ≤ 2
 .
On applique alors la formule des accroissements finis à la fonction y 7→ y−1/xi,K
sur [12 , 2], ∣∣∣∣∣
(Γi
i
)−1/xi,K
− 1
∣∣∣∣∣ ≤
∣∣∣∣Γii − 1
∣∣∣∣ 1α(t)− ε0
(1
2
)−1−1/(α(t)−ε0)
.
Soit Kα = max
(
2, supw∈B(α(t),ε0)
(∣∣∣g′(w)21+α(t)−ε0α(t)−ε0 ∣∣∣w
))
et alors
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤ P
(∣∣∣∣Γii − 1
∣∣∣∣α(t)−ε0 |Wi|xi,K > iKα min(λα(t)−ε0 , λα(t)), 12 ≤ Γii ≤ 2
)
≤ P
(∣∣∣∣Γii − 1
∣∣∣∣α(t)−ε0 max(|Wi|α(t), |Wi|α(t)−ε0) > iKα min(λα(t)−ε0 , λα(t))
)
.
• Si α(t) ≥ 1 :
on peut supposer ε0 suffisamment petit pour avoir α(t) < 1 + (α(t)− ε0)/2. Fixons
alors
ζ ∈ (α(t), 1 + (α(t)− ε0)/2).
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On a
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤ P
∣∣∣∣Γii − 1
∣∣∣∣
α(t)−ε0
ζ [
max(|Wi|α(t), |Wi|α(t)−ε0)
] 1
ζ >
i1/ζ
K
1/ζ
α
sζ(λ, t)
 .
Par l’inégalité de Markov et l’indépendance de V1 et Γi :
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤ K
1/ζ
α
i1/ζsζ(λ, t)
E
([
max(|Wi|α(t), |Wi|α(t)−ε0)
]1/ζ)
E
(∣∣∣∣Γii − 1
∣∣∣∣(α(t)−ε0)/ζ
)
.
Puis par l’inégalité d’Hölder, on obtient
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤ K
1/ζ
α
i1/ζsζ(λ, t)
E
(
max(|Wi|α(t), |Wi|α(t)−ε0)
)1/ζ
E
(∣∣∣∣Γii − 1
∣∣∣∣2
)(α(t)−ε0)/2ζ
= K˜
i1/ζsζ(λ, t)
1
i(α(t)−ε0)/ζ
E
(
|Γi − i|2
)(α(t)−ε0)/2ζ
= K˜
i1/ζ+(α(t)−ε0)/2ζsζ(λ, t)
puisque E(Γi) = i et Var(Γi) = i.
• Si α(t) < 1, on a :
P
(
|Pi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤ Kα
i s1(λ, t)
E
(∣∣∣∣Γii − 1
∣∣∣∣α(t)−ε0
)
E
(
max(|W1|α(t)−ε0 , |W1|α(t))
)
≤ Kˆ
i s1(λ, t)
E
(∣∣∣∣Γii − 1
∣∣∣∣2
)α(t)−ε0
2
≤ Kˆ
i1+
α(t)−ε0
2 s1(λ, t)
.
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Lemma 3.5.1
Il existe une constante M > 0 telle que pour tout λ > 0,
P
(
|Qi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤

M
sζ(λ,t)
(log i)α(t)/ζ
i1/ζ+(α(t)−ε0)/2ζ si α(t) ≥ 1,
M
s1(λ,t)
(log i)α(t)
i1+(α(t)−ε0)/2 si α(t) < 1,
où ζ est un réel tel que α(t) < ζ < 1 + α(t)−ε02 , sζ(λ, t) = min(λ
α(t)−ε0
ζ , λ
α(t)
ζ ) et
Qi,K est défini en (3.3.2).
Démonstration : On a
P
(
|Qi,K | > λ, 12 ≤
Γi
i
≤ 2
)
= P
(∣∣∣∣∣g(xi,K)x2i,K
∣∣∣∣∣ i−1/xi,K log i
∣∣∣∣∣ log Γilog i
(Γi
i
)−1/xi,K
− 1
∣∣∣∣∣ |Wi| > λ, 12 ≤ Γii ≤ 2
)
.
On a alors par la formule des accroissements finis appliquée aux fonctions y 7→
log(y)y−1/xi,K et y 7→ y−1/xi,K sur [12 , 2],∣∣∣∣∣ log Γilog i
(Γi
i
)−1/α(xi,K)
− 1
∣∣∣∣∣
≤
∣∣∣∣∣ log
Γi
i
log i
(Γi
i
)−1/xi,K ∣∣∣∣∣+
∣∣∣∣∣
(Γi
i
)−1/xi,K
− 1
∣∣∣∣∣
≤ 1log i
(
1 + log 2
α(t)− ε0
)(1
2
)−1− 1
α(t)−ε0
∣∣∣∣Γii − 1
∣∣∣∣+ 1α(t)− ε0
(1
2
)−1− 1
α(t)−ε0
∣∣∣∣Γii − 1
∣∣∣∣
≤ L
∣∣∣∣Γii − 1
∣∣∣∣ .
Soit Kα := max
(
2, supw∈B(α(t),ε0)
(∣∣∣Lg(w)w2 ∣∣∣w)) et alors :
P
(
|Qi,K | > λ, 12 ≤
Γi
i
≤ 2
)
≤ P
(∣∣∣∣Γii − 1
∣∣∣∣α(t)−ε0 max(|W1|α(t)−ε0 , |W1|α(t)) > iKα(log i)α(t) s1(λ, t)
)
.
La fin de la preuve est la même que pour le Lemme 3.5.3.
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Estimation de la fonction d’intensité
de processus multistables
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4.1 Introduction
Dans ce chapitre, nous considérons les processus multistables étudiés dans le
chapitre 3 qui ont été définis dans [LGLV12]. Après avoir donné une méthode
de simulation rapide de tels processus, nous souhaitons désormais construire un
estimateur de la fonction d’intensité.
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Nous rappelons les notations utilisées dans le cadre de processus multistables.
Soit l’espace de mesure σ-finie (R,B(R),Leb) et r : R → R+ telle que la mesure
m̂ définie par m̂(dx) = 1
r(x)dx soit une mesure de probabilité. On se donne α
une fonction de classe C1 définie sur R et à valeurs dans ]0, 2[ qui est la fonction
d’intensité du processus et f(t, u, .) une famille de fonctions telles que, pour tout
(t, u) ∈ R2, f(t, u, .) ∈ Fα(u)(R,B(R),Leb).
On considère le champ stochastique (X(t, u))(t,u)∈R2 construit à partir de la
fonction d’intensité α ∈ C1(R, ]0, 2[) et de la famille de fonctions f(t, u, .) et qui est
défini dans (3.2.3) par
X(t, u) = C1/α(u)α(u)
∞∑
i=1
γiΓ−1/α(u)i r(Vi)1/α(u)f(t, u, Vi).
Le processus multistable Y est défini dans (3.2.4) comme processus diagonal de ce
champ stochastique, c’est à dire Y (t) = X(t, t).
Soit U un intervalle ouvert de R et t0 ∈ U fixé. On souhaite estimer α(t0) qui
correspond à la valeur de la fonction d’intensité au point t0. Pour cela, on considère
N ≥ 1 et n(N) une suite d’entiers pairs et on pose alors l’intervalle d’entiers
IN(t0) =
{
bNt0c − n(N)2 , · · · , bNt0c+
n(N)
2 − 1
}
.
Après renormalisation (par N−1), cet intervalle va correspondre à une fenêtre
d’observation autour du point t0. On définit les moments empiriques (SN(p))p>0
du processus Y autour du point t0 par
SN(p) =
 1
n(N)
∑
k∈IN (t0)
∣∣∣∣∣Y
(
k + 1
N
)
− Y
(
k
N
)∣∣∣∣∣
p
1/p . (4.1.1)
Dans la Section 4.2, nous montrons (après normalisation) la convergence en
probabilité des moments d’ordre p lorsque 0 < p < α(t0) et la convergence en loi
de ces mêmes moments vers une loi stable lorsque p > α(t0). La Section 4.3 est
consacrée à l’étude d’un estimateur de la fonction d’intensité basé sur les moments
empiriques du processus dont nous montrons les performances sur des exemples
de mouvements de Lévy multistables et de mouvements linéaires multifraction-
naires multistables.
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4.2 Convergence des moments empiriques de processus
multistables autour d’un point
Théorème 4.2.1 ([LG13] Théorème 5.4)
Soit c = minu∈U α(u) et d = maxu∈U α(u). On suppose que :
• (R1) v → f(u, v, x) est dérivable sur U pour tout u ∈ U et pour presque tout
x ∈ R (cette dérivée sera notée f ′2),
• (M1) il existe δ > d
c
− 1 tel que :
sup
u∈U
∫
R
[
sup
w∈U
(
|f(u,w, x)|α(w)
)]1+δ
r(x)δdx <∞,
• (M2) il existe δ > d
c
− 1 tel que :
sup
u∈U
∫
R
[
sup
w∈U
(
|f ′2(u,w, x)|α(w)
)]1+δ
r(x)δdx <∞,
• (M3) il existe δ > d
c
− 1 tel que :
sup
u∈U
∫
R
[
sup
w∈U
(
| f(u,w, x) log |r(x)| |α(w)
)]1+δ
r(x)δdx <∞,
• le processus X(., t0) est H(t0)-auto-similaire avec H(t0) < 1 et à accroisse-
ments stationnaires,
• en posant hj,t0(x) = f(j + 1, t0, x)− f(j, t0, x), on a
lim
j→∞
∫
R
|h0,t0(x)hj,t0(x)|
α(t0)
2 dx = 0,
• n(N) −−−→
N→∞
∞ et n(N)
N
−−−→
N→∞
0,
Alors, pour tout p ∈]0, α(t0)[,
NH(t0)SN(p)
proba−−−→
N→∞
E [|X(1, t0)|p]1/p .
À t0 fixé, par la construction du champ, le processus X(., t0) est un processus
α(t0)-stable. En particulier, la variableX(1, t0) suit la loi Sα(t0)(‖f(1, t0, · )‖α(t0), 0, 0).
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En utilisant les propriétés des lois stables (voir (1.1.5)), on a
E [|X(1, t0)|p]1/p =
((1− p)Γ(1− p
α(t0))
Γ(2− p) cos(pip2 )
)1/p
‖f(1, t0, . )‖α(t0). (4.2.1)
On illustre ce théorème sur les exemples du mouvement de Lévy multistable et
du mouvement linéaire multifractionnaire multistable dans les Figures 4.1 et 4.2.
On remarque numériquement que la convergence en probabilité de NH(t0)SN(p)
est plus rapide lorsque p ∈]0, α(t0)[ s’éloigne de la valeur α(t0).
1.
0
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FIGURE 4.1 – Convergence des moments empiriques (en noir, boites à moustaches pour
1000 itérations avec N = 105 points) du mouvement de Lévy multistable de fonction
d’intensité α(t) = 21+0.5 exp(−t2) autour du point t0 = 0.5 (α(t0) ' 1.44) vers la courbe
théorique p→ E [|X(1, t0)|p]1/p (en rouge).
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FIGURE 4.2 – Convergence des moments empiriques (en noir, boites à moustaches
pour 1000 itérations avec N = 15784 points) du mouvement linéaire multifractionnaire
multistable de fonction d’intensité α(t) = 1.41 + 0.57t et de fonction de localisation
h(t) = 0.725 + 0.175 sin(2pit) autour du point t0 = 0.5 (α(t0) = 1.695) vers la courbe
théorique p→ E [|X(1, t0)|p]1/p (en rouge).
On définit ensuite les moments empiriques autour de t0 du processus X(·, t0)
qui est α(t0)-stable,
S˜N(p) =
 1
n(N)
∑
k∈IN (t0)
∣∣∣∣∣X
(
k + 1
N
, t0
)
−X
(
k
N
, t0
)∣∣∣∣∣
p
1/p .
Lorsqu’on est proche de t0, les processus X(·, t0) et Y vont avoir des propriétés
semblables. Le but est donc de décrire les propriétés du processus diagonal Y à
partir du processus X(·, t0) dont l’étude est plus facile.
Théorème 4.2.2
Soit c = minu∈U α(u) et d = maxu∈U α(u). On suppose que :
• les conditions (R1), (M1), (M2) et (M3) définies dans le Théorème 4.2.1
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sont vérifiées,
• X(., t0) est H(t0)-auto-similaire avec H(t0) < 1 et à accroissements station-
naires,
• lim
j→∞
∫
R
|h0,t0(x)hj,t0(x)|
α(t0)
2 m(dx) = 0, où hj,t0(x) = f(j + 1, t0, x)− f(j, t0, x),
• n(N) = N δ avec 0 < δ < c1−H(t0)
c+1 ,
• pour tout p ∈]α(t0), 2[,
NH(t0)n(N)
−1
α(t0)
+ 1
p S˜N(p) Loi−−−→
N→∞
W 1/p,
avec W ∼ Sα(t0)/p
(
σp,α(t0), 1, 0
)
.
Alors, pour tout p ∈]α(t0), 2[,
NH(t0)n(N)
−1
α(t0)
+ 1
pSN(p) Loi−−−→
N→∞
W 1/p. (4.2.2)
Démonstration : Soit p ∈]α(t0), 2[, on cherche à montrer que
NH(t0)n(N)
−1
α(t0)
+ 1
p (SN (p)− S˜N (p)) proba−−−−→
N→∞
0 (4.2.3)
afin de conclure par le lemme de Slutsky qu’on a bien la convergence (4.2.2)
pour SN (p). Pour obtenir (4.2.3), il suffit de montrer que AN (p)
proba−−−−→
N→∞
0 et
BN (p)
proba−−−−→
N→∞
0 où
AN (p) = NpH(t0)n(N)−p/α(t0)
∑
k∈IN (t0)
∣∣∣∣X (k + 1N , k + 1N
)
−X
(
k + 1
N
, t0
)∣∣∣∣p ,
BN (p) = NpH(t0)n(N)−p/α(t0)
∑
k∈IN (t0)
∣∣∣∣X ( kN , kN
)
−X
(
k
N
, t0
)∣∣∣∣p .
Soit x > 0,
P(AN (p) > x) = P
NpH(t0)−pδ/α(t0) ∑
k∈IN (t0)
∣∣∣∣X (k + 1N , k + 1N
)
−X
(
k + 1
N
, t0
)∣∣∣∣p > x

≤
∑
k∈IN (t0)
P
(∣∣∣∣X (k + 1N , k + 1N
)
−X
(
k + 1
N
, t0
)∣∣∣∣ > x1/pN δ/p+H(t0)−δ/α(t0)
)
.
À l’aide des conditions (R1), (M1), (M2) et (M3), on peut appliquer la Propo-
sition 4.9 de [LGLV13] : il existe KU > 0 tel que pour N suffisamment grand et
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pour tout k ∈ IN (t0),
P(AN (p) > x) ≤ N δKUN
d[δ−1+H(t0)− δα(t0) +
δ
p
]
xd/p
1 +
∣∣∣∣∣∣log N
δ−1+H(t0)− δα(t0) +
δ
p
x1/p
∣∣∣∣∣∣
d

+N δKU
N
c[δ−1+H(t0)− δα(t0) +
δ
p
]
xc/p
1 +
∣∣∣∣∣∣log N
δ−1+H(t0)− δα(t0) +
δ
p
x1/p
∣∣∣∣∣∣
c .
Ainsi, P(AN (p) > x) −−−−→
N→∞
0 lorsque α(t0) < p et 0 < δ < c1−H(t0)c+1 . La preuve est
la même pour BN (p).
Sous l’hypothèse que le processus X(·, t0) est H(t0)-auto-similaire et à accroisse-
ments stationnaires, la dernière hypothèse du théorème est un résultat de conver-
gence en loi d’une somme normalisée de variables aléatoires stables de même loi.
En effet, il faut montrer que
n(N)
−1
α(t0)/p
∑
k∈IN (t0)
∣∣∣∣∣NH(t0)
(
X
(
k + 1
N
, t0
)
−X
(
k
N
, t0
))∣∣∣∣∣
p
Loi−−−→
N→∞
W
où pour tout k ∈ IN(t0), on a l’égalité en loi suivante :
NH(t0)
(
X
(
k + 1
N
, t0
)
−X
(
k
N
, t0
))
Loi= X(1, t0).
Pour le processus de Lévy multistable, les variables aléatoires(
NH(t0)
(
X
(
k + 1
N
, t0
)
−X
(
k
N
, t0
)))
k∈IN (t0)
sont i.i.d α(t0)-stable symétriques avec un paramètre d’échelle unitaire (car associé
à la fonction f(1, t0, x) = 1[0,1](x) qui vérifie ‖f(1, t0, .)‖α(t0) = 1).
Alors, 
λ
α(t0)
p P (|X(1, t0)|p > λ) −−−→
λ→∞
Cα(t0),
λ
α(t0)
p P (|X(1, t0)|p < −λ) −−−→
λ→∞
0.
Le cas d’une convergence de la somme de variables i.i.d. vers une loi stable a été
étudiée notamment dans les travaux de [GK68], [Fel71] et [Pet95]. Une condition
de tail balance pour la loi des variables est nécessaire et suffisante afin d’obtenir
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la convergence vers une loi stable. Plus précisément, en utilisant le Théorème 5
du chapitre 7 de [GK68], la loi de NH(t0)
(
X
(
k+1
N
, t0
)
−X
(
k
N
, t0
))
appartient au
domaine d’attraction d’une loi stable Sα(t0)
p
(σ˜, β˜, 0) et on a les relations :
Cα(t0) =
1+β˜
2 Cα(t0)/pσ˜
α(t0)/p,
0 = 1−β˜2 Cα(t0)σ˜
α(t0)/p.
D’où, β˜ = 1 et σ˜ =
(
Cα(t0)
Cα(t0)/p
)p/α(t0)
‖f(1, t0, . )‖pα(t0). La dernière hypothèse du
théorème est donc vérifiée pour les mouvements de Lévy multistables avec pour
paramètre d’échelle σp,α(t0) =
(
Cα(t0)
Cα(t0)/p
)p/α(t0)
. Les autres hypothèses du théorème
ont été vérifiées dans le cadre de mouvement de Lévy multistables lorsque
α ∈ C1([0, 1], ]1, 2[) dans [LG13].
Dans le cas de variables aléatoires dépendantes, cette hypothèse est plus com-
pliquée à vérifier puisque les conditions pour obtenir une convergence d’une somme
de variables aléatoires dépendantes vers une loi stable sont complexes. Il nous faut
dans le cas dépendant des conditions sur la convergence des lois fini-dimensionnelles
vers une mesure de probabilité à variation régulière d’indice α ∈]0, 2[, des condi-
tions de mélange et des conditions anti-groupage (voir [DH95], [Bar+11] ou
[LeP+81]). Il faudrait pouvoir exprimer ces hypothèses à l’aide de conditions que
doit vérifier la famille de fonctions f(·, ·, ·) qui engendre le processus multistable.
4.3 Estimation de la fonction d’intensité du processus mul-
tistable
Dans [LG13], un premier estimateur de la fonction d’intensité d’un processus
multistable est proposé. Pour cet estimateur, Le Guével propose de considérer les
moments empiriques SN(p) d’ordre p autour du point d’étude t0 tels que définis
dans (4.1.1). À partir de deux paramètres p0 ∈]0,minu∈U α(u)[ et γ ∈]0, 1[ qu’il faut
fixer, il définit pour p ∈ [p0, 2] les rapports
R˜N(p) =
SN(p0)
SN(p)
, et Rα(p) =
E[|Z|p0 ]1/p0
E[|Z|p]1/p 1p<α, où Z ∼ Sα(1, 0, 0).
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Comme la fonction α→
(∫ 2
p0
|R˜N(p)−Rα(p)|γdp
)1/γ
est une fonction continue,
l’ensemble argmin
α∈[0,2]
(∫ 2
p0
|R˜N(p)−Rα(p)|γdp
)1/γ
est un fermé non vide. Il définit
alors l’estimateur de α(t0) par :
α˜N(t0) = min
(
argmin
α∈[0,2]
(∫ 2
p0
|R˜N(p)−Rα(p)|γdp
)1/γ)
,
et montre la consistance de cet estimateur (l’estimateur converge même dans Lr
pour tout r > 0).
Cet estimateur nécessite le choix de deux paramètres p0 et γ, l’approximation
d’une intégrale ainsi que la minimisation de celle-ci. Numériquement, on peut
constater sur les exemples du mouvement de Lévy multistable et du mouvement
linéaire multifractionnaire multistable (voir Figure 4 − 9 de [LG13]) que cet esti-
mateur n’est pas toujours très performant pour N = 20000 et n(N) = 3000.
Dans cette section, nous proposons un nouvel estimateur basé lui-aussi sur les
moments d’ordre p du processus multistable.
Théorème 4.3.1
Soit 0 < θ < 1, on définit la fonction Φθ(x) = Γ(1−θx)
1/θ
Γ(1−x) . Cette fonction est
strictement décroissante de [0, 1[ à valeurs dans ]−∞, 1] de bijection réciproque
Φ−1θ . On peut alors définir l’estimateur
αˆN,p,θ(t0) =
p
Φ−1θ
(
min
[
1,
(
SN (θp)
SN (p)
)p 1−p
Γ(2−p) cos(pip2 )
(
Γ(2−θp) cos(piθp2 )
1−θp
)1/θ]) . (4.3.1)
On se place sous les conditions du Théorème 4.2.2. On a alors,
αˆN,p,θ(t0)
proba−−−→
N→∞
α(t0), si p ∈]0, α(t0)[,p, si p ∈]α(t0), 2[. (4.3.2)
Remarque 4.3.1. Cet estimateur dépend lui aussi de 2 paramètres : p et θ mais il présente
l’avantage d’être très facilement calculable.
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Démonstration : Soit 0 < θ < 1 fixé et x ∈ [0, 1[. alors,
Φ′θ(x) =
−θΓ′(1− θx)1/θΓ(1− θx)1/θ−1Γ(1− x) + Γ′(1− x)Γ(1− θx)1/θ
Γ(1− x)2
= Γ(1− θx)
1/θ
Γ(1− x)
(Γ′(1− x)
Γ(1− x) −
Γ′(1− θx)
Γ(1− θx)
)
= Γ(1− θx)
1/θ
Γ(1− x) (Ψ(1− x)−Ψ(1− θx))
où Ψ désigne la fonction digamma qui est strictement croissante sur [0, 1[. Ainsi,
Φθ est une fonction strictement décroissante sur [0, 1[ de fonction réciproque Φ−1θ :
] − ∞, 1] 7→ [0, 1[. En utilisant le Théorème 4.2.1 et l’expression de E[|X(1, t0)|p]
rappelée dans (4.2.1), on obtient que pour p ∈]0, α(t0)[,
(
SN (θp)
SN (p)
)p 1− p
Γ(2− p) cos(pip2 )
(
Γ(2− θp) cos(piθp2 )
1− θp
)1/θ
proba−−−−→
N→∞
Γ(1− θp/α(t0))1/θ
Γ(1− p/α(t0))
et donc
αˆN,p,θ(t0)
proba−−−−→
N→∞
α(t0).
Lorsque p ∈]α(t0), 2[, on distingue deux cas.
Si α(t0) < θp < p, on a
SN (θp)
SN (p)
= N
H(t0)n(N)
−1
α(t0)
+ 1
θpSN (θp)
NH(t0)n(N)
−1
α(t0)
+ 1
pSN (p)
n(N)−
1−θ
θp ,
et alors on obtient à partir du Théorème 4.2.2,
NH(t0)n(N)
−1
α(t0)
+ 1
pSN (p) Loi−−−−→
N→∞
W 1/p,
et
NH(t0)n(N)
−1
α(t0)
+ 1
θpSN (θp) Loi−−−−→
N→∞
W˜ 1/θp.
Par le lemme de Slutsky, on obtient que
SN (θp)
SN (p)
proba−−−−→
N→∞
0.
Si θp < α(t0) < p,
SN (θp)
SN (p)
= N
H(t0)SN (θp)
NH(t0)n(N)
−1
α(t0)
+ 1
pSN (p)
n(N)
−1
α(t0)
+ 1
p ,
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en utilisant les Théorèmes 4.2.1, 4.2.2 et le lemme de Slutsky, on a alors
SN (θp)
SN (p)
proba−−−−→
N→∞
0.
Comme Φ−1θ est continue et que Φ
−1
θ (0) = 1, on obtient alors le résultat.
4.3.1 Exemple d’estimation avec des mouvements de Lévy multis-
tables
Lorsque α ∈ C1([0, 1], ]1, 2[), comme décrit après le Théorème 4.2.2, les mou-
vements de Lévy multistables vérifient toutes les conditions nécessaires à l’appli-
cation du théorème de convergence des moments d’ordre p. En particulier, pour
0 < θ < 1, on a la convergence en probabilité de l’estimateur α̂N,p,θ(t0) défini en
(4.3.1) vers α(t0) pour 0 < p < α(t0) et vers p pour α(t0) < p < 2.
Pour les simulations, on va fixer le paramètre p < 1 et θ = 1/2. Dans la Figure
4.3, on va s’intéresser à l’estimation de la fonction d’intensité des mouvements de
Lévy multistables qu’on va considérer. On peut remarquer que l’estimateur arrive
bien à estimer la fonction d’intensité même en cas de changements rapides.
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FIGURE 4.3 – Trajectoires de mouvements de Lévy multistables sur [0, 1] avec N =
20000 points et n(N) = 2042 pour l’estimation de α. La première colonne représente des
réalisations de mouvements de Lévy multistables avec la fonction d’intensité α (en rouge)
correspondante et son estimation α̂N (en noir) dans la deuxième colonne.
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4.3.2 Exemple d’estimation avec des mouvements linéaires multifrac-
tionnaires multistables
Bien que la convergence de l’estimateur pour toute valeur de p n’a pas été véri-
fiée pour les mouvements linéaires multifractionnaires multistables, ces processus
vérifient les conditions du Théorème 4.2.1 lorsque h− 1
α
est une fonction positive
(voir Section 6.1 de [LG13]) où α est la fonction d’intensité et h est la fonction de
localisation de ce processus. Pour de tels processus, on a ainsi, pour 0 < p < α(t0),
α̂N,p,θ(t0)
proba−−−→
N→∞
α(t0).
Comme h est à valeurs dans ]0, 1[, pour ces processus α à valeurs dans ]1, 2[. On
prend donc p < 1 pour l’estimation de la fonction d’intensité des mouvements
linéaires multifractionnaires multistables considérés.
Les mouvements linéaires multifractionnaires multistables sont des processus
difficiles à étudier car ils sont paramétrés par deux fonctions. Cependant, on
constate dans les Figures 4.4 et 4.5 que la fonction d’intensité est bien estimée
et ceci pour différentes formes pour α et h.
Nous n’avons pas étudié la fonction de localisation dans nos travaux. Cepen-
dant, il est possible de l’estimer à partir des log-moments du processus sur une
fenêtre d’observation (voir [LG13]).
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FIGURE 4.4 – Trajectoires de mouvements linéaires multifractionnaires multistables sur
[0, 1] avec N = 32168 points et n(N) = 3000 pour l’estimation de α. La première ligne
représente des réalisations de mouvements linéaires multifractionnaires multistables avec
la fonction d’intensité α (en rouge) correspondante et son estimation α̂N (en noir) dans la
deuxième ligne, et la fonction de localisation h associée dans la troisième ligne.
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FIGURE 4.5 – Trajectoires de mouvements linéaires multifractionnaires multistables sur
[0, 1] avec N = 32168 points et n(N) = 3000 pour l’estimation de α. La première ligne
représente des réalisations de mouvements linéaires multifractionnaires multistables avec
la fonction d’intensité α (en rouge) correspondante et son estimation α̂N (en noir) dans la
deuxième ligne, et la fonction de localisation h associée dans la troisième ligne.
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stationnaires du second ordre
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Chapitre 5 – Échantillonnage aléatoire de processus stationnaires à temps continu
5.1 Introduction
Les séries temporelles à longue dépendance ont diverses applications dans de
nombreux domaines, notamment l’hydrologie, l’économie et les télécommunica-
tions (voir [Ber+13] chap. 2). La plupart des articles sur ce sujet considèrent les
processus à temps discret. Cependant, certains modèles et méthodes d’estimation
ont été étendus aux processus en temps continu (voir [TC05a], [Via+94], [CR96],
[Com96]).
Dans [TC05a], Tsai et Chan ont introduit le modèle des processus à temps
continu CARFIMA(p,H,q) (autorégressifs, moyenne mobile, fractionnairement in-
tégrés). Sous la condition de forte dépendance H ∈]1/2, 1[, ils donnent la fonction
d’autocovariance du processus CARFIMA qui est stationnaire. Ces propriétés sont
étendues au cas H ∈]0, 1[ dans [Tsa09]. Dans [Via+94], des processus ARMA
fractionnaire et à temps continu sont construits. Sous certaines conditions, ces
processus sont gaussiens stationnaires et centrés. De plus, Viano et al donnent des
résultats sur la fonction d’autocovariance et précisent la dépendance asymptotique
de ces processus. Dans [CR96], Comte et Renault présentent une famille de mo-
dèles à longue mémoire : le processus fractionnaire à moyenne mobile en temps
continu.
L’inférence statistique pour les processus en temps continu est généralement
construite à partir d’un processus échantillonné. Dans [TC05a], la méthode d’es-
timation est basée sur l’estimation par maximum de vraisemblance pour des don-
nées de séries temporelles à espacement déterministe irrégulier.
Nous nous intéressons aux données irrégulièrement espacées lorsque les inter-
valles d’échantillonnage sont des variables aléatoires positives indépendantes et
de même loi. À la vue des résultats en temps discret, l’échantillonnage aléatoire a
un effet sur la structure de dépendance du processus. En effet, [PV10] montrent
que l’intensité de la longue mémoire est préservée lorsque la loi des intervalles
d’échantillonnage est L1, mais ils montrent aussi des situations menant à une ré-
duction de la mémoire.
Dans ce chapitre, X = (Xt)t∈R+ est un processus stationnaire du second ordre
à temps continu de fonction d’autocovariance σX(.) et (Tn)n≥0 est une marche
aléatoire indépendante deX. Les intervalles d’échantillonnage Tj+1−Tj = ∆j sont
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supposés i.i.d de densité commune s à support sur R+. L’origine des observations
est fixée à l’origine des temps : T0 = 0. Sans perte de généralités, X est supposé
être un processus centré.
Nous adoptons la définition la plus courante de la longue mémoire. A savoir,
pour un processus stationnaire U ayant une fonction de covariance σU∫
R+
|σU(x)| dx =∞ dans le cas à temps continu,∑
h≥0
|σU(h)| =∞ dans le cas à temps discret.
Deux méthodes d’échantillonnage, toutes deux basées sur la marche aléatoire
(Tn)n≥0, sont examinées ci-après.
Les sections 5.2 et 5.3 sont consacrées à l’étude des processus échantillonnés à
des moments aléatoires. Plus précisément, nous considérons le processus en temps
discret Y défini par
Yn = XTn , n = 0, 1 . . . . (5.1.1)
Dans la section 5.2, nous étudions le comportement du processus échantillonné
dans le cas général. Nous prouvons que dans le cas d’un processus initial gaussien,
l’échantillonné Y n’est pas gaussien, et que sous des conditions assez faibles sur
la covariance σX , échantillonner un processus à courte mémoire X produit tou-
jours une courte mémoire pour Y, et que lorsque la loi d’échantillonnage satisfait
E[T1] < ∞ le processus échantillonné Y possède une longue mémoire si c’est le
cas pour X.
Dans la section 5.3, nous présentons la situation plus spécifique d’une cova-
riance à variation régulière pour laquelle la préservation ou la non-préservation de
la mémoire peut être quantifiée. En particulier, nous prouvons qu’une loi d’échan-
tillonnage à queue lourde peut transformer un processus à longue mémoire X en
un processus à courte mémoire Y.
La section 5.4 se tourne vers un schéma d’agrégation temporelle. Le processus
échantillonné en temps discret Z est obtenu en agrégeant le processus X sur les
intervalles définis par la marche aléatoire
Zh =
∫ Th+1
Th
Xt dt.
Nous montrons que du point de vue de la transmission de la mémoire, les résultats
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sont similaires à ceux obtenus dans les sections précédentes.
5.2 Résultats généraux dans le domaine temporel
Soit Y le processus défini à partir de X par
Yn = XTn n ∈ N (5.2.1)
où (Tj+1−Tj)j sont les intervalles d’échantillonnage supposés i.i.d. Le processus à
temps discret Y est lui-aussi stationnaire du second ordre de fonction d’autocova-
riance σY (0) = σX(0),σY (h) = E [σX(Th)] , h ≥ 1. (5.2.2)
5.2.1 Loi du processus échantillonné
On regarde la loi du processusY afin de déterminer si les propriétés classiques
que le processus initial peut avoir sont conservées après échantillonnage.
Proposition 5.2.1
Soit X un processus strictement stationnaire. Alors, le processus échantillonné
Y est un processus à temps discret strictement stationnaire, ie la loi jointe de
(Yk1+p, . . . , Ykn+p) ne dépend pas de p pour tout k1, . . . kn ∈ N et n ≥ 1.
Démonstration : Soit n ≥ 1, p ∈ N et 0 ≤ k1 < · · · < kn. Pour (y1, . . . , yn) ∈ Rn,
P (Yk1+p ≤ y1, . . . , Ykn+p ≤ yn)
= P
(
XTk1+p ≤ y1, . . . , XTkn+p ≤ yn
)
= E
[
P
(
X∆0+···+∆k1+p−1 ≤ y1, . . . , X∆0+···+∆kn+p−1 ≤ yn|∆0, . . . ∆kn+p−1
)]
par la stricte stationnarité de X, on obtient
= E
[
P
(
X∆p+···+∆k1+p−1 ≤ y1, . . . , X∆p+···+∆kn+p−1 ≤ yn|∆0, . . . ∆kn+p−1
)]
= P (XU0+···+Uk1−1 ≤ y1, . . . , XU0+···+Ukn−1 ≤ yn)
où Ui = ∆i+p sont i.i.d de densité s
= P (Yk1 ≤ y1, . . . , Ykn ≤ yn)
136
5.2. Résultats généraux dans le domaine temporel
La proposition suivante donne le premier résultat d’une perte d’information
après échantillonnage : la normalité du processus n’est pas préservée par échan-
tillonnage aléatoire.
Proposition 5.2.2
SiX est un processus gaussien alors les marginales du processus échantillonné
Y sont gaussiennes. De plus, pour σX non constante presque partout sur le
support de s, Y n’est pas un processus gaussien.
Démonstration : Soit ΦU la fonction caractéristique de la variable aléatoire U .
On a
ΦYk(t) = E
[
E[eitXTk |Tk]
]
.
Sachant Tk, la loi conditionnelle de XTk est une loi normale centrée de variance
σX(0). Ainsi,
ΦYk(t) = e−σX(0)t
2/2
et Yk ∼ N (0, σX(0)).
Supposons que Y est un processus gaussien, alors Y1 + Y2 est une variable
aléatoire gaussienne,
ΦY1+Y2(t) = e−Var(Y1+Y2)t
2/2 = e−σ(0)t2e−t2E[σX(T2−T1)].
Comme X est un processus gaussien, XT1 + XT2 est une variable gaussienne sa-
chant (T1, T2). Cela nous donne une autre manière de calculer ΦY1+Y2 :
ΦY1+Y2(t) = ΦXT1+XT2 (t)
= E
[
exp
{
− t
2
2 (
1
1 )
T
(
σX(0) σX(T2−T1)
σX(T2−T1) σX(0)
)
( 11 )
}]
= e−σ(0)t2E
[
e−t
2σX(T2−T1)
]
.
Ainsi, pour tout t, e−t2E[σX(T2−T1)] = E
[
e−t2σX(T2−T1)
]
. C’est le cas d’égalité
dans l’inégalité de Jensen, donc σX(T2 − T1) est constant presque sûrement.
Exemple 5.2.1. Dans la Figure 5.1, nous illustrons l’absence de normalité du processus
échantillonné.
Pour X processus gaussien de fonction d’autocovariance σX(t) = (1 + t0.9)−1, nous si-
mulons en Figure (a) la densité jointe du couple de variables aléatoires centrées (Y1, Y2)
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pour des intervalles ∆j de loi exponentielle de moyenne 1. Pour cela, on commence par
simuler l’intervalle de temps selon une loi exponentielle E(1). Puis, pour chaque valeur
simulée de T2 − T1, le couple (XT1 , XT2) est gaussien et est simulé à l’aide de la dé-
composition de Cholesky decomposition de la matrice de covariance (voir [Rip87]). Par
cette méthode, p = 200000 réalisations de (Y1, Y2) sont simulées et la densité bivariée de
(Y1, Y2) est approchée par une méthode de noyau.
Dans la Figure (b), la densité d’un couple gaussien centré (W1,W2) ayant la même ma-
trice de covariance que (Y1, Y2) : ΣY1,Y2 =
(
σX(0) E[σX(T1)]
E[σX(T1)] σX(0)
)
est représentée afin de
comparer le comportement du processus échantillonné avec le processus gaussien corres-
pondant. Dans ce cas, la densité bivariée a une expression explicite
f(W1,W2)(w1, w2) =
(
2pi
√
det(ΣY1,Y2)
)−1
exp
(
−12(w1 w2)Σ
−1
Y1,Y2(w1 w2)
T
)
où ΣY1,Y2 est la matrice de covariance commune. La forme de la loi pour le processus
échantillonné est très différente de la loi gaussienne.
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FIGURE 5.1 – Dans la Figure (a), la densité bivariée du couple centré (Y1, Y2) est repré-
sentée pour des intervalles ∆j ayant une loi exponentielle de moyenne 1 et un processus
initial gaussien de fonction d’autocovariance σX(t) = (1 + t0.9)−1. Dans (b), on repré-
sente la densité bivariée du vecteur gaussien centré (W1,W2) de matrice de covariance
ΣY1,Y2 comme (Y1, Y2).
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5.2.2 Mémoire du processus échantillonné
On cherche désormais à décrire la mémoire du processus après échantillon-
nage.
Proposition 5.2.3
Soit p ≥ 1. S’il existe une fonction σ∗(.) bornée strictement positive et décrois-
sante sur R+, telle que
1. |σX(t)| ≤ σ∗(t), ∀t ∈ R+
2.
∫
R+
σp∗(t)dt <∞
alors, la fonction d’autocovariance du processus échantillonné Y est dans `p,
i.e
∑
h≥0
|σY (h)|p <∞.
Remarque 5.2.1. Cette proposition confirme une intuition : l’échantillonnage aléatoire ne
peut pas produire une longue mémoire à partir d’une courte mémoire. Le cas particulier
p = 1 implique que siX a une courte mémoire alors, le processus échantillonnéY a aussi
une courte mémoire.
Démonstration : Il suffit clairement de prouver que
∑
h≥1
E [σp∗(Th)] <∞. (5.2.3)
On utilise l’inégalité
∆hσp∗(Th + ∆h) = (Th+1 − Th)σp∗(Th+1) ≤
∫ Th+1
Th
σp∗(t)dt, ∀h ≥ 0. (5.2.4)
En prenant l’espérance au membre de droite de l’inégalité et en remarquant que
∆h et Th sont indépendants, on obtient pour tout a > 0,
E [∆hσp∗(Th + ∆h)] =
∫
R+
uE [σp∗(Th + u)] dS(u)
=
∫ a
0
uE [σp∗(Th + u)] dS(u) +
∫ +∞
a
uE [σp∗(Th + u)] dS(u)
≥
∫ a
0
uE [σp∗(Th + u)] dS(u) + a
∫ +∞
a
E [σp∗(Th + u)] dS(u)
=
∫ a
0
uE [σp∗(Th + u)] dS(u) + a
(∫
R+
E [σp∗(Th + u)] dS(u)−
∫ a
0
E [σp∗(Th + u)] dS(u)
)
=
∫ a
0
(u− a)E [σp∗(Th + u)] dS(u) + aE [σp∗(Th+1)]
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De plus, σp∗(Th + u) ≤ σp∗(Th) et u− a ≤ 0 pour u ∈ [0, a], ce qui conduit à
E [∆hσp∗(Th + ∆h)] ≥
(∫
[0,a[
(u− a)dS(u)
)
E [σp∗(Th)] + aE [σp∗(Th+1)] . (5.2.5)
Il est possible de choisir a tel que S([0, a]) < 1. Pour un tel choix, on obtient
0 ≤ −
∫
[0,a[
(u− a)dS(u) =: `(a) ≤ aS([0, a]) < a.
La somme des inégalités dans (5.2.5) donne, pour tout K ≥ 0
E
[ ∞∑
h=1
∆hσp∗(Th+1)
]
≥
K∑
h=1
[−`(a)E[σp∗(Th)] + aE[σp∗(Th+1)]]
= a (E[σp∗(TK+1)]− E[σp∗(T1)]) + (a− `(a))
K∑
h=1
E [σp∗(Th)]
≥ −aσp∗(0) + (a− `(a))
K∑
h=1
E [σp∗(Th)] ,
ce qui implique
E
[ ∞∑
h=1
∆hσp∗(Th+1)
]
≥ −aσp∗(0) + (a− `(a))
∑
h≥1
E [σp∗(Th)]
Finalement, en utilisant (5.2.4)
E
∑
h≥1
∆hσp∗(Th+1)
 ≤ E
∑
h≥1
∫ Th+1
Th
σp∗(t)dt
 ≤ ∫
R+
σp∗(t)dt <∞
et par conséquent, comme a− `(a) > 0
∞∑
h=1
E [σp∗(Th)] <∞. (5.2.6)
Proposition 5.2.4
Supposons que σX(.) est une fonction strictement positive et décroissante sur
R+ à partir d’un certain rang, i.e il existe t0 ≥ 0 tel que σX(.) est strictement
positive et décroissante sur [t0,∞). Si E[T1] < ∞ et X est à longue mémoire
alors Y l’est aussi.
Démonstration : Soit h0 le premier indice (aléatoire) tel que Th0 ≥ t0. Pour tout
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h ≥ h0, ∫ Th+1
Th
σX(t)dt ≤ (Th+1 − Th)σX(Th). (5.2.7)
Après avoir fait la somme, on obtient
∑
h≥1
1h≥h0
∫ Th+1
Th
σX(t)dt ≤
∑
h≥1
1h≥h0∆hσX(Th).
Maintenant, en prenant l’espérance et en remarquant par la loi forte des grands
nombre que Th
p.s.−−→ ∞ (puisque E[T1] = E[∆1] > 0),et en particulier h0 <∞ p.s.,
d’où
E
[∫ ∞
Th0
σX(t)dt
]
≤ E
[ ∞∑
h=1
∆hσX(Th)1h0≤h
]
.
Dans l’inégalité, le membre de gauche est +∞, et, comme ∆h est indépendant de
σX(Th)1h0≤h, le membre de droite est E[T1]
∑
h≥1
E[σX(Th)1h0≤h]. En conséquence,
comme E[T1] <∞, ∑
h≥1
E[σX(Th)1h0≤h] =∞. (5.2.8)
Il reste à remarquer que E[h0] < ∞ (voir par exemple [Fel71] p.185), ce qui
implique
∑
h≥1
E[|σX(Th)|1h0>h] ≤ σX(0)
∑
h≥1
P (h0 ≥ h) ≤ σX(0)E[h0] <∞,
ce qui entraîne, par (5.2.8) que
∑
h≥1
|E[σX(Th)]| =∞.
Remarque 5.2.2. Dans cette proposition, les hypothèses sur la positivité et la décroissance
de la fonction d’autocovariance sont raisonnables dans la plupart des modèles. À moins
d’étudier un phénomène dont on peut choisir l’échantillonnage (par exemple, pour des
données financières), la condition d’intégrabilité des intervalles ∆j est la plus difficile à
vérifier lorsqu’on veut traiter avec des données réelles (par exemple, lorsque les données
sont issues de la géologie) puisque le processus sous-jacent n’est alors pas observé.
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5.3 Processus à longue mémoire
Dans cette section, nous considérons les processus de longue mémoire avec une
forme spécifique de fonction de covariance. L’hypothèse est satisfaite, par exemple
pour les modèles CARFIMA.
Définition 5.3.1
— Une fonction L sur [0,∞[ est dite à variation lente en l’infini si L est
strictement positive sur [t0,∞[ pour un certain t0 > 0 et
lim
x→+∞
L(ax)
L(x) = 1, ∀a > 0.
— Une fonction f sur [0,∞[ est dit à variation régulière en l’infini d’indice
δ ∈ R, si f est strictement positive sur [t0,∞[ pour un certain t0 > 0 et
lim
x→+∞
f(ax)
f(x) = a
δ, ∀a > 0.
À partir de maintenant, la fonction d’autocovariance σX est une fonction à varia-
tion régulière en l’infini de la forme
σX(t) = t−1+2dL(t), ∀t ≥ 1 (5.3.1)
où 0 < d < 1/2 et L est à variation lente en l’infini et décroissante à partir d’un
certain rang. Cela signifie que le paramètre d résume la mémoire deX et pour être
plus précis par rapport aux résultats de la section 5.2, nous décrivons ce qui peut
arriver à d après échantillonnage.
5.3.1 Préservation du paramètre du mémoire lorsque E[T1] <∞
Théorème 5.3.2
Sous l’hypothèse (5.3.1), si 0 < E[T1] < ∞, le processus à temps discret Y a
une longue mémoire et sa covariance se comporte en l’infini comme
σY (h) ∼ (hE[T1])−1+2dL(h), h→∞.
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Remarque 5.3.1. On peut écrire
σY (h) = h−1+2dL˜(h)
où L˜ est à variation lente en l’infini et L˜(h) ∼ E[T1]−1+2dL(h) lorsque h → ∞. En
particulier,X etY ont le même paramètre de mémoire d.
Démonstration :
• On commence par prouver que
lim inf
h→∞
σY (h)
(hE[T1])−1+2dL(h)
≥ 1.
Soit 0 < c < E[T1], et h ∈ N tel que ch ≥ 1,
σY (h) ≥ E [σX(Th)1Th>ch] ≥ inf
t>ch
{L(t)t2d}E
[
1Th>ch
Th
]
Grâce à l’inégalité d’Hölder, on a
(P (Th > ch))2 ≤ E[Th]E
[
1Th>ch
Th
]
,
et donc
E
[
1Th>ch
Th
]
≥ (P (Th > ch))
2
hE[T1]
.
Pour résumer, on a ainsi
σY (h) ≥ inf
t>ch
{L(t)t2d}(P (Th > ch))
2
hE[T1]
σY (h)
(hE[T1])−1+2dL(h)
≥ inf
t>ch
{L(t)t2d} (P (Th > ch))
2
(hE[T1])2dL(h)
(5.3.2)
En utilisant [Bin+89] (Th 1.5.3, p23), on obtient, comme d > 0
inf
t≥ch
{L(t)t2d} ∼ L(ch)(ch)2d lorsque h→∞. (5.3.3)
La loi forte des grands nombres implique que Th/h
p.s.−−→ E[T1]. Comme c < E[T1],
on a P (Th > ch) → 1 et le membre de droite de (5.3.2) tend vers (c/E[T1])2d
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comme h→∞. Finalement, pour tout c < E[T1],
lim inf
h→∞
σY (h)
(hE[T1])−1+2dL(h)
≥
(
c
E[T1]
)2d
En prenant la limite lorsque c→ E[T1], on obtient la borne inférieure.
• Nous allons maintenant prouver que
lim sup
h→∞
σY (h)
(hE[T1])−1+2dL(h)
≤ 1.
Pour cela, nous utilisons une preuve similaire à celle présentée dans [Shi+10]
(Thm 1). On pose pour h ≥ 1 et 0 < s < 1,
µh = E[Th] = hE[T1]
Th,s =
h−1∑
j=0
∆j 1∆j≤µsh/
√
h
µh,s = E [Th,s] = hE
[
∆0 1∆0≤µsh/
√
h
]
Comme E[T1] <∞, on a pour 12 < s < 1, µh,s ∼ µh lorsque h→∞.
Soit 12 < s < τ < 1, t0 tel que L(.) est décroissante sur [t0,∞[ et h tel que µh,s −
µτh,s ≥ t0,
σY (h) = E
[
T−1+2dh L(Th)1Th,s≥µh,s−µτh,s
]
+ E
[
T−1+2dh L(Th)1Th,s<µh,s−µτh,s
]
= M1 +M2
M1 ≤ E
[
T−1+2dh,s L(Th,s)1Th,s≥µh,s−µτh,s
]
≤
(
µh,s − µτh,s
)−1+2d
L(µh,s − µτh,s)
= (hE[T1])−1+2dL(h)
(
µh,s − µτh,s
hE[T1]
)−1+2d
L(µh,s − µτh,s)
L(h) (5.3.4)
Comme τ < 1 et 1/2 < s < 1,
(
µh,s−µτh,s
hE[T1]
)−1+2d
→ 1 lorsque h→∞. Alors,
L(µh,s − µτh,s)
L(h) =
L
(
hE[T1]
µh,s−µτh,s
hE[T1]
)
L(hE[T1])
L(hE[T1])
L(h)
Comme on a la convergence uniforme de L(hE[T1].)L(hE[T1]) vers 1 sur chaque intervalle
144
5.3. Processus à longue mémoire
[a, b] et comme µh,s−µ
τ
h,s
hE[T1] → 1, on obtient
L(µh,s − µτh,s)
L(h) → 1
lorsque h→∞. On obtient
M1 ≤
(
µh,s − µτh,s
)−1+2d
L(µh,s − µτh,s) ∼ (hE[T1])−1+2dL(h) (5.3.5)
Comme sup
t∈R+
|σX(t)| = σX(0) <∞, on a
M2 ≤ σX(0)P
(
Th,s < µh,s − µτh,s
)
= σX(0)P
(
−Th,s + E[Th,s] > µτh,s
)
.
On applique l’inégalité d’Hoeffding aux variables Zj = −∆j 1∆j≤µsh/
√
h qui sont
p.s. dans [− µsh√
h
, 0] pour obtenir,
M2 ≤ σX(0) exp
−2(µτh,s
µsh
)2
et
(
µτh,s
µsh
)2
∼ (hE[T1])2(τ−s). Finalement,
M2 = o((hE[T1])−1+2dL(h)). (5.3.6)
Avec (5.3.5) et (5.3.6), on obtient la borne supérieure.
Normalité asymptotique du processus des sommes partielles
Nous avons vu dans la section précédente que le caractère gaussien du proces-
sus initial n’était pas maintenu après échantillonnage (voir Proposition 5.2.2). Ce-
pendant, nous allons montrer dans cette partie que nous pouvons trouver asymp-
totiquement un processus gaussien.
On définit
Sn(τ) =
[nτ ]∑
j=1
Yj, 0 ≤ τ ≤ 1 (5.3.7)
le processus des sommes partielles de Y.
Dans le théorème 5.3.4, on va pouvoir montrer que sous l’hypothèse gaus-
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sienne pour X le processus des sommes partielles normalisé converge vers un
processus gaussien. Pour prouver la convergence du processus des sommes par-
tielles normalisé, nous devons d’abord obtenir un résultat sur la convergence en
probabilité de variance conditionnelle de Sn.
Lemme 5.3.3
Si X est un processus gaussien avec une covariance à variation régulière
σX(t) = L(t)t−1+2d, avec 0 < d < 1/2 et L est à variation lente en l’infini et
décroissante à partir d’un certain rang (hypothèse 5.3.1).
Alors, si E[T1] <∞,
L(n)−1n−1−2dVar(XT1 + · · ·+XTn|T1 , . . . , Tn) proba−−−→n→∞ γd (5.3.8)
où
γd :=
E[T1]−1+2d
d(1 + 2d) . (5.3.9)
Démonstration : Voir l’annexe.
Théorème 5.3.4
Si X est un processus gaussien à covariance à variation régulière σX(t) =
L(t)t−1+2d, avec 0 < d < 1/2 et L à variation lente en l’infini et décroissante à
partir d’un certain rang (hypothèse 5.3.1). Alors, si E[T1] <∞, on obtient
γ
−1/2
d L(n)−1/2n−1/2−dSn(.) −−−→n→∞ B 12 +d(.), (5.3.10)
où la convergence a lieu dans D[0, 1] muni de la norme uniforme, B 1
2 +d
est le
mouvement brownien fractionnaire de paramètre 12 + d et γd est défini dans
(5.3.9).
Démonstration : On commence par prouver la convergence des lois fini dimension-
nelles de
γ
−1/2
d L(n)
−1/2n−1/2−dSn(.)
vers celles du mouvement brownien fractionnaire B 1
2 +d
(.).
Il suffit de montrer que pour tout k ≥ 1, b1, . . . , bk ∈ R, 0 ≤ t1, . . . , tk ≤ 1,
An := γ−1/2d L(n)
−1/2n−1/2−d
k∑
i=1
biSn(ti)
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vérifie
An
Loi−−→
k∑
i=1
biB 1
2 +d
(ti).
Si t1 = · · · = tk = 0, alors
γ
−1/2
d L(n)
−1/2n−1/2−d
k∑
i=1
biSn(ti) =
k∑
i=1
biB 1
2 +d
(ti) = 0.
Sinon, on peut choisir n suffisamment grand pour avoir [nmaxi(ti)] ≥ 1 et on pose
T (n) = (T1, . . . , T[nmaxi(ti)]) afin de calculer la fonction caractéristique de An
ΦAn(t) = E[eitAn ] = E[e−
t2
2 Var(An|T (n))]
et
Var(An|T (n))
=
k∑
i,j=1
bibjγ
−1
d L(n)
−1n−1−2dE[Sn(ti)Sn(tj)|T (n)]
=
k∑
i,j=1
bibjγ
−1
d L(n)−1n−1−2d
2
[
Var(Sn(ti)|T (n)) + Var(Sn(tj)|T (n))−Var(Sn(ti)− Sn(tj)|T (n))
]
Par le Lemme 5.3.3,
L(n)−1n−1−2dVar(Y1 + · · ·+ Yn|T1 , . . . , Tn) proba−−−→
n→∞ γd.
donc
γ−1d L(n)
−1n−1−2dVar(Sn(ti)|T (n)) proba−−−→
n→∞ t
1+2d
i
pour ti > tj
γ−1d L(n)
−1n−1−2dVar(Sn(ti)− Sn(tj)|T (n))
= γ−1d L(n)
−1n−1−2dVar(Y[nti]+1 + · · ·+ Y[ntj ]|T (n))
proba−−−→
n→∞ (ti − tj)
1+2d.
Finalement,
Var(An|T (n)) proba−−−→
n→∞
k∑
i,j=1
bibjr 1
2 +d
(ti, tj)
où r 1
2 +d
est la fonction de covariance du mouvement brownien fractionnaire .
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Par le continuous mapping theorem, pour t ∈ R fixé,
exp
(
− t
2
2 Var(An|T
(n))
)
proba−−−→
n→∞ exp
− t22
k∑
i,j=1
bibjr 1
2 +d
(ti, tj)

et
P
(∣∣∣∣∣exp
(
− t
2
2 Var(An|T
(n))
)∣∣∣∣∣
)
≤ 1) = 1,
ainsi par le théorème de convergence dominée, on obtient
exp
(
− t
2
2 Var(An|T
(n))
)
L1−−−→
n→∞ exp
− t22
k∑
i,j=1
bibjr 1
2 +d
(ti, tj)
 .
En particulier,
ΦAn(t) −−−→n→∞ exp
− t22
k∑
i,j=1
bibjr 1
2 +d
(ti, tj)
 = Φ∑k
i=1 biB 12 +d
(ti)
(t).
La suite des processus des sommes partielles γ−1/2d L(n)−1/2n−1/2−dSn(.) est tendue
dans D(0, 1) muni de la norme uniforme (par application directe de la Proposition
1.2.15) et on obtient ainsi la convergence dans D[0, 1] muni de la norme uniforme.
Résultats statistiques dans le cas de la longue mémoire
En conséquence de ce théorème limite, nous utilisons la méthode d’estimation
non paramétrique basée sur la statistique du re-scaled range (R/S) pour estimer
d à partir du processus échantillonné Y. La statistique R/S est définie comme le
quotient entre Rn et Sn où
Rn := max1≤k≤n
k∑
j=1
(Yj − Yn)− min1≤k≤n
k∑
j=1
(Yj − Yn) (5.3.11)
et
Sn :=
 1
n
n∑
j=1
(Yj − Yn)2
1/2 . (5.3.12)
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Proposition 5.3.1
Sous les mêmes hypothèses que le Théorème 5.3.4, on a
1
L(n)1/2n1/2+d
Rn
Sn
Loi−−−→
n→∞ R(1) :=
√
γd
σX(0)
(
max
0≤t≤1
B01
2 +d
(t)− min
0≤t≤1
B01
2 +d
(t)
)
(5.3.13)
où B01
2 +d
(t) = B 1
2 +d
(t) − tB 1
2 +d
(1) est le pont brownien fractionnaire et γd
est la constante définie dans (5.3.9).
Démonstration : On utilise l’égalité
k∑
j=1
(Yj − Yn) =
k∑
j=1
Yj − k
n
n∑
j=1
Yj = Sn
(
k
n
)
− k
n
Sn(1)
et la convergence du processus des sommes partielles du Théorème 5.3.4, pour
avoir
Rn
L(n)1/2n1/2+d
Loi−−−→
n→∞
√
γd
(
max
0≤t≤1
B01
2 +d
(t)− min
0≤t≤1
B01
2 +d
(t)
)
.
Ensuite, nous étudions la convergence en probabilité de
S2n =
1
n
n∑
j=1
Y 2j −
 1
n
n∑
j=1
Yj
2 .
Comme Var
 n∑
j=1
Yj
 ∼ Cn1+2d, on a pour ε > 0
P
∣∣∣∣∣∣ 1n
n∑
j=1
Yj
∣∣∣∣∣∣ > ε
 ≤ 1
n2ε2
Var
 n∑
j=1
Yj
 −−−→
n→∞ 0
et
P
∣∣∣∣∣∣ 1n
n∑
j=1
Y 2j − σX(0)
∣∣∣∣∣∣ > ε
 ≤ 1
n2ε2
Var
 n∑
j=1
Y 2j

= 1
n2ε2
n∑
j=1
n∑
k=1
Cov
(
Y 2j , Y
2
k
)
= 1
n2ε2
n∑
j=1
n∑
k=1
(
E
[
E[X2TjX
2
Tk
|Tj , Tk]
]
− σX(0)2
)
Pour (s, t) ∈ (R+)2, on décompose X2s et X2t dans le système orthogonal complet
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des polynômes d’Hermite (Hk)k≥0,
(
Xs√
σX(0)
)2
= H0
(
Xs√
σX(0)
)
+ H2
(
Xs√
σX(0)
)
,
alors
E[X2sX2t ]
σX(0)2
= E
[
H0
(
Xs√
σX(0)
)
H0
(
Xt√
σX(0)
)]
+ E
[
H2
(
Xs√
σX(0)
)
H0
(
Xt√
σX(0)
)]
+ E
[
H0
(
Xs√
σX(0)
)
H2
(
Xt√
σX(0)
)]
+ E
[
H2
(
Xs√
σX(0)
)
H2
(
Xt√
σX(0)
)]
En utilisant la propriété d’orthogonalité des polynômes d’Hermite pour un couple
gaussien à variances unitaires (voir par exemple Prop 2.4.1 de [Gir+12]), on ob-
tient
E[X2sX2t ] = σ2X(0)
[
1 + 2Cov2
(
Xs√
σX(0)
,
Xt√
σX(0)
)]
= σ2X(0) + 2σ2X(t− s)
Finalement,
P
∣∣∣∣∣∣ 1n
n∑
j=1
Y 2j − σX(0)
∣∣∣∣∣∣ > ε
 ≤ 2
n2ε2
n∑
j=1
n∑
k=1
E
[
σ2X(Tj − Tk)
]
= 4
n2ε2
n−1∑
j=0
(n− j)E
[
σ2X(Tj)
]
Si 0 ≤ d ≤ 1/4, 1
n2
n−1∑
j=0
(n−j)E
[
σ2X(Tj)
]
≤ 1
n
∞∑
j=0
E
[
σ2X(Tj)
]
−−−→
n→∞ 0 en appliquant
la Proposition 5.2.3 avec p = 1 à la fonction σ2X . Si 1/4 < d < 1/2, on utilise le
Théorème5.3.2 qui donne
1
n2
n−1∑
j=0
(n− j)E
[
σ2X(Tj)
]
∼ Cn−2+4d
et on obtient dans les deux cas que
P
∣∣∣∣∣∣ 1n
n∑
j=1
Y 2j − σX(0)
∣∣∣∣∣∣ > ε
 −−−→
n→∞ 0
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On conclut que Sn
proba−−−→
n→∞
√
σX(0) et
1
L(n)1/2n1/2+d
Rn
Sn
Loi−−−→
n→∞ R(1) :=
√
γd
σX(0)
(
max
0≤t≤1
B01
2 +d
(t)− min
0≤t≤1
B01
2 +d
(t)
)
Dans le cas où L(t) = c > 0 pour tout t > t0, en prenant le logarithme dans
l’expression (5.3.13), on obtient l’identité heuristique suivante :
log
(
Rn
Sn
)
∼ (1/2 + d) log(n) + log(√cR(1))
On estime alors la pente de la droite de régression à partir des points (log(n), log(Rn/Sn))
qui fournit une estimation R/S de d. Remarquons que dans le cas plus général où
L est une fonction à variation lente décroissante à partir d’un certain rang, on a
log
(
Rn
Sn
)
∼ (1/2 + d) log(n) + log(L(n))/2 + log(R(1)) et log(L(n)) est négligeable
comparé à log(n).
Dans la Figure 5.2, nous avons représenté plusieurs réalisations de la statis-
tique R/S d’un processus échantillonné à partir d’inter-arrivées i.i.d. E(1) et d’un
processus initial gaussien de covariance σX(t) = (1 + |t|)−1+2d où on fait varier la
valeur de d.
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(c) d = 0.45, d̂R/S = 0.46
FIGURE 5.2 – Réalisations de trajectoires de la statistique n → log(R/S(n)) (en rouge)
pour différentes valeurs de paramètre de mémoire avec des intervalles ∆j ayant une loi
exponentielle de moyenne 1 et un processus initial gaussien de fonction d’autocovariance
σX(t) = (1 + t)−1+2d. En bleu, on représente la droite de régression dont la pente corres-
pond à d̂R/S + 1/2. Les axes des abscisses sont en échelle logarithmique.
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5.3.2 Perte de mémoire lorsque E[T1] =∞
Le phénomène est le même que dans le cas discret (voir [PV10]) : à partir
d’un processus à longue mémoire, une loi d’échantillonnage à queue lourde peut
conduire à un processus à courte mémoire.
Proposition 5.3.2
Supposons que la fonction d’autocovariance de X vérifie
|σX(t)| ≤ cmin(1, t−1+2d) ∀t ∈ R+ (5.3.14)
où 0 < d < 1/2. Si pour un certain β ∈]0, 1[
lim inf
x→∞
(
xβP (T1 > x)
)
> 0 (5.3.15)
(ce qui entraîne E[T β1 ] =∞) alors
|σY (h)| ≤ Ch
−1+2d
β . (5.3.16)
Démonstration : De l’hypothèse (5.3.14), on a
|σY (h)| ≤ E[|σX(Th)|] ≤ cE[min{1, T−1+2dh }]
Ainsi si on pose S∗h la fonction de répartition de Th, on a par intégration par parties
E[min{1, T−1+2dh }] =
∫ 1
0
dS∗h(x) +
∫ ∞
1
x−1+2ddS∗h(x)
= S∗h(1) + (1− 2d)
∫ ∞
1
x−2+2dS∗h(x)dx− S∗h(1)
= (1− 2d)
∫ ∞
1
x−2+2dS∗h(x)dx. (5.3.17)
De l’hypothèse (5.3.15) sur la queue de la loi d’échantillonnage, il existe C > 0 et
x0 ≥ 1 tels que
∀x ≥ x0, P (T1 > x) ≥ Cx−β.
De plus, pour x ∈ [1, x0],
xβP (T1 > x) ≥ P (T1 > x0) ≥ Cx−β0 .
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On obtient ∀x ≥ 1, P (T1 > x) ≥ C˜x−β avec C˜ = Cx−β0 et donc
S∗h(x) = P (Th ≤ x) ≤ P
(
max
0≤l≤h−1
∆l ≤ x
)
= P (T1 ≤ x)h
≤
(
1− C˜x−β
)h ≤ e− C˜hxβ . (5.3.18)
En rassemblant les équations (5.3.17) et (5.3.18), on aboutit à
E[min{1, T−1+2dh }] ≤ (1− 2d)
∫ ∞
1
x−2+2de−
C˜h
xβ dx
= 1− 2d
β
h−(1−2d)/β
∫ h
0
u(1−2d)/β−1e−C˜udu
et le résultat en découle puisque
∫ h
0
u(1−2d)/β−1e−C˜udu h→∞−−−→
∫ ∞
0
u(1−2d)/β−1e−C˜udu.
La proposition suivante stipule que la borne pour le paramètre de mémoire du pro-
cessus échantillonné trouvée dans la Proposition 5.3.2 est optimale sous certaines
hypothèses supplémentaires.
Proposition 5.3.3
Supposons que
σX(t) = t−1+2dL(t)
où 0 < d < 1/2 et L est à variation lente en l’infini et monotone à partir d’un
certain rang. Si
β := sup{γ : E[T γ1 ] <∞} ∈]0, 1[ (5.3.19)
alors, pour tout ε > 0, il existe Cε > 0 tel que
σY (h) ≥ Cεh−
1−2d
β
−ε, ∀h ≥ 1. (5.3.20)
Démonstration : Soit ε > 0. On a
σX(Th)
h
− 1−2d
β
−ε =
T−1+2dh
h
− 1−2d
β
−εL(Th) =
T
−1+2d−βε2
h
h
− 1−2d
β
−ε T
βε
2
h L(Th) =
(
Th
hδ
)−1+2d−βε2
T
βε
2
h L(Th)
où
δ = (1− 2d)/β + ε
1− 2d+ βε2
= 1
β
( 1− 2d+ βε
1− 2d+ βε/2
)
.
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En utilisant la Proposition 1.3.6 de [Bin+89], on a
T
βε
2
h L(Th)
p.s−−−→
h→∞
+∞
De plus, δ > 1β . Cela implique en utilisant (5.3.19) que E[T
1/δ
1 ] < ∞. Ensuite, la
loi forte des grands nombres de Marcinkiewicz-Zygmund (voir [Sto74] Théorème
3.2.3) conduit à :
Th
hδ
p.s.−−−→
h→∞
0. (5.3.21)
Enfin en appliquant le Lemme de Fatou :
σY (h)
h
− 1−2d
β
−ε
h→∞−−−→∞.
5.4 Comparaison entre le sous échantillonnage et l’agré-
gation temporelle
Les mêmes notations que dans les sections précédentes sont conservées : on
part de X = (Xt)t∈R+, un processus centré stationnaire du second ordre à temps
continu de fonction d’autocovariance σX(.) et d’une marche aléatoire (Tn)n≥0 in-
dépendante de X. Les intervalles d’échantillonnage Tj+1 − Tj = ∆j sont i.i.d. de
densité de probabilité commune s à support sur R+. De plus, T0 = 0.
Nous voulons considérer le processus agrégé
∫ Th+1
Th
Xt dt comme une variable
aléatoire. Pour cela, nous avons besoin d’hypothèses supplémentaires sur l’inté-
grabilité de X pour garantir que ∫ ba |Xt|dt < ∞ pour 0 ≤ a < b < ∞ et sur la
mesurabilité de X. Si nous supposons que X a des trajectoires continues ([MS70 ;
Kub70 ; Kaw81]) ou que supt∈[a,b] E(|Xt|) < ∞ pour tout 0 ≤ a < b < ∞ et si le
processus X : [0,∞[×Ω→ R est conjointement mesurable, l’intégrale stochastique∫ b
a Xt dt est bien définie et est une variable aléatoire.
Dans cette section, nous supposons que ces conditions sont remplies et nous
définissons le processus agrégé comme suit
Zh =
∫ Th+1
Th
Xt dt , h ∈ N. (5.4.1)
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Ce processus agrégé est bien défini puisque P (0 ≤ Th < Th+1 < ∞) = 1. Dans
[TC05c], le processus est agrégé sur des intervalles de la forme [h∆, (h + 1)∆]
où ∆ est un pas déterministe. La structure de corrélation de la suite r-différenciée{ rh(∫ (h+1)∆
h∆
L(u)du
)}
h∈N
est étudiée en supposant que le processus de la r−ième
dérivé de L est un modèle CARFIMA(p,H, q). En particulier, ils donnent des résul-
tats sur le comportement de la structure de corrélation lorsque ∆→∞.
Dans cette partie, nous comparons les fonctions d’autocovariance des processus
agrégés et échantillonnés.
Lemme 5.4.1
Le processus agrégé défini dans (5.4.1) est un processus stationnaire du second
ordre et sa fonction d’autocovariance est donnée par
σZ(0) = 2
∫∫
0≤s<t
σX(t− s)P (t < T1) dt ds
et pour h ≥ 1,
σZ(h) =
∫∫
0≤s<t
σX(t− s)P (0 ≤ s < T1, Th ≤ t < Th+1) dt ds.
Démonstration : On a
E[Zh] = E
[∫ Th+1
Th
Xt dt
]
=
∫
E[Xt 1Th≤t<Th+1 ] dt
=
∫
E[Xt]E[1Th≤t<Th+1 ] dt = 0
car X et T sont indépendants.
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Soit p ∈ N et h ≥ 1,
E[Zh+pZp] (5.4.2)
= E
[∫ Tp+1
Tp
Xs ds
∫ Th+p+1
Th+p
Xt dt
]
=
∫∫
E[XsXt 1Tp≤s<Tp+1, Th+p≤t<Th+p+1 ] dt ds
=
∫∫
s<t
σX(t− s)P (Tp ≤ s < Tp+1, Th+p ≤ t < Th+p+1) dt ds
= E
[
E
[∫∫
s<t
σX(t− s)10≤s−Tp<∆p, ∆p+···+∆p+h−1≤t−Tp<∆p+···+∆p+h du dv|Tp
]]
= E
[
E
[∫∫
u<v
σX(v − u)10≤u<∆p, ∆p+···+∆p+h−1≤v<∆p+···+∆p+h dt ds|Tp
]]
=
∫∫
u<v
σX(v − u)P (0 ≤ u < ∆p, ∆p + · · ·+ ∆p+h−1 ≤ v < ∆p + · · ·+ ∆p+h) du dv
=
∫∫
u<v
σX(v − u)P (0 ≤ u < T1, Th ≤ v < Th+1) du dv (5.4.3)
E[Z2p ] = E
[∫ Tp+1
Tp
Xs ds
∫ Tp+1
Tp
Xt dt
]
= 2
∫∫
s<t
E[XsXt 1Tp≤s<t<Tp+1 ] dt ds
= 2
∫∫
0≤u<v
σX(v − u)P (v < T1) du dv (5.4.4)
Comme (5.4.3) et (5.4.4) ne dépendent pas de p, la stationnarité du processus
est prouvée.
Example 5.4.1. Échantillonnage par un processus de Poisson
Dans le cas d’un échantillonnage de Poisson, les intervalles entre deux observations
Tj+1 − Tj = ∆j sont i.i.d. de loi commune une loi exponentielle. Soit N le processus
de comptage associé à la marche aléatoire (Tn)n≥0 :
N(t) =
∑
j≥1
1Tj≤t.
Le processus N est à accroissements stationnaires et indépendants et, pour tout t fixé,
N(t) suit une loi de Poisson de paramètre t` où ` = E[T1]−1. On pose p(t, k) = P (N(t) =
k).
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Pour h ≥ 1,
σZ(h) =
∫∫
0≤s<t
σX(t− s)P (N(s) = 0, N(t)−N(s) = h) dt ds
=
∫∫
0≤s<t
σX(t− s)p(s, 0)p(t− s, h) dt ds
=
∫∫
R+×R+
σX(x)p(y, 0)p(x, h) dx dy
=
∫
R+
σX(x)p(x, h) dx
∫
R+
p(y, 0) dy.
De plus ∫
R+
p(y, 0) dy =
∫
R+
P (T1 > y) dy = E[T1] = `−1
Ainsi, on a
σZ(h) = `−1
∫
R+
σX(x)e−`x`hxh
1
h! dx
Comme Th+1 suit une loi gamma distribution de paramètre (h+ 1, λ), on a
σZ(h) = `−2E[σX(Th+1)]
conduisant à une forme explicite de la fonction d’autocovariance pour le processus agrégé
avec un échantillonnage poissonnien
σZ(h) = E[T1]2E[σX(Th+1)] = E[T1]2σY (h+ 1), pour h ≥ 1 (5.4.5)
et avec le même calcul
σZ(0) = 2E[T1]2E[σX(T1)] = 2E[T1]2σY (1). (5.4.6)
Proposition 5.4.1
SiX est un processus gaussien alors les marginales du processus agrégé Z sont
identiquement distribuées mais non gaussiennes. En particulier, Z n’est pas un
processus gaussien.
Démonstration : Commençons par montrer que Z0 =
∫ T1
0 Xtdt n’est pas gaussien.
Sachant T1, la loi conditionnelle de Z0 est une loi normale centrée de variance∫ T1
0
∫ T1
0 σX(t− s)dtds. On peut alors en déduire la densité bivariée de (Z0, T1) :
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f(Z0,T1)(x, y) =
exp
(
− x22 ∫ y0 ∫ y0 σX(t−s)dtds
)
√
2pi
∫ y
0
∫ y
0 σX(t− s)dtds
s(y),
où s est la densité de la variable aléatoire T1. Posons V =
∫ T1
0
∫ T1
0 σX(t − s)dtds,
on a
fZ0(x) = E
exp
(
− x22V
)
√
2piV
 .
On a Var(Z0) = E[V ]. Si E[V ] =∞, Z0 n’est pas gaussien puisque les lois normales
admettent une variance finie.
On suppose désormais que E[V ] <∞. SoitW une variable aléatoire gaussienne
centrée de variance E[V ]. La densité de W est alors
fW (x) =
exp
(
− x22E[V ]
)
√
2piE[V ]
.
La variable aléatoire Z0 est ainsi gaussienne si et seulement si pour presque tout
x ∈ R,
E
exp
(
− x22V
)
√
V
 = exp
(
− x22E[V ]
)
√
E[V ]
.
La variable aléatoire V est positive presque sûrement. Pour x ∈ R et t > 0,
on définit Ψx(t) = e
−x22t√
t
, Z0 est gaussienne si et seulement si pour presque tout
x ∈ R∗, Ψx(E[V ]) = E[Ψx(V )]. On peut remarquer que E[Ψx(V )] est bien définie
et finie pour x 6= 0 puisque 0 < Ψx(V ) < e−1/2x p.s.
— Si E
[
1√
V
]
< ∞, posons h(x) = E[Ψx(V )]−Ψx(E[V ]). En utilisant, pour y > 0
fixé, la continuité de x → Ψx(y) et la relation |Ψx(y)| ≤ 1√y , on en déduit
du théorème de continuité des intégrales à paramètres, la continuité de h sur
R. De plus h(0) = E
[
1√
V
]
− 1√
E[V ]
> 0 par l’inégalité de Jensen puisque V
n’est pas constante p.s. Ainsi, il existe ε > 0 tel que pour tout x ∈ [−ε, ε],
E[Ψx(V )] > Ψx(E[V ]).
— Si E
[
1√
V
]
= ∞. Alors,on peut trouver M > 0 tel que E
[
1√
V
1V≥M
]
> e
1/2√
E[V ]
.
On a alors pour x ∈]0,√M ],
E[Ψx(V )] ≥ E[Ψx(V )1V≥M ] ≥ e− x
2
2M E
[ 1√
V
1V≥M
]
>
1√
E[V ]
> Ψx(E[V ]).
On en déduit que Z0 n’est pas une variable gaussienne.
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Finalement, pour h ≥ 1, Zh =
∫ Th+∆h
Th
Xtdt. Par les mêmes arguments que pour
Z0, on a
f(Zh,Th,∆h)(x, y, z) =
exp
(
− x2
2
∫ y+z
y
∫ y+z
y
σX(t−s)dtds
)
√
2pi
∫ y+z
y
∫ y+z
y σX(t− s)dtds
fTh(y)s(z)
=
exp
(
− x22 ∫ z0 ∫ z0 σX(t−s)dtds
)
√
2pi
∫ z
0
∫ z
0 σX(t− s)dtds
fTh(y)s(z)
On en déduit fZh(x) = E[Ψx(V )] = fZ0(x). Finalement, ∀h ≥ 0, les variables
aléatoires Zh sont identiquement distribuées avec une loi non-gaussienne.
Lemme 5.4.2
Si σX est décroissante sur R+, alors pour h ≥ 1
σZ(h) ≤ E[T1]2 σY (h− 1) (5.4.7)
Démonstration : Dans la partie droite de la relation
σZ(h) = E[
∫
s<t
σX(t− s)10≤s<T1≤Th≤t<Th+1 dt ds],
on a Th − T1 ≤ t− s ≤ Th+1 ce qui conduit à
σZ(h) ≤ E [T1(Th+1 − Th)σX(Th − T1)] .
Finalement, Th+1 − Th est indépendant de (T1, Th) et Th − T1 est indépendant de
T1. Le résultat en découle.
Grâce au Lemme 5.4.2, certaines propriétés du processus échantillonné peuvent
être directement transposées au cas du processus agrégé. La proposition suivante
les réunit.
Proposition 5.4.2
1. Si σX est bornée par une fonction strictement positive, décroissante et
intégrable et si E[T1] <∞ alors
∑
h≥0
|σZ(h)| <∞.
2. Si E[T1] < ∞ et σX(t) = t−1+2dL(t) où L est une fonction à variation
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lente en l’infini décroissante et 0 < d < 1/2 alors,
σZ(h) ≤ σ1(h) ∼ E[T1]1+2dh−1+2dL(h) h→∞
3. Supposons lim inf
x→∞
[
xβP (T1 > x)
]
> 0 pour un certain β ∈ (0, 1) (ce
qui implique E[T β1 ] = ∞). Si σX est décroissante sur R+ et |σX(t)| ≤
cmin(1, t−1+2d) avec 0 < d < 1/2 , alors
|σZ(h)| ≤ Ch−(1−2d)/β.
Démonstration : Ces résultats sont des conséquences immédiates du Lemme 5.4.2
et de, respectivement, la Proposition 5.2.3 avec p = 1, le théorème 5.3.2 et la
Proposition 5.3.2.
5.5 Annexe
Preuve du Lemme 5.3.3.
Pour la preuve du Lemme 5.3.3, nous avons besoin du résultat intermédiaire sui-
vant :
Lemme 5.5.1
Si E[T1] <∞ et si X a une fonction d’autocovariance à variation régulière
σX(t) = L(t)t−1+2d
avec 0 < d < 1/2 et L une fonction à variation lente à l’infini et décroissante à
partir d’un certain rang. Alors,
Var(σX(Th)) = ◦(L(h)2h−2+4d) lorsque h→ +∞ (5.5.1)
Démonstration : Par le Théorème 5.3.2, on a E[σX(Th)] ∼
h→∞
L(h)(hE[T1])−1+2d.
Pour obtenir le résultat, il suffit donc de prouver que
E[σX(Th)2] ∼
h→∞
L(h)2(hE[T1])−2+4d.
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Afin de montrer le comportement asymptotique de E[σX(Th)2], nous allons suivre
la même preuve que pour le Théorème 5.3.2 :
• Soit 0 < c < E[T1], et h ∈ N tel que ch ≥ 1,
E[σX(Th)2] ≥ E
[
σX(Th)2 1Th>ch
]
≥ E
[
L(Th)2T−2+4dh 1Th>ch
]
≥ inf
t>ch
{L(t)2t4d}E
[
1Th>ch
T 2h
]
Grâce aux inégalités de Jensen et d’Hölder,
E
[
1Th>ch
T 2h
]
≥ E
[
1Th>ch
Th
]2
et P (Th > ch)2 ≤ E[Th]E
[
1Th>ch
Th
]
,
ce qui donne
E
[
1Th>ch
T 2h
]
≥ P (Th > ch)
4
E[Th]2
.
d’où
E[σX(Th)2]
L(h)2(hE[T1])−2+4d
≥ inft>ch{L(t)
2t4d}
L(h)2h4dE[T1]4d
P (Th > ch)4. (5.5.2)
Ensuite, pour c < E[T1], on a P (Th > ch)→ 1 et inft>ch{L(t)2t4d} ∼ L(ch)2(ch)4d.
Finalement, pour tout c < E[T1],
lim inf
h→∞
E[σX(Th)2]
L(h)2(hE[T1])−2+4d
≥
(
c
E[T1]
)4d
En prenant la limite lorsque c→ E[T1], on obtient
lim inf
h→∞
E[σX(Th)2]
L(h)2(hE[T1])−2+4d
≥ 1
• Soit 12 < s < τ < 1, t0 tel que L(.) soit décroissante et positive sur [t0,∞)
et h tel que µh,s − µτh,s ≥ t0 (les notations correponsdent à celles utilisées dans le
Théorème 5.3.2),
E[σX(Th)2] = E
[
L(Th)2T−2+4dh 1Th,s≥µh,s−µτh,s
]
+ E
[
σ(Th)2 1Th,s<µh,s−µτh,s
]
≤ L(µh,s − µτh,s)2
(
µh,s − µτh,s
)−2+4d
+ σX(0)2P
(
Th,s < µh,s − µτh,s
)
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E[σX(Th)2]
L(h)2(hE[T1])−2+4d
≤
(
L(µh,s − µτh,s)
L(h)
)2(
µh,s − µτh,s
hE[T1]
)−2+4d
+ σX(0)2
P
(
Th,s < µh,s − µτh,s
)
L(h)2(hE[T1])−2+4d
On a donc
lim sup
h→∞
E[σX(Th)2]
L(h)2(hE[T1])−2+4d
≤ 1.
On retourne à la preuve du Lemme 5.3.3. Posons
Wn = L(n)−1n−1−2d
n∑
i=1
n∑
j=1
σX(Tj−Ti) = L(n)−1n−1−2dVar(XT1+· · ·+XTn|T1 , . . . , Tn).
On cherche à prouver queWn converge en probabilité vers γd. Pour cela, on montre
que E[Wn] −−−→
n→∞ γd et Var(Wn) −−−→n→∞ 0.
• Comme X est un processus centré E[Wn] = L(n)−1n−1−2dVar(Y1 + · · · + Yn). Or
par le Théorème 5.3.2,
σY (h) ∼ L(h)(hE[T1])−1+2d h→∞,
d’où
L(n)−1n−1−2dVar(Y1 + · · ·+ Yn) −−−→
n→∞ γd (5.5.3)
(voir par exemple [Gir+12] Prop 3.3.1 p.43)
et on obtient
E[Wn] −−−→
n→∞ γd.
• De plus,
Var(Wn) = L(n)−2n−2−4dVar
 n∑
i=1
n∑
j=1
σX(Tj − Ti)

≤ L(n)−2n−2−4d
 n∑
i=1
n∑
j=1
√
Var(σX(Tj − Ti))
2
=
(
2n−1−2dL(n)−1
n∑
h=1
(n− h)
√
Var(σX(Th))
)2
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Par le Lemme 5.5.1,
√
Var(σX(Th)) = ◦(L(h)h−1+2d) et 2
n∑
h=1
(n − h)L(h)h−1+2d ∼
L(n)n1+2d
d(1 + 2d) . On a alors
2
n∑
h=1
(n− h)
√
Var(σX(Th)) = ◦(L(n)n1+2d)
Au final, Var(Wn) = ◦(1) ce qui signifie que Var(Wn) −−−→
n→∞ 0. On obtient
Wn
L2, p−−−→
n→∞ γd.
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Chapitre 6 – Étude spectrale de l’échantillonnage de processus stationnaires
6.1 Introduction
Dans ce chapitre, nous prouvons que, sous des conditions assez générales,
l’existence de la densité spectrale est préservée par échantillonnage aléatoire. Cer-
tains processus à temps continus ont déjà été étudiés auparavant du point de vue
de l’étude spectrale. Notamment, dans [TC05a] et [Tsa09], Tsai et Chan ont étu-
dié le modèle des processus à temps continu CARFIMA(p,H,q) (autorégressifs,
moyenne mobile, fractionnairement intégrés) pour lesquels ils donnent l’expres-
sion de la densité spectrale (voir [TC05b]). Également, dans [Via+94], des proces-
sus ARMA fractionnaire et à temps continu sont construits. Sous certaines condi-
tions, ces processus sont gaussiens stationnaires et centrés. De plus, Viano et al
donnent des résultats sur la densité spectrale de ces processus.
L’inférence statistique pour les processus en temps continu est généralement
construite à partir d’un processus échantillonné (voir [TC05a], [TC05b], [Cha96],
[Com96]). Différents types d’échantillonnage peuvent être envisagés. Sous l’hy-
pothèse d’identifiabilité du modèle, Chambers [Cha96] considère l’estimation du
paramètre de longue mémoire d’un processus ARMA fractionnaire à temps continu
avec des données à temps discrets en utilisant le comportement de la densité spec-
trale pour les basses fréquences. Comte [Com96] a étudié deux méthodes pour
l’estimation avec des données régulièrement espacées : la méthode de vraisem-
blance de Whittle (introduite dans [Whi62]) et l’approche semi-paramétrique de
Geweke et Porter-Hudak [GP83]. Pour un échantillonnage aléatoire particulier,
Bardet et Bertrand [BB10] proposent d’étudier un estimateur de la densité spec-
trale basé sur l’analyse par ondelettes des processus gaussiens stationnaires qu’ils
considèrent. [LM94] proposent un estimateur pour la densité spectrale d’un pro-
cessus stationnaire à courte mémoire à temps continu échantillonné à l’aide d’un
processus ponctuel stationnaire. Dans le cas de processus gaussiens stationnaires,
l’estimation de la densité spectrale est souvent basée sur une méthode utilisant le
périodogramme (voir [SS60], [Mas78a], [Mas78b] ou [LM94]).
Les notations de ce chapitre sont les mêmes que dans le chapitre précédent :
X = (Xt)t∈R+ est un processus stationnaire du second ordre à temps continu de
fonction d’autocovariance σX(.), (Tn)n≥0 est une marche aléatoire indépendante de
X, les intervalles d’échantillonnage Tj+1−Tj = ∆j sont i.i.d de densité commune s
à support sur R+. L’origine des observations est fixée à l’origine des temps : T0 = 0.
Sans perte de généralités, X est supposé être un processus centré.
La section 6.2 présente quelques cas de préservation de l’existence d’une den-
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sité spectrale lorsque le spectre de X est absolument continu. La section 6.3 est
consacrée à l’étude du comportement asymptotique du périodogramme normalisé
de Y sous l’hypothèse d’un processus initialement gaussien avec une covariance
à variation régulière. La loi asymptotique correspond alors à une statistique de
type χ2 pondéré. Enfin, la section 6.4 présente des résultats d’inférence pour le
paramètre d de longue mémoire sous les conditions d’un processus initial gaus-
sien à longue mémoire. Une condition vérifiée par les cumulants d’ordre 4 permet
de montrer la convergence de l’estimateur local Whittle et de l’estimateur HAC
de la variance asymptotique nécessaire à l’étude de la moyenne du processus et
permettant de tester la mémoire du processus.
6.2 Existence d’une densité spectrale pour le processus
échantillonné
De nombreux estimateurs pour les processus à longue mémoire sont basés sur
le comportement de la densité spectrale (voir [Gir+12] pour un récapitulatif et
une analyse de ses estimateurs et [Gro+18]). Dans cette section, nous étudions
l’existence de la densité spectrale du processus échantillonné Y. Dans la propo-
sition suivante, nous montrons l’existence de densité spectrale pour X et Y sous
une condition Lp pour la fonction d’autocovariance et nous établissons la relation
entre les densités spectrales de X et Y.
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Proposition 6.2.1
Soit 1 ≤ p ≤ 2. On suppose qu’il existe une fonction positive bornée σ∗(.),
décroissante sur R+, telle que
1. |σX(t)| ≤ σ∗(t), ∀t ∈ R+,
2.
∫
R+
σp∗(t)dt <∞.
Alors les processus X et Y admettent tous les deux une densité spectrale et on
a les relations :
σY (k) =
∫
R
Ŝ(x)kfX(x)dx, k ∈ N, (6.2.1)
fY (λ) =
1
2pi
∑
k∈Z
∫
R
(
e−iλŜ(x)
)k
fX(x)dx, λ ∈ [−pi, pi], (6.2.2)
où
Sˆ(x) = E(eixT1) = ρxeiτx , (6.2.3)
est la fonction caractéristique de la loi des inter-arrivées. Les fonctions ρ et τ
sont définis comme le module et l’argument de la fonction caractéristique.
Remarque 6.2.1. Les hypothèses de cette proposition correspondent à celles de la Propo-
sition 5.2.3 lorsque p ∈ [1, 2].
Démonstration : On a dans ce cas,∫
R+
|σX(t)|2dt ≤ σX(0)2−p
∫
R+
σp∗(t)dt <∞.
De plus, par la Proposition 5.2.3, on a aussi
∑
h≥0
|σY (h)|p <∞ et ainsi on a
∑
h≥0
|σY (h)|2 ≤ σX(0)2−p
∑
h≥0
|σY (h)|p <∞.
X et Y admettent ainsi des densités spectrales fX ∈ L2(R) et fY ∈ L2([−pi, pi]).
Pour λ ∈ [−pi, pi],
fY (λ) =
1
2pi
∑
k∈Z
e−ikλE(σX(Tk)) =
1
2pi
∑
k∈Z
e−ikλE
(∫
R
eixTkfX(x)dx
)
.
Comme E
(∫
R |eixTkfX(x)|dx
)
=
∫
R fX(x)dx = E[X20 ] < ∞, on en déduit par le
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théorème de Fubini que
fY (λ) =
1
2pi
∑
k∈Z
∫
R
e−ikλE
(
eixTk
)
fX(x)dx
= 12pi
∑
k∈Z
∫
R
e−ikλŜ(x)kfX(x)dx
où la somme converge dans L2([−pi, pi]).
Dans cette proposition, lorsque p 6= 1, la fonction d’auto-covariance est carré
sommable sans forcément être sommable. On est donc dans un cas à longue mé-
moire. En particulier, cette proposition s’applique pour le modèle de processus à
longue mémoire avec une fonction d’autocovariance à variation régulière (modèle
défini dans (5.3.1) ) lorsque le paramètre de mémoire d appartient à ]0, 14 [. Cette
proposition s’applique aussi dans le cas où −1/2 < d ≤ 0.
On se place désormais dans le cadre de l’existence d’une densité spectrale fX
pour X. On commence par montrer le lien entre σY , la fonction d’autocovariance
de Y, et fX à travers la loi des inter arrivées.
Lemme 6.2.1
Supposons que X admet une densité spectrale fX . Alors pour tout k ∈ Z
σY (k) = lim
r→1−
∫ pi
−pi
eikxg(r, x)dx, (6.2.4)
où
g(r, x) = 12pi
∫
R
1− r2|Ŝ(λ)|2
|1− reixŜ(λ)|2fX(λ)dλ, (6.2.5)
et Ŝ est la fonction caractéristique de T1.
Démonstration : Voir l’annexe 6.5.1.
Proposition 6.2.2
Supposons que X admet une densité spectrale notée fX de la forme
fX(λ) = |λ|−2dφ(λ) (6.2.6)
où φ est une fonction positive, intégrable et bornée au voisinage de zéro, et où
0 ≤ d < 1/2. Si l’une de ces conditions est vérifiée :
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— (C1) d = 0, i.e fX est bornée au voisinage de zéro,
— (C2) E(T1) <∞,
— (C3) la densité de T1 vérifie
s(x) ∼ cx−γ lorsque x→∞, (6.2.7)
avec 1 < γ < 2 et c > 0 (en particulier E(T1) =∞),
alors le processus échantillonné Y admet une densité spectrale fY définie sur
[−pi, pi] (sauf éventuellement au point x = 0) par
fY (x) =
1
2pi
∫
R
1−
∣∣∣Ŝ(λ)∣∣∣2∣∣∣1− eixŜ(λ)∣∣∣2fX(λ)dλ. (6.2.8)
Remarque 6.2.2. Si le processus X a une courte mémoire dans le sens où X admet une
densité spectrale fX continue bornée , alors le résultat de la Proposition 6.2.2 reste valide.
Démonstration : Voir l’annexe 6.5.2 pour les preuves sous les différentes conditions.
La proposition suivante donne une forme plus explicite de la densité spectrale
de Y sous des conditions peu restrictives lorsque les arrivées suivent une loi expo-
nentielle.
Proposition 6.2.3
On suppose que T1 suit une loi exponentielle (de paramètre 1) et queX admet
une densité spectrale de la forme
fX(λ) = |λ|−2dφ(λ), (6.2.9)
avec φ(0) 6= 0 et φ dérivable au voisinage de zéro. Alors, pour x ∈]0, pi],
fY (x) = x−2df ∗Y (x) (6.2.10)
où f ∗Y est une fonction positive et continue sur [−pi, pi] et
f ∗Y (x) =
φ(0)
2 +
σX(0)
2pi x
2d + o(x2d), lorsque x→ 0. (6.2.11)
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Démonstration : La preuve se trouve en annexe 6.5.3
6.3 Asymptotique du périodogramme
Dans cette section, on se place dans la cadre plus spécifique d’un processus
initial X gaussien stationnaire centré à longue mémoire de fonction de covariance
σX(t) = t−1+2dL(t), avec 0 < d < 1/2,
où on suppose que L est une fonction à variation lente à l’infini ayant une limite
finie : limn→∞ L(n) = ` > 0. On suppose de plus queX admet une densité spectrale
fX dont on suppose qu’elle vérifie les hypothèses de la Proposition 6.2.3.
Nous échantillonnons aléatoirement ce processus aux instants d’échantillon-
nage (Ti)i tiré suivant un processus de Poisson. En particulier, on se place dans
un cadre où E[T1] < ∞ pour lequel l’existence d’une densité spectrale pour X en
induit une pour Y (voir Proposition 6.2.2 sous l’hypothèse (C2)).
Dans la suite, nous étendons certains faits bien connus sur les propriétés des
périodogrammes au processus échantillonné Y. En particulier, un des nos princi-
paux résultats consiste à établir que le périodogramme normalisé de Y converge
asymptotiquement vers une statistique de type χ2 pondéré.
Soit fY la densité spectrale de Y. Pour j ∈ {1, . . . , bn/2c}, on définit
In(λj) =
1
2pin
∣∣∣∣∣
n∑
k=1
Yke
ikλj
∣∣∣∣∣
2
le périodogramme de (Y1, . . . , Yn) à la fréquence de Fourier λj = 2pijn .
Dans [HB93], Hurvich et Beltrao se sont intéressé à des processus en temps
discret à longue mémoire de périodogramme In et de densité spectrale f . Pour
ces processus assez généraux, ils étudient le comportement du rapport In(λj)
f(λj) où
n→∞ et j est fixé.
Alors que pour une fréquence ω quelconque fixée, on a E
[
In(ω)
f(ω)
]
−−−→
n→∞ 1 et pour
M fréquences fixées
(
In(ω1)
f(ω1) , · · · ,
In(ωM )
f(ωM )
)
tend asymptotiquement vers M variables
i.i.d exponentielles ([Han73]), ce n’est plus le cas lorsqu’on étudie les basses
fréquences λj (dépendant de n). Ce sont ces fréquences qui comptent lorsqu’on
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cherche à estimer le paramètre de mémoire d à partir d’une méthode basée sur le
périodogramme. En particulier, si le processus à temps discret étudié est gaussien,
les variables
(
In(λ1)
f(λ1) , · · · ,
In(λM )
f(λM )
)
sont asymptotiquement corrélées et on peut ex-
pliciter les variances et covariances. Comme la loi limite de In(λj)
f(λj) dépend de j et
de d, on a besoin de considérer un nombre de fréquences de Fourier tendant vers
l’infini pour les méthodes de régression du paramètre de mémoire d afin d’avoir
un estimateur asymptotiquement non biaisé.
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Théorème 6.3.1
On se place sous les hypothèses décrites ci-dessus sur X, Y et sur les inter-
arrivées. Alors pour tout nombre de fréquences de Fourier s ≥ 1 fixé, et pour
tous j1, . . . , js ∈ {1, . . . , bn/2c} entiers tous distincts, on a
(
In(λj1)
fY (λj1)
, · · · , In(λjs)
fY (λjs)
)
Loi−−−−−→
n→+∞
(
Lj1(d)[U2(j1) + V 2(j1)], · · · , Ljs(d)[U2(js) + V 2(js)]
)
,
(6.3.1)
où le vecteur (U(1), . . . , U(bn/2c), V (1), . . . , V (bn/2c)) est un vecteur gaussien
centré. De plus, pour ∀j, k ∈ {1, · · · , bn/2c}, on a U(j), V (k) sont indépendants
et 
Var(U(j)) = 12 −
Rj(d)
Lj(d)
,
Var(V (j)) = 12 +
Rj(d)
Lj(d)
,
Cov(U(j), U(k)) = Lj,k(d)−Rj,k(d)√
Lj(d)Lk(d)
, pour j 6= k,
Cov(V (j), V (k)) = Lj,k(d) +Rj,k(d)√
Lj(d)Lk(d)
, pour j 6= k.
(6.3.2)
Les expressions de Lj(d), Rj(d), Lj,k(d) et Rj,k(d) sont données dans la re-
marque ci-dessous.
Remarque 6.3.1. Pour j, k ∈ {1, · · · , bn/2c}, les quantités Lj(d), Rj(d), Lj,k(d) et
Rj,k(d) apparaissant dans le Théorème 6.3.1 sont définies par :
Lj(d) =
2
pi
∫ ∞
−∞
sin2(λ/2)
(2pij − λ)2
∣∣∣∣∣ λ2pij
∣∣∣∣∣
−2d
dλ, (6.3.3)
Rj(d) =
1
pi
∫ ∞
−∞
sin2(λ/2)
(2pij − λ)(2pij + λ)
∣∣∣∣∣ λ2pij
∣∣∣∣∣
−2d
dλ, (6.3.4)
Lj,k(d) =
(jk)d
pi
∫ ∞
−∞
sin2(λ/2)
(2pik − λ)(2pij − λ)
∣∣∣∣∣ λ2pi
∣∣∣∣∣
−2d
dλ, (6.3.5)
et
Rj,k(d) =
(jk)d
pi
∫ ∞
−∞
sin2(λ/2)
(2pik + λ)(2pij − λ)
∣∣∣∣∣ λ2pi
∣∣∣∣∣
−2d
dλ. (6.3.6)
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Démonstration : À l’aide de la décomposition
In(λj)
fY (λj)
=
∣∣∣∣∣∣ 1√2pinfY (λj)
n∑
r=1
Yr cos(rλj) + i
1√
2pinfY (λj)
n∑
r=1
Yr sin(rλj)
∣∣∣∣∣∣
2
,
on va montrer le résultat plus général
(
1√
2pinfY (λj1)
n∑
r=1
XTr cos(rλj1),
1√
2pinfY (λj1)
n∑
r=1
XTr sin(rλj1), · · · , (6.3.7)
1√
2pinfY (λjs)
n∑
r=1
XTr cos(rλjs),
1√
2pinfY (λjs)
n∑
r=1
XTr sin(rλjs)
)
Loi−−−−−→
n→+∞
(√
Lj1(d)[U(j1), V (j1)], · · · ,
√
Ljs(d)[U(js), V (js)]
)
.
Conditionnellement à (T1, . . . , Tn), le vecteur (Y1, . . . , Yn) est gaussien. Donc le
vecteur défini dans (6.3.7) a pour fonction caractéristique
E
[
exp
(
−12u
′Σ−1T u
)]
, pour u ∈ R2s
où ΣT est la matrice de covariance, conditionnellement à (T1, . . . , Tn), du vecteur
dans (6.3.7). La fonction caractéristique étant bornée, pour montrer la conver-
gence (6.3.7), il suffit de montrer que
ΣT
proba−−−−−→
n→+∞ Σ, (6.3.8)
où Σ est la matrice de covariance du vecteur limite
(
√
Lj1(d)(U(j1), V (j1)), · · · ,
√
Ljs(d)(U(js), V (js))).
Dans ce qui suit, la constante c peut changer d’une ligne à une autre. Condi-
tionnellement à (T1, . . . , Tn), l’entrée de la matrice ΣT en position (i, k) est de la
forme
1
2pin
√
fY (λji)fY (λjk)
n∑
r=1
n∑
s=1
σX(Tr − Ts)hi,k(r, s)
où
hi,k(r, s) = cos(rλji) cos(sλjk), ou cos(rλji) sin(sλjk), ou sin(rλji) sin(sλjk).
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(lorsque i et k sont fixés, la forme de hi,k(r, s) est la même pour tout r et s). Ainsi,
les entrées de E (ΣT ) vont être de la forme
1
2pin
√
fY (λji)fY (λjk)
n∑
r=1
n∑
s=1
E(σX(Tr − Ts))hi,k(r, s)
= 1
2pin
√
fY (λji)fY (λjk)
n∑
r=1
n∑
s=1
σY (r − s)hi,k(r, s).
On a alors E(ΣT ) −−−−−→
n→+∞ Σ par application du Théorème 5 de [HB93] dont la
seule condition requise est la stationnarité du second ordre pour le processus Y et
le comportement (6.2.10) de sa densité spectrale. Pour finir la preuve, il suffit de
prouver que
Var (ΣT ) −−−−−→
n→+∞ 0, (6.3.9)
i.e. que les variances des entrées de ΣT convergent vers zéro. Par Cauchy-Schwarz,
il est suffisant de regarder ce qui se passe pour les coefficients diagonaux de la
matrice. On traite ces coefficients dans le cas de cosinus (ceux avec des sinus se
traitent de la même manière). À j fixé, en utilisant le fait que f(λj) ∼ bn2d, on
peut écrire à l’aide de l’inégalité de Cauchy-Schwarz
Var
(
1
2pinfY (λj)
n∑
r=1
n∑
s=1
σX(Tr − Ts) cos(rλj) cos(sλj)
)
∼ c
n2+4d
n∑
r,s,r′,s′=1
Cov
(
σX(Tr − Ts) cos(rλj) cos(sλj), σX(T ′r − T ′s) cos(r′λj) cos(s′λj)
)
≤ c
n2+4d
(
n∑
r=1
n∑
s=1
√
Var (σX(Tr − Ts))
)2
≤ c
n4d
(
n∑
h=1
√
Var (σX(Th))
)2
. (6.3.10)
Comme σX est bornée et que Th
p.s−−−−→
h→+∞
∞, on a Var (σX(Th)) ∼ `2Var
(
T−1+2dh
)
lorsque h → ∞. Or, en utilisant que Γ(h−a)Γ(h) = h−a
(
1 + a(a+1)2h +O
(
1
h2
))
lorsque
h→∞, on a
Var
(
T 2d−1h
)
= E(T 4d−2)−
(
E(T 2d−1)
)2
= Γ(h− (2− 4d))Γ(h) −
(Γ(h− (1− 2d))
Γ(h)
)2
= h4d−2
[
1 + (1− 2d)(3− 4d)
h
−
(
1 + (1− 2d)(2− 2d)
h
)
+O
( 1
h2
)]
= h4d−2
[
(1− 2d)2
h
+O
( 1
h2
)]
∼ ch4d−3.
Ainsi la variance dans (6.3.10) est bornée par c(n−1 +n−4d) et donc converge vers
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zéro.
6.4 Inférence pour le paramètre de longue mémoire
Nous supposons toujours dans cette partie que X est un processus gaussien
stationnaire centré à longue mémoire de fonction de covariance
σX(t) = t−1+2dL(t),
où on suppose que L est une fonction à variation lente à l’infini ayant une limite
finie et 0 < d < 1/2. On suppose de plus que X admet une densité spectrale fX .
Afin de simplifier les notations, on va supposer que la fonction à variation lente
L est de la forme L(t) = c(1+t
t
)−1+2d de sorte que σX vérifie l’hypothèse suivante :
Hypothèse (?) : σX est une fonction à variation régulière de la forme
σX(t) = c(1 + t)−1+2d, pour t ≥ 0,
avec 0 < d < 1/2 et c > 0.
La proposition suivante montre que, bien qu’il ne s’agisse pas d’un processus
linéaire, Y satisfait une condition sur les cumulants d’ordre 4.
Proposition 6.4.1
On suppose que les inter-arrivées sont i.i.d E(λ). SiX est un processus gaussien
stationnaire vérifiant la condition (?) alors Y est un processus stationnaire du
4ième ordre et il existe C > 0 tel que,
sup
h∈N
n∑
r,s=0
|cum(Y0, Yh, Yr, Ys)| ≤ Cn2d,
et
n∑
h,r,s=0
|cum(Y0, Yh, Yr, Ys)| ≤ Cn4d.
Démonstration : La preuve se trouve en annexe.
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Cette condition va nous permettre à la fois de montrer la convergence d’un es-
timateur du paramètre de mémoire d ainsi que l’estimation de la variance asymp-
totique, nécessaire par exemple pour inférer la moyenne (inconnue) du processus
original X.
6.4.1 Convergence de l’estimateur local Whittle
Dans de nombreux travaux, la question de l’estimation du paramètre de longue
mémoire d a été traitée sous différentes conditions sur le processus. Dans le cas
où le comportement de la densité spectrale est connue autour de l’origine et de la
forme f(u) ∼ b|u|−2d, on va utiliser des estimateurs semi-paramétriques.
Geweke et Porter-Hudak [GP83] ont introduit l’estimateur du log-périodogramme
d̂GPH basé sur la minimisation de la fonction objectif
1
mn
mn∑
j=1
(
log(bλ−2dj )− log(In(λj))
)2
,
pour b > 0 et d ∈ [−1/2, 1/2] avec mn → ∞ et mn = o(n). Sous l’hypothèse d’un
processus gaussien avec un paramètre mn bien choisi et de conditions techniques
sur la régularité de la densité spectrale, Robinson [Rob95b] montre la loi asymp-
totique de cet estimateur
√
mn(d̂GPH − d) Loi−−−→
n→∞ N
(
0, pi
2
24
)
.
Sous de bonnes hypothèses, [Hur+98] montre que la taille de la bande mn opti-
male au sens de l’erreur quadratique moyenne est de l’ordre de O(n4/5).
L’estimateur local Whittle permet aussi d’estimer d à partir des basses fré-
quences [Rob95a] et est défini par :
d̂LW = argmin
α∈[−1/2,1/2]
Un(α)
où la fonction objectif local Un est définie par
Un(α) = log
 1
mn
mn∑
j=1
λ2αj In(λj)
− 2α
mn
mn∑
j=1
log λj.
avec In(λj) correspondant au périodogramme de (Y1, . . . , Yn) pris à la fréquence
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de Fourier λj = 2pijn . Ici la taille de la bande de fréquences m = mn vérifie mn →∞
et mn = o(n). Dans [Rob95a], Robinson montre que dans le cas d’un processus
linéaire avec des conditions sur les innovations, sur la régularité de la densité
spectrale et sur mn, on a la consistance de d̂LW . Avec quelques hypothèses supplé-
mentaires, on a aussi
√
mn(d̂LW − d) Loi−−−→
n→∞ N
(
0, 14
)
,
ce qui fait de l’estimateur local Whittle un meilleur estimateur que l’estimateur du
log-périodogramme puisqu’il a une plus petite variance asymptotique.
On a vu que dans les conditions de cette section que fY (λ) ∼ b|λ|−2d lorsque
λ → 0 avec 0 < b < ∞ et 0 < d < 1/2. On va s’intéresser à la convergence de
l’estimateur local Whittle pour le processus échantillonné qui n’est ni un processus
linéaire à innovations i.i.d. ni un processus gaussien ce qui empêche d’appliquer
directement les résultats connus sur cet estimateur. On va s’appuyer sur les travaux
de [Dal+06] sur la convergence de l’estimateur local Whittle pour des processus
non linéaires.
D’après le Théorème 1 de [Dal+06], si les périodogrammes normalisés
η?j :=
In(λj)
bλ−2dj
vérifient la loi faible des grands nombres :
1
mn
mn∑
j=1
η?j
proba−−−→
n→∞ 1, (6.4.1)
alors on a d̂LW
proba−−−→
n→∞ d. En particulier, il faut trouver une condition suffisante
afin d’avoir cette loi faible des grands nombres. Pour cela, [Dal+06] proposent
d’étudier la quantité
∆mn := max1≤k≤mn E
∣∣∣∣∣∣
k∑
j=1
η?j − E[η?j ]
∣∣∣∣∣∣
pour laquelle ils prouvent que si ∆mn = o(mn) alors la loi faible (6.4.1) pour les
η?j est vérifiée. Si, de plus, on suppose davantage de régularité pour fY , on peut
montrer une vitesse de convergence pour l’estimateur.
Proposition 6.4.2
On suppose queX est un processus gaussien stationnaire vérifiant la condition
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(?) et que les inter-arrivées sont i.i.d E(λ).
Alors pour toute taille de bande de fréquences m = mn vérifiant
mn →∞ et mn = o(n),
on a la convergence de l’estimateur local Whittle pour le paramètre de longue
mémoire :
d̂LW
proba−−−→
n→∞ d.
Si, de plus, X satisfait les conditions de la Proposition 6.2.3 et que mn = na
avec 0 < a < 1, alors on a
log(n)(d̂LW − d) = ◦p(1)
Démonstration : D’après ce qui a été énoncé précédemment, il suffit de montrer que
∆mn = o(mn) pour toute suite (mn) telle que mn → ∞ et mn = o(n). Pour cela,
on va suivre l’idée de la preuve du Lemme 1 de [Dal+06].
On rappelle que fY (λ) ∼ b|λ|−2d lorsque λ→ 0 avec 0 < b <∞ et 0 < d < 1/2.
On pose alors
v(λj) =
1√
2pinbλ−2dj
n∑
t=1
Yte
itλj ,
de telle sorte que η?j = |v(λj)|2. On peut alors écrire
Cov(η?j , η?p) =Cov(v(λj), v(λp))Cov(v¯(λj), v¯(λp))
+ Cov(v(λj), v¯(λp))Cov(v¯(λj), v(λp))
+ cum(v(λj), v(λp), v¯(λj), v¯(λp)).
Ainsi, pour 1 ≤ k ≤ mn, on a
E

 k∑
j=1
η?j − E[η?j ]
2
 = k∑
j,p=1
Cov(η?j , η?p)
≤
k∑
j,p=1
(
|Cov(v(λj), v(λp))|2 + |Cov(v(λj), v¯(λp))|2
)
+
∣∣∣∣∣∣
k∑
j,p=1
cum (v(λj), v(λp), v¯(λj), v¯(λp))
∣∣∣∣∣∣ =: in,1(k) + in,2(k).
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Ainsi,
∆mn ≤ max1≤k≤mn (in,1(k) + in,2(k))
1/2 ≤ max
1≤k≤mn
(
in,1(k)1/2 + in,2(k)1/2
)
.
À l’aide du Lemme 4 de [Dal+06], on a
in,1(k) ≤ C
∑
1≤j≤p≤mn
(
j−2dp−2+2d log2mn + 1j=p
)
≤ C(log3mn +mn) ≤ Cmn.
Il reste maintenant à majorer in,2(k) uniformément pour 1 ≤ k ≤ mn :
in,2(k) ≤
k∑
j,p=1
λ2dj λ
2d
p
b2(2pin)2
∣∣∣∣∣∣
n∑
t1,t2,t3,t4=1
ei(t1−t2)λjei(t3−t3)λpcum (Yt1 , Yt2 , Yt3 , Yt4)
∣∣∣∣∣∣
≤ Cn−2
mn∑
j=1
(
j
n
)2d2 n∑
t1,t2,t3,t4=1
|cum (Yt1 , Yt2 , Yt3 , Yt4) |
≤ Cn−2
(
m2d+1n
n2d
)2 n∑
t1,t2,t3,t4=1
|cum (Yt1 , Yt2 , Yt3 , Yt4) |.
Comme l’expression de cum (Yt1 , Yt2 , Yt3 , Yt4) est invariante par n’importe quelle
permutation de {t1, t2, t3, t4} et invariante par translation (grâce à la stationnarité
d’ordre 4 du processus), on a alors :
in,2(k) ≤ Cn−2
(
mn
n
)4d
m2n 4
n∑
t1,t2,t3,t4=1
t1≤min(t2,t3,t4)
|cum (Yt1 , Yt2 , Yt3 , Yt4) |
≤ Cn−2
(
mn
n
)4d
m2n
n∑
t1,t2,t3,t4=1
t1≤min(t2,t3,t4)
|cum (Y0, Yt2−t1 , Yt3−t1 , Yt4−t1) |
≤ Cn−2
(
mn
n
)4d
m2n
n∑
t1=1
n∑
h,s,r=0
|cum (Y0, Yh, Ys, Yr) |
En utilisant la Proposition 6.4.1, on a alors la majoration,
in,2(k) ≤ Cn−2
(
mn
n
)4d
m2n n n
4d
On a alors
∆mn
mn
≤ C
(
m−1/2n +
m2dn
n1/2
)
. (6.4.2)
Donc, si mn = O(nγ) avec γ < 14d , on obtient la convergence du quotient
∆mn
mn
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vers 0. Comme 0 < d < 1/2, on a la convergence pour toute suite (mn) telle que
mn = O(nγ) avec 0 < γ ≤ 1/2.
On va enfin majorer plus finement la quantité in,2(k) afin d’avoir un résultat de
convergence lorsque mn = O(nγ) avec γ > 1/2. Pour cela, on va écrire in,2(k) sous
une autre forme :
in,2(k) =
∣∣∣∣∣∣
n∑
t1,t2,t3,t4=1
Bk(t1 − t2)Bk(t3 − t4)cum (Yt1 , Yt2 , Yt3 , Yt4)
∣∣∣∣∣∣ ,
où Bk(t) =
1
2pin
k∑
j=1
b−1λ2dj e
itλj . D’où,
in,2(k) ≤
n∑
t1,t2,t3,t4=1
|Bk(t1 − t2)| |Bk(t3 − t4)| |cum (Yt1 , Yt2 , Yt3 , Yt4) |.
Comme pour tout u ∈ Z, |Bk(−u)| = |B¯k(u)| = |Bk(u)|, l’expression est symé-
trique en t1, t1, t3, t4 donc
in,2(k) ≤ C
n∑
t1,t2,t3,t4=1
t1≤min(t2,t3,t4)
|Bk(t2 − t1)| |Bk(t3 − t4)| |cum (Y0, Yt2−t1 , Yt3−t1 , Yt4−t1) |
De plus, pour t1 ≤ min(t2, t3, t4), l’expression dans la somme ci-dessus est symé-
trique en t3, t4, il suffit donc de faire le calcul pour t3 ≤ t4,
in,2(k) ≤ C
n∑
t1,t2,t3,t4=1
t1≤min(t2,t3,t4) et t3≤t4
|Bk(t2 − t1)| |Bk(t4 − t3)| |cum (Y0, Yt2−t1 , Yt3−t1 , Yt4−t1) |
≤ C n
n∑
u1,u2,u3=0
|Bk(u1)| |Bk(u2)| |cum (Y0, Yu1 , Yu3 , Yu2+u3) |
≤ C n
(
n∑
u=0
|Bk(u)|
)2
sup
0≤u1,u2≤n
n∑
u3=0
|cum (Y0, Yu1 , Yu3 , Yu2+u3) |
≤ C n
(
n∑
u=0
|Bk(u)|
)2
sup
0≤u1≤n
2n∑
r=0
2n∑
s=0
|cum (Y0, Yu1 , Ys, Yr) |
Il reste donc à majorer Bk(t) pour t ∈ N.
Pour t = 0,
|Bk(0)| =
∣∣∣∣∣∣ 12pin
k∑
j=1
b−1λ2dj
∣∣∣∣∣∣ ≤ Cn−1
mn∑
j=1
j2d
n2d
≤ C
(
mn
n
)2d
.
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À t ≥ 1 fixé, si on pose sp =
p∑
j=1
eitλj , on a par sommation par parties
Bk(t) = Cn−1−2d
k2dsk + k−1∑
j=1
(j2d − (j + 1)2d)sj
 .
Comme
|sp| =
∣∣∣∣∣eiλt 1− eipλt1− eiλt
∣∣∣∣∣ ≤ 2|1− eiλt | ≤ Cnt ,
on a alors
|Bk(t)| ≤ Cn
−2d
t
k2d + k−1∑
j=1
|j2d − (j + 1)2d|
 ≤ Cn−2dm2dn
t
.
On en déduit alors que
in,2(k) ≤ C n
(
mn
n
)4d
log2 n n2d,
et donc
∆mn
mn
≤ C
(
m−1/2n +
(
√
n)1−2d
m1−2dn
log(n)
)
. (6.4.3)
Si mn = O(nγ) avec γ > 1/2, on a alors ∆mnmn −−−→n→∞ 0. On a ainsi la loi faible
des grand nombres pour η?j et donc la convergence en probabilité de l’estimateur
local Whittle.
Si on ajoute les hypothèses de la Proposition 6.2.3, afin de montrer la vitesse
de convergence, il est suffisant de montrer que
∆mn = ◦(m1−δn ), pour un certain δ > 0.
En utilisant les majorations (6.4.2) et (6.4.3), on arrive au résultat.
Dans la Figure 6.1, nous avons représenté plusieurs réalisations du périodo-
gramme associé à (Y1, · · · , Yn) aux fréquences de Fourier à partir d’inter-arrivées
i.i.d. E(1) et d’un processus initial gaussien de covariance σX(t) = (1 + |t|)−1+2d où
on fait varier la valeur de d. Pour un bon choix de taille de la bande mn, les esti-
mateurs du log-périodogramme (GPH) et local Whittle (LW) donnent des résultats
satisfaisant pour l’estimation du paramètre de longue mémoire après échantillon-
nage aléatoire.
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FIGURE 6.1 – Réalisations des valeurs du périodogrammes aux fréquences de Fourier
(In(λj))j∈{1,··· ,bn/2c} (n = 10000) pour différentes valeurs de paramètre de mémoire avec
des intervalles ∆j ayant une loi exponentielle de moyenne 1 et un processus initial gaus-
sien de fonction d’autocovariance σX(t) = (1 + t)−1+2d. En bleu, on représente la droite
de régression dont la pente correspond à−2d̂GPH . Les estimateurs du log-périodogramme
(GPH) et local Whittle (LW) sont calculés avec la bande de fréquence mn = 300 : Figure
(a) d = 0.1, d̂GPH = 0.15, d̂LW = 0.15 ; Figure (b) d = 0.3, d̂GPH = 0.33, d̂LW = 0.37 ;
Figure (c) d = 0.45, d̂GPH = 0.46, d̂LW = 0.47. Les deux axes sont en échelle logarith-
mique.
6.4.2 Variance asymptotique
On se place sous les mêmes hypothèses que dans la partie précédente, à savoir :
X est un processus gaussien stationnaire centré à longue mémoire admettant une
densité spectrale fX et vérifiant l’hypothèse (?) :
Hypothèse (?) : σX est une fonction à variation régulière de la forme
σX(t) = c(1 + t)−1+2d, pour t ≥ 0,
avec 0 < d < 1/2 et c > 0.
Pour permettre l’estimation de la moyenne µ commune des processus X et Y,
on définit la moyenne empirique
Y¯n =
1
n
n∑
i=1
Yi
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qui est l’estimateur naturel de la moyenne. D’après le Théorème 5.3.4, on a la
convergence
n1/2−d
Y¯n − µ
SY
Loi−−−→
n→∞ N (0, 1) , (6.4.4)
où
S2Y :=
cE[T1]−1+2d
d(1 + 2d) (6.4.5)
correspond à la variance asymptotique de n1/2−dY¯n.
Il est possible de donner une autre expression de cette variance asymptotique
à l’aide de la densité spectrale. En effet, la densité spectrale de Y au voisinage de
l’origine est de la forme
fY (λ) ∼ b|λ|−2d (6.4.6)
lorsque λ→ 0. On a alors l’égalité suivante :
Var(n1/2−dY¯n) = n−1−2d
∫ pi
−pi
(
sin(nλ/2)
sin(λ/2)
)2
fY (λ)dλ.
En utilisant l’hypothèse (6.4.6) sur le comportement de fY en 0 et par un change-
ment de variables, on a alors
Var(n1/2−dY¯n) −−−→
n→∞ 4b
∫ ∞
−∞
(
sin(λ/2)
λ
)2
|λ|−2ddλ
= 2bΓ(1− 2d) sin(pid)
d(1 + 2d) .
Ainsi, on a deux expressions de la variance asymptotique S2Y suivant qu’on
regarde la fonction d’autocovariance ou la densité spectrale du processus :
S2Y = 2b
Γ(1− 2d) sin(pid)
d(1 + 2d) =
cE[T1]−1+2d
d(1 + 2d) .
Dans les deux cas, la variance asymptotique s’exprime en fonction de paramètres
inconnus. Il faut donc estimer S2Y . Le problème de l’estimation de la variance à long
terme S2Y revient ainsi à l’estimation du paramètre de mémoire d et de l’estimation
du paramètre b de la densité spectrale en l’origine ou du paramètre cE[T1]−1+2d qui
décrit le comportement asymptotique de la fonction de covariance.
Supposons qu’on ait un estimateur Ŝ2n de S
2
Y tel que Ŝ
2
n
proba−−−→
n→∞ S
2
Y et un estima-
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teur d̂n de d tel que log(n)(d̂n − d) proba−−−→
n→∞ 0. Pour γ ∈]0, 1[, on peut alors avoir un
intervalle de confiance asymptotique de niveau 1− γ pour µ :
[
Y¯n − Sˆn
n1/2−d̂n
z1−γ/2, Y¯n +
Sˆn
n1/2−d̂n
z1−γ/2
]
,
où z1−γ/2 est le quantile d’ordre 1 − γ/2 de la loi N (0, 1). On peut remarquer que
la longueur de cet intervalle est une fonction croissante de d̂n. En particulier, plus
la mémoire est longue (d proche de 1/2) et plus l’intervalle de confiance va être
grand.
Dans la suite, on cherche donc un estimateur consistant de S2Y . On définit pour
h ∈ {1, . . . , (n− 1)}
σ̂(h) = 1
n
n−h∑
j=1
(Yj − Y¯n)(Yj+h − Y¯n)
la fonction de covariance empirique de Y. Pour qn une taille de fenêtre telle que
qn −−−→
n→∞ +∞ avec qn = O(n1−ε) pour un certain ε > 0, on définit l’estimateur
HAC (consistant en cas d’hétéroscédasticité et d’auto-corrélation) avec noyau de
Bartlett [Aba+09] Ŝ2qn,Y (d) de la variance à long terme S2Y par
Ŝ2qn,Y (d) = q
−2d
n
(
σ̂Y (0) + 2
qn∑
h=1
(
1− h
qn
)
σ̂Y (h)
)
.
D’autres estimateurs HAC sont possibles avec des noyaux différents ([Phi+07]).
Cet estimateur dépend du paramètre de mémoire d. Dans le théorème suivant,
on montre qu’avec un estimateur d̂n tendant vers d suffisamment rapidement, on
peut remplacer d par d̂n dans l’expression de Ŝ2qn,Y (d) afin d’avoir un estimateur
consistant de S2Y .
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Théorème 6.4.1
Soit d̂n un estimateur consistant du paramètre de mémoire d tel que
log(n)(d̂n − d) = oP (1).
Soit qn une taille de fenêtre telle que qn −−−→
n→∞ +∞ et qn = O(
√
n). Alors, on a
Ŝ2qn,Y (d̂n)
proba−−−→
n→∞ S
2
Y .
Remarque 6.4.1. En particulier, si on se place sous les hypothèses de la Proposition 6.2.3,
on a vu dans la Proposition 6.4.2 que l’estimateur local Whittle vérifie bien la condition
log(n)(d̂n−d) = oP (1).On a ainsi convergence de l’estimateur HAC basé sur l’estimateur
local Whittle de d.
Démonstration : La preuve consiste à l’application du Théorème 2.2 de [Aba+09] où
la condition sur les cumulants d’ordre 4 :
sup
h
n∑
r,s=1
|cum(Y0, Yh, Yr, Ys)| ≤ cn2d
est vérifiée dans la Proposition 6.4.1.
En particulier, si on se place sous les hypothèses du Théorème 6.4.1, on peut
construire un test sur la mémoire du processus. En effet, on peut considérer la
statistique V/S(n) [MW69a ; Kwi+92 ; LS96 ; Gir+03 ; Gir+06] définie par
V/S(n) = 1
Ŝ2qn,Y (0) n2
n∑
k=1
(
S ′k − S ′n
)2
,
où S ′k =
k∑
j=1
(Yj − Y¯n) et S ′n = 1
n
n∑
k=1
S ′k.
On veut alors tester H0 : d = 0 contre H1 : d > 0. En utilisant la Proposition
6.4.1 sur les cumulants d’ordre 4, on a alors d’après [Gir+03] (Prop. 3.5 et 3.6)
que 
V/S(n) Loi−−−→
n→∞ UV/S sous H0,(
qn
n
)2d
V/S(n) Loi−−−→
n→∞ ZV/S sous H1,
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où
UV/S =
∫ 1
0
(
B0(u)−
∫ 1
0
B0(v)dv
)2
du et ZV/S =
∫ 1
0
(
B01/2+d(u)−
∫ 1
0
B01/2+d(v)dv
)2
du
(B0 désigne le pont Brownien et B01/2+d désigne le pont Brownien fractionnaire de
paramètre de Hurst 1/2 + d).
Soit c1−α le quantile d’ordre 1− α de UV/S, le test qui rejette l’hypothèse H0 au
profit de l’hypothèse H1 lorsque V/S(n) > c1−α est asymptotiquement de niveau α
et est consistant sous H1, c’est à dire,
P(V/S(n) > c1−α) −−−→
n→∞ α sous H0,
P(V/S(n) > c1−α) −−−→
n→∞ 1 sous H1.
À partir de l’estimateur de longue mémoire Ŝ2qn,Y , d’autres tests existants pour
la longue mémoire sont également des tests asymptotiquement de niveau α et
consistants sous H1 pour le processus échantillonné :
— le test utilisant la statistique R/S(n) modifiée [Lo91] définie par
R/S(n) = n−1/2 maxj∈J1,nK Sj −minj∈J1,nK Sj
Ŝ2qn,Y (0)
,
— le test utilisant la statistique KPSS [Kwi+92] définie par
KPSS(n) = 1
n2Ŝ2qn,Y (0)
n∑
k=1
S ′k
2.
L’étude de [KT02] permet de comparer ces différents tests (voir également le cha-
pitre 9 de [Gir+12] et [Ber+13] pour une description plus complète de toutes ces
statistiques). En particulier, les résultats numériques de [Gir+03] montrent que
la statistique V/S génère un test de meilleure puissance que les autres tests cités
ci-dessus. Il existe d’autres tests pour la longue mémoire dont nous n’avons pas
étudié la convergence dans le cas du processus échantillonné (voir par exemple
[Gro+18]).
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6.5 Annexe
6.5.1 Preuve du Lemme 6.2.1
Pour 0 ≤ r < 1 et x ∈ [−pi, pi], on pose
g(r, x) := 12pi
 ∞∑
j=0
σY (j)rj
[
eijx + e−ijx
]
− σY (0)
 .
Pour 0 ≤ r < 1 et x ∈ [−pi, pi], g(r, x) est bien défini puisque la suite (σY (j))j≥0 est
bornée.
On a de plus,
∫ pi
−pi
∞∑
j=0
∣∣∣σY (j)rj [eijx + e−ijx]∣∣∣ dx ≤ 2pi ∞∑
j=0
σY (0) 2rj <∞,
on en déduit alors par Fubini que pour k ∈ Z, on a
∫ pi
−pi
eikxg(r, x)dx = 12pi
∞∑
j=0
σY (j)rj
∫ pi
−pi
[
ei(k+j)x + ei(k−j)x
]
dx− 12pi
∫ pi
−pi
eikxσY (0)dx.
On a ainsi
∫ pi
−pi
eikxg(r, x)dx =

σY (k)rk si k > 0,
σY (−k)r−k si k < 0,
σY (0) si k = 0.
D’où pour tout k ∈ Z, on a
lim
r→1−
∫ pi
−pi
eikxg(r, x)dx = σY (k).
Il reste alors à montrer que g(r, x) s’exprime sous la forme énoncée dans le
Lemme 6.2.1. Comme E
(∫
R |eixTjfX(x)|dx
)
=
∫
R fX(x)dx = E[X20 ] < ∞, on en
déduit par le théorème de Fubini que
σY (j) = E(σX(Tj))
= E
(∫
R
eiλTjfX(λ)dλ
)
=
∫
R
Ŝ(λ)jfX(λ)dλ (6.5.1)
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On a alors
g(r, x) = 12pi
 ∞∑
j=0
∫
R
Ŝ(λ)jrj
[
eijx + e−ijx
]
fX(λ)dλ−
∫
R
fX(λ)dλ

= 12pi
∫
R
∞∑
j=0
Ŝ(λ)jrj
[
eijx + e−ijx
]
fX(λ)dλ−
∫
R
fX(λ)dλ
 ,
d’après Fubini puisque
∞∑
j=0
∫
R
|Ŝ(λ)jrj
[
eijx + e−ijx
]
fX(λ)|dλ ≤
∞∑
j=0
2rj
∫
R
fX(λ)dλ <∞.
Ainsi, en utilisant la parité de fX , on obtient
g(r, x) = 12pi
∫
R
(
1
1− reixŜ(λ) +
1
1− re−ixŜ(λ) − 1
)
fX(λ)dλ
= 12pi
∫
R
(
1
1− reixŜ(λ) +
1
1− re−ixŜ(−λ) − 1
)
fX(λ)dλ
= 12pi
∫
R
1− r2
∣∣∣Ŝ(λ)∣∣∣2∣∣∣1− reixŜ(λ)∣∣∣2fX(λ)dλ,
ce qui conclut la preuve.
6.5.2 Preuve de la Proposition 6.2.2
Tout d’abord, si x 6= 0, g(r, x) admet une limite lorsque r → 1− et cette limite
est égale au membre de droite dans (6.2.8). En effet, en utilisant le théorème de
Lebesgue, il suffit de montrer que l’intégrande
1−r2|Ŝ(λ)|2
|1−reixŜ(λ)|2fX(λ) dans l’expression
(6.5.6) de g(r, x) est uniformément bornée en r par une fonction intégrable.
Comme Ŝ est une fonction caractéristique, Ŝ est une fonction continue.
Soit x ∈]0, pi/2]. Soit δ > 0 tel que
|1− Ŝ(λ)| < sin x√
2
, pour tout |λ| ≤ δ. (6.5.2)
Ainsi, pour |λ| ≤ δ, Ŝ(λ) = 1 + h(λ) avec |h(λ)| < sin x/√2. On utilise alors
l’inégalité entre deux complexes a, b, |a − b| ≥ ||a| − |b|| et l’inégalité entre deux
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réels α, β, α2 + β2 ≥ (α+β)22 , pour en déduire que pour tout |λ| ≤ δ∣∣∣1− reixŜ(λ)∣∣∣ = |1− reix − reixh(λ)|
≥ 1− r cosx√
2
+ r sin x√
2
− r|h(λ)|
≥ 1− cosx√
2
. (6.5.3)
Puis, comme T1 est une variable à densité, il existe ε ∈]0, 1[ tel que |Ŝ(λ)| < ε
pour tout |λ| > δ. Ainsi, pour tout |λ| > δ,
∣∣∣1− reixŜ(λ)∣∣∣ ≥ 1− r|Ŝ(λ)| ≥ 1− rε > 1− ε (6.5.4)
En rassemblant, (6.5.3) et (6.5.4), on aboutit à :
∀x ∈]0, pi/2],∀λ ∈ R,
∣∣∣∣∣∣∣
1− r2
∣∣∣Ŝ(λ)∣∣∣2∣∣∣1− reixŜ(λ)∣∣∣2fX(λ)
∣∣∣∣∣∣∣ ≤
(
1
(1− cos(x))2 +
1
(1− ε)2
)
fX(λ).
Pour x ∈]pi/2, pi], on choisit δ > 0 tel que
|1− Ŝ(λ)| < −cosx√
2
, pour tout |λ| ≤ δ
et on a alors ∣∣∣1− reixŜ(λ)∣∣∣ = |1− reix − reixh(λ)| ≥ 1√
2
.
Ainsi, avec un ε˜ ∈]0, 1[,, on a
∀x ∈]pi/2, pi],∀λ ∈ R,
∣∣∣∣∣∣∣
1− r2
∣∣∣Ŝ(λ)∣∣∣2∣∣∣1− reixŜ(λ)∣∣∣2fX(λ)
∣∣∣∣∣∣∣ ≤
(
2 + 1(1− ε˜)2
)
fX(λ).
On a donc pour tout x 6= 0 de l’intervalle [−pi, pi],
lim
r→1−
g(r, x) = 12pi
∫
R
1−
∣∣∣Ŝ(λ)∣∣∣2∣∣∣1− eixŜ(λ)∣∣∣2fX(λ)dλ. (6.5.5)
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De plus, pour tout r ∈ [0, 1[, g(r, .) est une fonction positive et paire puisque
g(r,−x) = 12pi
∫
R
1− r2
∣∣∣Ŝ(λ)∣∣∣2∣∣∣1− re−ixŜ(λ)∣∣∣2fX(λ)dλ
= 12pi
∫
R
1− r2
∣∣∣Ŝ(−λ)∣∣∣2∣∣∣1− re−ixŜ(−λ)∣∣∣2fX(−λ)dλ
= g(r, x)
car fX est paire et Ŝ(−λ) = Ŝ(λ).
Par conséquence, comme on a obtenu dans (6.2.4) que
σY (k) = lim
r→1−
∫ pi
−pi
eikxg(r, x)dx,
la preuve de la proposition consiste simplement à échanger la limite et l’intégration
afin de montrer que
σY (k) =
∫ pi
−pi
eikx lim
r→1−
g(r, x)dx.
car cela implique que
fY (x) = lim
r→1−
g(r, x).
Nous allons maintenant prouver que les conditions pour appliquer le théorème
de Lebesgue sont bien vérifiées dans (6.2.4).
On commence par écrire g(r, x) à partir de la fonction caractéristique de T1
qui s’écrit sous la forme exponentielle Ŝ(λ) = ρλeiτλ et du noyau de Poisson défini
pour s ∈ [0, 1[ et t ∈ R par
Ps(t) =
1
2pi
(
1− s2
1− 2s cos(t) + s2
)
.
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On a
g(r, x) = g(r,−x)
= 12pi
∫
R
1− (rρλ)2∣∣∣1− re−ixŜ(λ)∣∣∣2fX(λ)dλ
= 12pi
∫
R
1− (rρλ)2
1− 2rρλ cos(τλ − x) + (rρλ)2fX(λ)dλ
=
∫
R
Prρλ(τλ − x)fX(λ)dλ (6.5.6)
On rappelle quelques propriétés du noyau de Poisson qui sont utilisées dans les
preuves de cette annexe. Il admet entre autres les propriétés suivantes (voir par
exemple [PV10] pour les preuves) :
• ∀ 0 ≤ s < 1− η < 1, ∀ t ∈ R, 0 ≤ 2piPs(t) ≤ 2/η (6.5.7)
• ∀x ∈]− pi, pi[, r ∈ [0, 1[,
∫ pi
−pi
Prρλ(τλ − x)dλ = 1 (6.5.8)
• si 0 < δ < |t| ≤ pi, alors Ps(t) < Ps(δ) (6.5.9)
• 2pi sup
0<s<1
Ps(t) =
1/| sin(t)| si t ∈ (−pi/2, pi/2)1 si t ∈ (−pi,−pi/2] ∪ [pi/2, pi) (6.5.10)
où ρλ et τλ sont définis dans (6.2.3) par Sˆ(λ) = E(eiλT1) = ρλeiτλ.
Sous la condition (C1)
On a
|Sˆ(λ)| < 1, ∀λ > 0 et |Sˆ(λ)| → 0 lorsque |λ| → ∞
(voir [Fel71] p.501 et p.514). Ainsi, grâce à la continuité de |Sˆ(λ)|, on a
sup
|λ|>ε
|Sˆ(λ)| < 1, ∀ε > 0.
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L’intégrale (6.5.6) est séparée en deux : choisissons ε ∈ [0, pi] tel que fX soit bornée
sur [−ε, ε]. ∫ ε
−ε
fX(λ)Prρλ(τλ − x)dλ ≤ sup
y∈[−ε,ε]
[fX(y)]
∫ ε
−ε
Prρλ(τλ − x)dλ
En utilisant la propriété (6.5.8), on aboutit alors à :∫ ε
−ε
fX(λ)Prρλ(τλ − x)dλ ≤ sup
y∈[−ε,ε]
[fX(y)]
∫ pi
−pi
Prρλ(τλ − x)dλ
= sup
y∈[−ε,ε]
[fX(y)] . (6.5.11)
Puis, à l’aide de la propriété (6.5.7) du noyau de Poisson avec
s = rρλ < ρλ, t = τλ ± x, et ηε = 1− sup
|λ|>ε
|Sˆ(λ)|
on a ∫
R\[−ε,ε]
fX(λ)Prρλ(τλ − x)dλ ≤
1
piηε
∫
R\[−ε,ε]
fX(λ)dλ
≤ 1
piηε
∫
R
fX(λ)dλ. (6.5.12)
En rassemblant les équations (6.5.11) et (6.5.12), on aboutit à : pour tout
r ∈ [0, 1[ et pour tout x ∈]− pi, pi[,
|eikxg(r, x)| ≤ 4pi sup
y∈[−ε,ε]
[fX(y)] +
1
piηε
∫
R
fX(λ)dλ,
et la preuve est finie en utilisant le théorème de Lebesgue.
Sous la condition (C2)
La preuve consiste à trouver une fonction g intégrable sur [−pi, pi] telle que
|g(r, x)| ≤ g(x), ∀r ∈ [0, 1[, x ∈]− pi, pi[. (6.5.13)
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Pour cela, nous avons besoin de l’estimation suivante de Sˆ(λ) autour de zéro :
|1− Sˆ(λ)| =
∣∣∣∣(1− eiλ) ∫
R+
1− eixλ
1− eiλ dS(x)
∣∣∣∣
= |1− eiλ|
∣∣∣∣ ∫
R+
e
i(x−1)λ
2
sin(xλ/2)
sin(λ/2) dS(x)
∣∣∣∣
≤ |1− eiλ|
∫
R+
(1 + x)dS(x)
=
∣∣∣2i sin(λ/2)eiλ/2∣∣∣ (1 + E(T1))
= 2 | sin(λ/2)| (1 + E(T1))
≤ |λ|(1 + E(T1))
≤ C|λ|. (6.5.14)
Maintenant on utilise que pour |u| ≤ u0 ≤ 1, on a
|1− u| ≥ 1− u0, | sin(arg(1− u))| ≤ u0 et | arg(1− u)| ≤ piu0/2.
De cela et de l’inégalité (6.5.14), on obtient :
si |λ| ≤ 1
C
alors |τλ| ≤ piC|λ|2 . (6.5.15)
On rappelle l’expression de g(r, x) défini dans (6.2.5) :
g(r, x) =
∫
R
fX(λ)Prρλ(τλ − x)dλ.
Soit λ0 tel que φ est bornée sur [−λ0, λ0]. Pour x ∈ (0, pi) fixé, posons
b(x) = min
{
λ0,
1
C
,
x
piC
,
2(pi − x)
piC
}
,
on sépare R en quatre intervalles :
]−∞,−b(x)], ]− b(x), 0], ]0, b(x)], ]b(x),+∞[.
On va étudier les deux derniers intervalles (la preuve pour les deux autres est
similaire) :
I1(x) =
∫ b(x)
0
fX(λ)Prρλ(τλ − x)dλ et I2(x) =
∫ +∞
b(x)
fX(λ)Prρλ(τλ − x)dλ.
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• Borne pour I1 :
De (6.5.15), comme |λ| ≤ 1
C
pour λ dans ]0, b(x)], on a
|τλ| ≤ piC|λ|2 ≤
piCb(x)
2 ≤ x/2
ce qui implique
x
2 ≤ |τλ − x|
et |τλ − x| ≤ |τλ|+ x ≤ piCb(x)2 + x ≤ pi.
À l’aide des propriétés (6.5.9) et (6.5.10), on a ainsi
Prρλ(τλ − x) ≤ Prρλ(x/2) ≤
1
2pi
1
sin(x/2) ≤
1
2x.
En conséquence,
I1(x) ≤
sup[0,b(x)] φ(.)
2x
∫ b(x)
0
λ−2ddλ =
sup[0,b(x)] φ(.)
2x
b(x)−2d+1
−2d+ 1 ≤ C1x
−2d
comme b(x) ≤ x/(piC) et −2d+ 1 > 0.
• Borne pour I2 :
Lorsque λ > b(x), on a λ−2d ≤ C2 max{x−2d, 1} pour une certaine constante C2.
Ainsi
I2(x) ≤ C2 max{x−2d, 1}
∫
R
φ(λ)Prρλ(τλ − x)dλ. (6.5.16)
Comme φ est bornée sur un voisinage de zéro, les arguments utilisés dans la preuve
de la Proposition 6.2.2 avec la condition (C1) nous permettent de montrer que
l’intégrale (6.5.16) est bornée par une constante.
Finalement I1 + I2 est bornée par la fonction g(x) = C1x−2d + C3 max{x−2d, 1}
intégrable sur [−pi, pi] et la proposition est prouvée.
Sous la condition (C3)
• On commence par donner le comportement local de Sˆ(λ) autour de zéro sous
l’hypothèse (6.2.7).
1− Sˆ(λ) =
∫
R+
(1− cos(λx))s(x)dx+ i
∫
R+
sin(λx)s(x)dx
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D’après l’hypothèse sur la densité s,∫
R+
(1− cos(λx))s(x)dx ∼
λ→0
c
∫
R+
(1− cos(λx))x−γdx
= c|λ|γ−1
∫
R+
(1− cos(y))y−γdy
=: c|λ|γ−1cγ
et ∫
R+
sin(λx)s(x)dx ∼
λ→0
c
∫
R+
sin(λx)x−γdx
= c|λ|γ−1
∫
R+
sin(y)y−γdy
=: c|λ|γ−1dγ.
Il est clair que cγ > 0, et dγ > 0. Ensuite,
|λ|1−γ(1− Sˆ(λ)) −→
λ→0
Z, où Re(Z) > 0 et Im(Z) > 0. (6.5.17)
• Dans la suite, on prend λ > 0. Si λ est suffisamment petit (ie 0 ≤ λ ≤ λ0),
c3λ
γ−1 ≤ τλ ≤ c′3λγ−1 (6.5.18)
où c3 et c′3 sont des constantes strictement négatives, et
1− c4λγ−1 ≤ ρλ ≤ 1− c′4λγ−1 (6.5.19)
où c4 et c′4 sont des constantes strictement positives. Soit λ1 tel que φ soit borné
sur [0, λ1]. Pour x ∈ (0, pi) fixé, on définit
c(x) = min
λ0, λ1,
(
pi − x
−c3
)1/(γ−1)
,
(
x
−c′3
)1/(γ−1) .
on déduit de (6.5.18) que pour λ ∈ (0, c(x))
0 < x− c′3λγ−1 ≤ x− τλ ≤ x− c3λγ−1 ≤ pi (6.5.20)
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Ensuite, on sépare R en quatre intervalles
(−∞,−c(x)[, [−c(x), 0[, ]0, c(x)], ]c(x),+∞).
On va uniquement s’intéresser aux intégrales sur les deux derniers intervalles.
• Lorsque λ ∈]0, c(x)], l’inégalité (6.5.20) et les propriétés (6.5.9) et (6.5.10) du
noyau de Poisson nous amène au résultat suivant :
Prρλ(τλ − x) ≤ Prρλ(x− c′3λγ−1)
avec
Prρλ(x− c′3λγ−1) ≤

1
2pi sin(x−c′3λγ−1) ≤
1
4(x−c′3λγ−1) si x− c
′
3λ
γ−1 ∈ [0, pi/2]
1
2pi ≤ 12(x−c′3λγ−1) si x− c
′
3λ
γ−1 ∈ [pi/2, pi]
(6.5.21)
I1(x) :=
∫ c(x)
0
fX(λ)Prρλ(τλ − x)dλ ≤ sup
[0,λ1]
φ(.)
∫ c(x)
0
C1λ
−2d
x− c′3λγ−1
dλ
≤ C ′1x−1
∫ c(x)
0
λ−2d
1− c′3x−1λγ−1
dλ
≤ C ′2x
−2d+1
γ−1 −1
∫ 1
0
u
−2d+1
γ−1 −1
1 + u du.
Comme −2d+1
γ−1 − 1 > −1, l’intégrale ci-dessus est finie, ce qui implique
I1(x) ≤ C ′3x
−2d+1
γ−1 −1,
qui est une fonction intégrable sur [−pi, pi].
• Finalement,
I2(x) =
∫ +∞
c(x)
fX(λ)Prρλ(τλ − x)dλ ≤ c(x)−2d
∫
R
φ(λ)Prρλ(τλ − x)dλ
Cette dernière intégrale a déjà été étudiée dans la preuve de la Proposition 6.2.2
avec la condition (C1) puisque φ est bornée au voisinage de zéro :∫
R
φ(λ)Prρλ(τλ − x)dλ ≤ C4
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et x→ c(x)−2d est une fonction intégrable car −2d
γ−1 > −1.
La preuve est terminée en rassemblant les résultats obtenus pour I1 et I2.
6.5.3 Preuve de la Proposition 6.2.3
Comme fY est paire, on va considérer x ∈]0, pi]. On commence par utiliser la
forme donnée par la Proposition 6.2.2 en utilisant que Ŝ(λ) = (1− iλ)−1,
fY (x) =
1
2pi
∫ ∞
0
λ2
(λ− sin x)2 + (1− cosx)2fX(λ)dλ (6.5.22)
+ 12pi
∫ ∞
0
λ2
(λ+ sin x)2 + (1− cosx)2fX(λ)dλ. (6.5.23)
On étudie alors les deux intégrales dans (6.5.22) au voisinage de x = 0.
∫ ∞
0
λ2
(λ+ sin x)2 + (1− cosx)2fX(λ)dλ
x→0→
∫ ∞
0
fX(λ)dλ =
σX(0)
2 (6.5.24)
puisque l’intégrande croît vers fX(λ) lorsque x → 0. On traite maintenant le cas
de la première intégrale dans (6.5.22).
∫ ∞
0
λ2
(λ− sin x)2 + (1− cosx)2fX(λ)dλ =
∫ sinx
0
λ2
(λ− sin x)2 + (1− cosx)2fX(λ)dλ
+
∫ 2 sinx
sinx
λ2
(λ− sin x)2 + (1− cosx)2fX(λ)dλ
+
∫ ∞
2 sinx
λ2
(λ− sin x)2 + (1− cosx)2fX(λ)dλ.
Pour simplifier les notations, et comme au voisinage de zéro, sin x ∼ x, on va
prendre x = sin x et 1 − cosx = x2/2. On fait le changement de variable t = λ/x,
et on utilise que fX(λ) = λ−2dφ(λ), on obtient pour la première intégrale ci-dessus
le résultat suivant avec u(t) ∈]0, 1[ et v(t) ∈]0, 1[
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∫ x
0
λ2
(λ− x)2 + x4/4fX(λ)dλ
= x−2d
∫ 1
0
t2−2dx
(1− t)2 + x2/4φ(xt)dt
= x−2d
∫ 1
0
(1− t)2−2dx
t2 + x2/4 φ(x(1− t))dt
= x−2d
∫ 1
0
(1− (2− 2d)(1− u(t))1−2dt) x
t2 + x2/4(φ(0) + φ
′(v(t))x(1− t))dt
= x−2d
[∫ 1
0
xφ(0)
t2 + x2/4dt+O
(
x
∫ 1
0
t
t2 + x2/4dt+ x
∫ 1
0
x
t2 + x2/4dt
)]
= x−2d
[
φ(0) arctan(2/x) +O
(
x(ln(1 + x2/4)− ln(x/2)) + x arctan(2/x)
)]
= x−2d
(
pi
2φ(0) +O(x ln x)
)
. (6.5.25)
De même, on a
∫ 2x
x
λ2
(λ− x)2 + x4/4fX(λ)dλ
= x−2d
∫ 2
1
t2−2dx
(1− t)2 + x2/4φ(xt)dt
= x−2d
∫ 1
0
(1 + t)2−2dx
t2 + x2/4 φ(x(1 + t))dt
= x−2d
∫ 1
0
(1 + (2− 2d)(1 + u(t))1−2dt) x
t2 + x2/4(φ(0) + φ
′(v(t))x(1 + t))dt
= x−2d
(
pi
2φ(0) +O(x ln x)
)
. (6.5.26)
Enfin, on a lorsque x→ 0
∫ ∞
2x
λ2
(λ− x)2 + x4/4fX(λ)dλ→
∫ ∞
0
fX(λ)dλ =
σX(0)
2 , (6.5.27)
comme l’intégrande est bornée par 4fX(λ), on peut appliquer le théorème de Le-
besgue. En combinant (6.5.24), (6.5.25), (6.5.26) et (6.5.27), on aboutit à
fY (x) = x−2df ∗Y (x), avec f ∗Y (x) =
φ(0)
2 +
γX(0)
2pi x
2d + o
(
x2d
)
lorsque x→ 0,
et f ∗Y est continue et positive sur [−pi, , pi] ce qui achève la preuve.
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6.5.4 Preuve de la Proposition 6.4.1
Sans perte de généralité, on peut supposer pour la preuve que λ = 1 et c = 1.
Afin de simplifier l’expression des calculs, on pose α := 1 − 2d ∈]0, 1[. Dans cette
preuve, la constante C peut changer d’une ligne à une autre.
Le processus Y est un processus stationnaire du 4ième ordre car pour tout
(k, h, r, s) ∈ N4, la loi de (Yk, Yk+h, Yk+r, Yk+s) sachant (T1, . . . , Tk+max(h,r,s)) est la
loi normale multivariée centrée de matrice de covariance M(Tk, Tk+h, Tk+r, Tk+s)
définie par
M(Tk, Tk+h, Tk+r, Tk+s) :=
 σX(0) σX(Tk+h−Tk) σX(Tk+r−Tk) σX(Tk+s−Tk)σX(Tk+h−Tk) σX(0) σX(Tk+r−Tk+h) σX(Tk+s−Tk+h)
σX(Tk+r−Tk) σX(Tk+r−Tk+h) σX(0) σX(Tk+s−Tk+r)
σX(Tk+s−Tk) σX(Tk+s−Tk+h) σX(Tk+s−Tk+r) σX(0)

La loi de cette matrice est indépendante de k d’où la stationnarité du 4ième ordre
de Y. On doit ainsi montrer que
sup
h∈N
n∑
r,s=0
|cum(Y0, Yh, Yr, Ys)| ≤ Cn2d. (6.5.28)
Par symétrie de l’expression, il suffit de montrer que
sup
h∈N
n∑
r,s=0
r=s
|cum(Y0, Yh, Yr, Ys)| ≤ Cn2d (6.5.29)
et
sup
h∈N
n∑
r,s=0
r>s
|cum(Y0, Yh, Yr, Ys)| ≤ Cn2d. (6.5.30)
On utilise ensuite l’expression reliant le cumulant avec le cumulant condition-
nel afin d’avoir une expression plus simple à calculer :
cum(Y0, Yh, Yr, Ys) =
n∑
Π∈{partitions
de {0,h,r,s}}
cum(cum(YΠ1|Th, Tr, Ts), . . . , cum(YΠb|Th, Tr, Ts))
tel que pour toute partition Π de {0, h, r, s}, Π est séparé par les blocs de partitions
Π1, . . .Πb avec b ≤ 4. Si un des blocs est de taille 1 (on peut supposer que c’est
Π1), alors cum(YΠ1|Th, Tr, Ts) = E[YΠ1|Th, Tr, Ts] = 0. Si un des blocs est de taille
3 ou 4 (on peut supposer que c’est Π1), alors cum(YΠ1|Th, Tr, Ts) = 0 car sachant
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(Th, Tr, Ts), YΠ1 est gaussien. Il ne reste donc plus que les produits de deux blocs
de taille 2 qui rentrent en compte dans le calcul du cumulant. On a donc
cum(Y0, Yh, Yr, Ys) =Cov(σX(Th), σX(Tr − Ts)) + Cov(σX(Tr), σX(Th − Ts))
+ Cov(σX(Ts), σX(Tr − Th))
• On commence par montrer l’inégalité (6.5.30) pour laquelle on suppose r > s.
Pour h ∈ {1, . . . , n} fixé, on décompose la somme de l’inégalité sur les 5 ensembles
{h < s < r}, {h = s < r}, {s < h < r}, {s < r = h} et {s < r < h}.
— Sur l’ensemble {h < s < r},
n∑
r,s=0
h<s<r
|cum(Y0, Yh, Yr, Ys)| ≤
n∑
r,s=0
h<s<r
|Cov(σX(Tr),σX(Ts − Th))|
+ |Cov(σX(Ts), σX(Tr − Th))|
On décompose alors suivant la forme donnée par le théorème central limite
en posant :
Ar :=
√
r
(
Tr
r
− 1
)
et Bs−h :=
√
s− h
(
Ts − Th
s− h − 1
)
pour avoir
Cov(σX(Tr), σX(Ts − Th))
= r−α(s− h)−αCov
(1 + 1
r
+ Ar√
r
)−α
,
(
1 + 1
s− h +
Bs−h√
s− h
)−α .
Or(
1 + 1
r
+ Ar√
r
)−α
=
(
1 + 1
r
)−α
−α
(
1 + 1
r
)−α−1 Ar√
r
+α(α + 1)2
(
1 + 1
r
+ ξr
)−α−2 A2r
r
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et(
1 + 1
s− h +
Bs−h√
s− h
)−α
=
(
1 + 1
s− h
)−α
− α
(
1 + 1
s− h
)−α−1 Bs−h√
s− h
+ α(α + 1)2
(
1 + 1
s− h + ξ˜s−h
)−α−2 B2s−h
s− h
où ξr (resp. ξ˜s−h) est compris strictement entre 0 et Ar√r (resp. entre 0 et
Bs−h√
s−h). On a ainsi
Cov(σX(Tr), σX(Ts − Th)) (6.5.31)
= r−α(s− h)−α[α2
(
1 + 1
r
)−α (
1 + 1
s− h
)−α
Cov
(
Ar√
r
,
Bs−h√
s− h
)
− α
2(α + 1)
2
(
1 + 1
s− h
)−α−1
Cov
(
Bs−h√
s− h,
(
1 + 1
r
+ ξr
)−α−2 A2r
r
)
− α
2(α + 1)
2
(
1 + 1
r
)−α−1
Cov
(
Ar√
r
,
(
1 + 1
s− h + ξ˜s−h
)−α−2 B2s−h
s− h
)
+ α
2(α + 1)2
4 Cov
((
1 + 1
r
+ ξr
)−α−2 A2r
r
,
(
1 + 1
s− h + ξ˜s−h
)−α−2 B2s−h
s− h
)
.
De plus,∣∣∣∣∣α2
(
1 + 1
r
)−α (
1 + 1
s− h
)−α
Cov
(
Ar√
r
,
Bs−h√
s− h
)∣∣∣∣∣ ≤ α2Cov
(
Ar√
r
,
Bs−h√
s− h
)
= α
2
r
≤ C 1√
s− h
1√
r
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et ∣∣∣∣∣Cov
(
Bs−h√
s− h,
(
1 + 1
r
+ ξr
)−α−2 A2r
r
)∣∣∣∣∣
≤ Var
(
Bs−h√
s− h
)1/2
Var
((
1 + 1
r
+ ξr
)−α−2 A2r
r
)1/2
≤ 1√
s− hE
[(
1 + 1
r
+ ξr
)−2α−4 A4r
r2
]1/2
≤ 1√
r
√
s− h
E [A4r]
r
+ 1
r
E
(1 + 1
r
+ Ar√
r
)−2α−4
A4r
1/2
≤ 1√
r
√
s− h
3
r
+ 6
r2
+ 1
r
E
(1 + 1
r
+ Ar√
r
)−2α−4
A4r
1/2
or
E
[(
1 + 1
r
+ Ar√
r
)−2α−4
A4r
]
= r2α+2E
[
(Tr + 1)−2α−4 (Tr − r)4
]
≤ r2α+2E [T−2α−4r (Tr − r)4]
= r2α+2
∫ ∞
0
x−2α−4(x− r)4x
r−1
Γ(r) e
−xdx
= r
2α+2
Γ(r)
(
Γ(r − 2α)− 4rΓ(r − 2α− 1) + 6r2Γ(r − 2α− 2)− 4r3Γ(r − 2α− 3) + r4Γ(r − 2α− 4))
On utilise alors le développement asymptotique de Γ(r−a)Γ(r) :
Γ(r − a)
Γ(r) ∼ r
−a
(
1 + a(a+ 1)2r + ◦
(1
r
))
, lorsque r →∞
pour conclure que E
[(
1 + 1
r
+ Ar√
r
)−2α−4
A4r
]
= ◦(r)
Finalement,∣∣∣∣∣Cov
(
Bs−h√
s− h,
(
1 + 1
r
+ ξr
)−α−2 A2r
r
)∣∣∣∣∣ = 1√s− h ◦
(
1√
r
)
.
Les deux autres termes intervenant dans l’expression de l’équation (6.5.31)
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se traitent de la même façon et on a alors
Cov(σX(Tr), σX(Ts − Th)) ≤ Cr−α−1/2(s− h)−α−1/2
donc
n∑
r,s=0
h<s<r
|Cov(σX(Tr), σX(Ts−Th))| ≤ C
n∑
s=h+1
n∑
r=s+1
r−α−1/2(s−h)−α−1/2 ≤ Cn1−α
On fait de même pour avoir
Cov(σX(Ts), σX(Tr − Th)) ≤ s−α−1/2(r − h)−α−1/2
d’où
n∑
r,s=0
h<s<r
|Cov(σX(Ts), σX(Tr−Th))| ≤ C
n∑
s=h+1
s−α−1/2
n∑
r=s+1
(r−h)−α−1/2 ≤ Cn1−2α
Sur l’ensemble {h < s < r}, on a donc bien
n∑
r,s=0
h<s<r
|cum(Y0, Yh, Yr, Ys)| ≤ Cn1−α
— Sur l’ensemble {h = s < r},
n∑
r,s=0
h=s<r
|cum(Y0, Yh, Yr, Ys)| = 0 ≤ Cn1−α
— Sur l’ensemble {s < h < r},
n∑
r,s=0
s<h<r
|cum(Y0, Yh, Yr, Ys)| ≤
n∑
r,s=0
s<h<r
|Cov(σX(Tr), σX(Th − Ts))|
+ |Cov(σX(Th), σX(Tr − Ts))|
Par rapport au cas {h < s < r}, il suffit de permuter les rôles de h et s pour
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obtenir :
n∑
r,s=0
s<h<r
|Cov(σX(Tr), σX(Th−Ts))| ≤ C
h−1∑
s=0
n∑
r=s+1
r−α−1/2(h−s)−α−1/2 ≤ Cn1−α.
De même,
Cov(σX(Th), σX(Tr − Ts)) ≤ h−α−1/2(r − s)−α−1/2
n∑
r,s=0
s<h<r
|Cov(σX(Th), σX(Tr − Ts))| ≤ C
h−1∑
s=0
h−α−1/2
n∑
r=s+1
(r − s)−α−1/2
≤ C
h−1∑
s=0
s−α−1/2
n∑
r=1
r−α−1/2
≤ Ch−α+1/2n−α+1/2
≤ Cn−2α+1
Sur l’ensemble {s < h < r}, on a donc bien
n∑
r,s=0
s<h<r
|cum(Y0, Yh, Yr, Ys)| ≤ Cn1−α
— Sur l’ensemble {s < r = h},
n∑
r,s=0
s<r=h
|cum(Y0, Yh, Yr, Ys)| = 2
n∑
r,s=0
s<r=h
|Cov(σX(Tr), σX(Tr − Ts))|
On utilise la même preuve que pour le cas h < r = s, afin de montrer que
n∑
r,s=0
s<r=h
|Cov(σX(Tr), σX(Tr − Ts))| ≤ C
r−1∑
s=0
r−α(r − s)−α ≤ Cn1−2α
— Sur l’ensemble {s < r < h},
n∑
r,s=0
s<r<h
|cum(Y0, Yh, Yr, Ys)| ≤
n∑
r,s=0
s<r<h
|Cov(σX(Th), σX(Tr − Ts))|
+ |Cov(σX(Tr), σX(Th − Ts))|
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Par rapport au cas {s < h < r}, il suffit de permuter les rôles de h et r pour
obtenir :
n∑
r,s=0
s<r<h
|Cov(σX(Th), σX(Tr − Ts))| ≤ Ch−α−1/2
h−1∑
r=1
r−1∑
s=0
(r − s)−α−1/2
≤ Ch−1/2−α
h−1∑
r=1
r−α+1/2
≤ Ch1−2α
≤ Cn1−α
De même,
|Cov(σX(Tr), σX(Th − Ts))| ≤ Cr−α−1/2(h− s)−α−1/2
n∑
r,s=0
s<r<h
|Cov(σX(Tr), σX(Th − Ts))| ≤ C
h−1∑
r=1
r−1∑
s=0
r−α−1/2(h− s)−α−1/2
≤ Cn−2α+1
Sur l’ensemble {s < r < h}, on a donc bien
n∑
r,s=0
s<r<h
|cum(Y0, Yh, Yr, Ys)| ≤ Cn1−α
On a donc montré que
sup
h∈{1,...,n}
n∑
r,s=0
s<r
|cum(Y0, Yh, Yr, Ys)| ≤ Cn2d
Le cas h > n se traite de la même manière que le cas s < r < h ≤ n.
• Il reste à montrer l’inégalité (6.5.29) pour laquelle on suppose r = s, on a ainsi
cum(Y0, Yh, Yr, Ys) = 2Cov(σX(Tr), σX(Tr − Th))
— Si h = r, cum(Y0, Yh, Yr, Ys) = 0
— Si h < r, on écrit de nouveau Tr et Tr − Th sous les formes données par le
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théorème central limite :
√
r
(
Tr
r
− 1
)
= Ar et
√
r − h
(
Tr − Th
r − h − 1
)
= Br−h
pour avoir
|Cov(σX(Tr), σX(Tr − Th))| ≤ Cr−α(r − h)−α
— Si h > r, Cov(σX(Tr), σX(Tr − Th)) = 0 par indépendance des variables
aléatoires Tr et Tr − Th.
Ainsi,
sup
h∈N
n∑
r,s=0
r=s
|cum(Y0, Yh, Yr, Ys)| = 2 sup
h∈{1,...,(n−1)}
n∑
r=h+1
|Cov(σX(Tr), σX(Tr − Th))|
≤ C sup
h∈{1,...,(n−1)}
n∑
r=h+1
r−α(r − h)−α
≤ C sup
h∈{1,...,(n−1)}
n∑
r=h+1
(r − h)−2α
≤ C
n∑
r=1
r−2α
≤ Cn1−α
Ce qui conclut la preuve.
Enfin, le cas de la somme triple est plus facile à traiter grâce à la symétrie de
l’expression :
n∑
h,r,s=0
|cum(Yk, Yk+h, Yk+r, Yk+s)| ≤ C
n∑
h,r,s=0
h≤s≤r
|cum(Y0, Yh, Yr, Ys)|.
On peut remarquer par les calculs fait précédemment qu’on peut négliger dans la
somme les termes où 2 indices sont égaux. On a alors
n∑
h,r,s=0
|cum(Yk, Yk+h, Yk+r, Yk+s)| ≤ C
n∑
h,r,s=0
h<s<r
|cum(Y0, Yh, Yr, Ys)|.
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Puis on utilise le cas h < s < r fait précédemment, on a alors
n∑
h,r,s=0
|cum(Yk, Yk+h, Yk+r, Yk+s)| ≤ C
n∑
h,r,s=0
h<s<r
r−α−1/2(s− h)−α−1/2 + s−α−1/2(r − h)−α−1/2
or
n∑
h,r,s=0
h<s<r
r−α−1/2(s− h)−α−1/2 ≤ C
n∑
r=1
r−1∑
s=1
s∑
h=0
r−α−1/2(s− h)−α−1/2
≤ C
n∑
r=1
r−α−1/2
r−1∑
s=1
s−α+1/2
≤ C
n∑
r=1
r−α−1/2r−α+3/2
≤ Cn2−2α = Cn4d.
Puis,
n∑
h,r,s=0
h<s<r
s−α−1/2(r − h)−α−1/2 ≤ C
n∑
r=1
r−1∑
s=1
s−α−1/2
s∑
h=0
(r − h)−α−1/2
≤ C
n∑
r=1
r−1∑
s=1
s−α−1/2s(r − s)−α−1/2
≤ C
n∑
s=1
s−α+1/2
n∑
r=s+1
(r − s)−α−1/2
≤ Cn−α+3/2n−α+1/2 = Cn4d.
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Titre : Statistique des processus stables et des processus à longue
mémoire
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nage aléatoire, longue mémoire, approches spectrale et temporelle.
Resumé : Ce manuscrit, séparé en deux parties,
débute par l’étude des lois et processus α-stables
et des processus multistables. Après avoir construit
et étudié un estimateur basé sur les log-moments
de lois stables, on améliore ses performances en le
combinant avec l’estimateur de Koutrouvelis. Puis,
nous donnons une méthode approchée afin de si-
muler rapidement un processus multistable et nous
construisons un estimateur de la fonction d’inten-
sité de ce processus à l’aide du rapport de mo-
ments empiriques. La deuxième partie est consa-
crée à l’étude des processus stationnaires du se-
cond ordre à longue mémoire en temps continu. Ce
processus est échantillonné à des instants d’obser-
vations aléatoires tels que les inter-arrivées soient
i.i.d. Le comportement du processus échantillonné
est alors étudié dans les domaines temporel et fré-
quentiel. Une étude plus précise dans le cas d’une
fonction d’autocovariance à variation régulière per-
met de montrer l’évolution de la mémoire après
échantillonnage. De plus, pour un processus initia-
lement gaussien, on étudie le périodogramme, les
sommes partielles et la convergence de l’estimateur
local Whittle pour le paramètre de mémoire.
Title : Statistics of stable processes and long memory processes
Keywords : (multi)stable processes, log-moments, second-order stationarity, random sam-
pling, long memory, spectral and temporal approaches.
Abstract : This manuscript is divided into two
parts. The first one is devoted to the study of α-
stable distributions and processes and multistable
processes. After having built and studied an estima-
tor based on log-moments of the stable distribution,
an improvement is obtained by combining it with
the Koutrouvelis estimator. Then, we give a non-
exact method to simulate efficiently a multistable
process, and we construct an estimator of its inten-
sity function using an empirical moments ratio. The
second part is devoted to the study of continuous
time second order stationary processes with long
memory. This process is sampled at random obser-
vation times such that inter-arrivals are i.i.d. The
behaviour of the sampled process is then studied
in time and frequency domains. For autocovariance
functions with regular variation, we study the evo-
lution of the memory after sampling. In addition,
for an initially Gaussian process, the periodogram,
partial sums and convergence of the local Whittle
estimator for the memory parameter are studied.
