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THE PROPERTY OF UNIQUE CONTINUATION FOR SECOND
ORDER EVOLUTION PDE’S
MOURAD CHOULLI
Abstract. We present a simple and self-contained approach to establish the
property of unique continuation for some classical evolution equations of sec-
ond order in a cylindrical domain. We namely discuss this property for wave,
parabolic and Schödinger operators with time-independent principal part. Our
method is build on two-parameter Carleman inequalities combined with unique
continuation argument across pseudo-convex hypersurfaces with respect to
space variable uniformly in the time variable.
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2 MOURAD CHOULLI
1. Introduction
Let D be a domain of Rd, d ≥ 1. We recall that a function f ∈ C∞(D) is
said real-analytic if its Taylor series around any arbitrary point of D converges in
a ball centered at this point. It is known that a real analytic function enjoy the
property of unique continuation which means that if f vanishes in a nonempty open
subset D0 of D then f must vanishes identically (see for instance [20, Theorem,
page 65]). Functions satisfying this property of unique continuation are also called
quasi-analytic.
A classical result shows that a solution, with some minimal smoothness, of an
elliptic operator with Lipschitz principal coefficients is quasi-analytic. In the present
work we consider the analogue of this property for second order evolution PDE’s.
The right property in this context should be the following: if a solution of an
evolution equation of second order in the cylindrical domain D × (t1, t2) vanishes
in D0 × (t1, t2), for some nonempty open subset D0 of D, then this solution must
vanishes identically.
Our aim is to provide a simple and self contained approach to show this prop-
erty of unique continuation for wave, parabolic and Schrödinger equations. The
approach we carry out is quite classical and it is based on two-parameter Carleman
inequalities. The property of unique continuation as its is defined above is obtained
as a consequence of the property of unique continuation across a non characteristic
hypersurface satisfying in addition a pseudo-convexity condition in the case of wave
or Schrödinger equations.
The core of our analysis consists in establishing two-parameter Carleman in-
equalities. We follow a classical scheme for obtaining this L2-weighted energy es-
timates, essentially based on conjugating the original operator with a well chosen
exponential function, splitting the resulting operator into its self-adjoint part and
skew-adjoint part and finally making integrations by parts. The main assumption
on the weight function is a pseudo-convexity condition with respect to the opera-
tor under consideration. A systematic approach was considered by Hörmander [17,
Section 28.2, page 234] for a general operator P of an arbitrary order m where
the pseudo-convexity condition is expressed in term of the principal symbol of P .
The method we develop in this work is more simple and does not appeal to fine
analysis of PDE’s and our results have no pretension nor for generality neither for
optimality.
It is worth remarking that splitting the conjugated operator into self-adjoint
and skew-adjoint parts is not the best possible way to get two-parameter Carleman
inequalities for elliptic and parabolic operators. There is a particular way to split
the conjugated operator into two parts which, in addition, requires only C2-weight
function instead of C4-weight function which is necessary when the conjugated
operator is decomposed into its self-adjoint and skew-adjoint parts. Unfortunately
this special decomposition is not applicable for wave and Schrödinger equations.
But this is not really surprising since solutions of wave and Schrödinger equations
do not enjoy the same regularity properties of solutions of elliptic and parabolic
equations.
We choose to start with the more subtle case corresponding to the wave equation.
Since most calculations for getting Carleman inequalities are common for different
type of equations. Carleman inequalities for parabolic and Schrödinger equations
are obtained by making some modifications in the proof of the Carleman inequality
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for the wave equation. For sake of completeness we also added a short section for
the elliptic case whose analysis is almost similar to that in the parabolic case.
One can find in the literature two-parameter Carleman inequalities with degen-
erate weight function. We refer for instance to [7, 11, 12, 13, 16, 22] for parabolic
operators and [2, 3, 4, 23, 24] for Schrödinger operators.
A Carleman inequality for wave equations on compact Riemannian manifold can
be found in [6] and quite recently Huang [18] proved a Carleman inequality for a
general wave operators with time-dependent principal part. The interested reader
is referred to [14] for a unified approach for establishing Carleman inequalities for
second order PDE’s and their applications to control theory and inverse problems.
The property of unique continuation for elliptic and parabolic operators with
unbounded lower order coefficients was obtained in [27, 28, 29, 30]. Their results
combine both classical tools used for establishing the property of unique continu-
ation together with interpolation inequalities. Uniqueness and non-uniqueness for
general operators were discussed in [1, 32] (see also the references therein). We also
mention [19, 25] as additional references on uniqueness of Cauchy problems.
We also discuss briefly observability inequalities which can be seen as quantifi-
cation of unique continuation for the Cauchy problem associated to IBVP’s. We
refer to [21] for general observability inequalities for wave and Schrödinger equa-
tions with arbitrary interior or boundary observation region. The reader can find
in this work a detailed introduction to explain the main steps to get the property
of unique continuation for an intermediate case between Holmgren (analytic case)
and Hörmander (general case) for operators with partially analytic coefficients.
A more difficult problem consists in quantifying the property of unique contin-
uation from an interior subdomain or the Cauchy data on a sub-boundary. The
elliptic case is now almost completely solved with optimal results for C1,α-solutions
and C0,1-domains [10] or H2-solutions and C1,1-domains [8]. A non optimal result
for H2-solutions and C0,1-domains was obtained in [9]. These kind of results can be
obtained by a method based on three-sphere inequality which is deduced itself from
two-parameter Carleman inequality. The case of parabolic and wave equations is
extremely more difficult than in the elliptic case. Concerning parabolic equations,
a first result was obtained in [7] with Cauchy data in a particular sub-boundary.
This result is based on a global Carleman inequality. The general case was takled in
[12] where a non optimal result was established using a three-cylinder inequality. A
partial result for the wave equation was recently proved in [5]. This result was ob-
tained via Fourier-Bros-Iagolnitzer transform allowing to transfer the quantification
of unique continuation of an elliptic equation to that of the wave equation.
2. Preliminaries
2.1. Main notations and assumptions. Throughout Ω is bounded Lipschitz
domain of Rn, n ≥ 2, with boundary Γ, Q = Ω× (t1, t2) and Σ = Γ× (t1, t2), where
t1, t2 ∈ R are fixed so that t1 < t2.
A = (akℓ) will denote a symmetric matrix with coefficients akℓ ∈ C0,1(Ω), 1 ≤
k, ℓ ≤ n, and there exist two constants m > 0 and κ ≥ 1 so that
κ
−1|ξ|2 ≤
n∑
k,ℓ=1
akℓ(x)ξℓξk ≤ κ|ξ|2, x ∈ Ω, ξ ∈ Rn,
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and
‖A‖C0,1(Ω;Rn×n) ≤ m.
The set of such matrices will denoted by M (Ω,κ,m).
It is worth mentioning that according to Rademacher’s theorem C0,1(Ω) is con-
tinuously embedded in W 1,∞(Ω).
For ξ, η ∈ Cn, (ξ|η) and ξ ⊗ η are defined as usual respectively by
(ξ|η) =
n∑
k=1
ξkηk, ξ ⊗ η = (ξkηℓ)1≤k,ℓ≤n.
We use the following notations respectively for the Jacobian matrix and Hessian
matrix
U ′ = (∂ℓUk), U ∈ H1(Ω;Cn),
∇2u = (∂2kℓu), u ∈ H2(Ω;Cn).
If E is a Banach (resp. Hilbert) space then its natural norm (resp. scalar product)
is always denoted by ‖ · ‖E (resp. 〈·|·〉E).
We will use in this text the anisotropic Sobolev space H2,1(Q) which is defined
as follows
H2,1(Q) = L2((t1, t2);H
2(Ω)) ∩H1((t1, t2);L2(Ω)).
The following notations will be useful in the sequel, where S = Ω or S = Γ,
∇Au(x) = A(x)1/2∇u(x), u ∈ H1(Ω;C),
divAU(x) = div(A(x)
1/2U(x)), U ∈ H1(S;Cn),
∆Au(x) = divA∇Au(x) = div(A(x)∇u(x)), u ∈ H2(Ω;C),
(U |V )A(x) = (A(x)U(x)|V (x)) = (U(x)|A(x)V (x)), U, V ∈ L2(S;Cn),
|U |A(x) = [(U |U)A(x)]1/2, U ∈ L2(S;Cn).
It is not hard to check that
(∇Au|∇Av) = (∇u|∇v)A, u, v ∈ H1(Ω;C),
and Green’s formulaˆ
Ω
∆Auvdx = −
ˆ
Ω
(∇Au|∇Av)dx +
ˆ
Γ
(∇u|ν)Avdσ(2.1)
= −
ˆ
Ω
(∇u|∇v)Adx+
ˆ
Γ
(∇u|ν)Avdσ
holds for any u ∈ H2(Ω;C) and v ∈ H1(Ω;C).
The following notations will be used in the sequel
LeA,0 = ∆A (elliptic operator),
LpA,0 = ∆A − ∂t (parabolic operator),
LwA,0 = ∆A − ∂2t (wave operator),
LsA,0 = ∆A + i∂t (Schrödinger operator).
The n× n identity matrix will denoted by I.
We shall use for convenience the following notation
[h]t2t=t1 = h(·, t2)− h(·, t1), h ∈ H1((t1, t2);L2(Ω)).
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Finally, we equip ∂Q with following measure
dµ(x, t) = 1Γ×(t1,t2)(x, t)dσ(x)dt + 1Ω×{t1,t2}dxδt,
where dσ(x) is the Lebesgue measure on Γ and δt is the Dirac measure at t.
2.2. Pseudo-convexity condition. Define for A ∈ M (Ω,κ,m)
Λmk,ℓ(A)(x) = −
n∑
p=1
∂pakℓ(x)apm(x) + 2
n∑
p=1
akp(x)∂paℓm(x)
where x ∈ Ω and 1 ≤ k, ℓ,m ≤ n.
To h ∈ C1(Ω) we associate the matrix ΥA(h) given by
(ΥA(h))kℓ(x) =
n∑
m=1
Λmk,ℓ(A)(x)∂mh(x), x ∈ Ω.
Note that ΥA(h) is not necessarily symmetric.
Inspired by the definition introduced in [17, Section 28.2, page 234] we consider
the following one:
Definition 2.1. We say that h ∈ C2(Ω) is A-pseudo-convex with constant κ > 0
in Ω if ∇h(x) 6= 0 for any x ∈ Ω and if
(ΘA(h)(x)ξ|ξ) ≥ κ|ξ|2, x ∈ Ω, ξ ∈ Rn,
where
ΘA(h) = 2A∇2hA+ΥA(h).
It worth noticing that A→ ΘA is positively homogenous of degree two:
ΘλA = λ
2ΘA, λ > 0.
Since ΘI(h) = 2∇2h, h is I-pseudo-convex in Ω if ∇h(x) 6= 0 and ∇2h(x) is
positive definite for any x ∈ Ω. In other words when A = I the pseudo-convexity is
reduced to local strict convexity.
2.3. Carleman weights. It will be convenient to define the notion of Carleman
weight for different kind of operators we are interested in.
In the rest of this paper ψ = ψ(x, t) is a function of the form
ψ(x, t) = ψ0(x) + ψ1(t)
and φ = eλφ, λ > 0.
Definition 2.2. (a) Let 0 ≤ ψ0 ∈ C2(Ω). We say that φ0 = eλψ0 , λ > 0, is a
weight function for the elliptic operator LpA,0 if ∇ψ0(x) 6= 0 for any x ∈ Ω.
(b) If 0 ≤ ψ ∈ C2(Q) and ∇ψ0(x) 6= 0 for any x ∈ Ω we say that φ is a weight
function for the parabolic LpA,0.
(c) Assume that 0 ≤ ψ ∈ C4(Q). Then φ is said a weight function for the Schrödinger
operator LsA,0 if ψ0 is A-pseudo-convex in Ω.
(d) We say that φ, with 0 ≤ ψ ∈ C4(Q), is a weight function for the wave operator
LwA,0 if 0 ≤ ψ0 is A-pseudo-convex with constant κ > 0 in Ω and if in addition the
following two conditions hold:
min
Q
[|∇ψ0|2A − (∂tψ1)2]2 > 0,(2.2)
|∂2t ψ1| ≤ κ−1κ/4.(2.3)
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Example 2.1. Fix t0 ∈ R, x0 ∈ Rn \ Ω and set for γ ∈ R
ψ(x, t) =
(|x− x0|2 + γ(t+ t0)2) /2.
In that case
(ΥA(ψ0))αβ = −
n∑
k,ℓ=1
∂kaαβakℓ(xℓ − x0,ℓ) + 2
n∑
k,ℓ=1
aαk∂kaβℓ(xℓ − x0,ℓ).
Let us first discuss A-pseudo-convexity condition of ψ0 in different cases.
(i) Assume that Ω = B(0, r) and x0 ∈ B(0, 2r) \ B(0, r). We can then choose r
sufficiently small in such a way that
(ΥA(ψ0)ξ|ξ) ≥ −κ2|ξ|2,
from which we deduce that
(ΘA(ψ0)ξ|ξ) ≥ κ2|ξ|2.
(ii) As the mapping
A ∈ C0,1(Ω,Rn×n) 7→ ΥA(ψ0) ∈ C0,1(Ω,Rn×n)
is continuous in a neighborhood of I and ΥI(ψ0) = 0, we conclude that there exists
N , a neighborhood of I in C0,1(Ω,Rn×n), so that for any A ∈ N we have
(A(x)ξ|ξ) ≥ |ξ|2/2, x ∈ Ω, ξ ∈ Rn,
(ΥA(ψ0)ξ|ξ) ≥ −|ξ|2/4, x ∈ Ω, ξ ∈ Rn.
Whence
(ΘA(ψ0)ξ|ξ) ≥ |ξ|2/4, x ∈ Ω, ξ ∈ Rn,
provided that A ∈ N .
(iii) Consider the particular case in which A = aI with a ∈ C0,1(Ω) satisfying
a ≥ κ. Simple computations then yield
ΥA(ψ0) = −a (∇a|x− x0) I+ 2a∇a⊗ (x− x0).
In consequence
(ΘA(ψ0)ξ|ξ) ≥ κ (2κ − 3 |∇a| |x− x0|) |ξ|2.
Hence a condition guaranteeing that ψ0 is aI-pseudo-convex is
|∇a| |x− x0| < 2κ/3.
This condition is achieved for instance if Ω has sufficiently small diameter and x0
is close to Ω or ∇a is small enough.
Next, we discuss a bound on γ for which (2.2) and (2.3) hold. If d = dist(x0,Ω)
and σ = ‖t+ t0‖L∞((t1,t2)), then (2.2) is satisfied whenever
|∇ψ|2 − (∂tψ)2 ≥ d2 − σ2γ2 > 0.
As ∂2t ψ = γ both (2.2) and (2.3) are satisfied when
0 < |γ| < min [d/σ, κ/(4κ)] .
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2.4. Pseudo-convex hypersurface. We begin by a lemma concerning the action
of an orthogonal transformations on A. For an orthogonal transformation O and
A ∈ M (Ω,κ,m) we set AO(y) = OA(Oty)Ot. Here Ot denotes the transposed
matrix of O.
Lemma 2.1. Let A ∈ M (Ω,κ,m) and O is an orthogonal transformation. Then
AO ∈ M (OΩ,κ, n2m).
Proof. Clearly κ is invariant under an orthogonal transform. On the other hand,
we see that if Lkℓ is the Lipschitz constant of akℓ and if AO = (a
O
kℓ) then L
O
kℓ, the
Lipschitz constant of aOkℓ, satisfies
LOkℓ ≤ n2Lkℓ, 1 ≤ k, ℓ ≤ n,
from which we complete the proof in a straightforward manner. 
The gradient with respect to the variable x′ ∈ Rn−1 or y′ ∈ Rn−1 is denoted
henceforward by ∇′.
Let θ be a C2-function defined in a neighborhood U of x˜ in Ω with ∇θ(x˜) 6= 0.
Consider then the hypersurface
H = {x ∈ U ; θ(x) = θ(x˜)}.
Making a translation and change of coordinates we may assume that x˜ = 0,
θ(x˜) = 0, ∇′θ(0) = 0 and ∂nθ(0) 6= 0. With help of implicit function theorem
θ(x) = 0 near 0 may rewritten as xn = ϑ(x
′) with ϑ(0) = 0 and ∇′ϑ(0) = 0.
Let Aˆ be the matrix obtained after this transformations. According to Lemma
2.1, Aˆ ∈ M (O(U + x˜),κ, n2m) where O is the orthogonal transformation corre-
sponding to the above change of coordinates. Also, note that Iˆ = I.
Consider in some neighborhood of 0
(2.4) ϕ = ϕH : (x
′, xn) ∈ ω 7→ (y′, yn) = (x′, xn − ϑ(x′) + |x′|2).
Elementary calculations yield
ϕ′(x′, xn) =


1 . . . 0 0
...
. . . 0
...
0 . . . 1 0
g1(x
′) . . . gn−1(x
′) 1


with gk(x
′) = −∂kϑ(x′) + 2x′k, 0 ≤ k ≤ n− 1. Whence
(ϕ′(x′, xn)ξ|ξ) = |ξ′|2 + (−∇′ϑ(x′) + 2x′|ξ′)ξn + ξ2n, ξ = (ξ′, ξn) ∈ Rn.
Since
|(−∇′ϑ(x′) + 2x′|ξ′)ξn| ≤ |(−∇′ϑ(x′) + 2x′|ξ′)|2/2 + ξ2n/2
≤ | −∇′ϑ(x′) + 2x′|2|ξ′|2/2 + 2ξ2n/2
≤ (|∇′ϑ(x′)|2 + 4|x′|2) |ξ′|2 + ξ2n/2
there exists a neighborhood ω of 0, only depending of ϑ, so that
|(−∇′ϑ(x′) + 2x′|ξ′)ξn| ≤ |ξ′|2/2 + ξ2n/2 = |ξ|2/2.
In consequence
(2.5) (ϕ′(x′, xn)ξ|ξ) ≥ |ξ|2/2, x = (x′, xn) ∈ ω, ξ ∈ Rn.
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Whence (2.5) together with Cauchy-Schwarz inequality yields
(2.6) |(ϕ′)t(x′, xn)ξ|2 ≥ |ξ|2/2, x = (x′, xn) ∈ ω, ξ ∈ Rn.
Let ω˜ = ϕ(ω) (hence ϕ is a diffeorphism from ω onto ω˜) and define
(2.7) A˜(y) = ϕ′
(
ϕ−1(y)
)
Aˆ
(
ϕ−1(y)
)
(ϕ′)t
(
ϕ−1(y)
)
, y ∈ ω˜.
In light of (2.6) we obtain
(A˜(y)ξ|ξ) ≥ κ|(ϕ′)t (ϕ−1(y)) ξ|2 ≥ κ/4, y ∈ ω˜.
Also, by straightforward computations we get
‖A˜‖W 1,∞(ω˜,Rn×n) ≤ m˜,
with m˜ only depending of n, m and ϑ.
We observe that the role of ϕ is to transform the hypersuface {xn = ϑ(x′)} in
a neighborhood of the origin into the convex hypersurface {yn = |y′|2} in another
neighborhood of the origin.
Define ψ˜0 as follows
ψ˜0(y) = (yn − 1)2 + |y′|2.
The matrix A˜ appearing in (2.7) is denoted henceforward by AH .
The following definition is motivated by the classical procedure used to estab-
lish the property of unique continuation of an elliptic operator across the convex
hypersurface {yn = |y′|2}.
Definition 2.3. We say that the hypersurface H is A-pseudo-convex if ψ˜0 is AH -
pseudo-convex in ω˜.
Lemma 2.2. (a) There exists N a neighborhood of I in C0,1(Ω;Rn×n) so that for
any A ∈ N , H is A-pseudo-convex.
(b) There exists N0 a neighborhood of I in C0,1(Ω;Rn×n) so that for any A ∈ N0
and any orthogonal transformation O and AO(y) = OA(Oty)Ot, we have AO ∈ N .
Proof. (a) Let us first discuss the case where A = I. Note that it is not hard to
check that
ϕ−1(y′, yn) =
(
y′, yn + ϑ(y
′)− |y′|2)
and
IH(y) = I˜(y) = (a˜ij(y
′)) =


1 . . . 0 g˜1(y
′)
...
. . . 0
...
0 . . . 1 g˜n−1(y
′)
g˜1(y
′) . . . g˜n−1(y
′) g˜n(y
′)


with g˜k(y
′) = ∂kϑ(y
′)− 2y′k, 0 ≤ k ≤ n− 1 and g˜n = |∇ϑ(y′)− 2y′|2 + 1.
We have clearly A˜(0) = I and for 1 ≤ p ≤ n− 1
∂pa˜kℓ(y
′) =


0, 1 ≤ k, ℓ ≤ n− 1,
∂2pkϑ(y
′)− 2δpk, 1 ≤ k ≤ n− 1, ℓ = n,
2
∑n−1
α=1(∂αϑ(y
′)− 2yα)(∂2pαϑ(y′)− 2δpα), k = n, ℓ = n.
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Therefore
∂pa˜kℓ(0) =


0, 1 ≤ k, ℓ ≤ n− 1,
∂2pkϑ(0)− 2δpk 1 ≤ k ≤ n− 1, ℓ = n,
0 k = n, ℓ = n.
Let Λ˜mk,ℓ given by
Λ˜mk,ℓ(y) = −
n∑
p=1
∂pa˜kℓ(y)a˜pm(y) + 2
n∑
p=1
a˜kp(y)∂pa˜ℓm(y)
and define Υ˜(y) = (Υ˜kℓ(y)) as follows
Υ˜kℓ(y) =
n∑
m=1
Λ˜mk,ℓ(y)∂mψ˜0(y).
It is then straightforward to check that
Υ˜kℓ(0) =
n∑
m=1
Λmk,ℓ(0)∂mψ˜0(0) = −2Λnk,ℓ(0) = 0, 0 ≤ k, ℓ ≤ n.
Since
Θ˜(y) = ΘI(ψ˜0)(y) = 2∇2ψ˜0(y) + Υ˜(y)
we get
Θ˜(0) = 4I,
and hence
(Θ˜(0)ξ|ξ) ≥ 4|ξ|2, ξ ∈ Rn.
Continuity argument first with respect to y and then with respect to A shows that,
by reducing ω˜ if necessary,
(ΘA˜(ψ0)(y)ξ|ξ) ≥ 2|ξ|2, y ∈ ω˜, ξ ∈ Rn.
(b) Immediate from Lemma 2.1. 
3. The wave equation
3.1. Carleman inequality. In this subsection ψ(x, t) = ψ0(x) +ψ1(t) is a weight
function for the wave operator LwA,0 with A-pseudo-convexity constant κ > 0. We
set
δ = min
Q
[|∇ψ|2A − (∂tψ)2]2 (> 0)
and φ = eλψ.
For notational convenience we use in the sequel d = (Ω, t1, t2,κ,m, κ, δ, b) with
b ≥ ‖ψ‖C4(Q), and DA = (∇A ·, ∂t ·).
Theorem 3.1. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3u2 + τλφ|DAu|2
]
dxdt(3.1)
≤
ˆ
Q
e2τφ
(LwA,0u)2 dxdt +
ˆ
∂Q
e2τφ
[
τ3λ3φ3u2 + τλφ|DAu|2
]
dµ
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for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2(Q,R).
Proof. In this proof, ℵj, λj and τj , j = 0, 1, . . ., are generic constants only depending
on d.
Set Φ = e−τφ with τ > 0. Elementary computations then give
∂iΦ = −τ∂iφΦ = −τ∂iφΦ,
∂ijΦ =
(−τ∂2ijφ+ τ2∂iφ∂jφ)Φ,
∂tΦ = −τ∂tφΦ = −τ∂tφΦ,
∂2tΦ =
(−τ∂2t φ+ τ2(∂tφ)2)Φ.
Remark that the preceding two first formulas can be rewritten as
∇Φ = −τΦ∇φ,
∇2Φ = Φ (−τ∇2φ+ τ2∇φ⊗∇φ) .
For w ∈ H2(Q;R), we obtain
Φ−1∆A(Φw) = ∆Aw − 2τ(∇w|∇φ)A +
[
τ2|∇φ|2A − τ∆Aφ)
]
w.
Also
Φ−1∂2t (Φw) = ∂
2
tw − 2τ∂tφ∂tw
(−τ∂2t φ+ τ2(∂tφ)2)w.
We decompose L = Φ−1LwA,0Φ into its self-adjoint part and skew-adjoint part:
L = L+ + L−.
Simple calculations show that
L+w = ∆Aw − ∂2tw + aw,
L−w = (B|∇w) + d∂tw + bw
with
a(x, t) = τ2
(|∇φ|2A − (∂tφ)2) ,
b(x, t) = −τ (∆Aφ− ∂2t φ) ,
B = −2τA∇φ,
d = 2τ∂tφ.
We write
(3.2) 〈L+w|L−w〉L2(Q) =
9∑
i=1
Ii,
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where
I1 =
ˆ
Q
∆Aw(∇w|B)dxdt,
I2 =
ˆ
Q
∆Awd∂twdxdt,
I3 =
ˆ
Q
∆Awbwdxdt,
I4 = −
ˆ
Q
∂2tw(∇w|B)dxdt,
I5 = −
ˆ
Q
∂2twd∂twdxdt,
I6 = −
ˆ
Q
∂2twbwdxdt,
I7 =
ˆ
Q
aw(∇w|B)dxdt,
I8 =
ˆ
Q
adw∂twdxdt,
I9 =
ˆ
Q
abw2dxdt.
Integration by parts with respect to the space variable we use in the rest of this
proof are often based on Green’s formula (2.1).
A first integration by parts then yields
I1 =
ˆ
Q
∆Aw(∇w|B)dxdt = −
ˆ
Q
(∇w|∇(∇w|B))Adxdt
+
ˆ
Σ
(∇w|ν)A(∇w|B)dσdt.
Whence
(3.3) I1 = −
ˆ
Q
([∇2wB + (B′)t∇w]|∇w)Adxdt+
ˆ
Σ
(∇w|ν)A(∇w|B)dσdt.
Now asˆ
Q
∂2ijwBjaik∂kwdxdt = −
ˆ
Q
∂iw∂j(Bjaik)∂kw −
ˆ
Q
∂iwBjaik∂
2
kjw
+
ˆ
Σ
∂iwBjνjaik∂kwdσdt
we find
(3.4) 2
ˆ
Q
(∇2wB|∇w)Adxdt = −
ˆ
Q
(C∇w|∇w) +
ˆ
Σ
(B|ν)|∇w|2Adσdt
where C = (div(aijB)).
Let
D = C/2−A(B′)t.
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We get by putting (3.4) into (3.3)
(3.5) I1 =
ˆ
Q
(D∇w|∇w)dxdt +
ˆ
Σ
[
(∇w|ν)A(∇w · B)− 2−1(B|ν)|∇w|2A
]
dσdt.
For I2 we obtain by making integrations by parts
I2 = −
ˆ
Q
(∇w|∇(d∂tw))Adxdt+
ˆ
Σ
(∇w|ν)Ad∂twdσdt
= −
ˆ
Q
(∇w|∇d)A∂twdxdt −
ˆ
Q
d(∇w|∇∂tw)dxdt
+
ˆ
Σ
(∇w|ν)Ad∂twdσdt.
As A is symmetric we have
(∇w|∇∂tw)A = ∂t|∇w|2A/2.
Hence
I2 = −
ˆ
Q
(∇w|∇d)A∂twdxdt +
ˆ
Q
∂t(d/2)|∇w|2Adxdt(3.6)
+
ˆ
Σ
(∇w|ν)Ad∂twdxdt −
ˆ
Ω
[
(d/2)|∇w|2A
]t2
t=t1
dx.
We have also
I3 =
ˆ
Q
∆Awbw = −
ˆ
Q
b|∇w|2Adxdt−
ˆ
Q
w(∇b|∇w)Adxdt(3.7)
+
ˆ
Σ
(∇w|ν)Abwdσdt
= −
ˆ
Q
b|∇w|2Adxdt+
ˆ
Q
∆A(b/2)w
2dxdt
−
ˆ
Σ
(∇(b/2)|ν)Aw2dσdt+
ˆ
Σ
(∇w|ν)Abwdσdt.
Let J1 = I1 + I2 + I3 and
A1 = D + [∂t(d/2)− b]A,
a1 = ∆A(b/2),
B1(w) = −(∇w|∇d)A∂tw,
g1(w) = (∇w|ν)A(∇w ·B)− (B/2|ν)|∇w|2A + (∇w · ν)Ad∂tw
− (∇(b/2)|ν)Aw2dσ + (∇w|ν)Abw,
h1(w) = −
[
(d/2)|∇w|2A
]t2
t=t1
.
Putting together (3.5) to (3.7) we find
J1 =
ˆ
Q
(A1∇w|∇w)dxdt +
ˆ
Q
B1(w)dxdt +
ˆ
Q
a1w
2dxdt.
+
ˆ
Σ
g1(w)dσdt +
ˆ
Ω
h1(w)dx.
Straightaforward computations show that
A1 = 2τA∇2φA+ τΥA(φ).
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Whence
J1 = τ
ˆ
Q
([
2A∇2φA+ΥA(φ)
]∇w|∇w) dxdt+ ˆ
Q
B1(w)dxdt(3.8)
+
ˆ
Q
a1w
2dxdt+
ˆ
Σ
g1(w)dσdt +
ˆ
Ω
h1(w)dx.
We obtain by using again an integration by parts
I4 =
ˆ
Q
∂tw∂t(∇w|B)dxdt −
ˆ
Ω
[∂tw(∇w|B)]t2t=t1 dx.
Hence
I4 =
ˆ
Q
∂tw(∇w|∂tB)dxdt +
ˆ
Q
∂tw(∇∂tw|B)dxdt −
ˆ
Ω
[∂tw(∇w|B)]t2t=t1dx.
But ˆ
Q
∂tw(∇∂tw|B)dxdt = −
ˆ
Q
div(∂twB)∂twdxdt +
ˆ
Σ
(∂tw)
2(B|ν)dσdt
= −
ˆ
Q
∂tw(∇∂tw|B)dxdt −
ˆ
Q
(∂tw)
2div(B)dxdt
+
ˆ
Σ
(∂tw)
2(B|ν)dσdt.
Therefore
2
ˆ
Q
∂tw(∇∂tw|B)dxdt = −
ˆ
Q
(∂tw)
2div(B)dxdt +
ˆ
Σ
(∂tw)
2(B|ν)dσdt.
In consequence
I4 =
ˆ
Q
∂tw(∇w|∂tB)dxdt −
ˆ
Q
(∂tw)
2div(B/2)dxdt(3.9)
+
ˆ
Σ
(∂tw)
2(B/2|ν)dσdt−
ˆ
Ω
[∂tw(∇w|B)]t2t=t1 dx.
For I5 we have
I5 = −
ˆ
Q
(d/2)∂t(∂tw)
2dxdt =
ˆ
Q
∂t(d/2)(∂tw)
2dxdt(3.10)
−
ˆ
Ω
[
(d/2)(∂tw)
2)
]t2
t=t1
dx.
Also
I6 = −
ˆ
Q
∂2twbw =
ˆ
Q
∂tbw∂twdxdt +
ˆ
Q
b(∂tw)
2dxdt−
ˆ
Ω
[bw∂tw]
t2
t=t1
dx
=
ˆ
Q
∂t(b/2)∂tw
2dxdt+
ˆ
Q
b(∂tw)
2dxdt−
ˆ
Ω
[bw∂tw]
t2
t=t1
dx
and hence
I6 = −
ˆ
Q
∂2t (b/2)w
2dxdt+
ˆ
Q
b(∂tw)
2dxdt(3.11)
−
ˆ
Ω
[bw∂tw]
t2
t=t1
dx +
ˆ
Ω
[
∂tbw
2
]t2
t=t1
dx.
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Let J2 = I4 + I5 + I6 and define
a2 = −div(B/2) + ∂t(d/2) + b,
a2 = −∂2t (b/2),
B2(w) = ∂tw(∇w|∂tB),
g2(w) = (∂tw)
2(B/2|ν),
h2(w) = − [∂tw(∇w|B)]t2t=t1 −
[
d(∂tw)
2)
]t2
t=t1
− [bw∂tw]t2t=t1 +
[
∂tbw
2
]t2
t=t1
.
A combination of (3.9) to (3.11) gives
J2 =
ˆ
Q
a2(∂tw)
2dxdt +
ˆ
Q
B2(w)dxdt +
ˆ
Q
a2w
2dxdt
+
ˆ
Σ
g2(w)dσdt +
ˆ
Ω
h2(w)dx.
Let us observe that we have by straightforward computations
a2 = 2τ∂
2
t φ, B2 = B1.
Hence
J2 = 2τ
ˆ
Q
∂2t φ(∂tw)
2dxdt+
ˆ
Q
B1(w)dxdt +
ˆ
Q
a2w
2dxdt(3.12)
+
ˆ
Σ
g2(w)dσdt +
ˆ
Ω
h2(w)dx.
Let J˜ = J1 + J2. In light of (3.5) and (3.12) we deduce that
J˜ = τ
ˆ
Q
([
2A∇2φA+ΥA(φ)
]∇w|∇w) dxdt+ 2τ ˆ
Q
∂2t φ(∂tw)
2dxdt
− 4τ
ˆ
Q
∂tw(∇w|∇∂tφ)Adxdt +
ˆ
Q
a˜w2dxdt
+
ˆ
Σ
g˜(w)dσdt +
ˆ
Ω
h˜(w)dx
where
a˜ = a1 + a2, g˜ = g1 + g2, h˜ = h1 + h2.
As φ = eλψ we have
∇2φ = λ2φ(∇ψ ⊗∇ψ) + λφ∇2ψ,
∂2t φ = λ
2φ(∂tψ)
2 + λφ∂2t ψ.
This and the fact that ∇∂tψ = 0 imply(∇2φA∇w|∇w)
A
+ ∂2t φ(∂tw)
2 − 2∂tw(∇w|∇∂tφ)A =
λφ
[
(∇2ψA∇w|∇w)A + ∂2t ψ(∂tw)2
]
+ λ2φ
[
(∇ψ|∇w)2A + (∂tψ)2(∂tw)2 − 2∂tψ∂tw(∇ψ|∇w)A
]
.
That is(∇2φA∇w|∇w)
A
+ ∂2t φ(∂tw)
2 − 2∂tw(∇w|∇∂tφ)A =
λφ
[
(∇2ψA∇w|∇w)A + ∂2t ψ(∂tw)2
]
+ λ2φ [(∇ψ|∇w)A − ∂tψ∂tw]2
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from which we deduce, by noting that ΥA(φ) = λφΥA(ψ),
J˜ ≥ τλ
ˆ
Q
φ
[(
AA1/2∇w|A1/2∇w
)
+ ∂2t ψ(∂tw)
2
]
dxdt+
ˆ
Q
a˜w2dxdt(3.13)
+
ˆ
Σ
g˜(w)dσdt +
ˆ
Ω
h˜(w)dx.
Here
A = 2A1/2∇2ψA1/2 +A−1/2ΥA(ψ))A−1/2 = A−1/2ΘA(ψ)A−1/2.
For I7 we have
I7 =
ˆ
Q
aw(B|∇w) =
ˆ
Q
a(B/2|∇w2) = −
ˆ
Q
div(aB/2)w2dxdt(3.14)
+
ˆ
Σ
a(B/2|ν)w2dσdt.
Finally
(3.15) I8 =
ˆ
Q
(ad/2)∂tw
2dxdt = −
ˆ
Q
∂t(ad/2)w
2dxdt+
ˆ
Ω
[
(ad/2)w2
]t2
t=t1
dx.
Define Jˆ = I7 + I8 + I9 and
aˆ = −div(aB/2)− ∂t(ad/2) + ab+∆A(b/2)− ∂2t (b/2),
gˆ(w) = g˜(w) + a(B/2|ν)w2,
hˆ(w) = h˜(w) +
[
(ad/2)w2
]t2
t=t1
.
Then clearly we have from (3.13) to (3.15)
〈L+w|L−w〉L2(Q) = J˜ + Jˆ(3.16)
≥ τλ
ˆ
Q
φ[
(
AA1/2∇w|A1/2∇w
)
+ ∂2t ψ(∂tw)
2]dxdt+
ˆ
Q
aˆw2dxdt
+
ˆ
Σ
gˆ(w)dσdt +
ˆ
Ω
hˆ(w)dx.
We prove (see details in the end of this proof) that
(3.17) aˆ ≥ τ3λ4φ3δ, λ ≥ λ1, τ ≥ τ1.
Whence
2〈L+w|L−w〉L2(Q) ≥ 2κ−1κτλ
ˆ
Q
φ|∇w|2Adxdt+ 2τλ
ˆ
Q
φ∂2t ψ(∂tw)
2dxdt
+ 2τ3λ4δ
ˆ
Q
φ3w2dxdt+B0(w)
for λ ≥ λ1 and τ ≥ τ1 with
B0(w) =
ˆ
Σ
gˆ(w)dσdt +
ˆ
Ω
hˆ(w)dx.
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On the other hand we find by making twice integration by parts
ˆ
Q
(L+w)φwdxdt = −
ˆ
Q
φ|∇w|2A +
ˆ
Q
φ(∂tw)
2dxdt
+
ˆ
Q
(a− b/2)w2dxdt +B1(w)
with
B1(w) =
ˆ
Σ
φ(∇w|ν)Awdσdt − 1
2
ˆ
Σ
(∇φ|ν)Aw2dσdt
+
ˆ
Ω
−[φw∂tw]t2t=t1dx+
1
2
ˆ
Ω
[
w2∂tφ
]t2
t=t1
dx.
Let ǫ > 0 to be determined later. Then Cauchy-Schwarz’s inequality yields
ˆ
Q
(L+w)
2dxdt+ ǫ2τ2λ2
ˆ
Q
φ2w2dxdt ≥
− ǫτλ
2
ˆ
Q
φ|∇w|2Adxdt+
ǫτλ
2
ˆ
Q
φ(∂tw)
2dxdt
+
ǫτλ
2
ˆ
Q
(a− b/2)w2dxdt+ ǫτλ
2
B1(w).
Using that a = τ2λ2φ2
(|∇ψ|2A − (∂tψ)2) we get
ˆ
Q
(L+w)
2dxdt ≥
− ǫτλ
2
ˆ
Q
φ|∇w|2Adxdt +
ǫτλ
2
ˆ
Q
φ(∂tw)
2dxdt
+
ǫτ3λ3
2
ˆ
Q
φ3
(|∇ψ|2A − (∂tψ)2)w2dxdt− ǫ2τ2λ3
ˆ
Q
φ2w2dxdt
− ǫτλ
2
ˆ
Q
(b/2)w2dxdt +
ǫτλ
2
B1(w).
Hence
2〈L+w|L−w〉L2(Q) +
ˆ
Q
(L+w)
2dxdt ≥ (2κ−1κ− ǫ/2)τλ
ˆ
Q
φ|∇w|2Adxdt
+ τλ
ˆ
Q
φ(ǫ/2 + 2∂2t ψ)(∂tw)
2dxdt+ 2τ3λ4δ
ˆ
Q
φ3w2dxdt
+
ǫτ3λ3
2
ˆ
Q
φ3(|∇ψ|2A − (∂tψ)2)w2dxdt
− ǫ2τ2λ2
ˆ
Q
φ2w2dxdt− ǫτλ
2
2
ˆ
Q
(b/2)w2dxdt+B(w), λ ≥ λ1, τ ≥ τ1.
Here B(w) = B0(w) +
ǫτλ
2 B1(w).
We take ǫ = 2κ−1κ in the preceding inequality and we use inequality (2.3).
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We then obtain by noting that in the right hand side the fourth, fifth and sixth
terms can be absorbed by the third term
2(L+, L−) +
ˆ
Q
(L+w)
2dxdt ≥ κ−1κτλ
ˆ
Q
φ[|∇w|2A + (∂tw)2]dxdt
+ τ3λ4δ
ˆ
Q
φ3w2dxdt+ B(w), λ ≥ λ2, τ ≥ τ2.
We find by making elementary calculations
ℵ3|B(w)| ≤
ˆ
∂Q
e2τφ
[
τ3λ3φ3u2 + τλφ
(|∇Au|2 + (∂tu)2)] dµ
for λ ≥ λ3 and µ ≥ µ3.
This and
‖Lw‖2L2(Q) ≥ 2〈L+w|L−w〉L2(Q) + ‖L+w‖2L2(Q)
imply
ℵ
ˆ
Q
[
τ3λ4φ3w2 + τλφ|DAw|2
]
dxdt(3.18)
≤
ˆ
Q
(LwA,0w)2 dxdt +
ˆ
∂Q
[
τ3λ3φ3w2 + τλφ|DAw|2
]
dµ.
Take in this inequality w = Φ−1u with u ∈ H2(Q;R). In light of the identities
Φ−1∇u = −τλw∇ψ +∇w,
Φ−1∂tu = −τλw∂tψ + ∂tw
we obtain an inequality similar to (3.31) which leads to (3.31) by observing that the
additional terms in the right hand side appearing in this intermediate inequality
can be absorbed by the terms in left hand side.
Proof of (3.17). Set
χ = |∇ψ|2A − (∂tψ)2.
We have
∆Aφ = div(A∇eλψ) = div(λφA∇ψ) = λ2φ|∇ψ|2A + λφ∆Aψ
∂2t φ = ∂t(λφ∂tψ) = λ
2φ(∂tψ)
2 + λφ∂2t ψ.
That is
(3.19) LwA,0φ = λ2φχ+ λφLwA,0ψ.
In light of (3.19) we get
a(x, t) = τ2
(|∇φ|2A − (∂tφ)2) = τ2λ2φ2χ,
b(x, t) = −τ (∆Aφ− ∂2t φ) = −τλ2φχ− τλφLwA,0ψ,
B = −2τA∇φ = −2τλφA∇ψ,
d = 2τ∂tφ = 2τλφ∂tψ.
Since
−aB/2 = τ3λ3φ3χA∇ψ
we find
(3.20) − div(aB/2) = 3τ3λ4φ3χ|∇ψ|2 + τ3λ3φ3div(χA∇ψ).
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Also as
−ad/2 = −τ3λ3φ3χ∂tψ
we obtain
(3.21) − ∂t(ad/2) = −3τ3λ4φ3χ(∂tψ)2 − τ3λ3φ3∂t(χ∂tψ).
We get by putting together (3.20) and (3.21)
(3.22) − div(aB/2)− ∂t(ad/2) = 3τ3λ4φ3χ2 + τ3λ3φ3 [div(χA∇ψ)− ∂t(χ∂tψ)] .
On the other hand
(3.23) ab = −τ3λ4φ3χ2 − τ3λ3φ3χLwA,0ψ.
Set
χ1 = div(χA∇ψ)− ∂t(χ∂tψ)− χLwA,0ψ = (∇χ|∇ψ)A − ∂tχ∂tψ.
A combination of (3.22) and (3.23) yields
(3.24) − div(aB/2)− ∂t(ad/2) + ab = 2τ3λ4φ3χ2 + τ3λ3φ3χ1.
We have again from (3.19)
LwA,0b = LwA,0
(−τλ2φχ− τλφLwA,0ψ)
= − (λ2φχ+ λφLwA,0ψ) (τλ2χ+ τλLwA,0ψ)
− φ
(
τλ2LwA,0χ+ τλ
(LwA,0)2 ψ) .
Therefore
(3.25) LwA,0(b/2) ≥ −τλ4φδ, λ ≥ λ4, τ > 0,
where we used that χ2 ≥ δ.
Inequality (3.17) then follows by combining (3.24) and (3.25) and using that
aˆ = −div(aB/2)− ∂t(ad/2) + ab+ LwA,0(b/2).

Let ν be the unit normal vector field on Γ pointing outward Ω. Define ∂νAψ0 by
∂νAψ0 = (∇ψ0|ν)A
and set
Γ+ = Γ
ψ0
+ = {x ∈ Γ; ∂νAψ0(x) > 0} , Σ+ = Σψ0+ = Γ+ × (t1, t2).
Let w ∈ H2(Q,R) satisfying w = 0 on Σ. In that case it is straightforward to
check that gˆ(w) defined in the preceding proof takes the form
gˆ(w) = −τλφ(∂νw)2|ν|2A∂νAψ0.
If in addition u = Φw then ∂νu = Φ∂νw. In light of these two identities slight
modifications of the last part of the preceding theorem enable us to prove the
following result.
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Theorem 3.2. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3u2 + τλφ|DAu|2
]
dxdt(3.26)
≤
ˆ
Q
e2τφ
[LwA,0u]2 dxdt + τλ
ˆ
Σ+
e2τφφ(∂νu)
2dσdt
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2(Q,R) satisfying u = 0 on Σ and u = ∂tu = 0
in Ω× {t1, t2}.
Let us see that Theorem 3.1 remains valid whenever we add to LwA,0 a first order
operator. Consider then the operator
LwA = LwA,0 + q0∂t +
n∑
i=1
qi∂i + p
where q0, . . . , qn and p belong to L
∞(Q,C) and satisfy
max
0≤i≤n
‖qi‖L∞(Q) ≤ m, ‖p‖L∞(Q) ≤ m.
Let u = v + iw ∈ H2(Q,C) and apply Theorem 3.1 to both v and w. We obtain
by adding side by side inequalities (3.31) for v and for w
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|DAu|2
]
dxdt(3.27)
≤
ˆ
Q
e2τφ|LwA,0u|2dxdt+
ˆ
∂Q
e2τφ
[
τ3λ3φ3|u|2 + τλφ|DAu|2
]
dµ.
Since
|LwA,0u|2 ≤ 2|LwAu|2 + 2(n+ 2)m2(κ|∇u|2A + |∂tu|2 + |u|2)
and the term
2(n+ 2)m2
ˆ
Q
e2τφ(κ|∇u|2A + |∂tu|2 + |u|2)dxdt
can be absorbed by the left hand side of (3.27) we have the following result:
Corollary 3.1. We find three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d) so
that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|DAu|2
]
dxdt(3.28)
≤
ˆ
Q
e2τφ|LwAu|2dxdt+
ˆ
∂Q
e2τφ
[
τ3λ3φ3|u|2 + τλφ|DAu|2
]
dµ
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2(Q,C).
Finally we note that the preceding arguments allow us to prove the following
corollary.
Corollary 3.2. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|DAu|2
]
dxdt(3.29)
≤
ˆ
Q
e2τφ |LwAu|2 dxdt+ τλ
ˆ
Σ+
e2τφφ|∂νu|2dσdt
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for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2(Q,C) satisfying u = 0 on Σ and u = ∂tu = 0
in Ω× {t1, t2}.
We close this subsection by a local one-parameter Carleman inequality that we
obtain as a special case of Corollary 3.1 in which we fixed λ ≥ λ∗.
Theorem 3.3. There exist two constants ℵ = ℵ(d) > 0 and τ∗ = τ∗(d) > 0 so that∑
|α|≤1
τ2(2−|α|)
ˆ
Q
e2τφ|∂αu|2dxdt ≤ ℵτ
ˆ
Q
e2τφ|LwAu|2dxdt
for any τ ≥ τ∗ and u ∈ C∞0 (Q,C).
3.2. Geometric form of the Carleman inequality. Let (akℓ(x)) = (akℓ(x))
−1,
x ∈ Ω. Consider on Ω the Riemannian metric g defined as follows
gkℓ(x) = |det(A)|1/(n−2)akℓ(x), x ∈ Ω.
Set then
(gkℓ(x)) = (gkℓ(x))
−1, |g(x)| = |det((gkℓ(x))|, x ∈ Ω.
As usual define on TxΩ = R
n the inner product
(X |Y )g(x) =
∑
k,ℓ=1
gkℓ(x)XkYk, X =
n∑
k=1
Xi∂i, Y =
n∑
k=1
Yi∂i ∈ Rn,
where (∂1, . . . , ∂n) is the dual basis of the Euclidean basis of R
n. Set
|X |g(x) = (X |X)1/2g(x), X =
n∑
k=1
Xi∂i ∈ Rn.
For notational convenience we use (X |Y )g and |X |g instead of (X |Y )g(x) and
|X |g(x).
Recall that the gradient of u ∈ H1(Ω) is the vector field given by
∇gu(x) =
n∑
k,ℓ=1
gkℓ(x)∂ku(x)∂ℓ, x ∈ Ω,
and the divergence of a vector field X =
∑n
ℓ=1Xℓ∂k with Xℓ ∈ H1(Ω), 1 ≤ ℓ ≤ n,
is defined as follows
divg(x) =
1√|g(x)|
∑
ℓ=1
∂ℓ(
√
|g(x)|Xℓ(x)), x ∈ Ω.
The usual Laplace-Betrami operator associated to the metric g is given for u ∈
H2(Ω) by
∆gu(x) = divg∇gu(x) = 1√|g(x)|
∑
k,ℓ=1
∂ℓ
(√
|g(x)|gkℓ(x)∂ku(x)
)
, x ∈ Ω.
Straightforward computations show that ∆Au =
√|g|∆gu for which we deduce
the following identity
(3.30) ∆gu = ∆√|g|−1Au− 2
(
∇
√
|g|−1
∣∣∣∇u)
A
− u∆A
√
|g|−1
whenever A ∈ M (Ω,κ,m) ∩W 2,∞(Ω) and ‖A‖W 2,∞(Ω,Rn×n) ≤ m.
We assume in this subsection that φ is a weight function for the wave operator
∆√
|g|
−1
A
− ∂2t with
√|g|−1A-pseudo convexity constant κ > 0.
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Hereafter
Lwg u = ∆gu− ∂2t u+ (P |∇u)g + q1∂tu+ q0u, u ∈ H2(Ω),
with P =
∑n
ℓ=1 Pi∂i and q are so that P1, . . . , Pn, q0, q1 belongs to L
∞(Q;C) and
satisfy
‖Pℓ‖L∞(Q) ≤ m, 1 ≤ ℓ ≤ n, ‖q0‖L∞(Q) ≤ m, ‖q1‖L∞(Q) ≤ m.
As in the preceding section d = (Ω, t1, t2,m,κ, κ, δ, b) with b ≥ ‖ψ‖C4(Q). In
light of (3.30) we deduce the following Carleman inequality from Corollary 3.1 in
which
|Dgu|2g = |∇gu|2g + |∂tu|2.
Theorem 3.4. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|Dgu|2g
]
dxdt(3.31)
≤
ˆ
Q
e2τφ
∣∣Lwg u∣∣2 dxdt+
ˆ
∂Q
e2τφ
[
τ3λ3φ3|u|2 + τλφ|Dgu|2g
]
dµ
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2(Q,C).
3.3. Unique continuation. We start with a unique continuation across a partic-
ular convex hypersurface. To this end we set
E+(x˜, c, r) = {x = (x′, xn) ∈ B(x˜, r); 0 ≤ xn − x˜n < c
and xn − x˜n ≥ |x′ − x˜′|2/c}
with x˜ = (x˜′, x˜n) ∈ Ω, c > 0 and r > 0.
Theorem 3.5. There exists c∗ = c∗(κ,m) > 0 with the property that for any
0 < c < c∗ and x˜ ∈ Ω we find 0 < r = r(c, d˜) < d˜ and 0 < ρ = ρ(c, d˜) < r, where
d˜ = dist(x˜,Γ), so that if u ∈ H2(Q;C) satisfies LwAu = in Q and supp(u(·, t)) ∩
B(x˜, r) ⊂ E+(x˜, c, r) for each t ∈ (t1, t2) then u = 0 in B(x˜, ρ)× (t1, t2).
Proof. Let x˜ ∈ Ω and en = (0, 1) ∈ Rn−1 × R. Set d˜ = dist(x˜,Γ), x0 = x˜ − cen,
c > 0 and define
ψ0(x) = ψ0(x
′, xn) = |x− x0|2/2.
As
|x− x0| ≤ |x− x˜|+ |x˜− x0| ≤ r + c, x ∈ B(x˜, r), 0 < r < d˜,
we find in a straightforward manner that
(Θ(ψ0)(x)ξ|ξ) ≥ 2κ2 − ℵ(r + c), x ∈ B(x˜, r), 0 < r < d˜,
for some constant ℵ = ℵ(m).
We fix 0 < c < c∗ = κ2/(2ℵ) and assume that r < min(d˜, c). With this choice of
c and r, we have
(Θ(ψ0)(x)ξ|ξ) ≥ κ2|ξ|2, x ∈ B(x˜, r), ξ ∈ Rn.
It is straightforward to see that, where E+ = E+(x˜, c, r),
E+ \ {x˜} ⊂
{
x ∈ B(x˜, r) \ {x˜}; ψ0(x) < ψ0(x˜) = c2/2
}
.
22 MOURAD CHOULLI
Pick χ ∈ C∞0 (B(x˜, r)) satisfying χ = 1 in B(x˜, ρ1) for some fixed 0 < ρ1 < r.
Let then ǫ > 0 so that
E+ ∩ [B(x˜, r) \B(x˜, ρ1)] ⊂ {x ∈ B(x˜, r); ψ0(x) < ψ0(x˜)− ǫ} .
Also, choose 0 < ρ0 < ρ1 in such a way that
E+ ∩B(x˜, ρ0) ⊂ {x ∈ B(x˜, r); ψ0(x) > ψ0(x˜)− ǫ/2} .
Let u ∈ H2(Q;C) satisfying LwAu = in Q and supp(·, t) ∩ B(x˜, r) ⊂ E+, t ∈
(t1, t2). We are going to apply Corollary 3.1 with Q substituted by Q = B(x˜, r) ×
(t1, t2). Let
ψ(x, t) = ψ0(x) + γt
2/2,
From Example 2.1 we can easily see that φ = eλψ is a weight function for LwA,0
in Q whenever
0 < γ < γ0 = min(c/t,κ/4), with, t = max(|t1|, |t2|).
Fix t1 < t
′
1 < t
′
2 < t2 arbitrary and set v = χ(x)ϑ(t)u with ϑ ∈ C∞0 ((t1, t2))
satisfying ϑ = 1 in [t′1, t
′
2].
Let λ∗ and τ∗ be as in Corollary 3.1. Fix then λ ≥ λ∗ and set
c0 = e
λ(c2/2−ǫ/2) c1 = e
λ(c2/2−ǫ+γt2/2).
Corollary 3.1 yieldsˆ
B(x˜,ρ0)×(t′1,t
′
2
)
|u|2dxdt(3.32)
=
ˆ
[B(x˜,ρ0)∩E+]×(t′1,t
′
2
)
|v|2dxdt
≤ ℵτ−3eτ(c0−c1)
ˆ
{E+∩[(B(x˜,r)\B(x˜,ρ1))]}×(t1,t2)
|LwAv|2 dxdt
for τ ≥ τ∗.
Suppose in addition that γ < min(γ0, γ1) with γ1 = ǫ/t
2. This condition then
implies c0 > c1. Passing then to the limit, as τ tends to ∞, in (3.32) in order to
obtain that u = 0 in B(x˜, ρ0) × (t′1, t′2). As t′1 and t′2 are arbitrary chosen so that
t1 < t
′
1 < t
′
2 < t2, we conclude that u = 0 in B(x˜, ρ0)× (t1, t2). 
We now prove a global property of unique continuation. To u ∈ H2(Q;C) we
associate
Ωu =
⋂
t∈[t1,t2]
[Ω \ supp(u(·, t))].
Observe that if Int(Ωu), the interior of Ωu, is nonempty then
u = 0 in Int(Ωu)× [t1, t2].
Also, if Ω′ is an open subset of Ω is so that
(3.33) u = 0 in Ω′ × [t1, t2]
then Ω′ ⊂ Ω\ supp(u(·, t)), t1 ≤ t ≤ t2, and hence Ω′ ⊂ Ωu. In consequence Int(Ωu)
is the maximal open subset Ω′ satisfying (3.33).
The following definition is equivalent to the one we give in the introduction.
Definition 3.1. We will say that LwA has the property of unique continuation if for
any u ∈ H2(Q;C) satisfying LwAu = 0 in Q and Int(Ωu) 6= ∅ then u = 0.
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Theorem 3.6. There exists a neighborhood N of I in C0,1(Ω;Rn×Rn) so that LwA
has the property of unique continuation for any A ∈ N .
Proof. Set
H =
{
(x′, xn) ∈ Rn−1 × R; xn = 0
}
.
Let N0 be the neighborhood of I in C0,1(Ω;Rn × Rn) given by Lemma 2.2.
Pick A ∈ N0 and let u ∈ H2(Q;C) satisfying LwA = 0 in Q and Ω0 = Int(Ωu) 6= 0.
Clearly to prove that u = 0 it is sufficient to prove that Ω \ Ω0 = ∅. We proceed
by contradiction. So we suppose that Ω \ Ω0 6= ∅. Fix y ∈ ∂Ω0 ∩ Ω and r > 0 so
that B(y, r) ⊂ Ω. Pick then y0 ∈ Ω0 ∩ B(y, r) sufficiently close to y in such a way
that ∂B(y0, d) ∩ ∂Ω0 6= ∅, with d = dist(y0, ∂Ω0). Pick then z ∈ ∂B(y0, d) ∩ ∂Ω0.
Making a translation and change of coordinates we may assume that z = 0 and
B(y0, d) ⊂ {(y′, yn) ∈ Rn; xn < 0}. For convenience we still denote the new
matrix obtained after this translation and change of coordinates by A. In that
case, according to Lemma 2.2, A belongs to the neighborhood N appearing in this
lemma. Whence, supp(u(·, t)) ∩B(z, ρ) ⊂ H+, for some ρ > 0, with
H+ =
{
(x′, xn) ∈ Rn−1 × R; xn ≥ 0
}
.
Let ϕ given by (2.4) with ϑ = 0 and A˜ = AH . If v is defined in a neighborhood
ω˜ by v(y, ·) = u(ϕ−1(y), ·) then straightforward computations give Lw
A˜
v = 0 in ω˜
and supp(v(·, t)) ⊂ E+ with
E+ = {(y′, yn) ∈ ω˜; 0 < yn < 1, yn ≥ |y′|2}.
As φ = eλψ with
ψ(y, t) = (yn − 1)2 + |y′|2 + γt2,
is a weight function for Lw
A˜
in ω˜ provided that γ is sufficiently small, we can mimic
the preceding proof in order to get v = 0 in U˜ × (t1, t2) is some neighborhood U˜ of
0. In consequence u = 0 in U × (t1, t2), U a neighborhood of z in Ω. By maximality
of Ω0 we deduce U ⊂ Ω0 which leads to the expected contradiction. 
The property of unique continuation can serve to establish uniqueness of the
Cauchy problem associated to LwA as shows the following result.
Corollary 3.3. Let N be as in Theorem 3.6 with Ω substituted by larger domain
Ωˆ ⋑ Ω. Let Γ0 a nonempty open subset of Γ and Σ0 = Γ0 × (t1, t2). Let A ∈ N ,
u ∈ H2(Q;C) satisfying LwAu = 0 in Q and u = ∂νu = 0 on Σ0. Then u = 0.
Proof. Pick A ∈ N , u ∈ H2(Q;C) satisfying LwAu = 0 in Q and u = ∂νu = 0 on Σ0.
Then there exists V ⊂ Ωˆ, a neighborhood of a point in Γ0, so that uˆ the extension
by of u by zero Rn \ Ω belongs to H2(Ω′ × (t1, t2);C), with Ω′ = Ω ∩ V , satisfies
LwAuˆ in Ω′× (t1, t2) and Int(Ω′u˜) 6= ∅. Theorem 3.6 allows us to conclude that uˆ = 0
and hence u = 0. 
We end this subsection by remarking that we can proceed similarly to the pre-
ceding theorem to prove the property of unique continuation for A-pseudo-convex
hypersurface.
Theorem 3.7. Let H = {x ∈ ω; θ(x) = θ(x˜)} be a A-pseudo-convex hypersurface
defined in a neighborhood ω of x˜ ∈ Ω with θ ∈ C2(ω). Then there exists B a
neighborhood of x˜ so that if u ∈ H2(ω × (t1, t2)) satisfies LwAu = 0 in ω and
supp(u(·, t)) ⊂ H+ = {x ∈ ω; θ(x) ≥ θ(x˜)} for any t ∈ (t1, t2) then u = 0 in
B × (t1, t2).
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3.4. Observability inequality. We shall need in sequel the following technical
lemma.
Lemma 3.1. Fix 0 < α < 1 and let 0 ≤ ψ0 ∈ C1(Ω) satisfying
min
x∈Ω
|∇ψ0|2A := δ0 > 0.
Let m = ‖ψ0‖L∞(Ω) and define for an arbitrary constant C > 0
(3.34) ψ(x, t) = ψ0(x)− T−2+α(t− T/2)2 + C, x ∈ Ω, t ∈ [0, T ].
If T > Tα = max
(
δ
−1/[2(1−α)]
0 , (64m/2)
1/α
)
then
min
Q
(|∇ψ|2A − (∂tψ)2)2 := δ > 0,(3.35)
ψ(x, t) ≥ −Tα/64 + C, (x, t) ∈ Ω× [3T/8, 5T/8],(3.36)
ψ(x, t) ≤ −2Tα/64 + C, (x, t) ∈ Ω× ([0, T/4] ∪ [3T/4, T ]) .(3.37)
Proof. If T ≥ Tα then
|∇ψ0|2 − (∂tψ)2 ≥ δ0 − T−4+2αT 2 = δ0 − T−2(1−α) := δ > 0.
That is we proved (3.35).
Inequality (3.36) is straightforward. On the other hand we have
ψ(x, t) ≤m − Tα/16 + C < 2Tα/64− Tα/16 + C = −2Tα/64 + C
if (x, t) ∈ Ω× ([0, T/4] ∪ [3T/4, T ]). That is we proved (3.37). 
In this subsection
LwA = ∆A − ∂2t + p∂t + q,
with p, q ∈ L∞(Ω;C), and consider the IBVP associated to LwA:
(3.38)


LwA = 0 in Q = Ω× (0, T ),
(u(·, 0), ∂tu(·, 0)) = (u0, u1),
u|Σ = 0.
Here Σ = Γ× (0, T ).
We recall that according the semigroup theory for (u0, u1) ∈ H10 (Ω)×L2(Ω) the
IBVP (3.38) admits unique solution
u ∈ C([0, T ];H10 (Ω)) ∩ C1([0, T ];L2(Ω)).
We also know that ∂νu ∈ L2(Σ) (hidden regularity).
From usual energy estimates for wave equations if
(3.39) Eu(t) = ‖DAu‖L2(Ω;Cn+1)
then
(3.40) Eu(t) ≤ ℵ0Eu(0), 0 ≤ t ≤ T.
Here ℵ0 > 0 is a constant only depending on Ω, A, T , p and q.
We apply (3.40) to v(·, t) = u(·, s− t), with fixed 0 < t ≤ s. We find
Eu(s− t) = Ev(t) ≤ ℵ1Ev(0) = ℵ1Eu(s), 0 ≤ t ≤ s,
with ℵ1 > 0 is a constant only depending on Ω, A, T , p and q. In particular
(3.41) Eu(0) ≤ ℵ1Eu(s), 0 ≤ t ≤ s.
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In light of (3.40) and (3.41) we have
(3.42) ℵ−1Eu(0) ≤ Eu(t) ≤ ℵEu(0), 0 ≤ t ≤ T,
for some ℵ > 1 only depending on Ω, A, T , p and q.
Theorem 3.8. Fix 0 < α < 1 and assume that 0 ≤ ψ0 ∈ C4(Ω) is A-pseudo-convex
with constant κ > 0 and let Γ+ = {x ∈ Γ; ∂νAψ0(x) > 0}. Then there exist two
constants ℵ and T˜α, only depending Ω, T , κ, κ, Γ+ and α, so that for any T ≥ T˜α
and (u0, u1) ∈ H10 (Ω)× L2(Ω) we have
‖(u0, u1)‖H1
0
(Ω)×L2(Ω) ≤ ℵ‖∂νu‖L2(Σ+)
where Σ+ = Γ+ × (0, T ) and u is the solution of the IBVP (3.38) corresponding to
(u0, u1).
Proof. Let Tα be as in Lemma 3.1 and set T˜α = min
(
Tα, (8κ/κ)
1/(2−α)
)
. Fix
T > T˜α and let ψ defined as in (3.34) in which the constant C > 0 is chosen
sufficiently large to guarantee that ψ ≥ 0. In that case we easily check that φ = eλψ
is a weight function for the operator LwA,0 in Q.
Pick ̺ ∈ C∞0 (T/8, 7T/8) so that ̺ = 1 in [T/4, 3T/4].
Clearly a density argument shows that Corollary 3.2 remains valid for ̺u for any
solution u of (3.38) with (u0, u1) ∈ H10 (Ω)×L2(Ω). According to this Corollary we
have for fixed λ ≥ λ∗
ℵ
ˆ
Q
e2τφ|DA(̺u)|2dxdt(3.43)
≤
ˆ
Q
e2τφ |LwA(̺u)|2 dxdt +
ˆ
Σ+
e2τφ|∂ν(̺u)|2dσdt
for any τ ≥ τ∗.
But
LwA(̺u) = 2̺′u+ ̺′′u.
Hence (3.43) together with Poincaré’s inequality (u(·, t) ∈ H10 (Ω)) give
ℵ
ˆ
Q
e2τφ|DA(̺u)|2dxdt(3.44)
≤
ˆ
Q∩supp(̺′)
e2τφ|DAu|2dxdt+
ˆ
Σ+
e2τφ|∂νu|2dσdt.
Define
c0 = e
λ(−γT 2/64+C) and c1 = e
λ(−2γT 2/64+C).
If Eu is given by (3.39) then we get from (3.36), (3.37) and (3.44)
ℵeτc0
ˆ 5T/8
3T/8
Eu(t)dt ≤ eτc1
ˆ T
0
Eu(t)dt +
ˆ
Σ+
e2τφ|∂νu|2dσdt
for any τ ≥ τ∗.
This inequality together with (3.42) imply
(3.45) (ℵeτc0 − eτc1) Eu(0) ≤
ˆ
Σ+
e2τφ|∂νu|2dσdt, τ ≥ τ∗.
As c0 > c1, we can choose τ sufficiently large in such a way that ℵeτc0 − eτc1 > 0.
The expected inequality follows then from (3.45). 
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From the calculations in Example 2.1 when ψ0(x) = |x−x0|2/2, with x0 ∈ Rn\Ω,
there exists a neighborhood N of I in C0,1(Ω;Rn×n) so that that for any A ∈ N ,
κ = 1/2 and ψ0 is A-pseudo-convex with constant κ = 1/4. In this case
T˜α = max
(
d
−1/(1−α)
0 , [16(d+ d0)]
1/α, 161/(2−α)
)
with d0 = dist(x0,Ω) and d = diam(Ω).
A result in the variable coefficients case was already established in [31, Theorem
1.1]. This result is based on a generalization of the multiplier method in which a
vector field is used as an alternative to the multiplier. This vector field satisfies a
certain convexity condition. Note however that the lower bound in T appearing [31,
Theorem 1.1] is not easily comparable to that we used in Theorem 3.8.
4. Elliptic equations
We show briefly how we can modify the calculations we carried out for wave
equations in order to retrieve Carleman inequalities for elliptic equations and the
corresponding property of unique continuation.
In this section
LeA = ∆A +
n∑
ℓ=1
pℓ∂ℓ + q
where p1, . . . pn and q belong to L
∞(Ω;C) and satisfy
‖pℓ‖L∞(Ω) ≤ m, 1 ≤ ℓ ≤ n and ‖q‖L∞(Ω) ≤ m.
Also 0 ≤ ψ ∈ C2(Ω) is fixed so that
|∇ψ| ≥ δ in Ω
for some constant δ > 0.
4.1. Carleman inequality. Let φ = eλψ and set d = (Ω,κ, δ,m).
Theorem 4.1. We find three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d) so
that
ℵ
ˆ
Ω
e2τφ
[
τ3λ4φ3|u|2 + τλ2φ|∇u|2] dx(4.1)
≤
ˆ
Ω
e2τφ|LeAu|2dx+
ˆ
Γ
e2τφ
[
τ3λ3φ3|u|2 + τλφ|∇u|2] dσ
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2(Ω,C).
Proof. In this proof λk and µk, k = 1, 2, . . ., are generic constants only depending
on d.
If Φ = e−τφ, τ > 0, we have from the calculations of the preceding section
L = Φ−1∆A(Φw) = ∆Aw − 2τ(∇w|∇φ)A +
[
τ2|∇φ|2A − τ∆Aw)
]
w.
We decompose L in the following special form
L = L0 + L1 + c
with for w ∈ H2(Ω,R)
L0w = ∆Aw + aw,
L1w = (B|∇w) + bw.
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The coefficients of L0 and L1 and c are given as follows
a = τ2|∇φ|2A,
b = −2τ∆Aφ,
c = τ∆Aφ,
B = −2τA∇φ.
We write then
(4.2) 〈L0|L1〉L2(Ω) =
4∑
k=1
Ik.
Here
I1 =
ˆ
Ω
∆Aw(∇w|B)dx,
I2 =
ˆ
Ω
∆Awbwdx,
I3 =
ˆ
Ω
aw(∇w|B)dx,
I4 =
ˆ
Ω
abw2dx.
Let
D = C/2−A(B′)t.
Straightforward modifications of the computations of the preceding section yield
I1 =
ˆ
Ω
(D∇w|∇w)dxdt +
ˆ
Γ
[
(∇w|ν)A(∇w · B)− (B/2|ν)|∇w|2A
]
dσ,(4.3)
I2 = −
ˆ
Ω
b|∇w|2Adxdt +
ˆ
Ω
∆A(b/2)w
2dx(4.4)
−
ˆ
Γ
(∇(b/2)|ν)Aw2dσ +
ˆ
Γ
(∇w|ν)Abwdσ,
I3 = −
ˆ
Ω
div(aB/2)w2dx+
ˆ
Γ
a(B/2|ν)w2dσ.(4.5)
Identities (4.3) to (4.5) in (4.2) give
(4.6) 〈L0|L1〉L2(Ω) =
ˆ
Ω
(A∇w|∇w)dx +
ˆ
Ω
aw2dx+
ˆ
Γ
g(w)dσ
with
A = D − bA,
a = ab+∆A(b/2)− div(aB/2),
g(w) = (∇w|ν)A(∇w ·B)− (B/2|ν)|∇w|2A
− (∇(b/2)|ν)Aw2 + (∇w|ν)Abw + a(B/2|ν)w2.
We have
(Aξ|ξ) = τλ2 [|∇ψ|2(Aξ|ξ) + (∇ψ|Aξ)2]+ τλ(A˜ξ|ξ)
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where A˜ is a matrix depending only on A and ψ. Therefore
(4.7) (Aξ|ξ) ≥ τλ2δ2κ|ξ|2/2, λ ≥ λ1.
We have also
a = τ3λ4φ3|∇ψ|4A + a˜
where the reminder term a˜ contains as for the wave equation only terms with factors
τkλℓφm, 1 ≤ k, ℓ,m ≤ 3 and terms with factor τλ4φ. Hence
(4.8) a ≥ τ3λ4δ4φ3/2, λ ≥ λ2, τ ≥ τ2.
The rest of the proof is almost similar to that of the wave equation. 
Remark 4.1. The symbol of the principal part of the operator LeA is given by
p(x, ξ) = |ξ|2A(x) = (A(x)ξ|ξ), x ∈ Ω, ξ ∈ Rn.
Therefore if φ ∈ C2(Ω) then we have p(x, ξ + iτ∇φ) = p0 + ip1 with
p0 = |ξ|2A − τ2|∇φ|A, p1 = 2τ(ξ|∇φ)A.
When φ = eλψ we find for τ ≥ 1
{p0, p1} :=
n∑
j=1
[
∂ξjp0∂xjp1 − ∂xjp0∂xjp1
]
= τ2
[
2λ3φ2|∇ψ|4A +O(λ2)
]
In consequence φ satisfies the sub-ellipticity condition in [Theorem 8.3.1, page
190] if λ is sufficiently large and hence the following Carleman inequality holds:
there exist ℵ > 0 and τ∗ > 0 only depending on Ω and bounds on coefficients of
LeA so that∑
|α|≤1
τ2(2−|α|)
ˆ
Ω
e2τφ|∂αu|2dx ≤ ℵτ
ˆ
Ω
e2τφ|LeAu|2dx, u ∈ C∞0 (Ω), τ ≥ τ∗.
In other words if φ = eλψ is a weight function for the elliptic operator LeA,0 then φ
possesses the sub-ellipticity condition for large λ.
4.2. Unique continuation. We use similar method as for the wave equation. For
sake of completeness we provide some details.
We start with a unique continuation result across a convex hypersurface. To this
end set
ψ(x′, xn) = (xn − 1)2 + |x′|2.
As |∇ψ(0, 0)| = 2, there exists r > 0 so that |∇ψ| ≥ 1 in B(0, r). Consider then the
set
E+ =
{
(x′, xn) ∈ B(0, r); 0 ≤ xn < 1 and xn ≥ |x′|2
}
.
We have clearly
E+ \ {(0, 0)} =
{
(x′, xn) ∈ Rn−1 × R; ψ(x′, xn) < ψ(0, 0) = 1
}
.
Pick χ ∈ C∞0 (B(0, r)) satisfying χ = 1 in B(0, ρ1), where 0 < ρ1 < r is fixed
arbitrary. Let then ǫ > 0 so that
E+ ∩
[
B(0, r) \B(0, ρ1)
] ⊂ {(x′, xn) ∈ B(0, r); ψ(x′, xn) < ψ(0, 0)− ǫ} .
Lemma 4.1. There exists 0 < ρ0 < ρ1 so that if u ∈ H2(B(0, r);C) satisfies
LeAu = 0 in B(0, r) and supp(u) ⊂ E+ then u = 0 in B(0, ρ0).
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Proof. Let us choose 0 < ρ0 < ρ1 in such a way that
E+ ∩B(0, ρ0) ⊂ {(x′, xn) ∈ B(0, r); ψ(x′, xn) > ψ(0, 0)− ǫ/2} .
Pick u ∈ H2(B(0, r);C) satisfying LeAu = 0 in B(0, r) and supp(u) ⊂ E+. Let
v = χu.
Let λ∗ and τ∗ be as in Theorem 4.1. Fix then λ ≥ λ∗ and set
c0 = e
λ(1−ǫ/2), c1 = e
λ(1−ǫ).
Theorem 4.1 yieldsˆ
B(0,ρ0)
u2dxdt =
ˆ
B(0,ρ0)∩E+
v2dx
≤ ℵτ−3e−τ(c0−c1)
ˆ
E+∩(B(0,r)\B(0,ρ1))
(LeAv)2dx, τ ≥ τ∗.
Noting that c0 > c1, we obtain that u = 0 in B(0, ρ0) by taking the limit as τ tends
to ∞. 
Let ϑ = ϑ(x′) be in C2(B(0, r)) satisfying ϑ(0) = 0. Let ω ⊂ B(0, r) × R be a
neighborhood of 0 in Rn.
Consider
ϕ : (x′, xn) ∈ ω 7→ (y′, yn) = (x′, xn − ϑ(x′) + |x′|2).
As det(ϕ′(x, xn)) = 1 for any (x
′, xn) ∈ ω we deduce that ϕ is a diffeorphism
from ω onto ω˜ = ϕ(ω).
Pick u ∈ H2(ω,C) satisfying LeAu = 0 in ω and supp(u) ⊂ ω+ = {(x′, xn) ∈
ω; xn ≥ ϑ(x′)}.
Define v by v(y′, yn) = u(ϕ
−1(y′, yn)), (y
′, yn) ∈ ω˜. Then it is straightforward to
check that Le
A˜
v = 0 in ω˜. Here Le
A˜
is of the same form as LeA. Its principal part is
given by
Le
A˜,0
= ∆A˜
with
A˜(y) = ϕ′
(
ϕ−1(y)
)
A
(
ϕ−1(y)
)
(ϕ′)t
(
ϕ−1(y)
)
.
Moreover supp(v) ⊂ ω˜+ = {(y′, yn) ∈ ω˜; yn ≥ |y′|2}.
Similar calculations as in Subsection 2.4 show, by reducing ω if necessary, that
(
A˜(y)ξ|ξ) ≥ κ|ξ|2/4, y ∈ ω˜, ξ ∈ Rn.
We apply Lemma 4.1 in order to get v = 0 in V˜ , V˜ is a neighborhood of the origin,
and hence u = 0 in V with V = ϕ−1(V˜).
In other words we proved the following result.
Lemma 4.2. There exists a neighborhood V of the origin in ω so that if u ∈
H2(ω;C) satisfies LeAu = 0 in ω and supp(u) ⊂ ω+ then u = 0 in V.
The global uniqueness of continuation result is based on the following lemma.
Lemma 4.3. Let Ω0 ⊂ Ω so that ∂Ω0 ∩ Ω 6= ∅. There exists z ∈ ∂Ω0 ∩ Ω and W
a neighborhood of z in Ω so that if u ∈ H2(Ω;C) satisfies LeAu = 0 in Ω together
with u = 0 in Ω0 then u = 0 in W.
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Proof. Fix y ∈ ∂Ω0 ∩Ω and r > 0 so that B(y, r) ⊂ Ω. Pick then y0 ∈ Ω0 ∩B(y, r)
sufficiently close to y in such a way that ∂B(y0, d)∩∂Ω0 6= ∅, with d = dist(y0, ∂Ω0).
Pick then z ∈ ∂B(y0, d)∩∂Ω0. Making a translation we may assume that z = 0. As
the ∂B(y0, d) can be represented locally by a graph xn = ϑ(x
′). Making a change of
coordinates we may assume that supp(u) ⊂ {(x′, xn); xn ≥ ϑ(x′)}. This orthogonal
transformation modify A but the new matrix has the same properties as A. We then
complete the proof by using Lemma 4.2 with A substituted by this new matrix. 
Theorem 4.2. Let u ∈ H2(Ω;C) satisfying LeAu = 0 in Ω and u = 0 in ω for some
nonempty open subset ω of Ω. Then u = 0 in Ω.
Proof. Let Ω0 be the maximal domain in which u = 0. If Ω \Ω0 6= ∅ then we would
have ∂Ω0 ∩ Ω 6= ∅. Therefore we would find by Lemma 4.3 z ∈ ∂Ω0 ∩ Ω and W a
neighborhood of z in Ω so u = 0 in W . That is u = 0 in Ω0 ∪ W which contains
strictly Ω0 and hence contradicts the maximality of Ω0. 
As an immediate consequence of Theorem 4.2 we get uniqueness result of elliptic
Cauchy problems.
Corollary 4.1. Assume that LeA is defined in Ωˆ ⋑ Ω. Let Γ0 be an arbitrary
nonempty open subset of Γ. If u ∈ H2(Ω;C) satisfies LeAu = 0 in Ω together with
u = ∂νu = 0 in Γ0 then u = 0 in Ω.
Proof. If u ∈ H2(Ω;C) satisfies u = ∂νu = 0 in Γ0 then we find V ⊂ Ωˆ a neigh-
borhood of a point in Γ0 so that u˜ the extension by of u by zero in R
n \Ω belongs
to H2(Ω ∩ V), satisfies LeAu˜ in Ω ∩ V and u˜ = 0 in V . Theorem 4.2 allows us to
conclude that u˜ = 0 and hence u = 0. 
5. Parabolic equations
In this section 0 ≤ ψ ∈ C2(Q) is fixed so that ψ(x, t) = ψ0(x) + ψ1(t) with
|∇ψ0| ≥ δ in Ω
for some constant δ > 0.
Let φ = eλψ, λ > 0, and consider the parabolic operator
LpA = ∆A − ∂t +
n∑
ℓ=1
pℓ∂ℓ + q
where A ∈ M (Ω,κ,m), p1, . . . pn and q belongs to L∞(Q;C) and satisfy
‖pℓ‖L∞(Q) ≤ m, 1 ≤ ℓ ≤ n and ‖q‖L∞(Q) ≤ m.
5.1. Carleman inequality. Recall that LpA,0 represents the principal part of LpA:
LpA,0 = ∆A − ∂t.
Henceforward d = (Ω, t1, t2,κ, δ,m).
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Theorem 5.1. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλ2φ|∇u|2] dxdt(5.1)
≤
ˆ
Q
e2τφ|LpAu|2dxdt+
ˆ
∂Q
e2τφ
[
τ3λ3φ3|u|2 + τλφ|∇u|2] dµ
+
ˆ
Σ
e2τφ(τλφ)−1|∂tu|2dσdt
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2,1(Q,C).
Proof. As for the wave equation for τ > 0 we set Φ = e−τφ and we recall that
∂iΦ = −τ∂iφΦ = −τ∂iφΦ,
∂ijΦ =
(−τ∂2ijφ+ τ2∂iφ∂jφ)Φ,
∂tΦ = −τ∂tφΦ = −τ∂tφΦ.
We have for w ∈ H2,1(Q,R)
Φ−1∆A(Φw) = ∆Aw − 2τ(∇w|∇φ)A +
[
τ2|∇φ|2A − τ∆Aw)
]
w.
Also
Φ−1∂t(Φw) = ∂tw − τ∂tφw.
We decompose L = Φ−1LpA,0Φ as in the elliptic case. That is we write
L = L0 + L1 + c
with
L0w = ∆Aw + aw,
L1w = (B|∇w) − ∂tw + bw
where
a(x, t) = τ2|∇φ|2A,
b(x, t) = −2τ∆Aφ,
c(x, t) = τ∆Aφ+ τ∂tφ,
B = −2τA∇φ.
We have
(5.2) 〈L0w|L1w〉L2(Q) =
6∑
i=1
Ii.
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Here Ik, 1 ≤ k ≤ 6, are given as follows
I1 =
ˆ
Q
∆Aw(∇w|B)dxdt,
I2 = −
ˆ
Q
∆Aw∂twdxdt,
I3 =
ˆ
Q
∆Awbwdxdt,
I4 =
ˆ
Q
aw(∇w|B)dxdt,
I5 = −
ˆ
Q
aw∂twdxdt,
I6 =
ˆ
Q
abw2dxdt.
Let C = (div(aijB)) and
D = C/2−A(B′)t.
We already proved that
(5.3) I1 =
ˆ
Q
(D∇w|∇w)dxdt +
ˆ
Σ
[
(∇w|ν)A(∇w · B)− (B/2|ν)|∇w|2A
]
dσdt.
On the other hand inequality (3.6) with d = −1 gives
(5.4) I2 =
ˆ
Σ
(∇w|ν)A∂twdxdt +
ˆ
Ω
[|∇w|2A/2]t2t=t1 dx.
I3 is the same as in (3.7):
I3 =−
ˆ
Q
b|∇w|2dxdt+
ˆ
Q
∆A(b/2)w
2dxdt(5.5)
−
ˆ
Σ
(∇(b/2)|ν)Aw2dσdt+
ˆ
Σ
(∇w|ν)Abwdσdt.
Let J1 = I1 + I2 + I3 and
A = D − bA,
a1 = ∆A(b/2),
g1(w) = (∇w|ν)A(∇w · B)− (B/2|ν)|∇w|2A − (∇w · ν)A∂tw
− (∇(b/2)|ν)Aw2dσ + (∇w|ν)Abw,
h1(w) =
[|∇w|2A/2]t2t=t1 .
Putting together (5.3) to (5.5) we find
J1 =
ˆ
Q
(A∇w|∇w)dxdt +
ˆ
Q
a1w
2dxdt.(5.6)
+
ˆ
Σ
g1(w)dσdt +
ˆ
Ω
h1(w)dx.
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We next recall that I4 was calculated in (3.14). Precisely we have
(5.7) I4 = −
ˆ
Q
div(aB/2)w2dxdt+
ˆ
Σ
a(B/2|ν)w2dσdt.
On the hand an integration by parts in t gives
(5.8) I5 = −
ˆ
Q
(a/2)∂t(w
2)dxdt =
ˆ
Q
∂t(a/2)w
2dxdt+
ˆ
Ω
[
(a/2)w2
]t2
t=t1
dx.
Set
a2 = −div(aB/2) + ∂t(a/2) + ab,
g2(w) = a(B/2|ν)w2,
h2(w) =
[
(a/2)w2
]t2
t=t1
and let J2 = I4 + I5 + I6. In light of (5.7) and (5.8) we get
(5.9) J2 =
ˆ
Q
a2w
2dxdt+
ˆ
Σ
g2(w)dσdt +
ˆ
Ω
h2(w)dx.
Putting together (5.2), (5.6) and (5.9) in order to obtain
〈L0w|L1w〉L2(Q) = 2τ
ˆ
Q
(A∇w|∇w)dxdt(5.10)
+
ˆ
Q
aw2dxdt+
ˆ
Σ
g(w)dσdt +
ˆ
Ω
h(w)dx.
where a = a1 + a2, g = g1 + g2 and h = h1 + h2.
As ∂ta = 0 (which is a consequence of ∂t∇ψ = 0), we see that A and a has
exactly the same form as in the elliptic case. Therefore we can mimic the proof of
the elliptic case to complete the proof. 
We already defined Γ+ = Γ
ψ0
+ = {x ∈ Γ; ∂νAψ0 > 0} and
Σ+ = Σ
ψ0
+ = Γ+ × (t1, t2).
Similarly to the wave equation we have the following result.
Theorem 5.2. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|∇u|2] dxdt(5.11)
≤
ˆ
Q
e2τφ |LpAu|2 dxdt+ τλ
ˆ
Σ+
e2τφφ|∂νu|2dσdt
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2,1(Q,C) satisfying u = 0 on Σ and u(·, t) = 0,
t ∈ {t1, t2}.
5.2. Unique continuation. An adaptation of the proof in the case of wave equa-
tions enables us to establish the following result.
Theorem 5.3. Let u ∈ H2,1(Q) satisfying LpAu = 0 in Q and u = 0 in Q0 =
ω × (t1, t2) for some nonempty open subset ω of Ω. Then u = 0 in Q.
Similarly to the case of wave equations Theorem 5.3 can serve to prove uniqueness
of the parabolic Cauchy problem.
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Corollary 5.1. Assume that LpA is defined in Ωˆ ⋑ Ω. Let Γ0 be an arbitrary
nonempty open subset of Γ. If u ∈ H1((t1, t2), H2(Ω)) satisfies LpAu = 0 in Q and
u = ∂νu = 0 in Σ0 = Γ0 × (t1, t2) then u = 0 in Q.
5.3. Final time observability inequality. Consider the IBVP
(5.12)


∆Au− ∂tu = f in Q = Ω× (0, T ),
u(·, 0) = u0,
u|Σ = 0.
Define the unbounded operator A : L2(Ω)→ L2(Ω) by
A u = −∆Au, D(A ) = H10 (Ω) ∩H2(Ω).
It is known that −A generates an analytic semigroup e−tA . In particular for any
(u0, f) ∈ L2(Ω) × L1((0, T );L2(Ω)) the IBVP (6.10) has a unique (mild) solution
u = S (u0, f) ∈ C([0, T ];L2(Ω)) so that
(5.13) ‖u(·, t)‖L2(Ω) ≤ ‖u0‖L2(Ω) + ‖f‖L1((0,T );L2(Ω)), 0 ≤ t ≤ T.
This solution is given by Duhamel’s formula
(5.14) u(t) = e−tA u0 +
ˆ t
0
e−(t−s)A f(s)ds, 0 ≤ t ≤ T.
Clearly if u0 ∈ D(A ) then u = S(u0, 0) satisfies
u ∈ C([0, T ];D(A )) ∩ C1([0, T ];L2(Ω)).
We refer to [26, Chapter 11] for a concise introduction to semigroup theory.
Lemma 5.1. Let f ∈ L2(Q) and ζ ∈ C∞0 ([0, T )). Then u(T ) = S (0, ζf)(T ) ∈
H10 (Ω) and
(5.15) ‖u(T )‖H1
0
(Ω) ≤ ℵ‖ζf‖L2(Q)
where ℵ is a constant only depending on Ω, A, T and ζ.
Proof. From Fujiwara [15] we know that D(A 1/2) = H10 (Ω). Therefore according
to (5.14) we have
A
1/2u(T ) =
ˆ T
0
A
1/2e−(T−s)A (ζ(s)f(s))ds.
But ∥∥∥A 1/2e−tA ∥∥∥
L2(Ω)
≤ ℵ0t−1/2, t > 0,
where the constant ℵ0 only depends on Ω, A. If supp(ζ) ⊂ [0, T − ǫ], ǫ > 0, we find∥∥∥A 1/2u(T )∥∥∥
L2(Ω)
≤ ℵ0
ˆ T−ǫ
0
(T − s)−1/2‖ζ(s)f(s)‖L2(Ω)ds.
Whence Cauchy-Schwarz’s inequality yields
∥∥∥A 1/2u(T )∥∥∥
L2(Ω)
≤ ℵ0
(ˆ T−ǫ
0
(T − s)−1ds
)1/2
‖ζf‖L2(Q)
≤ ℵ0 ln
[
(T/ǫ)1/2
]
‖ζf‖L2(Q).
The expected inequality then follows. 
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Theorem 5.4. Let 0 ≤ ψ0 ∈ C2(Ω) with no critical point in Ω. Set Γ+ = {x ∈
Γ; ∂νAψ0(x) > 0} and Σ+ = Γ+ × (0, T ). For any u = e−tA u0 with u0 ∈ D(A ) we
have
‖u(T )‖H1
0
(Ω) ≤ ℵ‖∂νu‖L2(Σ+).
Here ℵ is a constant only depending on Ω, A and T .
Proof. Let χ ∈ C∞0 ((0, T )) satisfying χ = 1 in [T/4, 3T/4]. We apply Theorem 5.2
to χu in order to obtain
(5.16) ‖u‖L2(Ω×(T/4,3T/4)) ≤ ℵ‖∂νu‖L2(Σ+).
Pick ϕ ∈ C∞([0, T ]) so that that ϕ = 0 in [0, T/4] and ϕ = 1 in [3T/4, T ]. We easily
check that ϕu = S (0, ϕ′u). In light of Lemma 5.1 we then conclude that
‖u(T )‖H1
0
(Ω) ≤ ℵ‖ϕ′u‖L2(Q) = ℵ‖ϕ′u‖L2(Ω×(T/4,3T/4)).
This and (5.16) imply the expected inequality. 
6. Schrödinger equations
Let φ = eλψ be a weight function for the Schrödinger operator
LsA,0 = ∆A + i∂t
and set
LsA = ∆A + i∂t +
n∑
ℓ=1
pℓ∂ℓ + q
where p1, . . . pn and q belongs to L
∞(Q;C) and satisfy
‖pℓ‖L∞(Q) ≤ m, 1 ≤ ℓ ≤ n and ‖q‖L∞(Q) ≤ m.
6.1. Carleman inequality. In the sequel
δ = min
Q
|∇ψ|A
and d = (Ω, t1, t2,κ, δ,m).
Theorem 6.1. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|∇u|2] dxdt
≤
ˆ
Q
e2τφ|LsAu|2dxdt +
ˆ
∂Q
e2τφ
[
τ3λ3φ3|u|2 + τλφ|∇u|2] dµ
+
ˆ
Σ
e2τφ(τλφ)−1 |∂tu|2dσdtx.
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2,1(Q,C).
Proof. In this proof ℵ, λj , τj , j = 1, 2, . . ., are positive generic constants only
depending on d.
As in the preceding section if Φ = e−τφ, τ > 0, then
∂iΦ = −τ∂iφΦ = −τ∂iφΦ
∂ijΦ =
(−τ∂2ijφ+ τ2∂iφ∂jφ)Φ
∂tΦ = −τ∂tφΦ = −τ∂tφΦ
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We have for w ∈ H2(Q;C)
Φ−1∆A(Φw) = ∆Aw − 2τ(∇w|∇φ)A +
[
τ2|∇φ|2A − τ∆Aφ)
]
w
and
iΦ−1∂t(Φw) = i∂tw − iτ∂tφw.
We decompose L = Φ−1LsA,0Φ as follows
L = L0 + L1 + c
with
L0w = ∆Aw + i∂tw + aw,
L1w = (B|∇w) + bw
where we set
a = τ2|∇φ|2A,
b = −τ∆Aφ,
c = i∂tφ,
B = −2τA∇φ.
We write
(6.1) 〈L0w|L1w〉L2(Q) =
ˆ
Q
L0wL1wdxdt =
6∑
i=1
Ii
with
I1 =
ˆ
Q
∆Aw(∇w|B)dxdt,
I2 =
ˆ
Q
∆Awbwdxdt,
I3 = i
ˆ
Q
∂tw(∇w|B)dxdt,
I4 = i
ˆ
Q
∂twbwdxdt,
I5 =
ˆ
Q
aw(∇w|B)dxdt,
I6 =
ˆ
Q
ab|w|2dxdt.
Most parts of the proof are quite similar to that in the case of the wave equation
and therefore we omit their details.
We have
(6.2) I1 =
ˆ
Q
(D∇w|∇w)dxdt+
ˆ
Σ
[
(∇w|ν)A(∇w|B)− (B/2|ν)|∇w|2A
]
dσdt
where
D = C/2− (B′)t
with C = (div(aijB)).
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Also
ℜI2 =
ˆ
Q
∆Awbw = −
ˆ
Q
b|∇w|2Adxdt−ℜ
ˆ
Q
w(∇b|∇w)Adxdt
+ ℜ
ˆ
Σ
(∇w|ν)Abwdσdt.
But ℜ(w∇w) = ∇|w|2/2. Therefore
ℜI2 = −
ˆ
Q
b|∇w|2Adxdt+
ˆ
Q
∆A(b/2)|w|2dxdt(6.3)
−
ˆ
Σ
(∇(b/2)|ν)A|w|2dσdt+ ℜ
ˆ
Σ
(∇w|ν)Abwdσdt.
Let J = ℜ(I1 + I2) and define
A = D − bA,
a1 = ∆A(b/2),
g1(w) = ℜ [(∇w|ν)A(∇w|B) + (∇w|ν)Abw]
− (∇(b/2)|ν)A|w|2 − (B/2|ν)|∇w|2A.
We combine (6.2) and (6.3) in order to obtain
(6.4) J =
ˆ
Q
ℜ(A∇w|∇w)dxdt +
ˆ
Q
a1|w|2dxdt +
ˆ
Σ
g1(w)dσdt.
We have again from the calculations we done for the wave equation
A = 2τA∇2φA+ τΥA(φ(·, t)).
This identity together with the following ones
∇2φ = λ2φ(∇ψ0 ⊗∇ψ0) + λφ∇2ψ0,
ΥA(φ(·, t)) = λφΥA(ψ0)
imply
A = ΘA(ψ0) + 2τλ2φA(∇ψ0 ⊗∇ψ0)A.
As A(∇ψ0⊗∇ψ0)A is non negative and ψ0 is A-pseudo-convex with constant κ > 0
we get
ℜ(A∇w|∇w) ≥ κκ2|∇w|2.
This inequality in (6.4) yields
(6.5) J ≥ κκ2
ˆ
Q
|∇w|2dxdt+
ˆ
Q
a1|w|2dxdt+
ˆ
Σ
g1(w)dσdt.
We find by making an integration by parts with respect to t and then with
respect to xˆ
Q
∂tw(∇w|B)dxdt =
ˆ
Q
∂tw(∇w|B)dxdt −
ˆ
Q
∂twwdiv(B)dxdt
+
ˆ
Q
(∇w|∂tB)wdxdt
−
ˆ
Σ
w∂tw(B|ν)dσdt +
ˆ
Ω
[w(∇w|B)]t2t=t1 dx.
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We then obtain by noting that div(B) = 2bˆ
Q
∂tw(∇w|B)dxdt =
ˆ
Q
∂tw(∇w|B)dxdt − 2
ˆ
Q
∂twwbdxdt
+
ˆ
Q
(∇w|∂tB)wdxdt
−
ˆ
Σ
w∂tw(B|ν)dσdt +
ˆ
Ω
[w(∇w|B)]t2t=t1 dx.
From the identity
∂tw(∇w|B)− ∂tw(∇w|B) = 2iℑ[∂tw(∇w|B)]
we deduce that
2iℑ
ˆ
Q
∂tw(∇w|B)dxdt = −2
ˆ
Q
∂twwbdxdt+
ˆ
Q
(∇w|∂tB)wdxdt
−
ˆ
Σ
w∂tw(B|ν)dσdt +
ˆ
Ω
[w(∇w|B)]t2t=t1dx.
Or equivalently
−ℑ
ˆ
Q
∂tw(∇w|B)dxdt = −ℜ
(
i
ˆ
Q
∂twwbdxdt
)
−ℑ
ˆ
Q
(∇w|∂tB/2)wdxdt
+ ℑ
ˆ
Σ
w∂tw(B/2|ν)dσdt −ℑ
ˆ
Ω
[w(∇w|B/2)]t2t=t1dx.
Observing that
ℜI3 = −ℑ
ˆ
Q
∂tw(∇w|B)dxdt and I4 = i
ˆ
Q
∂twwbdxdt
we conclude that
(6.6) ℜ(I3 + I4) = −ℑ
ˆ
Q
(∇w|∂tB/2)wdxdt+
ˆ
Σ
g2(w)dσdt +
ˆ
Ω
h(w)dx.
with
g2(w) = ℑ(w∂tw(B/2|ν)),
h(w) = −ℑ
(
[w(∇w|B/2)]t2t=t1
)
.
We find by using again the identity ℜw∇w = ∇|w|2/2
ℜI5 = −
ˆ
Q
div(aB/2)|w|2 +
ˆ
Σ
a(B/2|ν)|w|2dσdt
and hence
(6.7) ℜ(I5 + I6) =
ˆ
Q
a2|w|2dxdt+
ˆ
Σ
g3(w)dσdt
with
a2 = −div(aB/2) + ab,
g3(w) = a(B/2|ν)|w|2.
Let
a = a1 + a2 = −div(aB/2) + ab+∆A(b/2).
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We can carry out the same calculations as for the wave equation in order to
obtain
a ≥ τ3λ4φ3δ4, λ ≥ λ1, τ ≥ τ1.
We end up getting by combining (6.1), (6.5), (6.6) and (6.7)
ℜ〈L0w|L1w〉L2(Q) ≥ τλκ
ˆ
Q
|∇w|2dxdt+ τ3λ4δ4
ˆ
Q
φ3|w|2dxdt(6.8)
−ℑ
ˆ
Q
(∇w|∂tB/2)wdxdt +
ˆ
Σ
g(w)dσdt +
ˆ
Ω
h(w)dx
where we set g = g1 + g2.
Let ǫ > 0. Then an elementary convexity inequality yields
|(∇w|∂tB)w| ≤ ℵφ(ǫτλ[∇w|2 + ǫ−1τλ2|w|2).
In consequence the third term in (6.8) can be absorbed by the first two ones,
provided λ ≥ λ2 and τ ≥ τ2. That is we have
ℜ〈L0w|L1w〉L2(Q) ≥ τλκ
ˆ
Q
|∇w|2dxdt + τ3λ4δ4
ˆ
Q
φ3|w|2dxdt
+
ˆ
Σ
g(w)dσdt +
ˆ
Ω
h(w)dx.
The rest of the proof is almost similar to that of the wave equation. 
Recall that Γ+ = Γ
ψ0
+ = {x ∈ Γ; ∂νAψ0 > 0} and
Σ+ = Σ
ψ
+ = Γ+ × (t1, t2).
As for the wave equation we have
Theorem 6.2. There exist three constants ℵ = ℵ(d), λ∗ = λ∗(d) and τ∗ = τ∗(d)
so that
ℵ
ˆ
Q
e2τφ
[
τ3λ4φ3|u|2 + τλφ|∇u|2] dxdt(6.9)
≤
ˆ
Q
e2τφ |LsAu|2 dxdt+ τλ
ˆ
Σ+
e2τφφ|∂νu|2dσdt
for any λ ≥ λ∗, τ ≥ τ∗ and u ∈ H2,1(Q,C) satisfying u = 0 on Σ and u(·, t) = 0,
t ∈ {t1, t2}.
6.2. Unique continuation. We can proceed similarly as for the wave equation.
We limit ourself to give the statement of the results. Recall first that
E+(x˜, c, r) = {x = (x′, xn) ∈ B(x˜, r); 0 ≤ xn − x˜n < c
and xn − x˜n ≥ |x′ − x˜′|2/c}
with x˜ ∈ Ω, c > 0 and r > 0.
Theorem 6.3. There exists c∗ = c∗(m) with the property that for any 0 < c < c∗
and x˜ ∈ Ω we find 0 < r = r(c, d˜) < d˜ and 0 < ρ = ρ(c, d˜) < r, where d˜ = dist(x˜,Γ),
so that if u ∈ H2,1(Q) satisfies LsAu = in Q and supp(u(·, t))∩B(x˜, r) ⊂ E+(x˜, c, r),
t ∈ (t1, t2), then u = 0 in B(x˜, ρ)× (t1, t2).
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We say that LsA has the property of unique continuation if for any u ∈ H2(Q)
satisfying LsAu = 0 in Q and u = 0 in Ω0× (t1, t2) for some non empty open subset
Ω0 ⊂ Ω then u must be identically equal to zero in Q.
Theorem 6.4. There exists a neighborhood N of I in C0,1(Ω;Rn×Rn) so that LsA
has the property of unique continuation for any A ∈ N .
Concerning the uniqueness for the Cauchy problem associated to LsA, we have
the following corollary.
Corollary 6.1. Let N be as in Theorem 6.4 with Ω substituted by larger domain
Ωˆ ⋑ Ω. Let Γ0 a nonempty open subset of Γ and Σ0 = Γ0 × (t1, t2). For A ∈ N let
u ∈ H2,1(Q) satisfying LwAu = 0 in Q and u = ∂νu = 0 on Σ0. Then u = 0.
The property of unique continuation across a A-pseudo-convex hypersurface is
given in the following theorem.
Theorem 6.5. Let H = {x ∈ ω; θ(x) = θ(x˜)} be a A-pseudo-convex hypersurface
defined in a neighborhood of x˜ ∈ Ω with θ ∈ C2(ω). Then there exists B a neigh-
borhood of x˜ so that if u ∈ H2,1(ω × (t1, t2)) satisfies LwAu = 0 in ω × (t1, t2) and
supp(u(·, t)) ⊂ H+ = {x ∈ ω; θ(x) ≥ θ(x˜)}, t ∈ (t1, t2), then u = 0 in B × (t1, t2).
6.3. Observability inequality. Let A : L2(Ω)→ L2(Ω) be the unbounded oper-
ator introduced in the preceding section. That is
A u = −∆Au, D(A ) = H10 (Ω) ∩H2(Ω).
It is known that u(t) = eitA u0, u0 ∈ L2(Ω) is the solution of the following IBVP
(6.10)


∆Au+ i∂tu = 0 in Q,
u(·, 0) = u0,
u|Σ = 0.
Moreover u belongs to C([0, T ];D(A ))∩C1([0, T ];L2(Ω)) whenever u0 ∈ D(A )
and for 0 ≤ t ≤ T we have
(6.11) ‖u(·, t)‖L2(Ω) = ‖u0‖L2(Ω), ‖∇Au(·, t)‖L2(Ω) = ‖∇Au0‖L2(Ω).
Theorem 6.6. Suppose that 0 ≤ ψ0 ∈ C4(Ω) is A-pseudo-convex with constant
κ > 0 and let Γ+ = {x ∈ Γ; ∂νAψ0(x) > 0}. Then there exists a constant ℵ only
depending Ω, T , κ, κ and Γ+, so that for any u0 ∈ D(A ) we have
‖u0‖H1
0
(Ω) ≤ ℵ‖∂νu‖L2(Σ+),
where Σ+ = Γ+ × (0, T ) and u = eitA u0.
Proof. In light of Theorem 6.1 and identities (6.11) the expected inequality can be
proved by modifying slightly that of the wave equation. 
Remark 6.1. It worth mentioning that the results for the elliptic, wave and
Schrödinger equations can be extended to the case where ∆A is substituted by
the associated magnetic operator defined by
∆A,bu =
∑
k,ℓ
(∂k + ibk)akℓ(∂ℓ + ibℓ)u
with b = (b1, . . . , bn) ∈ W 1,∞(Ω;Rn).
Note that ∆A,bu can rewritten in the following form
∆A,bu = ∆Au+ 2i(∇u|b)A +
(−|b|2A + div(Ab)) u.
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