Abstract. The central result of this paper is that every pair-dense relation algebra is completely representable. A relation algebra is said to be pair-dense if every nonzero element below the identity contains a \pair". A pair is the relation algebraic analogue of a relation of the form fha; ai ; hb; big (with a = b allowed). In a simple pair-dense relation algebra, every pair is either a \point" (an algebraic analogue of fha; aig) or a \twin" (a pair which contains no point). In fact, every simple pairdense relation algebra A is completely representable over a set U i jUj = + 2 , where is the number of points of A and is the number of twins of A.
x1. Introduction
In its most basic form, a representation result for relation algebras is simply a theorem which asserts that every relation algebra having a certain property is representable. This paper presents several new theorems of this kind. The importance of such results stems from the fact that not all relation algebras are representable. Until Lyndon's counterexample in L50], one could have hoped (as in T41], pp. 87{88) that the ultimate representation result would be true, namely that every relation algebra would be representable. This happy situation exists for groups and Boolean algebras. The Stone Representation Theorem implies that every Boolean algebra is isomorphic to a Boolean algebra of sets, i.e., an algebra whose elements are sets and whose operations are the standard set-theoretic operations of intersection, union, and complementation with respect to the union of all the sets in the algebra. Similarly, the Cayley Representation Theorem implies that every group G is isomorphic to a group of permutations, i.e., a group whose elements are permutations and whose operations are the standard ones which gave rise to the group concept, namely, the composition of permutations, the operation of forming the inverse of a permutation, and the distinguished identity permutation which maps every element to itself.
The relation algebras which correspond to Boolean algebras of sets and to groups of permutations are called proper relation algebras. The universe A of a proper relation algebra A is a nonempty family of binary relations between elements of some set U. (U may be empty.) The fundamental operations of A are certain natural set-theoretic operations on binary relations, under which A is closed. In fact, A is a Boolean algebra, with the operations of union, intersection, and complementation with respect to the union of the relations in A ( S A may not coincide with U U), together with the binary operation of composition, the unary operation of conversion, and the identity relation on U, namely Id U = fhx; xi : x 2 Ug. Composition, which was introduced by Augustus De Morgan ( D1856] and especially D1864]; see D66], pp. 55{57, 208, 221, etc.), is de ned as follows for any two binary relations R and S: RjS = f hx; zi : for some y, hx; yi 2 R and hy; zi 2 S g : ( The notation \j" was used by Whitehead and Russell ( WR10] ). De Morgan just used juxtaposition, as did Peirce P33] . Schr oder S1895] used \;".) Conversion, also introduced by De Morgan ( D1864]; see D66], p. 222), is de ned for a relation R as follows: R ?1 = f hy; xi : hx; yi 2 R g : A relation algebra is an algebra of the form A = hA; +; ; ? ; 0; 1; ;; ; 1 , i, where A = hA; +; ; ? ; 0; 1i is a Boolean algebra, ; is an associative binary operation (corresponding to composition j ), is a unary operation (corresponding to conversion ?1 ) such that x = x, 1 , is an identity element for ; (1 , ;x = x = x;1 , ), and De Morgan's \Theorem K" ( D1864]) holds: if x;y z then x;z y and z; y x. Of course, every proper relation algebra is indeed a relation algebra. A relation algebra A which is isomorphic to a proper relation algebra is said to be representable, and an isomorphism from A to a proper relation algebra is called a representation of A. A representation is complete if it preserves all meets and joins, and a relation algebra is completely representable if it has a complete representation.
A fundamental example of a Boolean algebra is the algebra of all subsets of a nonempty set U. Similarly, a fundamental example of a group is the group of all permutations of U. For relation algebras an analogous example is ReU, the algebra of all binary relations on U. It turns out that ReU has a peculiarity not shared by the other two examples: it is simple (has at least two elements and no nontrivial homomorphic images). Another fundamental example in the theory of relation algebras is the algebra SbE of all relations contained in a given equivalence relation E. SbE is isomorphic to the direct product of the algebras ReU, where U ranges over the equivalence classes of E. A relation algebra is proper just in case it is isomorphic to a subalgebra of some SbE. The arithmetic of relation algebras is a kind of mixture of Boolean algebra and group identities. Part of the reason for this is obvious: a relation algebra is a Boolean algebra with additional operators. Another reason is that every group G = G; ; ?1 ; e gives rise to a naturally correlated relation algebra CmG, called the complex, or Frobenius, algebra of G. (See JT48] ; the observation that Frobenius algebras are relation algebras was rst made by J. C. C. McKinsey.) The complex algebra CmG is the Boolean algebra of all subsets of G together with the multiplication and inversion of \complexes" (subsets of G), and the singleton complex feg. It is easy to prove that the complex algebra of a group G is a representable relation algebra. By Cayley's theorem, G is isomorphic to a group of permutations of some set U, so every element of G is correlated with a binary relation on U (which happens to be a permutation). Then, for each subset X of G, let R(X) be the union of the relations correlated with the elements of X. It is easy to show that R is a representation of CmG. This proves an example of the simplest kind of representation result: if A is a complex algebra of a group, then A is representable. More powerful representation results may say something more about the types of representations that A can have. For example, R embeds CmG into ReU = Sb (U U), so we know that CmG is not just representable, but that CmG has an embedding into SbE for a rather special kind of equivalence relation E, namely one with just one equivalence class. By Theorem 4.26 of JT52], such an embedding exists for a representable relation algebra just in case that algebra is simple. (Of course, CmG is simple.) This example is typical; the conclusions of a representation result can often be considerably strengthened if simplicity is added to the hypotheses.
The representation R has another special property. It is complete, that is, it preserves all in nite meets and joins. Every representation of a nite representable relation algebra is trivially complete, but there are representable relation algebras which have no complete representations. A relation algebra with a complete representation is said to be completely representable. Thus CmG is completely representable for every group G.
The main representation results of this paper use the concepts of pair-density and point-density, which are de ned in terms of certain kinds of elements called points, pairs, and twins. Let A be a relation algebra, and let x be a nonzero element of A. We say x is a point if x;1;x 1 , , and x is a pair if x;0 , ;x;0 , ;x 1 , , where 0 , = 1 , ? . A twin is a pair which does not contain a point.
To understand what these conditions mean, suppose A is a subalgebra of ReU. By deciphering the de nitions of point and pair we nd that x is a point just in case x = fha; aig for some a 2 U, and x is a pair just in case there are a; b 2 U, which need not be distinct, such that x = fha; ai ; hb; big. Consequently, x is a twin just in case there are distinct a; b 2 U such that x = fha; ai ; hb; big, and neither fha; aig nor fhb; big belongs to A. Clearly, for subalgebras of ReU, every point is both a pair and an atom, every twin is also a pair and an atom, no twin is a point, the join of two distinct points is a pair, and every pair is either a twin or a point or the join of two points. All these properties can be proved for an arbitrary simple relation algebra A. (ReU is simple, and simplicity is essential in the proofs. ) We call a relation algebra A pair-dense if every nonzero element below 1 , contains a pair, and point-dense if every nonzero element below 1 , contains a point. Letting PrA and PtA be the sets of pairs and points of A, respectively, we conclude that A is pair-dense i P PrA = 1 , , and point-dense i P PtA = 1 , . Since every point is a pair, it follows that point-density implies pair-density. The converse is false. To get an example showing this, we need a relation algebra which has pairs, but not points, below every identity element. Hence we need an algebra with twins. Now ReU is point-dense, but ReU has no twins, so we must consider proper subalgebras of ReU. Consider the case U = 2 = f0; 1g. (Each natural number is the set of smaller natural numbers, i.e., n = f0; : : : ; n ? 1g.) Re2 has a subalgebra M 2 with universe f ;; Id 2 ; Di 2 ; 2 2 g, where Di 2 = fh0; 1i ; h1; 0ig.
M 2 has no points and exactly one twin, namely Id 2 . So M 2 is pair-dense but not point-dense.
The main results concerning pair-density are as follows. Suppose A is a pairdense relation algebra. Then A is completely representable. If A is also simple, then A is atomic, and A is completely representable over a set U just in case jUj = jPtAj + 2jTwAj, where TwA is the set of twins of A. These results imply that every simple complete pair-dense relation algebra is isomorphic to one which is constructed in the following way.
Let U be a set which is partitioned into one-element sets and two-element sets. Let P be all the one-element sets in the partition, and let T be all the two-element sets. Let be an equivalence relation on T. We get a simple complete atomic pair-dense relation algebra A ReU by specifying the atoms of A as follows:
(1) if fag 2 P then fha; aig is an atom, (2 a simple pair-dense relation algebra, but B need not be complete. The smallest example of such an algebra is the one whose elements are nite joins of atoms or the complements of such joins. Every simple pair-dense relation algebra is isomorphic to such a B. Pair-dense relation algebras which are not simple cannot be so easily characterized, since pair-density is not preserved by homomorphisms, as shown by an example near the end of the paper. The reasons for suspecting that pair-density implies representability are as follows. Relation algebraic equations correspond to rst order sentences in which no more than three di erent variables occur ( TG87] ). It is possible to assert, with only three variables, that there are no more than two elements, but the assertion that there are no more than three elements requires four variables. Thus relation algebraic equations can handle and distinguish sets up to cardinality 2, but for cardinality 3 or more all control is lost. (There is no equationally de nable \triplet-density".) The equations which are true in all relation algebras correspond to those logically valid rst order sentences in which at most three variables occur and which have proofs in which no sentence contains more than four distinct variables ( Ma78a], Ma83], and Ma89]). Binary relations between two two-element sets involve at most four elements, as shown in the construction above. If a relation algebra has a property which says, roughly speaking, that the algebra is built up from sets of cardinality 2 or less, then that sentence should imply representability. This is indeed the case for pair-density.
The representability of pair-dense relation algebras was inspired by a problem in a letter of August, 1985, from H. Andr eka and I. N emeti. They asked for the construction of a certain sequence of nonrepresentable cylindric algebras of dimension 3. According to their problem, these algebras should be neatly embeddable in cylindric algebras of certain higher dimensions, and they should have some elements whose join is 1 and which have a property roughly corresponding to the equation x;0 , ;x;0 , ;x 1 , . It seemed that cylindric algebras with all the properties and elements they wanted would have to be representable. For relation algebras this turned out to be the case. Because of the connections between cylindric algebras and relation algebras developed in Ma78a] and Ma89], this outcome suggests that the algebras they originally sought cannot be found.
A relation algebra is point-dense i it is pair-dense and every pair is a point (i.e., it has no twins). Consequently, every point-dense relation algebra A is completely representable, and if A is also simple, then A is atomic and A is completely representable over a set U just in case jUj = jPtAj. It turns out, however, that these results continue to hold if A belongs to a strictly larger class of algebras than relation algebras, namely, the class of semiassociative relation algebras.
Every relation algebra is associative, i.e., satis es the identity (x;y);z = x;(y;z). But a semiassociative relation algebra need not be associative. It is only required to satisfy a special case of the associative law, namely (x;1);1 = x;(1;1). The class of semiassociative relation algebras has special signi cance for algebraic logic, since it is the algebraic equivalent of rst order logic with binary relation symbols and exactly three individual variables ( Ma83], Ma89], and TG87]). We will show that every point-dense semiassociative relation algebra is a relation algebra, and will use this fact to obtain results about point-dense semiassociative relation algebras as corollaries of results concerning pair-dense relation algebras.
So far we have encountered two new representation results of the simplest kind, namely (A) every pair-dense relation algebra is representable, (B) every point-dense semiassociative relation algebra is representable.
Since every relation algebra is a semiassociative relation algebra and point-density implies pair-density, these two theorems have an obvious common corollary: (C) every point-dense relation algebra is representable. They also have an obvious common generalization: every pair-dense semiassociative relation algebra is representable. But this is false. In the proof of Theorem 43(ii) there is an example of a semiassociative relation algebra which is pair-dense but is not a relation algebra. The example can be obtained by starting with the subalgebra of Re4 generated by fh0; 0i ; h1; 1ig, and then \splitting atoms".
Pair-density and point-density are such strong properties that representation results which use them as hypotheses apply only to a limited range of algebras. (On the other hand, far more can be proved for pair-dense and point-dense algebras than mere representability, as we shall see.) For example, if G is a group, then CmG is pair-dense i G has only one element. Thus the representability of complex algebras of groups cannot be proved from the fact that every pair-dense relation algebra is representable. However, the representability of complex algebras of groups is an immediate consequence of the following corollary of Theorem 4.31 in JT52].
(D) If A is an atomic relation algebra in which every atom is functional, then A is representable. An element x of A is functional if x;x 1 , . FnA is the set of functional elements of A. An element of SbE is functional i it is a function. Complex algebras of groups are atomic and all their atoms are functional, so they are representable by (D).
If A is an atomic relation algebra with functional atoms, then P FnA = 1. The latter condition is su cient for representability, even if the algebra is atomless, as was shown in MT76].
(E) If A is a relation algebra in which P FnA = 1, then A is representable. Theorem (C) can be proved from (E). Suppose A is a point-dense relation algebra.
Assume 0 6 = x 2 A. Then 0 6 = 1 , ( x;x). By point-density, there is some y 2 PtA such that y 1 , ( x;x). Then 0 6 = y = 1 , ( x;x) y = (1 , ( x;x));y 1;x;y, so x;y 6 = 0, and (x;y) ;(x;y) = y; x;x;y y;1;y 1 , , so x;y is functional. Thus every nonzero element of A contains a nonzero functional element, i.e., P FnA = 1, so A is representable by (E). (One could also use (D) in place of (E), but this would require the additional work of showing that every simple point-dense relation algebra is atomic.)
A very important and early representation result is due to Tarski T53] (F) . To see that (G) generalizes (E) one need merely note that 1 , is a functional element, 1 , = 1 , , and 1 , ;x = x.
Thus we have a sequence of ever more powerful representation results: (G) implies (F) and (E), (E) implies (D), (D) implies (C), and (C) implies (B) relative to the result that every point-dense semiassociative relation algebra is a relation algebra. However, (A) stands outside this sequence, and thus is not a consequence of (G). It is easy to construct arbitrarily large pair-dense relation algebras which do not satisfy the hypothesis of (G). The construction given above yields such an algebra whenever T 6 = ;. The fact that (C) can be generalized to (B) suggests an investigation of the extent to which results for relation algebras hold for semiassociative relation algebras. More speci cally, how much can the associative law be weakened until the result in question is no longer provable? For some results the associative law is not needed at all. The class of nonassociative relation algebras was therefore introduced in Ma78a] and Ma82] just to have a base for this kind of study. The de nition of this class of algebras is obtained from the de nition of relation algebras by simply deleting the associative law. It turns out that many (perhaps 80%) of the arithmetical results in CT51] were proved there, or could be proved, without any use of associativity. Perhaps another 10% of those results require only the semiassociative law, and thus hold for all semiassociative relation algebras. The remaining 10% require the associative law and fail in some semiassociative relation algebra. The class of all weakly associative relation algebras was introduced in Ma82] for similar reasons. It is the class of all nonassociative relation algebras which satisfy the weak associative law: ((1 , x);1);1 = (1 , x);(1;1). It turns out that this class of algebras is exactly the class for which the relative representation theorem holds (Theorem 5.20 of Ma82]). Other results concerning atom structures and complex algebras also nd their natural place in this class, i.e., they hold for all weakly associative relation algebras but not for all nonassociative relation algebras.
The four classes we have mentioned so far are varieties. (A variety is a class of algebras axiomatized by a set of identities (universally quanti ed equations).) In fact, they form a strictly increasing sequence of varieties: relation algebras, semiassociative relation algebras, weakly associative relation algebras, and nonassociative relation algebras. Every result in this paper is stated and proved for the largest possible variety. In many instances examples are given to show that the result fails for the next largest variety in the sequence.
Most of the main representation results have already been mentioned, but to get to them we must pass through many other results, some of independent interest. We shall mention a few of them here as part of a description of the contents of the paper.
In x2 we present the de nitions of ReU, SbU, the four varieties of algebras mentioned above, representability and related concepts, and the class of representable relation algebras.
x3 and x4 contain all the arithmetic needed for later results. For example, in x3
we show that the rst identity below holds in every nonassociative relation algebra, while the remaining four hold in every semiassociative relation algebra: 1 = 1;1; (x;y);(z;1) = x;(y;(z;1)); ((1;x);y);z = (1;x);(y;z); (x;(y;1));z = x;((y;1);z); (x;(1;y));z = x;((1;y);z):
The last four equations are special cases of a much more general theorem, which states that if A is a semiassociative relation algebra, then any rearrangement of parentheses is possible in a term of the form x 0 ; : : : ;x ?1 , assuming that one of the x 's is 1. For example, (((w;x);y);1);z = w;(x;(y;(1;z))). Thus, even though a semiassociative relation algebra A may not satisfy the associative law, many of the consequences of that law will hold in A. It turns out that the proof of this associativity theorem for semiassociative relation algebras can be based entirely on the fact that every semiassociative relation algebra satis es the ve identities above. The associativity theorem is therefore obtained in x4 as a corollary of a similar result concerning a special class of groupoids with a distinguished element 1, whose axioms are exactly the ve identities above. The resulting associativity theorem for these special groupoids can be applied to cylindric algebras as well.
In x5 we show how the fundamental theorems about ideal elements, relativizations, and homomorphisms that are true for relation algebras carry over to semiassociative relation algebras, but not to weakly associative relation algebras. In particular, simplicity is characterized by a universal sentence for semiassociative relation algebras just as it is for relation algebras, so subalgebras of simple semiassociative relation algebras are also simple. x6 contains two important results about representability and complete representability. First, we show that for relation algebras which have \ nite products" the two concepts coincide. Second, we derive a necessary and su cient condition for representability, namely that the algebra be embeddable in an atomic nonassociative relation algebra which has an !-dimensional relational basis. Relational bases and the basic facts about them are reviewed in that section. To get the second theorem we use Monk's results in Mo70] on the existence of completions of relation algebras.
In x7 we de ne points, pairs, twins, functional elements, and identity atoms, and prove many things about them. That section contains generalizations of some theorems in J82] and SS85]. There is only one theorem in that section which holds for relation algebras but not for semiassociative relation algebras. This is exactly where to look to see why the algebra in (A) must be a relation algebra.
In x8 we study point-density and pair-density. Highlights from this section: every point-dense semiassociative relation algebra is a relation algebra; every simple pair-dense relation algebra is atomic; every simple pair-dense relation algebra has an !-dimensional relational basis.
The concluding x9 contains all the representation results discussed above. One of the corollaries obtained there is (H) A = ReP tA i A is a simple complete point-dense semiassociative relation algebra. This result generalizes Theorem 11 of SS85] from relation algebras to semiassociative relation algebras. It also shows that one of the hypotheses of Theorem 11 is redundant. It is not necessary to assume that A is atomic. The authors of SS85] state that their Theorem 11 \simpli es the proof of a similar result given in a somewhat di erent environment by Maddux and Tarski". (The \similar result" is theorem (E) above.) Although Theorem 11 of SS85] can be easily derived from theorem (E), in a way similar to the proof of (C) from (E), it is not possible to go the other way around. Theorem (E) applies to a strictly larger class of algebras than Theorem 11 of SS85]. It yields the representability of complex algebras of groups, but Theorem 11 does not. Thus it is not clear what the authors of SS85] had in mind.
x2. Preliminaries
In this section we de ne the classes of algebras with which we are concerned, and review some of their theory.
De nition 1. Let A = hA; +; ; ? ; 0; 1; ;; ; 1 , i be an algebra with binary operations +, , and ;, unary operations ? and , and distinguished elements 0, 1, and 1 , .
Then A is a nonassociative relation algebra if hA; +; ; ? ; 0; 1i is a Boolean algebra (called the Boolean part of A), A satis es the identity law NA is the class of all nonassociative relation algebras. Let A 2 NA. Then A is a weakly associative relation algebra i it satis es the weak associative law (WL) ((x 1 , );1);1 = (x 1 , );1.
A is a semiassociative relation algebra if it satis es the semiassociative law (SL) (x;1);1 = x;1.
A is a relation algebra if it satis es the associative law (AL) (x;y);z = x;(y;z).
WA, SA, and RA are the classes consisting of all weakly associative relation algebras, all semiassociative relation algebras, and all relation algebras, respectively. If A 2 NA, then 0 , = 1 , ? . The elements 1 , and 0 , are called the identity element and diversity element of A, respectively.
We will use \NA", \WA", \SA", and \RA" as abbreviations for the phrases \nonassociative relation algebra", \weakly associative relation algebra", \semias-sociative relation algebra", and \relation algebra", respectively.
Parentheses will be omitted from expressions involving operations in a NA according to the convention that the operations should be performed in the following order: , ? , ;, , +. When the same binary operation occurs several times, the calculation should proceed from left to right. Thus, for example, x;y;z = (x;y);z.
The cycle law is a more symmetrical way of stating De Morgan's Theorem K ( D1864]), mentioned in the Introduction. (Replace z by z, rearrange variables, and convert equalities to inequalities using Boolean algebra.) It was shown in CT51] that relation algebras can be axiomatized by the IL, CL, and AL. This axiomatization was used in JT52].
Note that the WL is a special case of the SL, so we obviously have NA WA SA. It turns out that 1 = 1;1 in any NA, so that the WL and the SL are also special cases of the AL. Furthermore, although these classes are not de ned using equations (since the cycle law has the form of equivalences), they happen to be de nable using equations. An equational de nition for RA appears in CT51], and equational de nitions for NA, WA, and SA can be obtained from that one by eliminating the associative law, or replacing it with WL or SL.
Theorem 2. De nition 3. For There are representable relation algebras which are not completely representable. Thus they have representations, but no complete representations. (There are examples of such algebras in Ma78a] and L50].) For many algebras, however, the notions of representability and complete representability coincide. This is true for all nite algebras, and, as shown in x6, it is also true for any atomic algebra which has \ nite products", i.e., the number of atoms below x;y is nite whenever the number of atoms below x + y is nite.
Theorem 5.
(i) RRA ( RA, (ii) RRA is the smallest equational class containing f ReU : U is a set g, (iii) RRA is not nitely axiomatizable.
(iv) RRA is recursively axiomatizable.
Proof. It is easy to check that RRA RA. The fact that the inclusion is proper was rst proved by Lyndon L50] . Part (ii) is due to Tarski There is an essential but unmentioned use of associativity in Theorem 2.8 of CT51], which states that the identity a;b c a; a;c holds in every RA. This identity happens to hold in every SA, but fails in some NA. However, the identity a;b c a;( a;c) holds in every NA. This alternative form (which follows from 1.22 and 2.7, the theorems quoted in the proof of 2.8), together with the second law of duality (Theorem 1.24 of CT51]) can be used to prove 2.9 of CT51]. Theorem 2.10 (which coincides with part (xix) below) is proved in CT51] by an appeal to 2.9, and therefore has a proof not using associativity. The same is true for Theorem 3.3, which also uses 2.9, and for part (xx), which is mentioned after Theorem 2.10 in CT51].
Part (xvi) coincides with Theorem 3.12 of CT51] (and with 1.13(15) in Ma82]). The proof of 3.12 in CT51] uses 3.11(i). The proof of 3.11(i) makes essential use of associativity by an appeal to 2.8. The alternative form of 2.8 can be used instead, but certain other changes need to be made; see the proof of 1.13(15) in Ma82].
The three conclusions of part (xxix) follow from Theorems 3.27, 3.26, and 4.1 of CT51], respectively. The proof of 3.27 uses associativity via 2.9, but the use of associativity in the proof of 2.9 is easily avoided, as was explained earlier. The proof of 3.26 uses 3.24, and this latter theorem fails in some NA. However, associativity is required only to show that 3.24(ii) implies 3.24(i). The equivalence of 3.24(i) and 3.24(iii) is all that is needed in the proof of 3.26, so the proof of 3.26 in CT51] does not really use associativity. The third conclusion of part (xxix) follows from the equivalence of 4.1(i) and 4.1(iii). The proof in CT51] that 4.1(i) implies 4.1(iii) uses only the equivalence of 3.24(i) and 3.24(iii), and hence does not use associativity. The fact that 4.1(iii) implies 4.1(i) is not stated in (xxix), but it is used later in this paper. The proof that 4.1(iii) implies 4.1(i) in CT51] has two unmentioned uses of associativity, in lines 12 and 16, page 368. Both of these uses can be easily eliminated by slight modi cations. x;(y z) 1 , ;y 1 , ;z x;1 (iii), x 1 , = y z x;1 IL z x;(1 x;y) (vi) z x;(1 , ;y) (iii), (ix), x 1 , = z x;y (xii), IL x;(y x;z) (vi) = x;(y z) (iii), (ix), (xii), IL, x 1 , .
The second group of identities can be easily derived from the rst group by using parts (x),(xiii){(xv). (xx): Use parts (iii) and (xix) twice.
1 , x;(1 x;1 , )
(xxii): The proof is similar to that of part (xxi). (iii), so x = x by parts (ix) and (xiv). Note that 0 = x x = x;1 x, so 0 = x;1 x by the cycle law and part (xii). Thus x;1 x, and, similarly, 1;x x. The opposite inclusions hold by part (iv), so x = x;1 = 1;x. Finally, x y;z x y;(z y;x) (vi) x y;(z 1;x) = x y;(z x) (iii) (y x;(z x) );(x z) (vii) (y x;1);(x z) = (x y);(x z) (iii) x;1 y;z (iii) = x y;z:
If any identity holds in a nonassociative relation algebra A, then so does the dual of that identity. The dual of an identity is obtained by replacing every subterm of the form x;y by y;x. For example, the dual of the SL is 1;(1;x) = 1;x. The dual of an identity can be proved by using that identity together with parts (xiv) and ( is an immediate consequence of the cycle law. Theorems 11{12 below contain results which hold in all relation algebras but which do not appear in either CT51] or JT52]. Their proofs require associativity, since they do not hold in every NA. The weak associative law su ces for their proofs, so they hold in every WA. Theorem 11 is used to prove Theorem 12, and Theorem 12 will be used much later in this paper. Proof. By duality, we need only prove the rst half of each part. (i) (x y;z);1 = (y x; z);1 and 1;(x y;z) = 1;(z y;x), (ii) x;y 1;z = x;(y 1;z) and x;y z;1 = (x z;1);y, (iii) (x 1; y);z = x;(z y;1), (iv) x;y;1 = x;(y;1) and 1;x;y = 1;(x;y), (v) x;y;(z;1) = x;(y;(z;1)) and 1;x;y;z = 1;x;(y;z), (vi) x;(y;1);z = x;(y;1;z) and x;(1;y);z = x;(1;y;z), (vii) 1;(1;x;1);1 = 1;x;1, (viii) 1;(1;x;1) ? ;1 = (1;x;1) ? . Proof. To prove (i), (ii), (iv), (v), and (vi) we need only prove the rst identity in each case, since the second identity follows from the rst by duality. 
x4. Associativity in Groupoids
In this section we will prove a general associativity result for semiassociative relation algebras. This result is a consequence of just Theorems 8(v) and 13(v)(vi). Thus it has independent interest as a result about associativity in groupoids having a distinguished element. Of course, all uses of Theorem 25 later in this paper could be replaced by short derivations involving 8(v) and 13(iv)(v)(vi). P(x) = fxg for every x 2 A; P(x 0 ; : : : ; x n?1 ) = f y;z : y 2 P(x 0 ; : : : ; x m?1 ); z 2 P(x m ; : : : ; x n?1 ); 0 < m < n g ; whenever x 0 ; : : : ; x n?1 2 A:
The notation P(x 0 ; : : : ; x n?1 ) will be often used in place of P (A) (x 0 ; : : : ; x n?1 ) if the algebra involved is not relevant or else clear from context. The simplest cases of the de nition of P are P(x) = fxg; P(x; y) = fx;yg; P(x; y; z) = f (x;y);z; x;(y;z) g ; P(w; x; y; z) = f w;x;y;z; w;x;(y;z); w;(x;(y;z)); w;(x;y;z); w;(x;y);z g : De nition 16. Let GA be the class of all A = hA; 1; ;i 2 GD such that, for all x; y; z 2 A:
(A1) 1 = 1;1, (A2) 1;x;y;z = 1;x;(y;z), (A3) x;(1;y);z = x;(1;y;z), (A4) x;(y;1);z = x;(y;1;z), (A5) x;y;(z;1) = x;(y;(z;1)). Algebras in GA are \groupoids with some associativity". Lemma 17. Let A 2 GA. Then for all x; y 2 A: (i) 1;x;y = 1;(x;y), (ii) x;1;y = x;(1;y), (iii) x;y;1 = x;(y;1). Proof. Part (i) follows from (A1) and (A2): 1;x;y = 1;1;x;y = 1;1;(x;y) = 1;(x;y). Similarly, part (ii) follows from (A1) and either (A3) or (A4), and part (iii) is a consequence of (A1) and (A5).
Lemma 18. Suppose A 2 GA, and 1 2 f w; x; y; z g A. Then jP(w; x; y; z)j = 1.
Proof. We must show that the ve elements of P(w; x; y; z) coincide in each of these four cases: w = 1, x = 1, y = 1, and z = 1. Now we assume the lemma holds for n, and show that it also holds for n + 1.
We have x n ;y 2 ?(A) by Lemma 20(ii), so we get u;(v;w);x 0 ; : : : ;x n?1 ;x n ;y = u;(v;w);x 0 ; : : : ;x n?1 ;(x n ;y) Lemma 21, y 2 ?(A) = u;v;w;x 0 ; : : : ;x n?1 ;(x n ;y) inductive hypothesis = u;v;w;x 0 ; : : : ;x n?1 ;x n ;y Lemma 21, y 2 ?(A).
Lemma 23. Suppose A 2 GA and x 0 ; : : : x n?1 2 A. If ?(A) \ f x 0 ; : : : ; x n?1 g 6 = ;, then jP(x 0 ; : : : ; x n?1 )j = 1.
Proof. Use induction on n. If n = 1 or n = 2, then the conclusion obviously holds, even if the hypothesis does not. So we will assume the lemma holds for a given n > 2, and show that it also holds for n + 1. Notice that P (A) has the following fundamental property.
P(x 0 ; : : : ; x n ) = n?1 m=0 P(x 0 ; : : : ; x m?1 ; x m ;x m+1 ; x m+2 ; : : : ; x n ) (1) = P(x 0 ;x 1 ; x 2 ; : : : ; x n ) P(x 0 ; x 1 ;x 2 ; x 3 ; : : : ; x n ) P(x 0 ; : : : ; x n?2 ; x n?1 ;x n ): Since we are assuming the lemma holds for n, (1) yields P(x 0 ; : : : ; x n ) = f x 0 ;x 1 ;x 2 ; : : : ;x n g (2) f x 0 ;(x 1 ;x 2 );x 3 ; : : : ;x n g f x 0 ; : : : ;x n?2 ;(x n?1 ;x n ) g :
The proof will therefore be complete if we manage to show, whenever 0 < m < n, that (3) x 0 ;x 1 ; : : : ;x n = x 0 ; : : : ;x m?1 ;(x m ;x m+1 );x m+2 ; : : : ;x n :
By hypothesis, ?(A)\f x 0 ; : : : ; x n g 6 = ;, so assume y 2 ?(A) and y 2 f x 0 ; : : : ; x n g.
We now consider two cases. Theorem 24 also has applications to cylindric algebras. It can be shown that if C is a cylindric algebra of dimension 3 or more, and the operation ; is de ned on C by x;y = c 2 (s The next theorem is taken from Ma78a], pp. 103{106, and JT52], Theorem 4.10. The equivalence of ( ) and ( ) for relation algebras is due to McKinsey and Tarski, and is announced without proof in JT48], result 4. The equivalence of ( ), ( ), and ( ) for relation algebras is also due to McKinsey and Tarski, and is stated without proof in CT51], p. 362. The equivalence of ( ), ( ), ( ), and ( ) is proved for relation algebras in Theorem 4.10 of JT52]. The part of that proof which shows ( ) and ( ) are equivalent uses only those theorems from CT51] which are proved without associativity. We therefore omit the proof of part (i) below. As we shall see, the remaining equivalences fail for some WA. Hence the proof in JT52] makes essential use of associativity, but for each such use the semiassociative law su ces. Proof.
(ii): Assume ( ) holds. To prove ( ), we assume 0 6 = 1 and show A is simple. Suppose h is a homomorphismof A onto some B 2 NA, and h is not an isomorphism. Then there is some x 2 A such that x 6 = 0 and h(x) = 0. By ( ), 1 = 1;x;1, so 1 = h(1) = h(1;x;1) = h(1);h(x);h(1) = 1;0;1 = 0, i.e., B is the one-element algebra. Thus A is simple.
Next, assume ( ). We have 0; 1 2 IeA by Theorem 6(ii) and Theorem 8(v), so for ( ) it will su ce to show that IeA has no elements other than 0 and 1.
Suppose that z 6 = 1 and z 2 IeA. Let h(x) = x z for every x 2 A. Then h is a homomorphism on A by Theorem 28, and h is not an isomorphism since z 6 = 0 and h(z) = 0. Now 0 6 = 1 since z 6 = 1, so A is simple by ( ), and therefore h must map A onto a one-element algebra. Hence z = h(1) = h(0) = 0. Thus ( ) implies ( ). (v): For every n !, let S(n) = f hi; ji : i; j < n and ji ? jj 1 g, and set B n = Rl S(n) Ren. Clearly S(n) is a symmetric and re exive relation, so S(n) 2 SrRen, and B n 2 WA SA when n 3 by Theorem 5.9(2) of Ma82]. B n is obviously complete and atomic, since its universe consists of all subsets of S(n). We shall see that if 3 n < !, then B n is nite and satis es ( ) but not ( ) or ( ), and B ! satis es ( ) but not ( ).
Let R S(n) and suppose R 2 IeB n . If hi; ji 2 R then hi; ii 2 R since hi; ii 2 fhi; jigjfhj; iig RjS(n) = R, and hj; ji 2 R since hj; ji 2 fhj; iigjfhi; jig S(n)jR = R. Also, if hi; ii 2 R, and hi; ji 2 S(n), then hi; ji 2 R since hi; ji 2 fhi; iigjfhi; jig RjS(n) = R. It follows that ; and S(n) are the only ideal elements of B n , so B n satis es ( ). If n < !, then B n is nite but nontrivial, and hence is simple by part (iii). But ( ) fails in B n because fh0; 0ig 6 = ;, while S(n)jfh0; 0igjS(n) = fh0; 0i ; h0; 1i ; h1; 0i ; h1; 1ig 6 = S(n) since n 3. Finally, B ! is not simple, since there is a nontrivial congruence relation on B ! , which is de ned as follows: R T i R; T S(!) and j(R T) (T R)j < !.
Obviously is an equivalence relation. The proof that is a congruence relation is fairly straightforward. We will consider just one case. 
x6. Representability and Relational Bases
In this section we prove that certain relation algebras are representable i they are completely representable (Theorem 33), and that a NA is representable i it can be embedded in an atomic NA with an !-dimensional relational basis (Theorem 37).
De nition 30. For any A 2 NA, EqA = f x : x;x x = x 2 A g. EqA is the set of all equivalence elements of A.
An equivalence relation is just a symmetric and transitive relation (as in CT51], p. 345, or HMT71], p. 30.) Every equivalence relation is re exive and hence is an equivalence relation on its eld. For any equivalence relation E, EqSbE is the set of equivalence relations contained in E. The eld of any R 2 EqSbE may be a proper subset of the eld of E. In particular, for any set U, R 2 EqReU just in case R is an equivalence relation over some (possibly proper) subset of U. Note that ; is such a relation.
The following theorem is noted in a remark preceding Theorem 4.10 in JT52]. Hence, for some m < n, u h(v m ) and v m 2 AtA, i.e., u z. Thus z;z z. From this and z = z we get z 2 EqB, and hence Rl z B 2 RA by Theorem 31. To show f is a homomorphism we must show, for all x; y 2 A:
f(0) = 0 and f(1) = z, (5) f(x;y) = f(x); z f(y), (6) f( x) = (f(x)) z , (7) f(1 , ) = 1 , z . Now (1){(4) and (7) follow by Boolean algebra from the fact that h is a homomorphism. For (6) we have
For the proof of (5), rst note that f(x);f(y) = (z h(x));(z h(y)) z;z h(x);h(y) z h(x;y) = f(x;y):
For the opposite inclusion, we begin by assuming f(x;y) u 2 AtB. Then u f(x;y) = z h(x;y) z = P h AtA, so there is some w 2 AtA such that u h(w). Therefore, 0 6 = u h(w) h(x;y) = h(w x;y), so 0 6 = w x;y and w x;y. By the complete additivity of ; we have x;y = P (A) f q;r : x q 2 AtA; y r 2 AtA g ; so there must be q; r 2 AtA such that w q;r x;y, q x, and r y. Therefore h(q) z h(x) = f(x) and h(r) z h(y) = f(y), so u h(w) h(q;r) = h(q);h(r) f(x);f(y). Thus any atom of B below f(x;y) is also below f(x);f(y), i.e., f(x;y) f(x);f(y). This completes the proof of (1){(7). If x 2 AtA, then h(x) 6 = 0 since h is one-to-one, and h(x) z by the de nition of z, so f(x) = z h(x) = h(x) 6 = 0. Thus f is one-to-one.
To show f is complete, assume X A and w = P (A) X exists. We must show P (B) f X = f(w).
Suppose f(x) is an arbitrary element of f X, with x 2 X. Then x w and f(x) f(w) since f is a homomorphism. Thus P (B) f X f(w).
For the opposite inclusion, assume f(w) u 2 AtB. Then u f(w) z, so there is some y 2 AtA such that u h(y). Then 0 6 = h(y) f(w) h(y) h(w) = h(y w) = h( P (A) f y x : x 2 X g), so 0 6 = P (A) f y x : x 2 X g. Since y 2 AtA, there must be some x 2 X such that y x. Hence u h(y) h(x), and we have u z, so u f(x) and x 2 X, i.e., u P (B) f X. Thus f(w) P (B) f X, which nishes the proof that f is complete.
It is not true that a representable relation algebra need be completely representable. In fact, the rst example of an in nite representable relation algebra which is not completely representable appears in L50]. There are other examples of such algebras in Ma78a]. Thus, the problem arises of nding partial criteria under which representability implies complete representability. The following theorem gives one such criterion. If A is countable and has an !-dimensional relational basis, then the extension condition (R 2 ) can be used to progressively alter such a partial representation until the last condition becomes an equality and a full representation is obtained.
We shall prove that a nonassociative relation is representable i it is embeddable in an atomic NA with an !-dimensional relational basis. First we need the following connection betwen SA's and 3-dimensional relational bases. The next theorem is almost equivalent to Theorem 6(3) of Ma83], which states that RRA = RA ! , i.e., a relation algebra A is representable i A can be embedded in a complete atomic SA with an !-dimensional relational basis. The next theorem shows this is still true if completeness is omitted and \SA" is replaced by \NA". Proof. Assume A is representable. Then there is some equivalence relation E and an algebra B such that A B = SbE. Now B is not only atomic, but also complete, and is not only in NA, but also in RRA. Finally, B ! B is a relational basis for B, since B ! SbE is a relational basis for SbE. Thus ( ) implies ( ). Now assume ( ) holds, and that M B ! B is an !-dimensional relational basis for B. Let C be a completion of B, i.e., an algebra obtained by applying Theorem 36 to B. Then M is also an !-dimensional relational basis for C. It is easy to show that hm ij i i;j<3 : m 2 M is a 3-dimensional relational basis for C, so C 2 SA by Theorem 35. Thus A C 2 SA, C is complete and atomic, and C has an !-dimensional relational basis. So, by the de nition of RA ! and Theorem 6(3) of Ma83], A is representable.
Completeness plays no essential role in the proof of Theorem 6(3) of Ma83]. In fact, it is not even mentioned in the part of the proof which shows RA ! RRA. The following observations should explain the intuitive meaning of these de nitions. Suppose A is a subalgebra of ReU and R is a relation in A. R is an identity atom i R Id U = f hx; xi : x 2 U g, R is not empty, and no nonempty proper subrelation of R is an element of A.
Decoding the de nition of point, we see that R is a point just in case R is not empty and every element in the domain of R is the same as every element in the range of R, i.e., R = fha; aig for some a 2 U.
With regard to the the de nition of pair, notice that, by Theorem 8(xxvii), every pair is included in the identity. Hence, we can decode the de nition of a pair as follows: R is a pair of A just in case R is not empty, and whenever ha; ai, hb; bi, hc; ci are in R and b is di erent from a and c, then a = c, i.e., R = fha; ai ; hb; big for some a; b 2 U.
A twin is a pair which is disjoint from every point, so R is a twin just in case there are distinct a; b 2 U such that R = fha; ai ; hb; big, and neither fha; aig nor fhb; big are elements of A.
Finally, R is a functional element of A i R is a function whose domain and range are (possibly proper) subsets of U. Notice that ; is functional. Functional elements were introduced and extensively studied for relation algebras in CT51].
Theorem 39. Let A 2 NA.
(i) If x 2 PrA then x 1 , .
(ii) PtA TwA PrA.
(iii) PtA \ TwA = ;.
Proof. (i): This part follows from Theorem 8(xxvi)(xxvii).
(ii): Trivially, TwA PrA. Suppose x 2 PtA. Then x;0 , ;x = 0 by Theorem 8(xxvi), so x;0 , ;x;0 , ;x = 0;0 , ;x = 0 1 , , and therefore x 2 PrA.
(iii): If x were both a point and a twin, then x would be both nonzero and disjoint from itself. For the opposite inclusion, we assume x 2 PrA\IaA TwA and show x 2 PtA. Since x 2 PrA TwA, there is some y 2 PtA such that x y 6 = 0. Hence y x since PtA IaA. But x 2 IaA, so x = y 2 PtA.
(iv): We will assume x;1;y 6 = 0 and show x;1;y 2 AtA. Suppose 0 6 = z x;1;y. Then 0 6 = y (x;1) ;z = y 1;x;z by Theorems 8(xii)(xiii)(xv)(xxvi) and the cycle law. Since y 2 AtA, this yields y 1;x;z. Then x;1;y x;1;(1;x;z) = x;1;x;z 1 , ;z z by Theorems 8(iii)(v), 25, and the IL. Thus x;1;y 2 AtA, and, similarly, y;1;x 2 AtA f 0 g. By Theorems 8(iii)(xii)(xiii)(xv)(xxvi) and 25 (y;1;x) ;(y;1;x) = x;(1; y);(y;1;x) = x;(1;y;y;1);x x;1;x 1 , ; so y;1;x 2 FnA. Now suppose A is simple. Since x 6 = 0 6 = y, we get x;1;y 6 = 0 6 = y;1;x by Theorem 29(iv). Hence x;1;y; y;1;x 2 AtA. (ii): Let 1. Let A be the SA determined by the following conditions.
(1) AtA = f a 0 ; a 00 ; a 1 ; a 11 g f a 01 : < g f a 10 : < g, h(a 0 ) = fh0; 0i ; h2; 2ig; h(a 00 ) = fh0; 2i ; h2; 0ig; h(a 1 ) = fh1; 1i ; h3; 3ig; h(a 11 ) = fh1; 3i ; h3; 1ig; h(a It is easy to show (as in the proof of Theorem 47 below) that A 2 NA is pointdense (or pair-dense) just in case every nonzero identity element contains a point (or pair), i.e., the points (or pairs) are dense below 1 , . That is why \dense" is used in De nition 44. By Theorem 40(ii)(iii), y is either a point, a twin, or the join of two points, and the same is true of z. For each of the resulting nine cases we will show that y;1;z is either an atom, the join of two atoms, or the join of four atoms. We have 0 6 = y;x;z y;1;z, and y;1;z is join of nitely many atoms, so y;x;z must contain one of those atoms. But y;x;z x, so x also contains an atom.
Now we turn to a key result which says, in e ect, that every partial representation of a simple pair-dense RA can be extended wherever necessary. First we need a lemma. It follows from (13) and (14) that (4){(6) hold for + 1. This completes a proof by induction that m 0 can be constructed so that (4){(6) hold for every < !. Since ! ! = S <! , it follows that m 0 2 B ! A.
x9. Representation Results
In the rst two results we restrict our attention to simple algebras.
Theorem 51. Let A be a simple pair-dense RA. For every set U the following statements are equivalent:
( ) A has a complete representation over U, ( ) 
Proof. First we show that ( ) implies ( ). Suppose that R is a complete representation of A over U. For every x 2 PtA, R(x) is a point of ReU, and so there is some a 2 U such that R(x) = f ha; ai g. Distinct points of A must correspond to distinct elements of U, since R is one-to-one. This establishes a one-to-one correspondence between PtA and a subset of U. Now let y 2 TwA. R(y) is not a twin of ReU (in fact, TwReU = ;), but R(y) is a pair of ReU which is not a point. Hence there are distinct b; c 2 U such that R(y) = f hb; bi ; hc; ci g. Thus every pair of A corresponds to a two-element subset of U. Distinct identity atoms are disjoint, so distinct pairs in A correspond to disjoint two-element subsets of U, and an element of U corresponding to a point of A cannot also correspond to a pair. Thus there is a one-to-one correspondence between TwA and a collection of two-element subsets of U, each disjoint from the subset corresponding to PtA. It follows that jUj jPtAj+2jTwAj. To get the inequality in the other direction, it su ces to show every element of U corresponds to some point or pair of A. Let a 2 U. A is atomic, so 1 , = P IaA. R is complete, so Id U = R(1 , ) = R( P IaA) = S f R(x) : x 2 IaA g. Thus f ha; ai g Id U = S f R(x) : x 2 IaA g, so there is some x 2 IaA such that f ha; ai g R(x). Every identity atom of A is a point or a pair, so either a corresponds to a point, or else a is one of two elements of U corresponding to a pair. This shows jUj jPtAj + 2jTwAj, completing the proof that ( ) implies ( Thus the embedding R establishes a one-to-one correspondence between the atoms of A and ReU. Since R is complete, R must be an isomorphism.
(iii): This part follows from part (ii). It is possible to construct a somewhat more direct proof of Theorem 52(iii).
De ne a function R : A ! Sb(PtA PtA) by R(x) = f hu; vi : u; v 2 PtA and 1;u;x;v;1 = 1 g for every x 2 A. It can then be shown that R is a complete representation of A over
PtA. The author's original (unpublished, 1973) proof of Theorem 52(iii) proceeded in this way.
In the nal theorem we consider algebras which may not be simple. Here we encounter the di culty that pair-density and point-density are not preserved by homomorphisms. In fact, we can construct an example which shows that a pointdense RA may have a simple homomorphic image which is not even pair-dense. Let M 3 be the subalgebra of Re3 which has universe M 3 = f ;; Id 3 ; Di 3 ; 3 3 g. Then M 3 is neither pair-dense nor point-dense. (The subalgebra M 2 of Re2 with universe M 2 = f ;; Id 2 ; Di 2 ; 2 2 g is also not point-dense, but it is pair-dense.)
Let h be the function whose domain consists of all those \eventually constant" sequences whose \limits" are in M 3 , and let h map each such sequence to its limit. Thus h = f hR; Si : R 2 ! Sb(3 3) & S 2 M 3 & (9 < !)(8 )( < < ! ! R = S) g Let A = Dom h. It is easy to check that A is the universe of a subalgebra A of ! Re3. The points of A are those sequences which have either fh0; 0ig, fh1; 1ig, or fh2; 2ig in only nitely many places, and ; everywhere else. Any identity element of A contains a point, so A is point-dense. Finally, h is a homomorphism mapping A onto M 3 .
Note that A is incomplete. For complete algebras the situation is di erent, as the next lemma shows. The last inclusion holds by (1). Since y 6 = 0, we have y 2 PrA.
(ii): Suppose h is a homomorphism from A onto B. Let z 2 B and 0 6 = z 1 , . Choose w 2 A such that h(w) = z and set x = w 1 , . Therefore h(x) = z and 0 6 = x 1 , . By part (i) there is some y 2 PrA such that y x and 1;x;1 = 1;y;1. We will show that h(y) z and h(y) 2 PrB.
First, h(y) h(x) = z. Next, 1;z;1 = 1;h(x);1 = h(1;x;1) = h(1;y;1) = 1;h(y);1, but z 6 = 0, so h(y) 6 = 0 as well. Finally, h(y);0 , ;h(y);0 , ;h(y) = h(y;0 , ;y;0 , ;y) h(1 , ) = 1 , , so h(y) 2 PrB. Theorem 54. Every pair-dense RA, and hence every point-dense SA, is completely representable.
Proof. Suppose A 2 RA and A is pair-dense. Let B be a completion of A. We have PrA PrB since A B, so Choose an I-indexed system of sets hU i : i 2 Ii so that (3) U i \ U j = ; whenever i; j 2 I and i 6 = j, (4) jU i j = jPtC i j + 2jTwC i j for every i 2 I. Suppose j 2 I. B is pair-dense and complete, so C j is also pair-dense by (2) and Lemma 53(ii). Hence, by (4) and Theorem 51, there is a complete representation R j of C j over U j . Let p j be the natural projection homomorphism from Q i2I C i onto C j . Let E = i2I U i U i :
Note that E is an equivalence relation by (3). De ne a function R : A ! SbE by R(x) = i2I R i (p i (h(x))) for all x 2 A:
It is now easy to show that R is a complete representation of A over E.
