Taking P 0 to be the measure induced by simple, symmetric nearest neighbor continuous time random walk on Z d starting at 0 with jump rate 2d define, for β ≥ 0, t > 0, the Gibbs probability measure P β,t by specifying its density with respect to P 0 as
δ 0 (xs)ds (1) where Z β,t (0) ≡ E 0 [e β t 0 δ 0 (xs)ds ]. This Gibbs probability measure provides a simple model for a homopolymer with an attractive potential at the origin. In a previous paper [3] , we showed that for dimension d ≥ 3 there is a phase transition in the behavior of these paths from diffusive behavior for β below a critical parameter to positive recurrent behavior for β above this critical value. This corresponds to a transition from a diffusive or stretched out phase to a globular phase for the polymer. The critical value was determined by means of the spectral properties of the operator ∆+βδ 0 where ∆ is the discrete Laplacian on Z d . In this paper we give a description of the polymer at the critical value where the phase transition takes place. The behavior at the critical parameter is in some sense midway between the two phases and dimension dependent.
Introduction
In this paper we provide a picture of a homopolymer model at the critical value of a parameter. Other properties of this model were discussed in the previous work [3] of the authors. An approach to some of the results of [3] using renewal theory is explained in [6] . Using the methods of [3] , we can now give a fairly complete description of the polymer behavior at the critical parameter in all dimensions. Interest in polymer models is wide spread. An early work on the subject is [5] which has been followed by myriad contributions and we refer the reader to the interesting paper [7] or the monograph [6] and their extensive bibliographies. In contrast to other work on the homogeneous pinning model, our approach uses spectral theory and resolvent analysis in place of renewal theory. In our case we are able to establish some interesting and explicit results about the behavior of the pinned homopolymer at the critical parameter which gives the point where a phase transition occurs. In order to describe the model, denote by Σ the space right continuous, left limit paths on [0, ∞) into Z d . A typical element of Σ will have its position at time s denoted by x s . Sometimes we shall consider the restriction of elements of Σ to the interval [0, t] and use Σ t to denote this set of paths. The corresponding Borel σ−fields shall be denoted by B ∞ and B t , respectively. Our reference measure on Σ shall be P 0 , where P x denotes the measure induced by simple, symmetric nearest neighbor continuous time random walk on Z d starting at x with jump rate 2d. This is the Markov process whose generator is the discrete Laplacian; ∆ψ(x) = y:|x−y|=1 (ψ(y) − ψ(x)). Define for β ≥ 0 and t > 0 the Gibbs probability measure P β,t on the Borel subsets B t of Σ t by specifying its density with respect to P 0 as
is the usual normalizing factor called the partition function. Setting
enables us to define the Gibbs measure P x β,t on paths started at x by
When x = 0 we will write Z β,t in place of Z β,t (0). A couple of simple observations to be used later are that
and that for all
In the previous work [3] , we demonstrated the existence of a phase transition in the parameter β at a particular parameter value which we shall denote by β d . It was also shown in [3] that in all dimensions, whenever β > β d , there is a limiting measure P x β,∞ . To be precise, for any A ∈ B s , the limit lim t→∞ P x β,t (A) = P x β,∞ (A) determines a probability measure P x β,∞ on B ∞ . Similar results on the existence of such a measure were obtained in the context of penalization in [8] . It was also shown that {x s : s ≥ 0} is positive recurrent, called the globular phase, under the measure P ∈ ·) has a normal limit. In other words, for β < β d there is no long term effect of the potential on the polymer as this is the same limit satisfied by the process under P 0 . In this paper we shall extend these results to the case β = β d and d ≥ 3 which is more delicate than the case β = β d . For β = β d and d ≥ 5 the measure P ∈ ·) has a limit which is a mixture of Gaussians. Thus, in contrast to the case β < β d , there is a long term influence of the potential on the polymer at the critical value β = β d . In dimensions d = 3 or 4, the polymer paths at β = β d exhibit unusual behavior midway between the cases of d ≤ 2 and d ≥ 5 and making these dimension dependent behaviors explicit is the subject of this paper.
The phase transition in the polymer model corresponds to a transition for the operator H β = ∆ + βδ 0 . In dimensions d = 1 or 2, this operator has a positive eigenvalue λ 0 (β) > 0 for all β > 0. In dimensions d ≥ 3, for β > β d , H β has a positive eigenvalue λ 0 (β) but only absolutely continuous spectrum for β < β d . We denote the corresponding eigenfunction by ψ β . Curiously, for d ≥ 5, λ 0 (β d ) = 0 is an eigenvalue at the edge of the absolutely continuous part of the spectrum of H β d which is [−4d, 0]. However, the situation in d ≤ 4 is that there is no eigenvalue in the spectrum of H β d . We remark that the value β d marks a transition in the free energy as well. Namely, for β ≤ β d the free energy lim t→∞ 1 t ln Z β,t (0) = 0 while for β > β d one has lim t→∞ 1 t ln Z β,t (0) = λ 0 (β) > 0. In addition, this corresponds to the fact that ∞ 0 δ 0 (x s )ds is an exponentially distributed random variable with parameter 2d e d where e d = P 0 (x never returns to the origin). One simply notes that ∞ 0 δ 0 (x s )ds = N j=1 τ j where N, the number of visits to the origin, is a geometric random variable with parameter 1 − e d which is independent of the iid sequence τ j , j ≥ 1, of exponentially distributed random variables with parameter 2d where τ j is time spent at the origin on the j th visit there. Thus Z β,
δ 0 (xs)ds ] < ∞ for β < 2d e d while this is infinite for β ≥ 2d e d which gives that
2 Behavior of the polymer at β = β d .
We now describe the behavior of the polymer at β = β d . For d = 1, 2, β d = 0 and so the polymer measure P β d ,∞ is just P 0 and there is nothing new to add, but perhaps it's worth pointing out that the continuous time, simple, symmetric random walk is null recurrent in these dimensions. That is the polymer in this case is diffusive meaning x t / √ t has a non-degenerate limiting distribution, which is of course Gaussian. For d = 3 or 4, the polymer is in a "weakly" diffusive phase at β = β d . The potential has a weak, yet non-negligible, long term effect in these dimensions at the critical value of the parameter β, but not strong enough to give a stationary probability distribution under P β d ,∞ as in the case d ≥ 5 described below. The effect of the potential shows up in the behavior of σ t /t where
The process σ t /t has a limiting distribution under P β d ,t as t → ∞. This distribution is more concentrated near 0 in three dimension than in four. For example, the mean of this limiting distribution is 1/3 when d = 3 and is 1/2 when d = 4. We can derive the limiting distribution explicitly as well as that of x t / √ t with respect to P β d ,t as t → ∞. The latter relies on specifying the limiting distribution of σ t /t. In the limit, the distribution of x t / √ t in the critical case β = β d is a mixture of Gaussians. The reason is that the polymer is "free" of the influence of the potential after time σ t and as a result, conditional on σ t , the position x t is approximately Gaussian with variance t − σ t = t(1 − σ t /t). One can think of the potential as providing a "sticky" boundary point in the critical case, but not "sticky" enough to create a globular phase as in the cases d ≥ 5. The existence of a non-degenerate limiting distribution for σ t /t under the measure P β d ,t demonstrates the long term influence of the potential on the polymer.
In dimensions d ≥ 5, the process under the polymer measure P x β d ,∞ is positive recurrent. This curious case is due to the existence of 0 as an eigenvalue for the operator H β d . It turns out that the corresponding eigenfunction, ψ β d is given by
, the normalized square of ψ β d provides the stationary probability measure for the timehomogeneous Markov process under P β d . The stationary distribution is given by π β d where for , as t → ∞,
where ξ is a random vector with characteristic function
For d = 4, and β = β 4 , and
, as t → ∞,
where η is a random vector with characteristic function
For the next result, denote the heat kernel of the operator H β by p β . That is
The situation at criticality for d ≥ 5 is described in the following.
is a Markov process with generator
where 
Its invariant probability distribution is π β d as defined in (4) . The k th moment of π β d is finite if and only if d ≥ k + 5.
Resolvent Analysis
Assume throughout that β ≥ 0. Recall that p β denotes the heat kernel of the operator H β as at (5) where H 0 = ∆. The analysis begins with the resolvent given by
The resolvent satisfies the equation
to denote the symbol (Fourier transform) of −∆.
Using (8), we see that the Fourier transform of the resolvent, namely,
satisfies the equation
Solving forR β,λ (φ, y) one arrives at
In the case β = 0, (10) becomeŝ
On inversion of (11), we have the representation
Since the function R 0,λ (0, 0) plays a central role in our development, we denote it for simplicity by
Notice that
Multiplying both sides of (10) by (2π) −d , integrating over T d and combining with (12) and (13), we get
and solving for R β,λ (0, y),
The following result about I(λ) enables one to derive large time asymptotics for p β d (t, 0, 0) by means of a Tauberian Theorem. 
where c d is some positive constant.
We don't specify the value of c d as it's value won't play a significant role later.
Proof. By (13), for d = 3, and δ > 0 fixed,
Solving for I(λ) gives
Similarly, for d = 4, using (13), again with δ > 0 fixed,
In the case d ≥ 5, and δ > 0 fixed as before, and letting c d change from line to line,
Corollary 3.1. The following λ → 0 asymptotics hold
(16)
Proof. Using Lemma 3.1, (14) and the fact that β d I(0) = 1, for d = 3, the Laplace transform of p β 3 (·, 0, 0) satisfies
Similarly, for d = 4, it satisfies
The next result is derived by standard Tauberian arguments as in [4] . (17),
Proof. Set τ = 1 t
. By Theorem 1, page 443 of [4] and (15),
. But the first asymptotic holds by (15) and so (18) holds since Γ( . But the first asymptotic holds by (16) and so (18) holds since Γ(2) = 1.
Again, by Theorem 1, page 443 of [4] and (15), with τ =
Before moving on to the next section, we make some observations about Z β,t and p β . First we point out the relation between Z β,t and p β . By the Feynman-Kac formula,
Comparing (21) and (5), we see that the relation between Z β,t and p β is given by
Second we point out a couple simple relations satisfied by p β . On taking the Fourier transform in (5), it follows that
Since Φ(0) = 0, it also follows that
Spectrum of H β
In this section we discuss the spectrum of the operator H β which plays a major role in the behavior of the measure P β,t . This discussion will be familiar to readers of the monograph [2] . The operator H 0 = ∆ has purely absolutely continuous (a.c.) spectrum equal to [−4d, 0]. The spectrum of H β consists of an a.c. part, [−4d, 0], and at most one eigenvalue λ 0 (β) which, for d ≥ 5, can be 0. In other words, on the edge of the a.c. part of the spectrum there is an embedded eigenvalue. The first part can be seen from the formula (14) since the resolvent for ∆ blows up for λ ∈ [−4d, 0] and the denominator vanishes when β(λ) = 1. That 0 is an eigenvalue for d ≥ 5 follows from the square integrability of 1/Φ(φ) over T d which is readily verified. Now if H β ψ = λψ with ψ ∈ L 2 (Z d ) then ψ is an eigenfunction and on taking Fourier transforms we see from a computation similar to that at (10) that
Inverting gives
So, either ψ(0) = 0 which impliesψ ≡ 0 and therefore ψ ≡ 0, or we can normalize so that ψ(0) = 1 which implies by (24) thatψ(φ) = β λ+Φ (φ) and from (25) that λ = λ 0 (β) is the solution of 
and has the representation
The measure π β defined at (4) 
as ||φ|| → 0 and integrating in polar coordinates introduces a factor of ||φ|| d−1 and so
The other claim is about the moments of π β d . Assuming that d ≥ 5 and β > β d , we see that for any (
has moments of all orders, since the denominator is bounded from 0 and the integration is over the compact space T d . Since this is the Fourier transform of (Π
i )ψ β (x), Plancherel's identity implies that the latter is in L 2 which is the claim to be proved.
The rest of the proof is just verification, for example, when k = 1, if we set r j = i =j φ 2 i and ψ j = φ j /r j so that we may express the asymptotic near 0
which depends only on the integral near 0. Thus, we check in cylindrical coordinates, 
For the variance estimate, we first observe that on taking the Fourier transform of (5) and integrating from 0 to t one obtainŝ
and on inverting this Fourier transform one arrives at
And since x∈Z d p 0 (t, 0, x) ζ, x 2 = t|ζ| 2 it follows using (18) and (28) that
A similar argument handles the covariance claim. Note this implies the proper normalization of x t for a limiting law would be
. For the distribution of σ t /t we observe, for s ∈ (0, 1) and ǫ > 0 small enough so that s + ǫ ∈ (0, 1)
where the term ǫt arises from the rate of jumping from 0 to the unit vector v 1 ∈ Z 3 in the time interval (st, (s + ǫ)t). As t → ∞, the term
due to the transience of the 3 dimensional random walk. Thus,
By (28) and (18) we have for s ∈ (0, 1),
√ s from which we can deduce that 6e 3 = β 3 and so
as desired.
In order to derive the asymptotic distribution of x t / √ t, we evaluatep β 3 at φ √ t with φ ∈ R 3 to get from the Central Limit Theorem for the simple symmetric continuous time random walk and (29) that
After normalization by Z β 3 ,t ∼ 2c 3 β 3 √ t it follows that
Next, for d = 4 at β = β 4 by (19), (22) and (23), we have
Using (19) and (31) as before, we get
A similar argument handles the covariance claim. For the distribution of σ t /t when d = 4 we observe as before, for s ∈ (0, 1) and ǫ > 0 small enough so that s + ǫ ∈ (0, 1)
where the term ǫt arises from the rate of jumping from 0 to the unit vector v 1 ∈ Z 4 in the time interval (st, (s + ǫ)t). The term from which we derive that e 4 = 8β 4 and so
as desired. Again, the limiting distribution in the critical case β = β 4 is a mixture of Gaussians, but with a different mixture in d = 4 than in d = 3. Evaluatingp β 4 (t, 0, ·) at
with φ ∈ R 4 and making use of (29) together with the central limit theorem for the simple symmetric continuous time random walk, we get
After normalization by Z β 4 ,t ∼ c 4 β 4 t ln t it follows that
That completes the proof.
The proof of Theorem(2.2) requires the following lemma.
Proof. Define the hitting time T = inf{t ≥ 0 : 
From (33) it follows readily that for each u,
To finish the proof, we use the strong Markov property, (3) ,(34) and the dominated convergence theorem to get
Proof. (Theorem (2.2)) The semigroup generated by p β d is
and Q t acts on the space of bounded functions. Since ψ β d is the eigenfunction corresponding to λ 0 (β d ) = 0, (35) implies
which establishes (6) . Now the kernel
generates a semigroup, which we denote by R t and by (36), R t 1 = 1. The generator A β d of R t as calculated by the formula 
, t → ∞ together with the definition of r β d (t, x, y) we see that both In order to obtain weak convergence of the measures P β d ,t , t → ∞, on the space of trajectories Σ s we need to establish tightness. According to [1] , this requires control of the oscillations. Set where the inf is taken over finite sets {t i } such that 0 = t 0 < t 1 < · · · < t r = s t i − t i−1 > δ.
Then, since our paths all start at 0 under P β d ,t tightness will follow provided for each positive ǫ and η there exists a δ ∈ (0, 1)and T 0 such that
But, using (2) and (3) 
Thus, we see from (38) that (37) follows from the fact that (37) holds for P 0 . This proves the convergence in distribution of the process on Σ s under P β d ,t as t → ∞.
