Abstract. Benjamini, Finucane and the first author have shown that if (Γn, Sn) is a sequence of Cayley graphs such that |S n n | ≪ n D |Sn|, then the sequence (Γn,
Introduction
We start by recalling Gromov's famous polynomial growth theorem.
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Theorem ( [14, 27] ). Let Γ be a group generated by a finite symmetric subset S. If there exists an unbounded sequence of integers m n , and constants C and D such that |S mn | ≤ Cm D n for all n, then Γ is virtually torsion-free nilpotent.
Conversely, we know from Bass and Guivarc'h [1, 16] that for every torsion-free nilpotent group Γ equipped with a symmetric finite generating subset S there exists a constant C = C(Γ, S) ≥ 1 such that for every n ∈ N we have
where hdim (Γ) is the homogeneous dimension of Γ (it is in particular an integer).
More recently, Shalom and Tao [22] showed that for every D there exists n 0 such that for every group Γ generated by a finite symmetric subset S, if there exists just one integer n 1 ≥ n 0 such that
then Γ is virtually nilpotent. Breuillard, Green and Tao [8, Corollary 11.5] subsequently showed that (1.1) could be weakened to a "relative" polynomial-growth condition of the form
One can actually go further and show that if one takes a "large" group Γ satisfying (1.2) then when "zooming out" at scale n 1 it "looks like" a connected nilpotent Lie group. To make this idea precise, one can use the Gromov-Hausdorff topology, or GH topology, which gives a way to measure how "close" two metric spaces are to one another; see §3 for a precise definition. To study Γ "zoomed out" at scale n 1 , one can consider the rescaled Cayley graph (Γ,
) with respect to the GH topology.
The first author obtained the following result in this direction in joint work with Benjamini and Finucane.
Theorem 1.1 ([2, Theorem 3.2.2.]).
Let (Γ n , S n ) be a sequence of Cayley graphs such that |S n n | ≪ n D |S n |. Then for every sequence m n ≫ n the sequence (Γ n , d Sn mn ) is GH-relatively compact, and every cluster point is a connected nilpotent Lie group equipped with a left-invariant sub-Finsler metric.
Remarks. The authors of [2] use the terminology Carnot-Carathéodory metric to mean a subFinsler metric (we caution that sometimes Carnot-Carathéodory is used more specifically to mean sub-Riemmannian). Moreover, whilst [2, Theorem 3.2.2.] is stated for finite graphs this is in fact a misprint and the proof is also valid for infinite graphs. Finally, [2, Theorem 3.2.2.] has the stronger hypothesis that |S n n | = O(n D ), but the same proof yields the same result under the hypothesis of Theorem 1.1 that |S n n | = O(n D |S n |).
Main new results. Our first result in this paper bounds by D the dimension of any cluster point arising from Theorem 1.1. Theorem 1.2. Let (Γ n , S n ) be a sequence of Cayley graphs such that |S n n | ≪ n D |S n |. Then for every sequence m n ≫ n the sequence (Γ n , d Sn mn ) is GH-relatively compact, and every cluster point is a connected nilpotent Lie group of dimension at most D equipped with a left-invariant sub-Finsler metric.
In light of the Bass-Guivarc'h formula, it is tempting to wonder whether even the homogeneous dimension should be bounded by D. However, the following example shows that Theorem 1.2 and Remark 1.3 are both sharp. Consider the subset S of the discrete Heisenberg group H(Z) = , which also appears in [23, Example 1.11] . This set S n satisfies |S n n | ≤ n 3 |S n |, while one easily checks that the scaling limit of (H(Z), d Sn /n) is the real Heisenberg group, whose homogeneous dimension is 4 but whose dimension is indeed 3 (note that, although S is not symmetric, this can be fixed by considering the set S ∪ S −1 in its place; we leave the details to the reader).
Nonetheless, replacing the relative growth hypothesis (1.2) with the stronger absolute growth hypothesis (1.1) we can indeed bound the homogeneous dimension by D, as follows. Theorem 1.4. Let (Γ n , S n ) be a sequence of Cayley graphs such that |S n n | ≪ n D . Then for every sequence m n ≫ n the sequence (Γ n , d Sn mn ) is GH-relatively compact, and every cluster point is a connected nilpotent Lie group of homogeneous dimension at most D equipped with a left-invariant sub-Finsler metric.
We emphasise that the proofs of Theorems 1.2 and 1.4 (and, indeed, Theorem 1.1) build on the fundamental structure theorem for approximate groups proved by Breuillard, Green and Tao in [8] . Our new results also crucially rely on more specific results about approximate groups that we established in our previous paper [24] .
The dimension and the homogeneous dimension coincide for a connected abelian Lie group. Accepting for a moment that if the groups Γ n appearing in Theorem 1.2 are abelian then every cluster point naturally comes with the structure of an abelian group, it follows that in the abelian setting we do have Theorem 1.4 under the weaker hypothesis of Theorem 1.2, as follows. Theorem 1.5. Let (Γ n , S n ) be a sequence of abelian Cayley graphs such that |S n n | ≪ n D |S n |. Then for every sequence m n ≫ n the sequence (Γ n , d Sn mn ) is GH-relatively compact, and every cluster point is a connected abelian Lie group of dimension at most D equipped with an invariant Finsler metric.
In fact, as well as a stronger statement, the abelian case admits a much shorter proof than the general case that nonetheless captures many of the ideas we use in the general case and so may serve as a useful introduction to the general case for first-time readers. We therefore give this short proof in §4.
Application to scaling limits of vertex-transitive graphs of large diameter. As a corollary of Theorem 1.5 we obtain the following refinement of [2, Theorems 1 & 2] . In [2, Theorem 1], Benjamini, Finucane and the first author show that if (X n ) is a sequence of vertextransitive graphs satisfying the large-diameter condition |X n | ≪ diam(X n ) D then (X n ,
is GH-relatively compact and every cluster point is a torus equipped with an invariant Finsler metric. In [2, Theorem 2] they give a sharp bound on the dimension of the limiting torus under the assumption that the degree of the sequence X n is uniformly bounded. We are now able to lift this condition on the degree. Indeed, combining Theorem 1.5 with [2, Propositions 3.1.1 & 3.3.1] as in the proof of [2, Theorem 2] , we obtain the following result. Corollary 1.6. Let (X n ) be a sequence of finite vertex-transitive graphs satisfying the large-diameter condition
where deg(X n ) is the degree of X n (potentially going to infinity). Then the sequence (X n , d Sn diam(Xn) ) is GH-relatively compact, and every cluster point is a torus of dimension at most D equipped with an invariant Finsler metric.
The Hausdorff dimension of the scaling limit. It is interesting to note that in both Theorems 1.2 and 1.4 we use D to control some algebraic invariant of the limit. Indeed, both the dimension and the homogeneous dimension depend only on the limiting Lie group, not on the limiting metric. It is therefore tempting to try to refine Theorems 1.2 by relating D to the Hausdorff dimension of the limit, which always lies between the dimension and the homogeneous dimension (see e.g. the proof of [4, Theorem 13] ). The following statement shows that this is in fact impossible in quite a strong sense. Proposition 1.7. For every positive non decreasing function f such that lim t→∞ f (t) = ∞, there exists a sequence of symmetric generating subsets S n of the discrete Heisenberg group H(Z) such that |S n | n ≪ f (n)n 3 |S n |, whilst (H(Z), d Sn /n) converges to the real Heisenberg group equipped with the left-invariant Carnot-Carathéodory metric associated to the ℓ ∞ -norm on R 2 , whose Hausdorff dimension coincides with the homogeneous dimension (which is 4).
We refer to §10 for the necessary background on Carnot-Carathéodory metrics. It turns out that this proposition itself is sharp, in the sense that the condition |S n n | ≪ f (n)n 3 |S n | cannot be improved to |S n | n ≪ n 3 |S n |. This follows from the following general fact. Further growth of locally polynomially growing sets. A key ingredient in the proof of Theorem 1.1 was a result of Breuillard and the second author [9, Theorem 1.1] implying, for example, that there exists a constant C D such that if (1.2) holds for sufficiently large n 1 (depending on D) then |S km | ≤ C k D |S m | for every k ∈ N and m ≥ n 1 . Tao subsequently gave a more precise description of the further growth of S m , as follows. 
for every m ∈ N.
Tao phrases his argument in the language of non-standard analysis, both to streamline the presentation and to give easier access to some results of [8] that are also phrased in that language. It turns out that some of the techniques we have developed in the present paper and its predecessor [24] allow us to translate Tao's argument to a finitary setting (we emphasise that it is still essentially Tao's argument). Since the details are brief, we take this opportunity to present them in the appendix.
We caution that Theorem 1.9 is still ineffective, since the argument uses [8, Theorem 1.6] as a black box (see Remark A.8 for details). Nonetheless, this is now the only source of ineffectiveness in the argument, and so Theorem 1.9 is effective for any class of group in which there is an effective version of [8, Theorem 1.6 ] (this includes residually nilpotent groups [26] and certain linear groups [7, 12] , for example). In particular, an effective version of [8, Theorem 1.6] in general would yield an effective version of Theorem 1.9 in general.
Notation. We follow the standard convention that if X, Y are real quantities and z 1 , . . . , z k are variables or constants then the expressions X ≪ z 1 ,...,z k Y and Y ≫ z 1 ,...,z k X each mean that there exists a constant C > 0 depending only on z 1 , . . . , z k such that X is always at most CY . We write
Moreover, the notation O z 1 ,...,z k (Y ) denotes a quantity whose absolute value is at most a certain constant (depending on z 1 , . . . , z k ) multiple of Y , whilst Ω z 1 ,...,z k (X) denotes a quantity that is at least a certain positive constant (depending on z 1 , . . . , z k ) multiple of X. Thus, for example, the meaning of the notation X ≤ O(Y ) is identical to the meaning of the notation X ≪ Y .
Here, and throughout this paper, we use the standard notation AB = {ab : a ∈ A, b ∈ B}, A n = {a 1 · · · a n : a i ∈ A} and A −n = {a
n : a i ∈ A}. We also adopt the additional convention that given two subsets A, B of a group we write A ≈ z 1 ,...,z k B to mean that A ⊂ B Oz 1 ,...,z k (1) and
. If A, B are subsets of a Lie algebra, we adopt the same convention but with additive notation, writing
Definition 1.10. Given C ≥ 1 and K ≥ 0 and metric spaces X, Y , a map f : X → Y is said to be a (C, K)-quasi-isometry if
for every x, y ∈ X, and every y ∈ Y lies at distance at most K from f (X).
Overview of the paper. In Section 2 we recall some notation and background material on approximate groups and progressions from our previous paper. In Section 3 we define GromovHausdorff limits, explaining how to reduce their study to the study of ultralimits, and then in Section 4 we give a direct proof of Theorem 1.5.
We give an overview of the general argument for Theorems 1.2 and 1.4 in Section 6, reducing their proofs to two results labelled Proposition 6.1 and Theorem 6.2. We prove Proposition 6.1 in Section 7, and Theorem 6.2 in Sections 8 and 9.
Finally, we prove Propositions 1.7 and 1.8 in Section 10, and Theorem 1.9 in the appendix.
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Background on approximate groups
The strenghtening of Gromov's theorem due to Breuillard, Green and Tao described in the introduction relies on the observation that if S satisfies (1.2) then there is some n ≥ n 1/2 1 such that S n is a so-called approximate group. A finite subset A of a group G is said to be a K-approximate subgroup of G, or simply a K-approximate group, if it is symmetric and contains the identity and there exists X ⊂ G with |X| ≤ K such that A 2 ⊂ XA.
An important result in approximate group theory is a remarkable theorem of Breuillard, Green and Tao [8, Corollary 2.11] describing the algebraic structure of an arbitrary approximate group in terms of certain objects called progressions, versions of which we now define. This result underpins the approach of the present paper.
Following [25] , we define the ordered progression on generators u 1 , . . . ,
If P is an ordered progression and H is a finite subgroup normalised by P , then we say that HP is an ordered coset progression.
Following [8] , we say that the tuple (u;
We say that an ordered progression is in C-upper-triangular form if the corresponding tuple is. We say that a coset ordered coset progression HP is in C-upper-triangular form if the corresponding tuple is in C-upper-triangular form modulo H. Given m > 0, an ordered progression P on the tuple (u;
is said to be m-proper with respect to a homomorphism π : P → N if the elements π(u
as the ℓ i range over those integers with |ℓ i | ≤ mL i . The progression P is said to be m-proper with respect to a subgroup H ⊳ HP if P is m-proper with respect to the quotient homomorphism HP → HP /H. In this case we also say that the coset ordered coset progression HP is m-proper. If a coset ordered coset progression HP is m-proper for every m < 0 then we say it is infinitely proper.
Having made these definitions, we can now state the result of Breuillard, Green and Tao. This result is essentially [8, Corollary 2.11], although we state a version of it from our earlier paper [24, Theorem 1.4 ] in order to be compatible with our notation. Theorem 2.1 (Breuillard-Green-Tao). Let A be a K-approximate group. Then there exist an Ω K (1)-proper ordered coset progression HP ⊂ A 4 , of rank and step at most O K (1) and in O K (1)-upper-triangular form, and a set X ⊂ A with |X| ≪ K 1 such that A ⊂ XHP .
This result enters the present paper via Proposition 7.5. We adapt some of the above terminology for use in a Lie group G. In particular, given elements
d the rank of this progression. We say that (u; L) is in C-upper-triangular form over R if for every i < j ≤ d and for all four choices of signs ± we have
Finally, given group elements u 1 , . . . , u d and positive reals L 1 , . . . , L d , and given integers i 1 < . .
GH-limits and ultralimits
In this section we describe two different ways of defining a limit of a sequence of metric spaces: a Gromov-Hausdorff limit and an ultralimit. Underpinning the entire approach of this paper is the standard fact, stated below as Lemma 3.9 , that in the setting we are concerned with these two types of limit coincide.
We start by describing Gromov-Hausdorff limits, or GH-limits as we call them from now on.
Definition 3.1. Given a sequence X n of compact metric spaces we will say that X n GH-converges to X if the X n have bounded diameter and if there exist maps φ n : X n → X such that for all ε, then for n large enough, • every point of X is at ε-distance of a point of φ n (X n );
GH-convergence also extends naturally to (not necessarily compact) locally compact pointed metric spaces [15, §3] , as follows.
Definition 3.2. Given a sequence (X n , o n ) of locally compact pointed metric spaces, (X n , o n ) is said to converge to the locally compact pointed metric space (X, o) if for every R > 0, the sequence of balls B(o n , R) GH-converges to B(o, R).
Gromov gave the following useful criterion for GH-precompactness. . A sequence of metric spaces (X n ) is relatively GH-compact if and only if the X n have bounded diameter, and are "equi-relatively compact": for every ε > 0, there exists N ∈ N such that for all n ∈ N, X n can be covered by at most N balls of radius ε.
This fact readily extends to pointed metric spaces as follows.
Corollary 3.4.
A sequence of pointed metric spaces (X n , o n ) is relatively GH compact if and only if for every ε > 0, there exists N ∈ N such that for all n ∈ N, B(o n , 1/ε) can be covered by at most N balls of radius ε.
The following standard observation is particularly useful in light of Corollary 3.4 (recall that a metric space is called homogeneous if its group of isometries acts transitively).
Lemma 3.5. Let (X, d) be a homogeneous discrete metric space, and assume that for all r > 0 and x ∈ X we have |B(x, 2r)| ≤ C|B(x, r)|. Then B(x, 2r) is covered by O C (1) balls of radius r.
Proof. Let (x i ) i∈I be a maximal r-separated (i.e. elements are at pairwise distance at least r) subset of B(x, 2r). Since the balls B(x i , r/3) are disjoint and contained in B(x, 3r), we deduce that I has cardinality O C (1). On the other hand we deduce from maximality that the balls B(x i , r) cover B(x, 2r). Corollary 3.6. Let (X n , o n ) be a sequence of pointed discrete metric spaces such that for every n, the metric space X n is homogeneous and satisfies some uniform doubling property: there exists a sequence ε n → 0 and a constant C such that for all n ∈ N, r ≥ ε n , |B(o n , 2r)| ≤ C|B(o n , r)|. Then the sequence of pointed metric spaces (X n , o n ) is GH-relatively compact.
In [15, §3] , Gromov discusses functoriality of these notions of convergence. In particular, he mentions a notion of equivariant GH-convergence. In [13, §3] , Fukaya and Yamaguchi provide a precise notion of GH-convergence for sequences of triplets (X n , G n , o n ), where (X n , o n ) are locally compact pointed metric spaces, and G n is a group of isometries of X n . They prove the important fact that if (X n , o n ) GH-converges to (X, o) and if G n is a group of isometries of X n acting transitively, then in some suitable sense, a subsequence of the triplet (X n , G n , o n ) converges to (X, G, o) where G is a subgroup of isometries of X acting transitively. We will recover this fact in a special case, through the convenient notion of ultralimits.
Before we can define ultralimits, we need to define ultrafilters. An ultrafilter is a map from ω : P(N) → {0, 1}, such that ω(N) = 1, and which is "additive" in the sense that ω(A ∪ B) = ω(A) + ω(B) for all A and B disjoint subsets of N [11] . It is easy to check that this is equivalent to the definition used in [8] , for example.
Given an ultrafilter ω, we say that a statement holds for ω-almost every n ∈ N if the set A of n for which the statement holds satisfies ω(A) = 1. We write x n = ω y n to mean that x n = y n for ω-almost every n; we write x n ≪ ω y n to mean that there exists some real number C such that x n ≤ Cy n for ω-almost every n; and we write O ω (x n ) for a sequence that is ≪ ω x n , write Ω ω (x n ) for a sequence that is ≫ ω x n , and write o ω (x n ) for a sequence that is not in Ω ω (x n ).
Let us highlight a slightly subtle distinction between the notation x n ≪ ω y n and the asymptotic notation x n ≪ y n . The notation x n ≪ y n implies the existence of some universal constant C such that x n ≤ Cy n for all n, whereas the notation x n ≪ ω y n merely requires that for the sequence in question there exists some constant C such that x n ≤ Cy n for ω-almost every n. Thus, for example, if we let m be an arbitrary integer, and then defined f (n) = m for every n, we would have f (n) ≪ ω 1, but we could not write f (n) ≪ 1 because for any choice of C we would violate this assertion by choosing m = ⌈C + 1⌉.
Ultrafilters are used to "force" convergence of bounded sequences of real numbers. Given such a sequence a n , its limit is defined to be the unique real number a such that for every ε > 0 we have |a n − a| < ε for ω-almost every n. In this case we denote lim ω a n = a, or write a n → ω a. A trivial observation that is nonetheless extremely useful in this paper is the following.
Lemma 3.7. Let (a n ) be a sequence of real numbers taking only finitely many different values. Then a n = ω lim ω a n .
An ultrafilter is called non-principal if it vanishes on finite subsets of N. Non-principal ultrafilters are known to exist, although this requires the axiom of choice [11] . From now on we fix some nonprincipal ultrafilter ω. Definition 3.8. Given a sequence of pointed metric spaces (X n , o n ), its ultralimit (X ∞ , o ∞ ) with respect to ω is the quotient of
It is a basic fact that a sequence a n ∈ R converging to a ∈ R in the usual sense also converges to a with respect to ω, in the sense that lim ω a n = a. A similar fact holds for ultralimits of pointed metric spaces, as follows. . If a sequence of pointed metric spaces converges in the pointed GH sense to X, then its ultralimit with respect to ω is isometric to X.
Assume from now that the sequence (X n , o n ) is a sequence of groups (G n , e n , d n ) where e n is the identity element and d n is some left-invariant metric. Then G ω is a group that acts transitively on G ∞ . The stabiliser of the identity is
If the G n are abelian groups, then G ∞ naturally comes with an abelian group structure as well. More generally, G ω,0 is a normal subgroup of G ω if and only if for all sequences (g n ) and (h n ) such that d(g n , e n ) = ω O(1) and d(h n , e n ) = ω o(1) we have d([g n , h n ], e n ) = ω o(1). In this case (G ∞ , d ∞ ) naturally comes with a metric group structure.
We close this section by recording the following basic fact about maps between metric spaces that behave well under ultra-limits. The proof is straightforward from the definition of an ultralimit, so we leave it as an exercise. Proposition 3.10. Let ω be a non-principal ultrafilter on N. Assume that (X n , o n ) and (X ′ n , o ′ n ) are sequences of pointed metric spaces, and let φ n : X n → X ′ n be a sequence of maps. We denote by
(ii) Assume that in addition to (i) that there exist α, β > 0 such that for every sequence
be a sequence of morphisms between two groups equipped with left-invariant metrics such the assumptions of Proposition 3.10 (ii) are satisfied. Assume, moreover, that G ω,0 and H ω,0 are normal subgroups of respectively G ω and H ω , and hence that the ultralimits G ∞ and H ∞ naturally come with group structures (this is the case, for example, if G n and H n are abelian). Then φ ∞ is a Lipschitz open homomorphism, and if H ∞ is connected then φ ∞ is surjective, and therefore is an isomorphism.
We end this section with the following standard observation.
Remark 3.12. Recall that an ultralimit of a sequence of geodesic metric spaces is geodesic (see for instance [20, §7.5] ). On the other hand if (X n ) is a sequence of connected graphs equipped with their usual geodesic distances d n , m n is a sequence going to infinity, and ω is a non-principal ultrafilter, the m n -rescaled ultralimit of (X n , d n ) is isometric to the m n -rescaled ultralimit of the 0-skeletons of X n equipped with the induced metric. In particular the latter is geodesic. Applied to our setting, if (G n , d Sn ) is a sequence of groups equipped with word metrics, then lim ω (G n , d Sn /m n ) is geodesic (hence connected).
The abelian case
In this section we provide the short proof of Theorem 1.5. This provides a gentle introduction to the methods of the rest of the paper, but is completely independent of the subsequent sections; in particular, the reader interested only in Theorem 1.4 could easily skip the present section.
Given an abelian group G, a coset progression of rank d is a subset of G of the form P H, where H < G is a finite subgroup and
Given m > 0, this coset progression is called m-proper if the morphism φ : Z d → G/H mapping the canonical basis x = (x 1 , . . . , x i ) to u is injective in restriction to P (x, mL).
The following lemma is both standard and trivial.
Lemma 4.1. Let P be a coset progression of rank at most d inside an abelian group G. Then for
We recall the following result from our previous paper. 
Under the assumptions of Theorem 1.5, for all but finitely many n ∈ N there exists a sequence k n ∈ N with n 1/4 ≤ k n ≤ n 1/2 and a 2-proper coset progression
and such that, writing
, the rank d n is minimal in the sense that for each
Proof. Applying [24, Lemma 8.4 ] with ⌊n 1/2 ⌋ in place of n gives, for all but finitely many n, an integer
is an O D (1)-approximate group. Setting k n = 2ℓ n , the existence of a 2-proper coset progression H n P n satisfying (4.1) then follows from Theorem 4.2. We obtain the minimality of d n simply by deleting dimensions whenever this is possible without violating (4.1).
We will eventually apply the following lemma to the coset progressions coming from Lemma 4.3.
Lemma 4.4. Let Γ be an abelian group with finite symmetric generating set S containing the identity, let k ∈ N, and let HP = HP (u; L) be a 2-proper coset progression of rank d such that
, and let ϕ : Z d → Γ be the homomorphism mapping x i to u i for each i. The properness of HP implies that there exists a unique subset U ⊂ Q such that ϕ(U ) = S modulo H. We first claim that U k ⊂ Q. Indeed, let ℓ ∈ N be minimal such that there exists z 1 , . . . , z ℓ ∈ U with z = z 1 · · · z ℓ / ∈ Q, noting that by minimality we have z 1 · · · z ℓ−1 ∈ Q and hence z ∈ Q 2 \ Q. If ℓ ≤ k we would have ϕ(z) ∈ S k ⊂ HP , and so there would exist z ′ ∈ Q with ϕ(z) = ϕ(z ′ ) mod H, contradicting the 2-properness of P . Thus ℓ > k, and in particular
as claimed. This immediately implies that S ⊂ HP (u; L/k), as required. Combined with (4.2) and the properness of HP , it also implies that for every i satisfying 1 ≤ i ≤ d there exists z ∈ U such that the ith coordinate of z is non-zero. It then follows from (4.3) that z k , whose ith coordinate is at least k, belongs to Q, and so L i ≥ k, as required.
Lemma 4.5. Let d ∈ N, and let (Γ n , V n ) be a sequence of abelian Cayley graphs such that for every n the generating set V n := P (u (n) , K (n) )H n is a coset progression of rank at most d. Then for every sequence m n → ∞ the sequence of (pointed) metric spaces (Γ n , d Vn /m n ) is GH-relatively compact. Moreover, for every non-principal ultrafilter ω the ultralimit lim ω (Γ n , d Vn /m n ) is a connected abelian Lie group equipped with a Finsler metric.
Proof. It follows from Corollary 3.4 and Lemma 4.1 that (Γ n , d Vn /m n ) is relatively compact. Observe that since H n is contained in a ball of radius 1 = o(m n ), the limit is not affected by modding out by H n , so we can simply assume that it is trivial. Note also that by Lemma 3.7 we may assume that the rank of V n is equal to d for every n. Consider then the morphism π n : Z d → Γ n mapping the canonical basis x = (x 1 , . . . , x d ) to u (n) , and write W n := P (x (n) , K (n) ). Being a length space, lim ω (Γ n , d Vn /m n ) is in particular connected, therefore Corollary 3.11 and Remark 3.12 implies that
Vn /m n ) exists and is a surjective morphism. It is therefore sufficient to prove that lim
)), and one easily checks that lim
ω (R d , d W R /mn ) is isometric to (R d , · ), where the norm · has W R as unit ball. In conclusion, lim ω (Z d , d Wn /m n ) is bi-Lipschitz isomorphic to R d ,
and since its metric is invariant and geodesic (by Remark 3.12), it actually comes from a norm (see the proof of [2, Theorem 2.2.4]).
Lemma 4.6. Let d ∈ N, let ω be a non-principal ultrafilter, and let (Γ n , V n ) be a sequence of abelian Cayley graphs such that for ω-almost every n the generating set V n := P (u (n) , K (n) )H n is a coset progression of rank d. Then, on permuting the indices of u (n) i for every such n if necessary, there
Proof. The lemma is trivial if d = 0, so we may assume that d ≥ 1 and, by induction, that the lemma holds with d − 1 in place of d.
If V n is Ω ω (m n )-proper the lemma is trivially satisfied, so we may assume that there exists a sequence r n = o ω (m n ) and, for ω-almost every n, an element z (n) ∈ P (x (n) , K (n) ) rn such that, writing x 1 , . . . x d for the standard basis of Z d and ϕ n :
for each i, we have ϕ n (z (n) ) = 1. On permuting the coordinates of z (n) we may assume that |z 0) ). We claim that, for every r ≥ 0, every element v of length r in (Γ n , V n ) lies at distance at most r n + 1 (with respect to d Vn ) from an element y ∈ Λ n of length r + r n with respect to d Wn . By definition, such a v is of the form v = u
= r, and h ∈ H n . Let q and t be integers such that
On the other hand, y lies in the ball of radius
which proves the claim. This implies that the inclusion (Λ n , W n ) ֒→ (Γ n , V n ) is a 1-Lipschitz (1, o ω (m n ))-quasi-isometry. We conclude by applying the induction hypothesis to (Λ n , W n ).
Proof of Theorem 1.5. Let k n , H n , P n and d n be as given by Lemma 4.3 for all but finitely many n, and note that by Lemma 4.4 we may assume that for every such n we have L
n . This implies in particular that the word metrics on Γ n associated respectively to S mn/kn n and to V mn/kn n
Lemma 3.9 implies that given a cluster point (X, d X ) of (Γ, d Sn /m n ) we may fix a non-principal ultrafilter ω and assume that (
. We claim that we may also assume that S n = ω V n . We first consider the ultralimits. On the one hand, observe that by Corollary 3.11 the (4.4) , by Corollary 3.11 it induces a bi-Lipschitz isomorphism between the ultralimits, which are both geodesic by Remark 3.12. Composing these maps, we deduce that the identity map (Γ, d Sn /m n ) → (Γ, d Vn /m n ) induces a bi-Lipschitz isomorphism between the ultralimits. Since a geodesic invariant metric on an abelian connected Lie group is Finsler [3] (or see the proof of [2, Theorem 2.2.4.]), we deduce that if one ultralimit has a Finsler metric then so does the other.
Second, observe that as S n ⊂ V n , we have |S n | ≤ |V n |. On the other hand, since k n = o(n), (4.4) implies that there exists c ≫ D 1 such that V cn n ⊂ S n n , which combines with Lemma 4.1 to imply that |V n n | ≪ |S n n |. The assumption that |S n n | ≪ n D |S n | therefore implies that |V n n | ≪ n D |V n |, and so we may assume that S n = V n , as claimed.
Since We recall that the Baker-Campbell-Hausdorff formula states that for elements X, Y in a Lie algebra we have
.6 then reduces matters to the case where
The precise values of the rationals appearing later in the series (5.1) are not important for our arguments; all that matters is that in a nilpotent Lie group the series is finite and depends only on the nilpotency class of the group.
For each i we set f i = log x i . Following [17, §11.1] and [6, §1], we extend f 1 , . . . , f d to a list f = f 1 , . . . , f r of so-called basic commutators in the f i . We first define general commutators in the f i recursively, starting by declaring f 1 , . . . , f d themselves to be commutators. As part of the recursive definition, we assign to each commutator α a weight vector χ(α) = (χ 1 (α), . . . , χ r (α)); for f 1 , . . . , f d , these weight vectors are simply given by χ i (f i ) = 1 and χ j (f i ) = 0 for i = j. Now, given commutators α and β whose weight vectors have already been defined, the Lie bracket [α, β] is also defined to be a commutator, with weight vector χ(α) + χ(β). We define the total weight |χ(α)| of a commutator α to be χ(α) 1 .
We also now declare f 1 , . . . , f d to be basic commutators. Having defined the basic commutators f 1 , . . . , f m of total weight less than k, we define the basic commutators of total weight k to be those commutators of the form [f i , f j ] with i > j and |χ(f i )| + |χ(f j )| = k, and such that if f i is of the form [f s , f t ] then j ≥ t. We order these arbitrarily subject to the constraint that basic commutators with the same weight vector are consecutive, and abbreviate χ(i) = χ(f i ). Note that the arbitrariness of the order implies that the list of basic commutators is not uniquely defined. We caution that the basic commutators in the f i are not in general equal to the logarithms of the basic commutators in the x i . It is well known that (f 1 , . . . , f r ) is a basis of n, and more generally that the basic commutators of total weight at least i form a basis for n i , the ith term of the lower central series of n; see [17, §11] or [18] .
As in our previous paper [24] , given L ∈ R d and χ ∈ N d we use the notation L χ to denote the tuple L
Proof. Since B R (f ; L χ ) = B R (Lf ; 1), we may assume that L = 1. The lemma then follows from the fact that B R (f ; 1) is a compact neighbourhood of the origin.
Proof. Observe that for all n ∈ N we have P R ord (x, nL) = P R ord (x L , n), B R (f ; (nL) χ ) = B R (Lf ; n χ ), and B R (f ; nL) = B R (Lf ; n), which reduces the the proof of these statements to the case where L = 1. Then (iii) and the n = 1 case of (i) simply follow from the fact that all terms are compact generating sets (explicit constants can also be obtained through the Baker-Campbell-Hausdorff formula); the general case of (i) follows from the proof of [16 
Moreover,
Proof. The second inclusion of (5.2) is trivial. To prove the first inclusion, note first that applying the automorphism of N R that maps x
i to x i reduces the statement to the case where L i = 1, and so it suffices to prove that
Let D be a compact subset such that N D = N R . Observe that the map φ : N R → N that sends g ∈ N R to the unique γ ∈ N such that g ∈ γD is a left-inverse of the inclusion N → N R . Since the latter is a quasi-isometry for the word metric associated to P R ord (x; 1) and P ord (x; 1), we deduce that φ itself is a quasi-isometry. In particular, the ball P R ord (x; 1) k of radius k must me contained in the preimage by φ of a ball of radius O d,s (k). This implies that
and so the first inclusion of (5.2) follows from the fact that P R ord (x; 1) generates N R . The inclusion (5.3) then follows from the fact that
Note that ordered progressions are "almost" symmetric in the sense that for group elements
(a similar statement holds for real ordered progressions). We deduce the following statement.
In particular, the inclusion (N,
Let us also note the equally trivial fact that for m ∈ N we have (5.5)
We end this section with an application of Proposition 5.3. Breuillard and the second author [9] have shown that doubling of a Cayley graph at some sufficiently large scale implies uniform doubling at all subsequent scales, as follows. . For every K ≥ 1 there exist n 0 = n 0 (K) ∈ N and θ(K) ≥ 1, such that if S is a finite symmetric set inside some group, and if there exists n ≥ n 0 for which
then for every m ≥ n and every c ∈ N we have
Using the main result of [8] , they reduce Theorem 5.5 to the following statement. The proof of Proposition 5.6 in [9] requires some fairly involved computations with nilprogressions. We take the opportunity here to note that Proposition 5.3 yields an alternative proof of Proposition 5.6. We make use of the following well-known lemma, the proof of which is left as an exercise. We may assume that S generates G, in which case it follows from [25, Theorem 1.5] that there exists a normal subgroup H ⊳ G, as well as
Write N = N d,s for the free s-step nilpotent group on d generators x 1 , . . . , x d , let π : N → G be the homomorphism taking x i to u i for every i, and write P = P ord (x; L) ∪ P ord (x; L) −1 . It follows from Corollary 5.4, Lemma 5.7 and Lemma 5.8 that there exists r 0 ≪ K,s 1 such that for every r ≥ r 0 there exists X r ∈ G of cardinality O K,s (1) such that π(P ) 2r ⊂ X r π(P ) r . It also follows from (5.7) that there exists M 0 ≪ K,s 1 such that S ⊂ Hπ(P ) r 0 ⊂ S M 0 , and hence
as required.
Overview of the general case
In this section we give an overview of the proofs of Theorems 1.2 and 1.4. The majority of the argument is contained in the following two results, which we prove in the next few sections.
Proposition 6.1. Let (Γ n , S n ) and (m n ) be as in Theorem 1.2. Then there exists a natural number d ≪ D 1 and, for ω-almost every n, a simply connected nilpotent Lie group G n of dimension d and homogeneous dimension at most D such that there is a basis e (n) of the Lie algebra of G n and a tuple
There also exists a sequence of integers j n → ∞ such that, denoting
i , the sequence (G n , d Qn /j n ) is relatively compact for the GH topology, lim ω (G n , d Qn /j n ) is a connected nilpotent Lie group with a geodesic metric, and
Moreover, under the stronger assumption of Theorem 1.4, we have in addition
Theorem 6.2. Let G n be a sequence of simply connected nilpotent Lie groups of dimension d, and let e(= e (n) ) be a basis of the Lie algebra g n of G n , and let (j n ) be a sequence of integers tending to ∞. Suppose that for each n the convex hull Ω n of {±e
Write u i = exp(e i ), and let Q n = P R ord (u; 1). Then (G n , d Qn /j n ) is relatively compact for the GH topology, lim ω (G n , d Qn /j n ) is a connected nilpotent Lie group with a geodesic metric,
Proof of Theorems 1.2 and 1.4. It follows from Theorem 1.1 that the sequence (Γ n , d Sn /m n ) is relatively compact and that every cluster point is a connected nilpotent Lie group with a left-invariant sub-Finsler metric. Given such a cluster point (G, d), on restricting to a subsequence we may assume that (Γ n ,
, and hence by Lemma 3.9 that (Γ n ,
The theorems then follow from Proposition 6.1 and Theorem 6.2, noting that upon replacing the pairs (e (n) , L (n) ) coming from Proposition 6.1 with (L (n) e (n) , 1) they indeed satisfy the hypotheses of Theorem 6.2. Proposition 6.1 and Theorem 6.2 each feature a statement about the relative compactness of a sequence (G n , d Qn /j n ) and the form of its ultralimit. Underpinning this aspect of these results is the following statement. Proposition 6.3. Let (j n ) be a sequence of integers going to infinity, and let (Γ n , P n ) be a sequence of Cayley graphs such that either Γ n is a finitely generated nilpotent group of bounded step and P n is an ordered progression of bounded rank, or Γ n is a connected nilpotent Lie group of bounded step and P n is a real ordered progression of bounded rank. Let d Pn denote the word metric associated to P n . Then the sequence (Γ n , Proof. We first treat the connected case. Assume therefore that
, and we assume that Γ n has step at most s. Let N R be the free connected nilpotent Lie group of step s and rank d, let x 1 , . . . x r be elements inducing a basis of N R /[N R , N R ] and let π n : N R → Γ n be the canonical projection mapping x i to u i . To prove the relative compactness of (G n , P n ) it is then sufficient to prove it for (N R , P R ord (x, L (n) )). Applying the automorphism of N R that maps x The ultralimit
) /j n ) of the sequence π n induces a transitive action by isometries of N R on lim ω (Γ n , d P R ord (u;L (n) ) /j n ). Therefore, to conclude it is enough to show that the limit is a group, or equivalently that for all sequences g n , h n ∈ Γ n such that d(g n , e n ) = O ω (1), and d(h n , e n ) = o ω (1), then d([g n , h n ], e n ) = o ω (1). Once again, up to lifting these sequences in N R , we are reduced to proving this statement for sequences in (N R , P R ord (x, 1)), for which it follows by an easy computation based on Lemma 5.2. The discrete case similarly reduces to the case of N = N r,s , the free step s nilpotent group generated by x 1 , . . . x r , equipped with the word metric associated to P ord (x; L). Reasoning as in the proof of Proposition 5.3, we see that the injection (N, (1))-quasi-isometry, so that the proof reduces to the connected case.
Reduction to simply connected nilpotent Lie groups
The aim of this section is to prove Proposition 6.1. An important tool in the proof is the notion of a Lie progression. . . y d that is a homomorphism modulo H such that ϕ(u i ) = y i for each i and such that P ord (u; L) is m-proper with respect to ϕ modulo H. We also define the injectivity radius of this Lie coset progression to be the supremum of those j ∈ R such that ϕ is injective modulo H on P ord (u; L) j . If H is trivial then we say simply that P ord (y; L) is an m-proper Lie progression of rank d and homogeneous dimension D in C-upper-triangular form. The following result essentially reduces the proof of Proposition 6.1 to the study of Lie progressions.
Theorem 7.4. Let D > 0. Let (Γ n , S n ) be a sequence of Cayley graphs such that
Then there exist integers t ≪ D 1 and a sequence of positive integers k n = o ω (n) such that for ω-almost every n there exists a Lie coset progression H n P n ⊂ Γ n of rank at most D in O D (1)-upper-triangular form with injectivity radius Ω ω (n/k n ), and a finite subset X n ⊂ S t n such that |X n | ≪ D 1 and such that for every r ≥ 1 we have
Moreover, if |S n n | ≪ ω n D then ω-almost every P n has homogeneous dimension at most D.
We spend the first part of this section proving Theorem 7.4. The starting point is the following result from our first paper.
Proposition 7.5 ([24, Proposition 8.3]).
Let M, D ′ > 0, and let S be a finite symmetric generating set for a group G such that 1 ∈ S. Then there exists The next result allows us to modify the progression coming from Proposition 7.5 to make it proper in some sense. Proposition 7.6. Let (Γ n ) be a sequence of groups, let η ∈ N, and suppose that for ω-almost every n we have a finite symmetric generating set S n for Γ n , a finite subset X n of Γ n , and a Lie coset progression H n P n in Γ n of rank d in C-upper-triangular form such that
X n H n P n ⊂ S knr n ⊂ X n H n P ηr n for every r ∈ N. Suppose that the injectivity radius of H n P n is o ω (n/k n ). Then for ω-almost every n there exists k ′ n = o ω (n) and a Lie coset progression H ′ n P ′ n of rank strictly less than d and injectivity
for every r ∈ N.
There are two main ingredients in our proof of Proposition 7.6. The first is one of the key results from our previous paper, as follows. 
The second ingredient is an important property of Lie progressions in upper-triangular form, namely that a power of such a progression is itself roughly equal to such a progression, as follows. 
is in 1-upper triangular form and such that, writing u i = exp e i and u ′ i = exp e ′ i for each i, we have
In proving Proposition 7.8 we make use of the following lemma. We recall from our previous paper that we say a convex body Ω in a vector space V is strictly thick with respect to a lattice Λ if there exists some λ < 1 such that λΩ ∩ Λ generates Λ.
Lemma 7.9. In the set-up of Proposition 7.8, for all k ∈ N there exists a symmetric convex body Ω ⊂ g, strictly thick with respect to e 1 , . . . , e d , such that [Ω, Ω] ⊂ Ω and P R ord (u; L) k ≈ d exp(Ω). Proof. Note that the step s of G satisfies s ≪ d 1, so that any bound that in principle depends on d and s may in fact be taken to depend only on d. Write π : N R → G for the homomorphism mapping x i to u i for each i, write π n : n → g for the corresponding homomorphism of Lie algebras, write f i = log x i for each i, and extend (f i ) to a list of basic commutators as in Section 5. It follows from Lemmas 5.1 and
The same argument used in the proof of [24, Proposition 5.1] to put the tuple (e, L) into 1-upper-triangular form then implies that there exists some
and then Lemma 5.
. The desired conclusion therefore follows by taking Ω = π n (B R (f ; L ′ )).
Proof of Proposition 7.8. Let Ω be given by Lemma 7.9, so that
By [24, Proposition 5.1] there exists a basis e ′ of the lattice e 1 , . . . , e d ⊂ g, and L ′ ∈ Z d such that (e ′ ; L ′ ) is in 1-upper-triangular form and such that
The Baker-Campbell-Hausdorff formula then implies that
Proposition 7.8 then follows from (7.5), (7.6) and (7.7).
Proof of Proposition 7.6. Since a Lie coset progression of rank 0 has infinite injectivity radius, by induction on d it suffices to prove the proposition without the conclusion that H ′ n P ′ n has injectivity radius Ω ω (n/k ′ n ). The fact that H n P n has injectivity radius o ω (n/k n ) implies in particular that if we define j n to be the minimum integer such that ϕ −1 n (H n ) ∩P jn n = {e} then (7.8)
Proposition 7.8 and Remark 7.3 then imply that there exist Lie coset progressions H n Q n of rank d in O C,d (1)-upper triangular form such that
for ω-almost every n, and ξ > 0 depending only on C and d such that for ω-almost every n the Lie coset progression H n Q n is not ξ-proper. Proposition 7.7 therefore implies that there exist Lie coset progressions H ′ n P ′ n of rank strictly less than d and in
H n Q n for ω-almost every n. It then follows from (7.3), (7.9) and (7.10) that (7.4) holds for some k ′ n ≪ ω j n k n , which by (7.8) is in o ω (n), as required.
Lemma 7.10. Let d, η, k, t be positive integers. Let S be a finite symmetric generating subset for a group Γ, let HP ⊂ Γ be a 1-proper Lie coset progression of rank at most d, and let X ⊂ S t be such that XHP r ⊂ S rk ⊂ XHP ηr for every r ∈ N. Then, writing T = S 3t ∩ HP (d+1)η , we have
In particular, for all r ≥ 1 we have
Proof. Let z ∈ HP . Since HP ⊂ S k , we can write z = s k . . . s 1 , with s i ∈ S. Let g 0 = 1, and for every 1 ≤ i ≤ k write g i = s i s i−1 . . . s 1 , observing that therefore z = g k . Hence for all 1 ≤ i ≤ k there exists x i ∈ X and z i ∈ HP η such that g i = x i z i . We therefore have that z i z
i−1 , which belongs to S 2t+1 ∩ HP (d+1)η by (5.4).
Lemma 7.11. Under the assumptions of Lemma 7.10, and writing q = max{3tη, (d+ 1)η}, we have
Proof. Since T k ⊂ S 3tk by definition, we have
We first claim that, writing q = max{3tη, (d + 1)η}, there exist X ′ ⊂ X and m ∈ N satisfying q ≤ m ≤ (d + 3) |X| q such that
To prove this claim, we first take X ′ = X and m = q. These choices certainly satsify (7.13). If they also satisfy (7.14) then the claim is proved. If not, there exists x ∈ X ′ \{1} such that xHP m ∩ HP 2m = ∅, which by (5.4) means that
If we replace X ′ by X ′ \{x} and m by (d + 3)m then (7.13) is therefore still satisfied, and so we check again whether (7.14) is satisfied, and repeat if necessary. This process terminates after at most |X| steps, and so the claim is proved.
We now claim that T j ⊂ HP m for j = 1, . . . , k, which of course implies in particular that T k ⊂ HP (d+3) |X| q , as required. The case j = 1 follows from the definition of T and the fact that m ≥ q, so by induction we may assume that T j−1 ⊂ HP m . This then implies that
(by (7.12) and (7.13))
⊂ HP m (by definition of X ′ and m), and the claim is proved.
In order to use the growth bounds in the hypothesis of Theorem 7.4, we use two lower bounds on the growth of sets in nilpotent groups of given dimension. The first of these gives a lower bound on the growth in terms of the homogeneous dimension, as follows.
Lemma 7.12. Let Λ be a torsion-free nilpotent group of rank r and step s, and let G be its Mal'cev completion. Then for every symmetric generating subset Σ of Λ we have
Proof. Note that Σ contains a set of the form (s Hence the ball of radius n contains Ω r,s (n s ) elements of the form c k i . We deduce that it contains Ω r,s (n qs ) elements of C s (Λ). Hence the lemma follows by induction on s.
The second such result gives a lower bound on the relative growth in terms of the dimension. 
The proof is, unsurprisingly, by induction on d. The induction step is based on the following standard result from additive combinatorcs.
Lemma 7.14. Let A and B be finite subsets of Z. Then |A + B| ≥ |A| + |B| − 1. In particular, by induction on n we have |nA| ≥ n(|A| − 1).
Proof. Label the elements of A as a 1 < . . . < a p and the elements of B as b 1 < . . . < b q , and note that the elements
. . , a p + b q are strictly increasing, and therefore, in particular, distinct.
Proof of Proposition 7.13. Let Λ ′ be a subgroup of Λ such that Λ/Λ ′ ∼ = Z and such that the Mal'cev completion of Λ ′ has codimension 1 in G, and write π : Λ → Λ/Λ ′ for the quotient homomorphism. Let R be a set of representatives in Λ of the cosets of Λ ′ that have non-trivial intersection with Σ, and note that by symmetry of Σ we have Σ ⊂ R(Σ 2 ∩ Λ ′ ). Since |R| = |π(Σ)|, this implies that
On the other hand, given n ∈ N let R n be a set of representatives in Λ of the cosets of Λ ′ that have non-trivial intersection with Σ n . Since |R n | = |π(Σ) n |, Lemma 7.14 implies that |R n | ≫ n|π(Σ)|, and by induction we may assume that |(
this combines with (7.15) to imply that
which implies the required bound.
Proof of Theorem 7.4. For ω-almost every n we may apply Proposition 7.5 with D ′ = 2D to obtain integers t, η depending only on D, and for ω-almost every n a subset X n ⊂ S t n with |X n | ≪ D 1 and a 1-proper Lie coset progression
n for all r. By Lemma 3.7, on passing to an appropriate subsequence we may assume that each of these Lie coset progressions has the same rank d ≪ D 1. By Proposition 7.6, on replacing √ n with some sequence k n = o ω (n) we may assume that H n P n has injectivity radius Ω ω (n/k n ). It remains to show that d ≤ D, and that if |S n n | ≪ ω n D then the homogeneous dimension of ω-almost every P n is at most D.
By the definition of a Lie coset progression, for ω-almost every n we have a connected, simply connected nilpotent Lie group G n with Lie algebra with basis e
is a subgroup of G n , and such that, writing u
for each i, such that P n = P ord (y (n) ; L (n) ), and such that ϕ n is injective on
for every n where this is defined, Lemmas 7.10 and 7.11 imply that there exists ρ ∈ N depending only on D such that (7.16) H n P n ⊂ T kn ⊂ H n P ρ n . The fact that the injectivity radius tends to infinity with respect to ω implies that for ω-almost every n there exists a unique subsetT n ⊂ P ord (u (n) ; L (n) ) (d+1)η such that ϕ n (T n )H n = T n H n . The second containment of (7.16) then implies that ϕ n is injective modulo H n in restriction toT qn n for some sequence q n ≫ ω n, which implies in particular that (7.17) |T qn n ||H n | = ω |T qn n H n |. We may assume that q n ≤ ω n/4t, which combined with the fact that T n ⊂ S 3t n and H n ⊂ S oω(n) n implies that T qn n H n ⊂ ω S n n , and hence (7.18) |T qn n H n | ≤ ω |S n n |. Since q n ≥ ω k n , it follows from (7.16) thatT qn n contains P ord (u (n) ; L (n) ), and hence generates Λ n , and so Lemma 7.12 implies that (7.19) |T qn n | ≫ ω n hdim Gn and Proposition 7.13 implies that
Finally, the fact that S n ⊂ X n H n P η n and X n ⊂ S t n implies that S n ⊂ X n (S t+1 n ∩ H n P η n ) ⊂ X n T n , and hence
Combining these inequalities gives
and so (7.1) implies that d ≤ ω D, as required. Moreover, (7.17), (7.18) and (7.19) imply that if
Having reduced the proof of Proposition 6.1 to the study of Lie progressions via Theorem 7.4, we now study these progressions a little.
Proposition 7.15. Let G be a connected, simply connected nilpotent Lie group with Lie algebra g with basis e 1 , . . . , e d , and let L 1 , . . . , L d ∈ N be such that (e; L) is in C-upper-triangular form. Write u i = exp e i for each i, and write Λ = u 1 , . . . , u d . Then for every k ∈ N we have
Lemma 7.16. In the setting of Proposition 7.15 we have Proof of Proposition 7.15. The first conclusion is trivial. Write s for the nilpotency class of Λ, noting that s ≪ d 1, and write π : N = N d,s → Λ for the homomorphism mapping x i to u i for each i. Then note that
(by Proposition 5.3)
and hence that
(by (5.5)), which gives the second conclusion.
Corollary 7.17. Under the assumptions of Proposition 7.15 the embedding of Cayley graphs
By the definition of a Lie coset progression, for each n for which P n is defined there exists a connected, simply connected nilpotent Lie group G n -of homogeneous dimension at most D if |S n n | ≪ n D -with Lie algebra g n with basis e
and positive integers L
for each i and such that P n = P ord (y (n) ; L (n) ). Writing Q n = P R ord (u (n) , L (n) ), we claim that (G n , Q n ) satisfies the proposition with j n = m n /k n . It follows from (7.22) 
, writing Γ ′ n = H n P n /H n , and writing ψ n : H n P n → Γ ′ n for the quotient homomorphism, we have
Since the injectivity radius of H n P n tends to infinity with respect to ω, and since
It also follows from (7.23) and the increasing injectivity radius that for ω-almost every n we haveT
and so Corollary 7.18 implies that taking j n = m n /k n , which tends to infinity by (7.22) , the sequences (Λ n , dT n /m n ) and (G n , d Qn /j n ) are both precompact and
It therefore follows from combining (7.24), (7.25), (7.26), (7.27), (7.28) and (7.29) that (G n , Q n ) satisfies the proposition, as claimed.
We close this section by noting that the proof of Theorem 7.4 actually gives a more precise result that we record here for potential future use. • for all r ≥ 1,
Reduction to ultralimits of normed Lie algebras
In this section we give an overview of the proof of Theorem 6.2. The basic strategy is to bound the homogeneous dimension (resp. the dimension) of the ultralimit by considering its Lie algebra as the ultralimit of the normed Lie algebras (g n , · n ), where · n is a suitable sequence of norms.
There are three main steps. The first step is to define the ultralimit of the (g n , · n ), as follows. Before being a Lie algebra, or even a real vector space, (g n , · n ) is an abelian group equipped with an invariant distance d n (associated to its norm). Hence we can define (g ∞ , d ∞ ) as the ultralimit lim ω (g n , d n ) as in Definition 3.8. It is easy to see that g ∞ naturally comes with a real vector space structure, and that d ∞ is associated to a norm · ∞ . Note moreover that if the dimension of g n is in O ω (1), then the dimension of g ∞ is finite and actually equals lim ω dim(g n ). Indeed, up to passing to a subsequence, we can assume that the dimension is fixed, but then all the (g n , · n ) are uniformly bi-Lipschitz equivalent to one another, and hence to g ∞ , which therefore has the same dimension.
In order for the Lie bracket to converge as well along the ultrafilter, we need · n to be in some way compatible with the Lie bracket. This compatibility condition turns out to translate geometrically into a "triangular form" property for the unit ball, as follows.
Lemma 8.1. Let (g n , · n ) be a sequence of normed Lie algebras of bounded dimension, and suppose that for ω-almost every n, the unit ball
is well defined and makes g ∞ into a Lie algebra. Moreover, if the Lie algebras g n are nilpotent, then so is g ∞ .
The next step is to show that the Lie algebras g n appearing in Theorem 6.2 satisfy the conditions of Lemma 8.1, as follows.
Lemma 8.2. Under the assumptions of Theorem 6.2 there exists a sequence of symmetric convex bodies B n ⊂ g n such that, denoting · n the norm whose unit ball is B n , (i) [B n , B n ] ⊂ B n ; (ii) for every sequence g n ∈ G n we have g n ∈ Q O(jn) n if and only if log g n n = O(1); (iii) for every sequence g n ∈ G n we have g n ∈ Q o(jn) n if and only if log g n n = o(1).
The final step is to bound the homogeneous dimension of the ultralimit Lie algebra, as follows. 
The proof of Theorem 8.3 is somewhat involved, and so we defer it until the next section. The proofs of Lemmas 8.1 and 8.2 are more straightforward, and we present them shortly. First, however, let us put all of these results together to prove Theorem 6.2.
Proof of Theorem 6.2. Lemma 8.2 (i) implies that (g ∞ , · n ) satisfies the assumptions of Lemma 8.1, making g ∞ a Lie algebra. Then Lemma 8.2 (ii) and (iii) together with the Baker-CampbellHausdorff formula imply that exp and log commute with the ultralimits, and so g ∞ canonically identifies with the Lie algebra of lim ω (G n , d Qn /j n ) (which exists and is a connected nilpotent Lie group equipped with a geodesic metric by Proposition 6.3). The desired bound on the homogeneous dimension therefore follows from Theorem 8.3 and the fact that hdim (G n ) = hdim (g n ).
Note that the dimension is GH-continuous among normed vector spaces, and therefore that dim lim ω (G n , d Qn /j n ) = d, as required. Indeed vector spaces of dimension d are O d (1)-bilipschitz equivalent to the euclidean space of dimension d. Therefore given a sequence of vector spaces of dimension d, its ultralimit is bilipschitz equivalent to the ultralimit of the constant sequence equal to the euclidean space of dimension d.
Proof of Lemma 8.1. The assumption that [B n , B n ] ⊂ O(1)B n implies that the set of sequences u n such that u n Bn = ω o(1) is an ideal in the Lie algebra {u n : u n Bn = ω O(1)}, and this in turn implies that the Lie bracket is well defined, as claimed. Assume that the Lie algebras g n are nilpotent. Since their dimension is bounded, this implies that they are s-nilpotent for some s ∈ N. This clearly implies that g ∞ is s-nilpotent as well.
Proof of Lemma 8.2. Let N = N d,d be the free d-step nilpotent Lie group of rank d, let n be its Lie algebra, let f = (f 1 , . . . , f d ) be a basis of a complement of [n, n], and let x i = exp(f i ). We consider the projection π n : N → G n mapping x to u. As we already noted,
. Now the lemma follows from Lemma 5.2. Indeed, let Ω n = B(f, (j n L) χ ), and let B n = π n (Ω n ). The first statements is an obvious consequence of Lemma 5.2, and moreover we deduce that exp(B n ) ≈ Q jn n . The proofs of (ii) and (iii) being similar, we focus on (iii). Let g n ∈ G n be such that
Hence projecting back to g n , we see that log g n ∈ o(1)B n , or in other words that log g n Bn = o(1). Conversely, assume that w n ∈ o(1)B n , that we lift via π n to an elementw n ∈ o(1)Ω n . Multilinearity of the basic commutators implies that for all 0 ≤ ε ≤ 1,
, from which we deduce that g n := exp(w n ) ∈ Q o(jn) n , as required.
Marked Lie algebras
In this section we prove Theorem 8.3. We fix s, d ∈ N, let n = n s,d be the free s-nilpotent Lie algebra of rank d, and let x = (x 1 , . . . , x d ) be a basis of a complement of [n, n]. The basic objects in consideration in this section are pairs (g, π), where g is an s-nilpotent Lie algebra of rank at most d, and π : n → g is a surjective morphism. Such a pair is equivalent to a pair (g, e), where e is a family of d vectors of g that generate g as a Lie algebra. We call such a pair a marked Lie algebra. An isomorphism of marked Lie algebras (g, π) → (g ′ , π ′ ) is an isomorphism between g and g ′ that commutes with π and π ′ . Alternatively, an isomorphism of marked Lie algebras (g, e) → (g ′ , e ′ ) is an isomorphism between g and g ′ that maps e to e ′ . Isomorphism classes of marked Lie algebras are in one-to-one correspondence with ideals of n.
We define a relation in (g, e) to be a linear combination i λ i e i of the basic commutators e i such that i |λ i | = 1, and satisfying i λ i e i = 0. Alternatively, it is an element of u ∈ ker π satisfying v Ω = 1 for the norm whose unit ball Ω is the convex hull of the ±e i . We now define a distance on the set of isomorphism classes of marked Lie algebras.
Definition 9.1. Given ε > 0 we say that d((g, e), (g ′ , e ′ )) ≤ ε if for every relation u ∈ ker π of norm 1 there exists a relation u ′ ∈ ker π ′ of norm 1 such that u − u ′ Ω ≤ ε, and for every relation v ′ ∈ ker π ′ of norm 1 there exists a relation v ∈ ker π of norm 1 such that v − v ′ Ω ≤ ε.
Remark 9.2. Observe that this distance coincides with the Hausdorff distance between the compact subsets ker π ∩ ∂Ω and ker π ′ ∩ ∂Ω, where ∂Ω is the unit sphere for · Ω . In particular, we deduce that the space of isomorphism classes of marked groups is compact.
Let (g n , π n ) be a sequence of marked Lie algebras of rank at most d and step at most s. We now have two natural ways to define an ultralimit of this sequence. First, we may consider the limit (ḡ,π) along ω with respect to the topology defined in Definition 9.1. Note that in this casē g = n/ kerπ, where kerπ denotes the subspace of n spanned by all those u that appear as ω-limits of sequences u n with u n ∈ ker π n ∩ ∂Ω.
On the other hand, we may consider the ultralimit of a sequence of normed Lie algebras as in the previous section. Indeed, since [Ω, Ω] ⊂ Ω we also have [π(Ω), π(Ω)] ⊂ π(Ω), and so Lemma 8.1 implies that g ∞ is a well-defined Lie algebra. Moreover, the constant sequence (n, · Ω ) satisfies lim ω (n, · Ω ) = (n, · Ω ), and it is then easy to verify that π n converges along ω to some surjective morphism π ∞ : n → g ∞ in the sense that for every bounded sequence w n ∈ (n, · Ω ) we have π ∞ (w n ) = lim ω π n (w n ).
Conveniently, these two definitions give the same limit, as follows.
Proposition 9.3. The ultralimits (ḡ,π) and (g ∞ , π ∞ ) are isomorphic.
be a sequence of relations in g n . Then since the e (n) i
Bn ≤ 1 and |λ
exist, and we have
, from which we deduce that lim ω λ
is a relation in g ∞ , then this means that there exists a sequence u n such that u n Bn = ω o(1) such that i λ i e (n) i − u n = 0. Note that the condition on u n means that u n = µ We start with two preliminary lemmas. We let g be a nilpotent Lie algebra, and write g = C 1 (g) ⊂ C 2 (g) ⊂ . . . for the lower central series. For each u ∈ g we write ξ(u) for the maximal k such that u ∈ C k (g). The following lemma trivially follows from the fact that the C i (g) are closed.
Lemma 9.5. Given a finite-dimensional Lie algebra g, the map u → ξ(π(u)) is upper semicontinuous.
Write Z(g) for the centre of g, and for all k write a k (g) = dim C k (g)/C k+1 (g). Lemma 9.6. Let u ∈ Z(g). Then for k = ξ(u) we have a k (g/ u ) = a k (g), and and for k = ξ(u) we have a k (g/ u ) = a k (g) − 1. In particular,
Proof. These statements are obvious for k ≤ ξ(u), and so we may assume that k > ξ(u), and need to prove that a k (g/ u ) = a k (g). Write p : g → g/ u . For all j we have p(C j (g)) = C j (p(g)), and so a k (p(g)) ≤ a k (g). If this inequality were strict then there would exist v ∈ C k (g) \ C k+1 (g) such that v + tu ∈ C k+1 (g) for some t = 0. However, this would imply that tu ∈ C k (g), and hence u ∈ C k (g), contradicting the assumption that k > ξ(u).
Proof of Proposition 9.4. First, we claim that given a marked Lie algebra (g, π), we can always find a finite set of generators of ker π (as a vector space) u 1 , . . . , u l such that for all 1 ≤ i ≤ l the element u i is central modulo the ideal generated by u 1 , . . . u i−1 and such that u i Ω = 1 (u i is a relator). To see that, start with an element in ker π, and if it is not central in n, take a non-trivial commutator with a unit vector of n, normalise it and repeat this procedure until we get a non-trivial central unit vector in ker π. This will give us the first vector u 1 . Then do the same replacing n by n/ u 1 , and so on until (u 1 , . . . , u l ) generates the kernel. This proves the claim.
For all n, we let (u
ln ) be a generating set of ker π n satisfying the claim. Note that since l n is bounded by the dimension of n, we can assume that it is constant = l.
Clearly, (ū 1 , . . . ,ū l ) also satisfies the above property. We claim that for all 1 ≤ i ≤ l,
The proposition follows by applying this to i = l. This statement follows by induction on i. The case i = 0 (corresponding to taking n all along) is obvious. And if we have proved it for i, then one easily sees that n/ ū 1 , . . . ,ū i+1 = lim
Hence the statement follows by Lemmas 9.5 and 9.6, using that u 
Volume growth and Hausdorff dimension of the limit
In this section we examine to what extent the Hausdorff dimension of a cluster point arising from Theorem 1.2 can be related to the exponent D. We have seen in the introduction that nothing can be said in general, unless the dimension of the limit equals D, in which case we shall show that it coincides with the Hausdorff dimension (or equivalently that the limiting metric is Finsler by [4, Theorem 13] ).
We start recalling a few well-known facts about Carnot-Carathéodory metrics on simply connected nilpotent Lie groups (see for instance [5] ). We often abbreviate the term 'Carnot-Carathéodory metric' to simply 'cc-metric'.
Let n be the Lie algebra of a simply connected nilpotent Lie group N , and let m be a vector subspace complementary to [n, n] equipped with a norm · . A smooth path γ : [0, 1] → N is said to be horizontal if γ(t) −1 · γ ′ (t) belongs to m for all t ∈ [0, 1]. The length of γ with respect to · is then defined by
The Carnot-Carathéodory distance associated to · on N is then defined by
where the infimum is taken over all piecewise-horizontal paths (i.e. concatenations of finitely many horizontal paths). Note that if N = R m , so that m = n, then the Carnot-Carathéodory metric is just the distance associated to the norm · (one easily checks that up to isometry, this distance indeed only depends on the norm · ).
Recall that the real Heisenberg group H(R) is defined as the matrix group
and that the discrete Heisenberg H(Z) sits inside H(R) as the cocompact discrete subgroup consisting of unipotent matrices with integral coefficients. The group H(R) (resp. H(Z)) is 2-step nilpotent; indeed, its centre, which coincides with its derived subgroup, is isomorphic to R (resp. Z), and consists in matrices whose only non-zero coefficient is the top right coefficient. It follows that
The group H(R) comes with a one-parameter group of automorphisms (δ t ) t∈R defined as follows:
Given a norm · on R 2 , there exists a unique left-invariant Carnot-Carathéodory metric d cc on H(R) that projects to · and is scaled by δ t , i.e. such that d cc (e, δ t (g)) = td cc (e, g) for all t ∈ R * + and all g ∈ H(R). Normalise the Haar measure on H(R) so that the ball of radius 1 has volume 1. It follows from the formula defining δ t that for all r > 0, the ball of radius r for this metric has measure equal to r 4 . In particular, the Hausdorff dimension of H(R) equals 4 (see [21, Lemma C.3] ).
For every j, k, l ∈ N write
. A straightforward calculation shows that P −1 (j, k) ⊂ P (j, j 2 + k), and so if k ≥ j 2 we have
and similarly
The following lemma is an easy consequence of a celebrated result of Pansu [19] (strictly speaking, we use [5, Theorem 1.4 ] which is a slight generalisation due to Breuillard).
Lemma 10.1. Let j n and q n be sequences of positive integers such that q n → ∞, and let S n = S(j n , j 2 n ). Then (H(Z), d Sn /q n ) GH-converges to H(R) endowed with the cc-metric associated to the ℓ ∞ -norm on R 2 .
Proof. We consider a relatively compact subset
where g ∈ ΓD and h ∈ λD. Note that the embedding (H(Z), d) → (H(R), d R ) is an isometry (in particular it is essentially surjective, in the sense that every point of H(R) lies at distance zero from a point of H(Z)). For every j ∈ N, we denote
to H(R) endowed with the cc-metric associated to the ℓ ∞ -norm on R 2 . Now δ jn defines an isometric isomorphism from (
And we have seen at the beginning of this proof that the injection (
is an isometry as well. So we deduce that (H(Z), d S(jn,j 2 n ) /q n ) converges to H(R) endowed with the cc-metric associated to the ℓ ∞ -norm on R 2 , and the lemma follows.
Proof of Proposition 1.7. Pick a sequence a n such that n an ≈ f (n). Let S n = S(n, n 3−an ). Using (10.3), one easily checks that |S n n | ≍ n 8 and |S n | ≍ n 5−an , and so |S n n |/|S n | ≪ n 3 n an ≍ f (n)n 3 . We now prove that the limit is isometric to the cc-metric associated to the ℓ ∞ -norm. This follows from Lemma 10.1 together with the fact that there exists t n going to zero such that for all t n n ≤ k ≤ n S(n, n 3−an ) k = S(n, n 2 ) k .
Indeed, a direct calculation (left to the reader), shows that for all positive integers i, j, m such that (mi) 2 ≥ 10mj, S(i, j) m = S(i, i 2 ) m .
Therefore, in order to find t n , one has to solve in t the equation t 4 n 8 = 10t 3 n 8−an , giving t = 10n −an .
We now move on to the proof of Proposition 1.8, starting with an immediate consequence of Proposition 7.13. Lemma 10.2. Let Λ be a torsion-free nilpotent group with Mal'cev completion G of dimension d. Let Σ be a symmetric finite generating set of Λ, let n ≥ 0 and C be such that
Then for every i, j with 0 < i < j ≤ n we have
where c is the constant coming from Proposition 7.13.
Proof of Proposition 1.8. We first reduce to the case where Γ n has no torsion and its Mal'cev completion has dimension D. Indeed, combining Theorem 7.4 and Lemma 7.19, we are reduced to the case where Γ n is a torsion-free nilpotent group. In that case, the connected Lie group G n of Proposition 6.1 is simply its Mal'cev completion (this is Corollary 7.18). Finally we deduce from Theorem 6.2 that the dimension of G n equals the dimension of the ultralimit, i.e. D. The purpose of this appendix is to prove Theorem 1.9. We essentially reproduce Tao's original proof of the theorem in [23, §4] , but substitute in various results from the present paper and its predecessor [24] to make the argument finitary.
Proposition 7.5 essentially reduces Theorem 1.9 to the study of the growth of Lie progressions. The key result on that topic is the following. for every m ∈ N.
Remark A.2. In fact, we do not need the Lie progression P appearing in Proposition A.1 to be in upper-triangular form; it would be enough for the lattice Λ generated in the Lie algebra by the basis defining P to satisfy [Λ, Λ] ⊂ Λ as in Proposition 7.8.
We prove Proposition A.1 are using material from Section 7 and the following results, which are almost identical in spirit to part of Tao's argument in [23, §4] . Proposition A.3. Let G be a connected, simply connected nilpotent Lie group with Lie algebra g with basis e 1 , . . . , e d , and write Λ = e 1 , . . . , e d . Suppose that exp Λ is a subgroup of G. Write u i = exp e i for each i, let L 1 , . . . , L d be positive integers, and write P = P ord (u; L). Then there exists a polynomial f of degree O d (1) with positive coefficients such that
Lemma A.4. Let f be a polynomial of degree k with no negative coefficients. Then there exists a continuous, piecewise-monomial function h of increasing degree with at most k + 1 pieces, each of which has a positive coefficient, such that
for x > 0.
Proof. Following Tao [23, §4] , write f (x) = α 0 + α 1 x + . . . + α k x k , and note that for every a, b > 0 we have a + b ≍ max{a, b}, so that
We may therefore take h(x) = max i α i x i . (i.e. with x j replaced by x k in the numerator). By maximality, this implies in particular that |y j | < 1, which gives (A.5), as required.
From now on in this section we adopt the notation of Proposition A.3. We also extend e = (e 1 , . . . , e d ) to the list e = (e 1 , . . . , e r ) of basic commutators, as defined in Section 5. Given a measurable subset B of g we write vol(B) for the measure of B, normalised so that the lattice Λ has determinant 1. Proof. A result of van der Corput [28] states that for any convex body K ⊂ R d we have |Z d ∩ K| ≥ 
