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Resumo
Epilepsia do Lobo Temporal Mesial é o tipo de epilepsia mais frequente em adultos. Uma
das causas associadas é a esclerose hipocampal, uma atroa que consiste em perda de células
nervosas do hipocampo. O tratamento inicia-se com a aplicação de drogas anti-epilépticas e
pacientes que não possuem uma resposta adequada a esses medicamentos (farmacorresisten-
tes) são candidatos aos procedimentos cirúrgicos. Aproximadamente um terço dos pacientes
não possuem uma resposta adequada a medicamentos anti-epilépticos. O objetivo deste es-
tudo é vericar se Aprendizado de Máquina, um ramo da Inteligência Articial em que algo-
ritmos encontram padrões por meio de dados fornecidos, pode ser aplicado na tentativa de
prever pacientes portadores de Epilepsia do Lobo Temporal Mesial que possuem resistência
às drogas anti-epilépticas, a partir de dados de Espectroscopia de Ressonância Magnética. Um
conjunto de dados de 115 pacientes com Epilepsia do Lobo Temporal Mesial (que posterior-
mente foi reduzido a 107 por critérios de exclusão) contendo indivíduos com e sem esclerose
hipocampal foram obtidos de um projeto maior. Os metabólitos N-acetil-aspartato, colina,
mio-inositol e o grupo formado por glutamato e glutamina foram quanticados dos espectros
de ambos hipocampos e normalizados com relação à quanticação de creatina. Três aborda-
gens de construção de vetores de atributos foram testadas: sobreposição da quanticação do
lado com esclerose hipocampal, inclusão de duas variáveis para representar a presença ou não
de esclerose no lado direto e esquerdo, e utilização da quanticação apenas do hipocampo com
esclerose como vetor de atributos. Três algoritmos de Aprendizado de Máquina (Regressão Lo-
gística, Florestas Randômicas e Máquinas de Vetores de Suporte) foram explorados variando
hiperparâmetros na busca pela combinação que resultasse em maior desempenho, medido pela
área sob a curva (AUC) das respectivas curvas ROC (do inglês, receiver operating characteris-
tic) e avaliado utilizando validação cruzada. Os melhores resultados obtidos foram utilizando
somente a quanticação do hipocampo com esclerose como vetor de características, com os
algoritmos Máquinas de Vetores de Suporte com o kernel RBF (5 folds,  = 100 e C = 0.01) e
com o kernel sigmoidal (10 folds,  = 0.01,  = 10, C = 100) e Regressão Logística (10 folds,
regularização L1 e C = 1), que resultaram em AUC’s de 0.7 ± 0.1, e com os algoritmos Florestas
Randômicas utilizando o critério de entropia (10 folds, 10 árvores e profundidade de 10 nodos)
e utilizando o índice de Gini (10 folds, 20 árvores e máximo de 70 nodos) e Regressão Logística
com regularização L2 (10 folds e C = 0.1) obtendo uma AUC de 0.7 ± 0.2. Estes resultados in-
dicam que esses algoritmos têm potencial para a previsão de farmacorresitência de pacientes
portadores de epilepsia do lobo temporal mesial a partir da concentração metabólica obtida
por meio da Espectroscopia de Ressonância Magnética dos hipocampos desses pacientes.
Palavras-chave: Epilepsia do Lobo Temporal Mesial; Aprendizado de Máquina; Espectrosco-
pia de Ressonância Magnética Nuclear
Abstract
Mesial Temporal Lobe Epilespy is the most frequently observed epilepsy in adults. One of
the associated causes is hippocampal sclerosis, an atrophy that consists of loss of nerve cells in
the hippocampus. Treatment begins with the application of anti-epileptic drugs, and patients
who do not have an adequate response to this these drugs (pharmacoresistant) are candidates
for surgical procedure. Approximately one third of patients do not have an adequate response
to anti-epileptic drugs. The aim of this study is to verify whether Machine Learning, a branch
of Articial Intelligence in which algorithms nd patterns through data, can be applied in an
attempt to predict Mesial Temporal Lobe Epilepsy patients who are resistant to anti-epileptic
drugs, using Magnetic Resonance Spectroscopy data. A dataset of 115 Mesial Temporal Lobe
Epilepsy patients (which was later reduced to 107 by exclusion criteria) containing individuals
with and without hippocampal sclerosis was obtained from a larger project. The metabo-
lites N-Acetyl-Aspartate, choline, myo-Inositol, and the glutamate and glutamine group were
quantied from the spectra on both hippocampi and normalized in relation to the creatine
quantication. Three approaches of feature vector construction were tested: superposition
of the quantied side with hippocampus sclerosis, inclusion of two variables to represent the
presence or not of hippocampal sclerosis in the right and left sides, and using only the quan-
tication of the hippocampus with sclerosis as feature vector. Three Machine Learning al-
gorithms (Logistic Regression, Random Forests and Support Vector Machines) were explored
by varying hyperparameters in the search for the combination that would result in the best
performance, measured by the area under the curve (AUC) of the respective ROC (receiver op-
erating characteristic) curves and evaluated using crossvalidation. The best results obtained
were using only the quantication of the side with hippocampal sclerosis, with the algorithms
Support Vector Machines with the RBF kernel (5 folds,  = 100 and C = 0.01) and the sigmoidal
kernel (10 folds,  = 0.01,  = 10, C = 100) and Logistic Regression (10 folds, L1 Regularization
and C = 1), that resulted in an AUC of 0.7 ± 0.1, and with the algorithms Random Forests with
the entropy criteria (10 folds, 10 trees and maximum depth of 10 nodes) and using the Gini
index (10 folds, 20 trees and maximum depth of 70 nodes) and Logistic Regression with L2
regularization (10 folds and C = 0.1) obtaining an AUC of 0.7 ± 0.2. These results indicate that
these algorithms have the potential to predict the pharmacoresistance of patients with Mesial
Temporal Lobe Epilepsy from the metabolic concentration obtained by Magnetic Resonance
Spectroscopy of the hippocampi of these patients.
Keywords: Mesial Temporal Lobe Epilepsy; Machine Learning; Nuclear Magnetic Resonance
Spectroscopy
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Epilepsy is a is cerebral disorder that manifests itself through seizures and is character-
ized by irregular bursts of neurons’ electrical activity. In particular, Mesial Temporal Lobe
Epilepsy (MTLE) is the most frequent focal epilepsy observed in adults, corresponding to 40%
of the cases [1]. A patient is considered pharmacoresistant by the International League Against
Epilepsy (ILAE) when two or more antiepileptic drugs fail to achieve seizure control [2]. How-
ever, the pharmacological control pattern can be more complex: some patients have good
seizure control, while others have a more frequent seizure occurrence [3]. Therefore, the pre-
diction of pharmacoresistance is important in order to refer patients to surgery as early as
possible.
Magnetic Resonance Spectroscopy (MRS) has been used in several attempts to improve the
understanding and help the prediction of pharmacoresistance in MTLE patients. For example,
the study of Mendes-Ribeiro et al. pointed a reduced concentration of N-acetylaspartate (NAA)
with respect to creatine (Cre) and choline (Cho) in the medial temporal lobes of pharmacore-
sistant patients with mesial temporal sclerosis [4]. In the study of Briellmann et al., patients
with temporal lobe sclerosis showed pronounced white matter changes and a reduced con-
centration of N-acetylaspartate in the ipsilateral temporal lobe and in the ipsilateral anterior
temporal lobe [5]. Also, Campos et al., in a study with TLE patients, showed lower NAA/Cre
concentration in both hippocampi, ipsilateral and contralateral to the Electroencephalogram
(EEG) focus of the pharmacoresistant group [6].
Machine Learning (ML), a set of Articial Intelligence algorithms that can be trained from
previously collected data, has been used for pattern recognition in several elds of science.
Indeed, Machine Learning has also been applied to MRS data, such as for the classication
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of brain tumor voxels using 31P-MRS [7] and 1H-MRS [8]. Machine Learning classiers have
also being developed for the prediction of surgical outcome in patients with temporal lobe
epilepsy [9] but, as far as we know, no ML algorithm has been used in an attempt to predict
anti-epileptic drugs resistance.
In the present work, an investigation for prediction of pharmacoresisance in MTLE patients
is proposed using Machine Learning analysis of single-voxel MR spectra collected from the
hippocampus of these patients. The metabolites quantied from the spectra were NAA, Cho,
myo-inositol (mIno), glutamate and glutamine (Glx), all normalized with respect to Cre, and
these were used as variables for the feature vectors. Three models were proposed for the
feature vector construction: superposition of the quantied side with hippocampus sclerosis,
inclusion of two variables to represent the presence or not of hippocampal sclerosis in the right
and left sides, and using only the side of the hippocampal sclerosis as feature vector. The ML
algorithms explored were Logistic Regression, Random Forests and Support Vector Machines,
and their hyperparameters were varied to obtain the best performance, measured by the area
under the curve (AUC) of the respective ROC (receiver operating characteristic) curves and
evaluated using crossvalidation. .
This text is organized as following: in Chapter 2, Mesial Temporal Lobe Epilepsy is in-
troduced with its symptoms, diagnosis and treatments and the problem of pharmacoresitance
is contextualised. In Chapter 3, an overview of Magnetic Resonance Spectroscopy physics
is presented. Chapter 4 discusses the theory of each machine learning algorithm explored.
Chapter 5 shows the methodology applied in this study. In Chapter 6, the results obtained are
presented and discussed. And in Chapter 7, this text is nalized with the conclusions.
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Chapter 2
Mesial Temporal Lobe Epilepsy
Epilepsy is a cerebral disorder that manifests itself through seizures and is characterized by
irregular bursts of neurons’ electrical activity. The seizures are classied as focal (when they
start at a specic brain region) or generalized (when they occur in both brain hemispheres).
Generalized seizures are subdivided in simple, when the patient does not lose consciousness,
and complex, when he/she loses consciousness. The main causes associated with epilepsy are:
head traumas, tumours, cerebral infections, head bleeding, anoxia during childbirth, brain
anomaly during development and febrile seizures. Some studies also point to a genetic predis-
position to this disorder [10].
Although the rst reports come from 2000 B.C, the term “epilepsy” was used for the rst
time at the ancient Greece and stands for “possessed”. Epilepsy was considered a spiritual
abomination by several folks and during the Middle Ages individuals that suered from this
cerebral disorder were pursued and killed by the Inquisition. Nowadays, about 50 million
people suer from epilepsy in the world, and 30% of them are pharmacoresistant. In Brazil,
although epidemiological studies are scarce, about between 2% to 4% of the population (about
3 million people) is estimated to suer from this disorder [10, 11].
Mesial Temporal Lobe Epilepsy (MTLE) is the most frequent focal epilepsy observed in
adults, corresponding to 40% of the cases. It is generated at the mesial temporal lobe and one
of the associated causes is hippocampal sclerosis (HS), consisting of neuronal cell loss at the
hippocampus. Other causes include tissue lesions such as bruises or glial tumors, vascular and
congenital malformations, and gliotic lesions due to trauma or infections. The term Mesial
Temporal Sclerosis (MTS) refers to neuronal loss and gliosis not only of the hippocampus but
also of amygdala, uncus and para-hippocampal gyrus. Axonal reorganization, neurogenesis,
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blood-brain barrier damage, reorganization of the extracellular matrix and of the neuronal
cytoarchitecture are also observed [1, 10, 12].
Patients whose drug treatment is unsuccessful are candidates for surgery, which is deter-
mined by the identication of the seizure focus based on the knowledge of preoperative and
imaging ndings, abnormal histopathology and surgical outcomes. In the case of MTLE, the
mesial temporal structures with sclerosis are pointed as the focus area for most patients. MTS
is present in about 60 to 70% of patients with MLTE who are submitted to surgery due to phar-
macoresistance [1, 10, 12]. Despite the fact that the same surgical procedures are applied, not
all patients undergoing surgery become seizure free, indicating a non-uniformity in the disor-
der. Meta-analyses from 1985 to 2003 showed that about two thirds of patients that undergo
surgery became seizure-free in the rst two or three years after the procedure. Unfortunately,
it is not clear why about one third of the patients are refractory to the surgery [13].
2.1 Diagnostic
The rst signs may be a generalized convulsion or a complex partial seizure occurring
usually in the early adolescence. Also, events called auras usually precede the complex partial
seizures and can be manifested in several forms of seizures: epigastric (most frequently ob-
served), olfactory and gustatory hallucinations, déjà vu, jamais vu, sudden fear, piloerection,
palpitation, pupillary dilation, etc. Complex partial seizures usually last about one minute, be-
ginning with a motionless stare and oroalimentary automatisms (e.g., lip smacking, chewing).
Gestural and reactive automatisms ictal and postictal are also observed [1, 12] .
MTLE complex partial seizures’ characteristics cannot be distinguished from those that
occur in the anterior portion of the temporal lobe or in regions other than those aected by
sclerosis. Patients with MTLE typically have unilateral or bilaterally-independent mesial tem-
poral spikes in the interictal electroencephalogram (EEG). Also, through the use of Magnetic
Resonance Imaging (MRI) it is possible to detect mesial temporal atrophies with decreased
signal intensity on T1 and increased signal intensity on T2 [1, 13].
2.2 Treatment and Prevention
Patients with MTLE are initially referred to medical treatment. The medications used are
usually carbamazepine and/or phenytoin. The medication is increased until seizures stop or
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unacceptable side eects occur. Other used drugs are oxcarbazepine, valproate, topiramate
and lamotrigine. According to the International League Against Epilepsy (ILAE), a patient is
considered pharmacoresistant when two or more antiepileptic drugs fail to achieve seizure
control [1, 2]. However, the pharmacological control pattern can be more complex: some
patients have good seizure control, while others have a not satisfactory control with remitting-
recurring seizures [14].
Drug treatment may cause side eects such as tiredness, dizziness, weight gain, depression
and psychosis. Discontinuation of the treatment may be indicated by the physician when the
patient is seizure-free for two to four years. Medical monitoring is essential during treatment
and abrupt removal of the treatment may cause epilepticus status [10].
In a study of 12 seizure free patients and 10 pharmacoresistant patients with MTS, the
concentrations of N-acetylaspartate (NAA) with respect to choline (Cho) and creatine (Cre)
were shown to be reduced in the medial temporal lobes for the resistant patients [4]. In an
another study, with a group of 41 HS patients (24 resistant and 17 benign to drug treatment), it
was observed that pharmacoresistant TLE patients had pronounced white matter changes and
a reduced concentration of NAA in the ipsilateral temporal lobe and in the ipsilateral ante-
rior temporal lobe, while other analysed metabolite concentrations (Cho, Cre, mIno and Glx)
showed no dierence between those groups [5]. A study with 25 TLE patients who responded
to the rst antiepileptic drugs and 21 who did not, pointed to a lower NAA/Cre concentration
in the failure group in both hippocampi, ipsilateral and contralateral to the EEG focus [6]. An-
other study of 92 MTLE individuals showed a bilateral reduction of NAA/Cr and an increased
mIno/Cre in MTLE pharmacoresistent patients with left hipocampus sclerosis, an unilateral
reduction of NAA/Cre in MTLE pharmacoresistent patients with right hippocampus sclero-
sis and an Glx/Cre reduction in MTLE pharmacoresistent patients of the right and lefts sides
sclerosis groups [15].
Patients resistant to medication treatment are candidates to surgery. To undergo surgery,
the patient is evaluated through video EEG, Magnetic Resonance Imaging and/or computed
tomography, neuropsychological tests and the Wada test (speech and memory tests after anes-
thetizing the hemisphere that contains the epileptogenic area through application of sodium
amobarbital to the internal carotid artery) [10].
Some ways to prevent epilepsy are: head protection to prevent trauma, appropriate drug
treatment initiation soon after the rst or second seizure and after febrile seizures, high blood
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pressure and infection control during pregnancy to avoid brain damage of the baby, treatment




Magnetic Resonance Spectroscopy (MRS) is a non-invasive technique based on the energy
absorption at dierent frequencies of nuclei within the same molecule. The most common nu-
clei used in MRS are proton (1H), carbon-13 (13C) and phosphorus (31P). Proton MRS, 1H-MRS,
is used for detection and quantication of brain metabolites, some of which are neurotrans-
mitters [16]. Carbon-13 MRS, 13C-MRS, is mainly used for the study of metabolite pathways,
like the tricarboxylic acid cycle [17]. And phospourus MRS, 31P-MRS, is important to the study
of energy metabolism [18] and to the study of intracellular pH concentration [19]. MRS is a
very sensitive technique due to the fact that the dierence between the energy levels of a nu-
cleus submitted to an external magnetic eld is low compared to the thermal energy. Also, due
to this low energy absorption, MRS is a noninvasive and non deleterious technique, making
it a good tool for in vivo analysis. The high sensitivity of 1H to magnetic elds and its high
abundance in biological tissues makes 1H-MRS a powerful technique to obtain information
about brain metabolites [20]. In this chapter, a brief introduction to the Magnetic Resonance
Spectroscopy theory is presented. A more detailed explanation can be found in Appendix B.
3.1 Larmor Equation
From the Quantum Mechanics, when a particle with 1/2-spin (such as hydrogen nucleus)
is subjected to a constant magnetic eld, for example B⃗ = B0ẑ , where B0 is its amplitude and










where  is the gyromagnetic ratio and ℏ is the reduced Planck constant. The state with the
highest energy, E , is the state where the magnetic moment of the 1/2-spin particle is aligned
anti-parallel to the magnetic eld B⃗0, while the state with the lowest energy, E , is the state
where the 1/2-spin particle is parallel to this magnetic eld. Figure 3.1 shows the energy
diagram for these two states, where  represents the state with the parallel alignment (lowest
energy state) and  , the state with anti-parallel alignment (highest energy state) of the system
with 1/2-spin particles. The energy dierence of the two states is given by:
ΔE = E − E = ℏB0 (3.2)
Figure 3.1: (A) Energy levels of a 1/2-spin nucleus as a function of the external magnetic eld
strength B0. (B) The lower energy level ( state) has a parallel alignment of the magnetic
moment with the external magnetic eld, while the highest energy level ( state) has anti-
parallel alignment [20].
The phenomenon of magnetic resonance is achieved by raising the particles from the 
state to the  state. This is done by applying another magnetic eld with a specic frequency
0 so that its energy, ΔE = 0ℎ, equals the energy dierence between the two states, where
ℎ is the Planck constant. Equalling 0ℎ to the Equation 3.2 and making !0 = 20 gives the
Larmor equation:
!0 = B0 (3.3)
which provides the frequency necessary to excite a 1/2-spin particle submitted to a B0 eld
from the lowest energy state to the highest energy state.
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3.2 Free Induction Decay
For a system with more than one 1/2-spin nucleus, the ratio between the number of the
magnetic moments at the state with the lowest energy (n ) and the state of the highest energy




= eΔE/kT = eℎ/kT (3.4)
where n and n are respectively the number of spins in the lowest and highest energy states,
k is the Boltzmann constant and T is the absolute temperature. At normal temperature, ℎ <<








Since ℎ/kT << 1, the number of magnetic moments aligned parallel to the magnetic
eld is slightly greater than the number of magnetic moments aligned anti-parallel to the
magnetic eld. For example, if a sample has one million nuclear spins at 37°C (310.15 K) in a
magnetic eld of 9.4 T, corresponding to  = 400 MHz, the population dierence between the
states  and  will be 31 spins (0.0031%). In the case of a magnetic eld of 3 T, this dierence
is approximately 0.00098 %. Despite the small population dierence, a magnetization arises





where n is the total number of spins in the sample. For in vivo NMR, the total number of spins
is at least equal to the number of Avogadro, making it possible to measure the magnetization.
This magnetization can be rotated to the transverse plane by applying the second magnetic
eld perpendicular to B⃗0, with short duration and oscillating with same frequency given by
the Larmor equation. This excitation pulse is called Radio Frequency (RF) Pulse.
After the application of the RF pulse, the net magnetization returns to the equilibrium
position, pointing to the same direction of B⃗0. This process is called relaxation and induces a
signal called Free Induction Decay (FID) in a receiving coil, as illustrated by Figure 3.2. The
Fourier Transform of the FID gives the spectrum of the NMR signal (Figure 3.3).
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Figure 3.3: Magnetic resonance spectrum, obtained from the Fourier Transform of the FID.
3.3 Chemical Shift and Spin-Spin Coupling
Two phenomena that are important for MRS are the chemical shift and spin-spin coupling.
They are responsible for dening dierent spectra for each molecule, thus allowing the identi-
cation and quantication of brain metabolites. The main brain metabolites spectra can easily
be found in the literature [16].
The chemical shift is a phenomenon that consists of shielding from the external magnetic
eld caused by the electronic environment that surrounds each nucleus of a molecule, resulting
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in an eective magnetic eld B⃗ that is expressed in terms of the external magnetic eld B⃗0 and
a constant  , the shielding (or screening) constant:
B⃗ = B⃗0(1 −  ) (3.7)
From the Larmor equation (Equation 3.3), the resonating frequency is shifted by  constant:
! = B0(1 −  ) (3.8)
The chemical shift, expressed in terms of ppm (parts per million), is dened by Equation
3.9, where ! is the frequency of the compound under investigation and !ref is the frequency of
the reference compound. An important characteristic is that the chemical shift is independent
of the external applied magnetic eld. Figure 3.4 illustrates the chemical shift in the lactate





For in vivo NMR spectroscopy, the preferred reference compounds are the N-acetyl as-
partate (2.01 ppm, in hydrogen NRM spectroscopy) and the phosphocreatine resonances (0.00
ppm, in phosphorus NRM spectroscopy).
Figure 3.4: The eletronegativity of the oxygen atom at the lactate molecule reduces the elec-
tronic shielding, resulting in a higher Larmor frequency for the methine proton [20].
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The spin-spin coupling (also known as scalar coupling or J-coupling) is a “splitting” eect
of the peaks in the spectra and is originated from the spins interactions among non-equivalent
NMR-active nuclei. This phenomenon is explained by the Fermi contact interaction (interac-
tion between the nucleus’ spin and the electron’s spin) and the Fermi exclusion principle (in-
teraction between two electrons’ spins), which give dierent energy states and consequently
dierent resonating frequencies. Figure 3.5 shows the splitting caused by the spin-spin cou-
pling in the acetate magnetic resonance spectrum.
Figure 3.5: “Splitting” eect of the hydrogen magnetic resonance peaks located at dierent
positions (here represented by Ha, Hb and Hc) in the acetate molecule caused by the spin-spin
coupling [21].
3.4 Metabolite Quantication
The area under each peak of the spectrum is directly proportional to the number of spins
of a molecule, thus it is also proportional to each metabolite’s concentration. However, some
factors make the metabolite concentration impossible to measure directly from the acquired
signal (absolute concentration): proportionality between the metabolite signal and the num-
ber of scans, the receptor gain, the Larmour frequency, molar concentration and the sample
volume. Also, some unknown parameters from the acquisition coil make it impossible to mea-
sure each concentration directly. To overcome these issues, the relative concentration (ratio
between the concentration of a metabolite to another) is commonly preferred [22].
Many quantication methods can be found in the literature. They can be roughly divided
into two types: 1) methods that separately t each resonance peak in the measured spectrum,
CHAPTER 3. MAGNETIC RESONANCE SPECTROSCOPY 27
using, e.g., Lorentzian or Gaussian functions; and 2) methods that use the whole spectra of
the metabolites (that are expected to be found in the measured sample) to t the measured
spectrum. Some of these methods are LCModel (Linear Combination of Model in vitro spec-
tra) [23], QUEST (QUantitation based on QUantum Estimation) [24] and AMARES (Advanced
Method for Accurate, Robust and Ecient Spectral tting) [25]. Both LCModel and QUEST
are methods of the type (2) aforementioned, while AMARES is of the type (1). LCModel is a
black-box model that estimates the concentrations using a linear combination of the whole
spectra in the frequency domain based on model spectra (obtained through simulations using
quantum mechanics principles). The QUEST algorithm works in a similar way, but computes
the estimated spectrum at the time domain and its steps are completely open (it is not a black
box). The AMARES algorithm is based on the tting of Gaussian or Lorentzian curves to
each resonance peak separately at the time domain using previous knowledge of the peaks




Machine Learning (ML) is a branch of Articial Intelligence that is concerned with making
a computer “learn” from previously collected data and making predictions on unseen data. A
ML algorithm receives samples represented by vectors where each coordinate is called feature
(a quantity or quality that describes the sample), the feature vectors. The data given to the
algorithm to “learn” are called training data, and the process where the algorithm “learns” is
referred to as training. A second group of data is used to check the performance after training
the algorithm, these are called the test data [26].
ML algorithms can be divided based on how they are trained: supervised, unsupervised,
semi-supervised or reinforcement learning. The supervised algorithms are trained with la-
belled data, which consist of a dataset where all samples are previously manually classied. On
the other hand, unsupervised algorithms are trained with unlabelled data, and semi-supervised
use some samples previously labelled and others not labelled. Reinforcement learning in-
volves a maximization function that an agent must achieve [26, 27]. Three supervised ML
algorithms were explored in this work: Support Vector Machines, Logistic Regression and
Random Forests.
4.1 Support Vector Machines
Support Vector Machine (SVM) [28] is a ML algorithm used for classication that attempts
to construct two hyper-planes separating the data into two classes, yi = {−1; +1}. These
hyper-planes are dened by weight vectors w⃗ referred as support vectors, the classes yi , each
sample x⃗i of the dataset and a real constant b, which are restricted to the following constraint
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inequation:
yi(w⃗T ⋅ x⃗i + b) ≥ 1, ∀i = 1, ..., n (4.1)
where n is the total number of samples of the dataset.
To account for misclassication caused by noises and outliers, a variable i is introduced in
4.1, also known as hard margin formulation, resulting in the soft margin formulation of SVM:
yi(w⃗T ⋅ x⃗i + b) ≥ 1 − i , ∀i = 1, ..., n (4.2)
The algorithm attempts to nd these hyper-planes by minimizing the norms of the support
vectors. Also, to deal with cases where hyper-planes cannot be found due to non-linearity
of the feature space, a transformation Φ(x⃗i) can be performed to transform this space into
another one where the data can be separated by linear hyper-planes (Figure 4.2). The problem











yi(w⃗TΦ(x⃗i) + b) ≥ 1 − i , i ≥ 0, ∀i = 1, ..., n (4.4)
The constant C in 4.3 is called penalty or regularisation parameter and controls the trade-
o between misclassication and samples that are placed within the hyper-plane margin. For
small values of C , the SVM classier tends to undert the data (it gives more weight to the
margin term at 4.3, the SVM classier doesn’t learns very well from the training dataset and
tends to assign almost every point to support vector) while for high values of C , the SVM
classier tends to strictly separate the two classes, except for the case where the data are very
noisy, generating overtting [29, 30].













ijyiyj(Φ(x⃗i) ⋅ Φ(x⃗j)) (4.5)
subjected to:




iyi = 0, ∀i = 1, ..., n (4.6)
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Figure 4.1: Example of SVM classication of two objects, represented by triangles and circles,
using two linear hyper-planes dened by Inequation 4.1 [31].
The nal solution for the SVM classier is the sign function [31]:
g(x⃗) = sign( ∑
x⃗i∈SV
yiiΦ(x⃗i) ⋅ Φ(x⃗) + b) (4.7)











iyiΦ(x⃗i) ⋅ Φ(x⃗j)) (4.8)
where nSV is the number of support vectors.
The product Φ(x⃗i) ⋅ Φ(x⃗j) is called kernel, and is dened by the user to map the data to a
feature space where they can be linearly separable (Figure 4.2) by the two hyper-planes dened
by 4.2. Two typically applied kernels are the sigmoidal and the radial basis function (RBF):
Sigmoidal Kernel: K (x⃗i , x⃗j) = tanℎ( (x⃗i ⋅ x⃗j) + ) (4.9)
RBF Kernel: K (x⃗i , x⃗j) = exp(− ||x⃗i − x⃗j ||
2
) (4.10)
where x⃗i and x⃗j represent two samples of the dataset, and  and  are parameters to be adjusted
for a better tting. The  parameter in the RBF kernel ( > 0) plays an important role: if over-
estimated, it will behave almost linearly, while if underestimated it makes the SVM classier
highly sensitive to noisy data [32] (the smaller the parameter  , the more peaked the Gaussian
transformation, and therefore the more complex the decision boundary, while larger  gives
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Figure 4.2: Example of feature space mapping: (a) a non-linearly separable dataset that is (b)
circularly separable is mapped into a (c) 3D space where it turns into linearly separable [31].
a smoother decision boundary) [33]. In the sigmoid kernel,  is related with the scaling of the
inputs, and  is a shifting parameter that controls the threshold of the mapping [32] [33].
4.2 Logistic Regression
Despite its name, Logistic Regression is a ML algorithm used for classication rather than





where z is a linear combination of the weight to be optimized by the classier, w⃗ = [w0, w1, w2, ..., wn],
and the feature vector x⃗ = [x0, x1, x2, ..., xn], with n being the total number of features of the
input data:
z = w0x0 + w1x1 + w2x2 + ... + wnxn = w⃗T x⃗ (4.12)
Figure 4.3 shows a plot of this function. From Equations 4.11 and 4.12, the equation that
represents the classier, the hypothesis ℎw(x), can be written in the following way [34]:
ℎw(x) =
1
1 + e−w⃗T x⃗
(4.13)
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Figure 4.3: Sigmoid function.
The optimization of the weights dened by vector w⃗ can be performed by a range of al-
gorithms presented in the literature. Python’s library Scikit-Learn documentation for the Lo-
gistic Regression suggests LIBLINEAR [35] for small datasets, which is the case of this work
(n<100). LIBLINEAR oers two regularization norms (L1 and L2) to use at the penalization of
the Logistic Regression. It solves the following optimization problems:
L1-regularized: min
w













 (w⃗; x⃗i , yi) (4.15)
where C > 0 is the penalty parameter (which controls the weight given at the loss function and
consequently, the trade o between overtting and undertting), x⃗i is the feature vector of a
sample, yi is its corresponding label, l is the total number of training samples, ||w⃗ || denotes the
rst norm of w⃗ and  is the loss function, which in the case of Logistic Regression is dened
by:
 (w⃗; x⃗i , yi) = log(1 + e−yiw⃗
T x⃗i ) (4.16)
4.3 Random Forests
Random Forests [36] is an algorithm based on the construction of decision trees. Each
tree is built from a sample selected randomly from the training dataset with replacement (pro-
cess referred to as bootstrap). Also, the features are selected randomly from a subset for the
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Figure 4.4: Example of a decision tree to classify if the day is a good one for playing tennis
[37].
construction of each tree. The nal classication by the Random Forest is given by the most
predicted class from the decision trees or the average of their probabilistic prediction (the
case of the Scikit-Learn’s Random Forest). Figure 4.4 illustrates an example of decision tree to
classify if the day is a good one for playing tennis.
There are several algorithms for the construction of decision trees. Scikit-learn uses an
optimized version of CART (Classication and Regression Trees) [38]. A tree consists in a
structure built from nodes. These nodes (root nodes) are sets that are split into subsets, the
child nodes. The terminal nodes (nodes that are not split) represent the classes’ labels. Each
node or child node is split based on an attribute/feature. Many split criteria can be dened for
this task, among them: Gini index and entropy (also called impurity).
The measure of entropy of a node t is calculated using the proportion of cases belonging
to a class j, p(j |t), by the formula:




p(j |t) log p(j |t) (4.17)




p(j |t) = 1 (4.18)
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The best split is the one with the highest dierence between the entropy of the parent node
and the sum of the entropy of the child nodes. This dierence is called decrease in impurity
or information gain (IG) of a split s:
IG(s, t) = H (t) − ∑
i ∈ cℎild
piH (ti) (4.19)
where the summation is over all the child nodes and pi is the proportion of the cases from the
node t that were send to the child node ti .
Another criteria, the Gini index, is calculated through the following formula, and the split
chosen is the one with lowest Gini index:
G(t) = ∑
i≠j
p(j |t)p(i|t) = 1 −∑
j
p2(j |t) (4.20)
Some of the hyper-parameters that can be tuned are the number of the trees of the forest,
the maximum depth the trees and the number of features used in each tree. Usually, a high
number of trees leads to better results [39] and the performance tends to stop getting signi-
cant improvement after growing the rst 100 trees [40–42]. The maximum depth (or tree size)
can be tuned by the maximum number of nodes, node size (number of samples required to split
a node) or the maximum number of terminal nodes (or leaf nodes), and controls the overtting
of the algorithm. The standard values for the number of features used in each tree are usually
√
N , for classication, or N /3, for regression, where N is the total number of features [43].
Usually, Random Forests are not sensitive to this last parameter, overtting due to its choice




5.1 Subjects and MR parameters
A dataset of MRS signals collected from 115 MTLE patients at Hospital das Clínicas of
University of Campinas (HC/UNICAMP) using a 3T Phillips Achieva MR Scanner was obtained
from a previous research [15] approved by the local ethics committee (Annex I) and the subjects
signed a written consent form (protocol number: 942.801; CAAE: 39547214.0.0000.5404, form
at Annex II). The MRS spectra were acquired using the PRESS (Point Resolved Spectroscopy)
[45] pulse sequence with an echo time TE = 25 ms, repetition time TR = 2000 ms and voxel
volume of 30x15x12 mm3 from the antero-medial region of both hippocampi, as summarized
in Table 5.1. The inclusion and exclusion criteria of volunteers were the following:
• inclusion: previous ELTM diagnostic, with unilateral HS or MR-negative, dened by
specialists of Neurology Outpatient Clinic of HC/UNICAMP, following the criteria de-
ned by ILAE [46]; patients older than 18 years old; and ability to provide informed
consent.
• exclusion: neuropsychomotor developmental delay diagnosed by prior neuropsycho-
logical and/or neurological evaluation; personality and psychotic disorders; presence
of other possibly epileptogenic lesions; infectious or inammatory disease ongoing or
resolved within less than one month; autoimmune disease; contraindication to MR ex-
aminations; and inability to provide informed consent.
After data collection, eight of the 115 MTLE patients were excluded from this analysis: one
had cysticercosis and was subjected to temporal lesionectomy; two had an undened epilep-
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Table 5.1: Technical characteristics of the MRS acquisition.




voxel dimensions 30x15x12 mm3
Figure 5.1: Magnetic resonance images using T2-weighting from a patient with hippocampal
sclerosis (A) and from another without the atrophy (B) from the Neuroimage Laboratory of
UNICAMP [15].
tic syndrome; one patient had two potentially epileptogenic lesions, including hippocampal
sclerosis; one presented an undetermined discrepancy and was considered an outlier by an
specialist; one presented delayed neuropsychomotor development; one had doubtful diagnos-
tic results; and another patient did not have precise information about their pharmacological
response. Table 5.2 shows the distribution of the remaining 107 patients, taking into consid-
eration the hippocampal sclerosis (bilateral, only on the right side, only on the left side or no
lesion) and the pharmacoresistance or not (benign).
An extensive diagnostic investigation was carried out on patients, including electroen-
cephalography (EEG), Magnetic Resonance Imaging and neuropsychological examinations at
Neurology Outpatient Clinic of UNICAMP. Two specialists reviewed the magnetic resonance
images to classify the patients with right, left and without hippocampal sclerosis. Figure 5.1
shows an example of MRI from a patient with hippocampal sclerosis (A) and an example of a
patient without the atrophy (B).
Structured interviews and review of medical records were conducted to collect clinical
data. The beginning of epilepsy was dened as the age at which seizures became recurrent,
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and the duration of epilepsy as the time interval between the beginning of epilepsy and the
date of acquisition of MRS. The criteria used for labelling the drug response were:
• benign: patients that were seizure free for at least one year before the MRS acquisition
(with the exception of four patients who reported occasional auras) whether or not using
antiepileptic drugs (AED);
• pharmacoresistants: that did not achieve a satisfactory seizure control after using two
or more AED
Table 5.2: Dataset distribution.
Sclerosis Benign Pharmacoresistant Total
Bilateral 0 3 3
Right 14 21 35
Left 16 20 36
Non-lesional 19 14 33
Total 49 58 107
5.2 MRS Signal Pre-Processing
All the pre-processing steps were performed using the jMRUI software [47]: residual water
peak ltering, phase correction and quantication of metabolites.
To avoid baseline distortions caused by the water resonance, the Hankel Lanczos Singular
Value Decomposition (HLSVD) [48] lter was applied to remove the residual water peak. Ba-
sically, it works by simulating spectrum resonances at given frequencies and subtracting them
from the original spectrum, resulting in a ltered signal. Figure 5.2 illustrates this process. Af-
ter the residual water peak removal, a phase correction was applied with respect to the NAA
peak at 2.01 ppm. This correction is required to correct the phase misadjustment that arises
from the phase dierence between the reference phase and the receiver detector phase, the
time delay between excitation and detection and ip-angle variation across the spectrum.
Finally, the main metabolites were quantied from the spectra using the AMARES algo-
rithm [25]. AMARES (Advanced Method for Accurate, Robust and Ecient Spectral tting) is
an algorithm that allows the insertion of previous knowledge about the peaks of the spectrum
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Figure 5.2: HLSVD water peaks removal. First, the peak’s range to be ltered is selected (A),
then HLSVD generates a simulated spectra (B) that is subtracted from the original spectrum,
resulting in a ltered signal (C) [20].
(resonance frequency, phase and damping factor). It attempts to t each peak with a Lorentzian
or Gaussian curve and returns each individual component and the area under the curve (pro-
portional to the metabolite concentration). The identied peaks were N-acetylaspartate (NAA)
at 2.01 ppm, creatine (Cre) at 3.03, choline (Cho) at 3.21 ppm, myo-inositol (mIno) at 3.56
ppm, and the glutamate/glutamine group (Glx) at 2.30 ppm. The quantication of each peak
was normalized with the creatine peak at 3.03 ppm and used as feature for training the ma-
chine learning algorithms. Figure 5.3 shows the individual components curves estimated by
AMARES for one spectrum of the dataset.
After the quantication, spectra were selected based on the signal-to-noise ratio (SNR)
given by the jMRUI software and dened by the maximum value of the spectrum, Smax , the
total number of the points of the spectrum, N (which in this study was 2048 points), and the

































Figure 5.3: Example of the individuals components estimated by AMARES algorithm for one
of the spectra of the dataset. The area below each estimated component is proportional the
the metabolite concentration.
where the standard deviation  is given by the variance of real and imaginary components,
re and im respectively, of the residue in the time domain, according to:
 =
√
 2re +  2im
2
(5.2)
Signals with SNR < 5 were excluded from the analysis, as well as the signals where the
residual water peak could not be removed. Figure 5.4 illustrates the rst part of the experiments
pipeline, from data collection to the selection of MR spectra to the construction of the feature
vector models.
5.3 Feature Vector Models
Three models for feature vectors were proposed, as summarised in Figure 5.5, which il-
lustrates the second part of the pipeline, after the selection of the MRS data. More detailed
explanations for each model are in the following subsections.
For the rst two models, selecting the spectra with SNR > 5 and removing the ones where
it was not possible to lter the water residue, 12 patients were excluded, with 95 patients
remaining for these two analyses.















Figure 5.4: First part of the experiments pipeline, from data collection to the selection of MR
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Figure 5.5: Second part of the experiments pipeline, the construction of feature vectors after
the selected data.
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5.3.1 Feature Vector Model I
In this analysis, all patients of the dataset were included: patients with hippocampal scle-
rosis in the right side, in the left side, in both hippocampi and without sclerosis.
Since the atrophy is associated with MTLE, the feature vectors were organized such that
the quantied metabolites of the spectrum belonging to the side with sclerosis were placed
at the rst four variables of the vector, superpositioning the quantications of the side of
the hippocampus with sclerosis. So, denoting by NAAR , GlxR , mInoR and ChoR the estimated
concentration for each metabolite peak identied for the right hippocampus and NAAL, GlxL,
mInoL and ChoL the concentration in the left hippocampus, the feature vector of a patient with
sclerosis on the right side was represented by Equation 5.3 and the feature vector of a patient
with sclerosis on the left side was represented by Equation 5.4. Also, the patients with bilateral
or without sclerosis had feature vectors represented by Equation 5.3.
x⃗i = [NAAR;GlxR;mInoR;CℎoR;NAAL;GlxL;mInoL;CℎoL] (5.3)
x⃗i = [NAAL;GlxL;mInoL;CℎoL;NAAR;GlxR;mInoR;CℎoR] (5.4)
5.3.2 Feature Vector Model II
In this second approach, a vector representation to distinguish each case of hippocampal
sclerosis was used allongside the quantied metabolites. Here all the patients were used in
the analysis. The encoding vector had the form [HSR, HSL], with HSR = {0; 1} and HSL =
{0; 1} representing the presence or not of hippocampal sclerosis on the right and left side
respectively, 1 meaning that the hippocampus has atrophy in the corresponding side and 0
meaning that it doesn’t have. So the cases with hippocampal atrophy in the right side were
represented by [1, 0], in the left side by [0, 1], the bilateral cases by [1, 1] and the cases with no
atrophy by [0, 0]. The position of the features corresponding to the metabolites’ concentrations
remained unchanged, so the feature vectors were represented by:
x⃗i = [HSR;HSL;NAAR;GlxR;mInoR;CℎoR;NAAL;GlxL;mInoL;CℎoL] (5.5)
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5.3.3 Feature Vector Model III
In this analysis only the patients with hippocampal sclerosis were studied. The feature
vector that was used to represent each patient was one representing only the side with atro-
phy, so if the patient had sclerosis in the right side, his/her feature vector was represented by
Equation 5.6. and if the patient had sclerosis in the left side, his/ feature vector was represented
by Equation 5.7. For the cases with bilateral sclerosis, it was chosen the quantication of the
spectrum with the best SNR.
x⃗i = [NAAR;GlxR;mInoR;CℎoR] (5.6)
x⃗i = [NAAL;GlxL;mInoL;CℎoL] (5.7)
Using SNR > 5 and removing the spectra where it was not possible to lter the water
residue from the subset of patients that have hippocampal sclerosis, 8 patients were excluded,
resulting in 66 analysed with this model.
5.4 Machine Learning Models Evaluation
Python’s library Scikit-learn [49], a library for Machine Learning analysis, was used for
training and evaluating the models. The metric used to evaluate each model was the AUC
(Area Under de Curve) of the ROC (Receiver Operating Characteristics) curve. The ROC curve
is constructed calculating the true positive rate (also called precision) against the false neg-
ative rate varying dierent thresholds, which are the estimated probabilities for each class:
every prediction probability above a given threshold is considered a positive class, and every
prediction under a given threshold is considered a negative class. Because the ROC curve uses
dierent thresholds, it’s a metric that explores even more the classication problem than others
metrics, such as accuracy, making it possible to compare models based on cost-versus-benet
decisions about being able to predict more or less accurately a class than another. Figure 5.6
shows an example of mean ROC curves of machine learning classication of a breast cancer
dataset imported from Python’s library Scikit-learn and made available by Dua and Gra [50].
The true positive rate (TPR), also known as sensitivity, is calculated using the number of
positive samples correctly classied as true (true positives, TP) and the number of positive
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Mean ROC - Breast Cancer Example
SVM (RBF Kernel) (AUC = 0.96 ± 0.02)
RF (Entropy) (AUC = 0.99 ± 0.01)
LR (L2 Regularization) (AUC = 0.98 ± 0.01)
Random Classifier
Figure 5.6: Mean ROC curves using 10 folds crossvalidation on the breast cancer dataset im-
ported from Python’s library Scikit-learn [50].





The false positive rate (FPR) is given by the number of false positives (negative samples





The ROC curve is traced using a numeric score for each class, positive and negative. The
predicted scores of the instances for the class chosen as positive are sorted, and each value of
these sorted scores is used as threshold. Instances with score above the threshold are consid-
ered as positives, otherwise they are considered negatives. Then, TPR and FPR are calculated
and the next value at the sorted scores is chosen as threshold to give the new values of TPR
and FPR. This process is repeated until all values of the sorted scores are used as threshold,
giving the ROC curve [34].
The AUC is a value that goes from 0 to 1 and is calculated from the area of the ROC curve.
When a model has AUC = 1, all the predictions are correct. When all predictions are wrong,
the model has AUC = 0. And when AUC = 0.5, the classier is performing randomly.
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Figure 5.7: Example of a crossvalidation using 4 folds, while one group is separated from
testing, the others are used for training on each run [26].
Also, a k-fold crossvalidation was used to train and test the model. In this procedure, the
dataset is divided into k groups; in each run (k-1) of them are used to train the model and the
remaining one is used to test. This process is repeated until all the folds are used as test data,
in a total of k runs. The mean AUC is computed with the k tests to give the nal AUC for
a given ML method. In this work 3, 5 and 10 folds were used. Figure 5.7 illustrates a 4 folds
crossvalidation training procedure.
Three machine learning algorithms were explored for data analysis: Support Vector Ma-
chine, Logistic Regression and Random Forests. For each machine learning algorithm, its hy-
perparameters were varied, as described in the following subsections, using gridsearch, an
exhaustive method using all the possible combinations to nd the most appropriate for the
dataset. This nal part of the experiment is illustrated in Figure 5.8.
5.4.1 Support Vector Machines
There is no rule or consensus on which value to use for each hyperparameter. For example,
Amami et al. (2015) used C = [10, 100, 1000, 1000] for  = 2 and C = 10 for  = 0.027, using
only the RBF kernel [32]. Keerthi et al. (2003) and Van Heerden et al. (2010) performed several
experiments varying both  and C logarithmically [29, 30]. None of the cited works tested the
sigmoidal kernel. Van Rijn et al. (2018) varied C at a logaritmic scale from 2−5 to 215 and  ,
also at logarithmic scale from 2−15 to 23, for both kernels, and  from -1 to 1 for the sigmoidal
kernel [51].
The hyperparamenters and kernels explored here are summarised in Table 5.3. The kernel
functions tested were RBF (Equation 4.10) and sigmoidal (Equation 4.9). The hyperparameters







3 folds 5 folds 10 folds
Figure 5.8: Third part of the experiments pipeline, gridsearch using crossvalidation
 , for both kernels,  for the RBF kernel, and the regularization parameter C were varied using
the following values: 10−3, 10−2, 10−1, 1, 10, 102 and 103.
For the construction of the ROC curve of the SVM models, which is an algorithm that tradi-
tionally predicts labels and not probabilities, Python’s documentation oers the Platt scalling
[52] method, which is based on a sigmoid model tted over the predictions of the SVM algo-
rithm.
Table 5.3: Support Vector Machine hyperparameters explored.
Kernel Functions RBF; Sigmoidal
RBF/Sigmoidal Parameter  10−3; 10−2; 10−1; 1; 10; 102; 103
Sigmoidal Parameter  10−3; 10−2; 10−1; 1; 10; 102; 103
Penalty Parameter C 10−3; 10−2; 10−1; 1; 10; 102; 103
5.4.2 Logistic Regression
For the Logistic Regression, both regularization norms, L1 (Equation 4.2) and L2 (Equation
4.15), were tested and evaluated with the penalty parameter C varying with the same values
used for SVM (Table 5.4).
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Table 5.4: Logistic Regression hyperparameters explored.
Regularization Norms L1; L2
Penalty Parameter C 10−3; 10−2; 10−1; 1; 10; 102; 103
5.4.3 Random Forests
As mentioned before, usually the greater the number of trees in a Random Forest, the
better. Like the hyperparameters for the other algorithms, there is no rule for exploring this
parameter. For example, Probst et al. (2018) carried out experiments varying the number of
trees from 1 to 2000 [41]. Díaz-Uriarte et al. (2005) used number of trees of 1000, 2000, 5000,
10000, 20000 and 40000 [44]. Cutler et al. (2012) varied the number of trees from 1 to 500 [43].
And Oshiro et al. (2012) used number of trees of 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048 and
4096 [40]. Both splitting node criteria, the information gain (Equation 4.19) and the Gini Index
(Equation 4.20) were evaluated for the Random Forests. Because both splitting criteria and the
maximum depth of trees were tested, the number of the trees was varied from 10 to 100 (with
a step of 10). The number of features used in each is split was left as the default value
√
N ,
where N here is the total number of features (8, 10, 4 for the feature vector models I, II, and
III, respectively)
Table 5.5: Random Forests hyperparameters explored.
Splitting Criteria Gini Index; Information Gain
Number of Trees 10; 20; 30; 40; 50; 60; 70; 80; 90; 100




6.1 Feature Vector Model I
The results of the rst model proposed, where all the quantications of the hippocampi
spectra with sclerosis were placed on the same position at the feature vector (Feature Vector
Model I), are shown in Table 6.1. The ROC curves for the 10 folds crossvalidations are shown
in Figure 6.1 (the mean ROC curves of 3 and 5 folds crossvalidation are shown in Appendix A,
Figures A.1 and A.2, respectively).
Logistic Regression, with both regularization rules, and Random Forests, with both criteria
for building trees, performed as random classiers (AUC ≈ 0.5). The best AUC was obtained
with the Support Vector Machines (0.7 ± 0.1), using both functions kernels, sigmoidal, using 5
folds crossvalidation, and RBF, using 10 folds crossvalidation, while the other algorithms did
not present a satisfactory performance. For the Random Forests, this result can be probably
attributed to the fact that there was a relatively low number of features to build the trees and,
considering that each one of them is constructed using a random subset of features, the total
number of features of each model may be insucient to train these predictors. For the Logistic
Regression, it is important to recall that this algorithm assumes linearity between the features
(see Equation 4.12), which is not a true assumption here (since the relative metabolite concen-
trations do not necessarily have linear relationships among them) - this may have caused this
low performance.
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Table 6.1: Mean AUC’s for the Feature Vector Model I, where the quantications of the hip-
pocampus with sclerosis were placed at the same side of the vector.
Machine Learning Algorithm 3 folds 5 folds 10 folds
Support Vector Machine (Sigmoid Kernel) 0.63 ± 0.04 0.6 ± 0.1 0.7 ± 0.1
Support Vector Machine (RBF Kernel) 0.65 ± 0.05 0.7 ± 0.1 0.6 ± 0.2
Random Forest (Entropy) 0.52 ± 0.02 0.5 ± 0.1 0.6 ± 0.2
Random Forest (Gini index) 0.54 ± 0.03 0.5 ± 0.1 0.6 ± 0.1
Logistic Regression (L1 Regularization) 0.51 ± 0.01 0.53 ± 0.06 0.6 ± 0.1
Logistic Regression (L2 Regularization) 0.427 ± 0.003 0.47 ± 0.04 0.5 ± 0.1
Feature Vector Model I (10 Folds)
Figure 6.1: ROC curves for the Feature Vector Model I for 10 folds crossvalidation.
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Feature Vector Model II (10 Folds)
Figure 6.2: ROC curves for the Feature Vector Model II for 10 folds crossvalidation.
6.2 Feature Vector Model II
In the second model proposed (Table 6.2, with the 10 folds crossvalidations ROC shown in
Figure 6.2, and for the 3 and 5 folds shown in A.3 and A.4 in Appendix A), where the vector
representation of the hippocampus with sclerosis was used alongside the metabolites quan-
tication, the Logistic Regression and Random Forests also performed as random classiers.
The best AUC obtained was 0.7 ± 0.1 for the Support Vector Machine, with sigmoid kernel
and training on a 10 folds crossvalidation, and with RBF kernel using both 5 and 10 folds
crossvalidation.
Table 6.2: Mean AUC for the Feature Vector Model II, where two variables were included in
order to indentify the hippocampus’ side with sclerosis.
Machine Learning Algorithm 3 folds 5 folds 10 folds
Support Vector Machine (Sigmoid Kernel) 0.66 ± 0.06 0.6 ± 0.1 0.7 ± 0.1
Support Vector Machine (RBF Kernel) 0.67 ± 0.03 0.7 ± 0.1 0.7 ± 0.1
Random Forest (Entropy) 0.52 ± 0.09 0.5 ± 0.1 0.6 ± 0.1
Random Forest (Gini index) 0.5 ± 0.1 0.46 ± 0.05 0.6 ± 0.1
Logistic Regression (L1 Regularization) 0.5 ± 0.0 0.5 ± 0.0 0.5 ± 0.0
Logistic Regression (L2 Regularization) 0.41 ± 0.02 0.4 ± 0.1 0.4 ± 0.1
CHAPTER 6. RESULTS AND DISCUSSION 50
6.3 Feature Vector Model III
Finally, the results for the last model proposed, that included only quantication of the MR
spectra of the hippocampi with sclerosis, are shown in Table 6.3 and its 10 folds crossvalida-
tion ROC curves are in Figure 6.3 (the ROC curves for the other crossvalidation folds are on
Appendix A: Figures A.5 and A.6).
Although this model did not produce results better than the best AUC obtained by the
others models (0.7 ± 0.1) most of the Machine Learning algorithms performed slightly better
for this model than for the other feature models: Logistic Regression and Random Forests
performed as random classiers at the other models, and in this model Logistic Regression
reached 0.7 ± 0.1 and 0.7 ± 0.2 for the L1 and L2 Regularization, respectively, and Random
Forests reached 0.7 ± 0.2 for both splitting criteria. This suggests that including MTLE patients
with and without hippocampal sclerosis, such is done in the other models, made the training
dataset more heterogeneous, making it dicult for the Machine Learning algorithms to nd
patterns in the data.
Table 6.3: Mean AUC for the Feature Vector Model III, where only the quatication of the
hippocampus with sclerosis was included, excluding patients without the atrophy.
Machine Learning Algorithm 3 folds 5 folds 10 folds
Support Vector Machine (Sigmoid Kernel) 0.58 ± 0.03 0.6 ± 0.2 0.7 ± 0.1
Support Vector Machine (RBF Kernel) 0.62 ± 0.01 0.7 ± 0.1 0.6 ± 0.1
Random Forest (Entropy) 0.6 ± 0.1 0.5 ± 0.1 0.7 ± 0.2
Random Forest (Gini index) 0.54 ± 0.08 0.53 ± 0.06 0.7 ± 0.2
Logistic Regression (L1 Regularization) 0.6 ± 0.05 0.6 ± 0.1 0.7 ± 0.1
Logistic Regression (L2 Regularization) 0.61 ± 0.06 0.6 ± 0.2 0.7 ± 0.2
6.4 General Discussions
In general, it can be observed that for all the models, the training process with 10 folds for
crossvalidation had a better performance than the processes with smaller number of folds (3
and 5). This reects the fact that the larger the number of folds, the higher is the number of
samples that are used as training data, which increases the abilty of prediction and general-
ization of each algorithm.
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Feature Vector Model III (10 Folds)
Figure 6.3: ROC curves for the Feature Vector Model III for 10 folds crossvalidation.
The best AUC obtained by the models was 0.7 ± 0.1. This suggests that the application of
Machine Learning algorithms to Magnetic Resonance Spectroscopy data from MTLE patients
may be used to predict drug response to anti-epileptic drugs. However, by including the data
from patients with and without the hippocampus atrophy together, the dataset became more
heterogeneous, making it dicult to obtain a prediction with more precision. It is also im-
portant to remember that MRS does not have a great spatial resolution: information about
alterations in metabolic concentrations in a small region can be mixed with information about
its neighboring regions, making it dicult to obtain precise information about the metabolite
prole of each patient.
Tables 6.4, 6.5 and 6.6 show the hyperparameters found for the best model of each algo-
rithm. From them, it can be observed that the hyperparameters do not follow a pattern, except
for the  parameter in the SVM using the sigmoidal kernel, which remained equal to 0.01 for
the three feature vector models.
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Table 6.4: Best hyperparamenters for SVM (AUC = 0.7 ± 0.1).
Support Vector Machines
Model Kernel   C Folds
Feature Model I Sigmoidal 0.01 0.01 1 10
Feature Model I RBF 100 - 0.01 5
Feature Model II Sigmoidal 0.01 10 0.1 10
Feature Model II RBF 0.001 - 1 5
Feature Model II RBF 0.01 - 1000 10
Feature Model III Sigmoid 0.01 10 100 10
Feature Model III RBF 100 - 0.01 5
Table 6.5: Best hyperparamenters for Logistic Regression.
Logistic Regression
Model AUC Regularization Norm C Folds
Feature Model III 0.7 ± 0.1 L1 10 10
Feature Model III 0.7 ± 0.2 L2 0.1 10
Table 6.6: Best hyperparamenters for Random Forests (AUC = 0.7 ± 0.2).
Random Forests
Model Splitting Criteria Number of Trees Maximum Depth Folds
Feature Model III information gain 10 10 10




The application of Machine Learning algorithms to MRS data from MTLE patients was
investigated in this work, dierently from previous works, that used statistical analyses to
evaluate the patients proles. The importance of including Machine Learning algorithms in
this analysis are the automation, facilitating the analysis of a large number of samples and
reducing human error, and the ability to nd patterns that other methods or a human being
would not be able to.
Three dierent algorithms, Logistic Regression, Random Forests and Support Vector Ma-
chine, were trained using 3, 5 and 10 folds crossvalidation and their hyperparameters were
explored through gridsearch. Also, three feature vector models were explored: one placing
the quantication of spectra of the hippocampi with sclerosis at the same place on the feature
vector, other adding two new features, representing the sclerosis position, to the fature vector,
and another using only the quantication from spectra with hippocampal sclerosis as feature
vector.
The best results for farmacoresistant prediction were obtained using the SVM algorithm
(with all models), and the model with data only from the hippocampus with sclerosis (with
all algorithms). These results showed that that ML algorithms could be used to assist the
prediction of drug response of MTLE patients using the metabolite concentration obtained
through MRS from the hippocampus of these patients. However, inhomogeneity in the studied
groups (non-lesional and bilateral, right and left atrophies) made it dicult to achieve a better
classication accuracy by these algorithms. More data must be acquired and analysis from
more homogeneous groups must be performed in order to obtain a more robust conclusion.
CHAPTER 7. CONCLUSIONS 54
In future works, volumetric data from hippocampus could be added to the feature vectors,
in order to have additional information about the atrophy. Also, it would be interesting to
explore data augmentation techniques to increase the dataset, such as generating new MR
spectra by including noise to the previously collected data or using Generative Adversarial
Networks (GANs) [53], in the same way that Olliverre et al. (2018) did for the classication of
brain tumors using MRS data [54]. The metabolite importance in the classication could also
be investigated, by creating subsets of features to use at each training stage or even using some
feature importance measurement derived from Random Forests, for example Gini importance
or permutation importance [36, 55, 56].
55
Bibliography
1. Cendes, F. Mesial temporal lobe epilepsy syndrome: An updated overview. Journal of
Epilepsy and Clinical Neurophysiology 11, 141–144 (2005).
2. Kwan, P. et al. Denition of drug resistant epilepsy: consensus proposal by the ad hoc
Task Force of the ILAE Commission on Therapeutic Strategies. Epilepsia 51, 1069–1077
(2010).
3. Coan, A. C. et al. Patterns of seizure control in patients with mesial temporal lobe epilepsy
with and without hippocampus sclerosis. Arquivos de Neuro-Psiquiatria 73, 79–82 (2015).
4. Mendes-Ribeiro, J. A., Soares, R., Simões-Ribeiro, F. & Guimarães, M. L. Reduction in
temporal N-acetylaspartate and creatine (or choline) ratio in temporal lobe epilepsy: does
this 1H-magnetic resonance spectroscopy nding mean poor seizure control? Journal of
Neurology, Neurosurgery & Psychiatry 65, 518–522 (1998).
5. Briellmann, R. et al.Hippocampal Sclerosis: MR Prediction of Seizure Intractability. Epilep-
sia 48, 315–23 (2007).
6. Campos, B. et al. Proton MRS may predict AED response in patients with TLE. Epilepsia
51, 783–788 (2010).
7. Citak-Er, F. et al. Classication of phosphorus magnetic resonance spectroscopic imaging
of brain tumors using support vector machine and logistic regression at 3T. 2014 36th
Annual International Conference of the IEEE Engineering in Medicine and Biology Society,
EMBC 2014 2014, 2392–5 (2014).
8. Ranjith, G. et al. Machine learning methods for the classication of gliomas: Initial results
using features extracted from MR spectroscopy. The neuroradiology journal 28, 106–111
(2015).
9. Antel, S. et al. Predicting surgical outcome in temporal lobe epilepsy patients using MRI
and MRSI. Neurology 58, 1505–12 (2002).
10. Fernandes, M. J. d. S. Epilepsia do lobo temporal: mecanismos e perspectivas. Estudos
Avançados 27, 85–96 (2013).
11. Marchetti, R. L. et al. Transtornos mentais associados à epilepsia. Archives of Clinical
Psychiatry (São Paulo) 32, 170–182 (2005).
12. Andrade-Valença, L. P., Valença, M. M., Velasco, T. R. & Leite, J. P. Epilepsia do Lobo Tem-
poral Mesial Associada à Esclerose Hipocampal. Journal Of Epilepsy and Clinical Neuro-
physiology 12, 31–36 (2006).
BIBLIOGRAPHY 56
13. Thom, M., Mathern, G. W., Cross, J. H. & Bertram, E. H. Mesial Temporal Lobe Epilepsy:
How do we improve surgical outcome? Annals of Neurology 68, 424–434 (2010).
14. Pacagnella, D. et al. Memory impairment is not necessarily related to seizure frequency in
mesial temporal lobe epilepsy with hippocampal sclerosis. Epilepsia 55, 1197–1204 (2014).
15. Silva, L. R. P. d. Pharmacoresponse, hippocampal sclerosis and inammation in mesial tem-
poral lobe epilepsy: inuence on metabolites measured by proton magnetic resonance spec-
troscopy PhD thesis (University of Campinas, School of Medical Sciences, 2018).
16. Govindaraju, V., Young, K. & Maudsley, A. A. Proton NMR chemical shifts and coupling
constants for brain metabolites. NMR in Biomedicine 13, 129–153 (2000).
17. Weiss, R. G. et al. Indexing tricarboxylic acid cycle ux in intact hearts by carbon-13
nuclear magnetic resonance. Circulation research 70, 392–408 (1992).
18. Liu, Y., Gu, Y. & Yu, X. Assessing tissue metabolism by phosphorous-31 magnetic reso-
nance spectroscopy and imaging: a methodology review.Quantitative imaging inmedicine
and surgery 7, 707 (2017).
19. Cichocka, M., Kozub, J. & Urbanik, A. PH measurements of the brain using phosphorus
magnetic resonance spectroscopy (31PMRS) in healthy men–comparison of two analysis
methods. Polish journal of radiology 80, 509 (2015).
20. Graaf, R. A. d. In vivo NMR Spectroscopy: Principles and Techniques 2nd ed., 128 (John
Wiley & Sons, Ltd., Yale University, Connecticut, USA, 2007).
21. Soderberg, T. Organic Chemistry with a Biological Emphasis. Chemistry Faculty 1 (2010).
22. Castellano, G., Baena, S. P. C., Dias, C. S. B. & LI, L. in Neurociências e Epilepsia (Série
CInAPCe, 1/2008) (Editora Plêiade, São Paulo, 2008).
23. Provencher, S. W. Estimation of metabolite concentrations from localized in vivo proton
NMR spectra. Magnetic resonance in medicine 30, 672–679 (1993).
24. Ratiney, H. et al. QUEST: Time-Domain Quantitation with Advanced Prior Knowledge 2002.
25. Vanhamme, L., Boogaart, A. v. d. & Huel, S. V. Improved Method for Accurate and Ef-
cient Quantication of MRS Data with Use of Prior Knowledge. Journal of Magnetic
Resonance 129, 35–43 (1 1997).
26. Bishop, C. M. Pattern Recognition and Machine Learning (Information Science and Statis-
tics) (Springer-Verlag, Berlin, Heidelberg, 2006).
27. Zhu, X. & Goldberg, A. B. Introduction to Semi-Supervised Learning. Synthesis Lectures
on Articial Intelligence and Machine Learning 3, 1–130 (2009).
28. Cortes, C. & Vapnik, V. Support-Vector Networks. Machine Learning 20, 273–297 (3 1995).
29. Van Heerden, C. J. & Barnard, E. Towards understanding the inuence of svm hyperparam-
eters in (2010).
BIBLIOGRAPHY 57
30. Keerthi, S. S. & Lin, C.-J. Asymptotic Behaviors of Support Vector Machines with Gaus-
sian Kernel. Neural Computation 15, 1667–1689 (2003).
31. Lorena, A. C. & Carvalho, A. C. P. L. F. d. Uma Introdução às Support Vector Machines.
Revista de Informática Teórica e Aplicada 14, 43–67 (2 2007).
32. Amami, R., Ayed, D. B. & Ellouze, N. Practical Selection of SVM Supervised Parameters
with Dierent Feature Representations for Vowel Recognition. CoRR abs/1507.06020
(2015).
33. Diosan, L., Rogozan, A. & Pécuchet, J.-P. Improving classication performance of Sup-
port Vector Machine by genetically optimising kernel shape and hyper-parameters. Appl.
Intell. 36, 280–294 (2012).
34. Harrington, P. Machine Learning in Action 1st (Manning Publications, Shelter Island, New
York, USA, 2012).
35. Fan, R.-E. et al. LIBLINEAR: A Library for Large Linear Classication. Journal of Machine
Learning Research 9, 1871–1874 (2008).
36. Breiman, L. Random Forests. Machine learning 45, 5–32 (2001).
37. Mitchell, T. M. Machine Learning 1st (McGraw-Hill, New York, NY, USA, 1997).
38. Breiman, L., Friedman, J. H., Olshen, R. A. & Stone, C. J. Classication and Regression Trees
1st (CRC Press LLC, Boca Raton, Florida, USA, 2000).
39. Scornet, E. Tuning parameters in random forests. ESAIM: Proceedings and Surveys 60,
144–162 (2017).
40. Oshiro, T., Perez, P. & Baranauskas, J. How Many Trees in a Random Forest? in. 7376
(2012).
41. Probst, P. & Boulesteix, A.-L. To tune or not to tune the number of trees in random forest.
The Journal of Machine Learning Research 18, 6673–6690 (2017).
42. Probst, P., Wright, M. N. & Boulesteix, A.-L. Hyperparameters and Tuning Strategies for
Random Forest. WIREs Data Mining and Knowledge Discovery 9, e1301 (2019).
43. Cutler, A., Cutler, D. R. & Stevens, J. R. in Ensemble Machine Learning: Methods and Ap-
plications (eds Zhang, C. & Ma, Y.) 157–175 (Springer US, Boston, MA, 2012).
44. Díaz-Uriarte, R., de Andrés, A. & Gene, S. Gene selection and classication of microarray
data using random forest. BMC Bioinformatics 7 (3 2005).
45. Bottomley, P. A. Selective volume method for performing localized NMR spectroscopy New
York, USA, 1984.
46. French, J. et al. Characteristics of medial temporal lobe epilepsy: I. Results of history and
physical examination. Annals of Neurology: Ocial Journal of the American Neurological
Association and the Child Neurology Society 34, 774–780 (1993).
BIBLIOGRAPHY 58
47. Naressi, A. et al. Java-based graphical user interface for the MRUI quantitation package.
Magnetic Resonance Materials in Physics 12, 141–152 (2001).
48. Pijnappel, W. W. ., van den Boogaart, A., de Beer, R. & van Ormondt, D. SVD-based quan-
tication of magnetic resonance signals. Journal of Magnetic Resonance 97, 141–152 (1
1992).
49. Pedregosa, F. et al. Scikit-learn: Machine Learning in Python. 12, 2825–2830 (2012).
50. Dua, D. & Gra, C. UCI Machine Learning Repository 2017.
51. Van Rijn, J. N. & Hutter, F. Hyperparameter importance across datasets in Proceedings of
the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining
(2018), 2367–2376.
52. Platt, J. C. Probabilistic Outputs for Support Vector Machines and Comparisons to Regular-
ized Likelihood Methods in Advances in Large Margin Classiers (MIT Press, Redmond,
WA, USA, 1999), 61–74.
53. Goodfellow, I. et al. Generative adversarial nets in Advances in neural information process-
ing systems (2014), 2672–2680.
54. Olliverre, N. et al. Generating Magnetic Resonance Spectroscopy Imaging Data of Brain
Tumours from Linear, Non-linear and Deep Learning Models in Simulation and Synthesis in
Medical Imaging (eds Gooya, A., Goksel, O., Oguz, I. & Burgos, N.) (Springer International
Publishing, Cham, 2018), 130–138.
55. Chen, X., Wang, M. & Zhang, H. The use of classication trees for bioinformatics. Wiley
Interdisciplinary Reviews: Data Mining and Knowledge Discovery 1, 55–63 (2011).
56. Qi, Y. in Ensemble Machine Learning: Methods and Applications (eds Zhang, C. & Ma, Y.)
307–323 (Springer US, Boston, MA, 2012).
57. Haacke, E. M. et al. Magnetic Resonance Imaging: Physical Principles and Sequence Design
2nd ed. (John Wiley & Sons, Inc., Hoboken, New Jersey, USA, 2014).
58. Purcell, E. M., Torrey, H. C. & Pound, R. V. Resonance Absorption by Nuclear Magnetic
Moments in a Solid. Phys. Rev. 69, 37–38 (1-2 1946).
59. Bloch, F., Hansen, W. W. & Packard, M. Nuclear Induction. Phys. Rev. 69, 127–127 (3-4
1946).
60. Proctor, W. G. & Yu, F. C. The Dependence of a Nuclear Magnetic Resonance Frequency
upon Chemical Compound. Phys. Rev. 77, 717–717 (5 1950).
61. Dickinson, W. C. Dependence of the F19 Nuclear Resonance Position on Chemical Com-
pound. Phys. Rev. 77, 736–737 (5 1950).
62. Bertholdo, D., Watcharakorn, A. & Castillo, M. Brain Proton Magnetic Resonance Spec-
troscopy: Introduction and Overview. Neuroimaging Clinics of North America 23, 359–
380 (3 2013).
BIBLIOGRAPHY 59
63. Klose, U. Measurement sequences for single voxel proton MR spectroscopy. European




APPENDIX A. ROC CURVES 61
Feature Vector Model I (3 Folds)
Figure A.1: ROC curves for the Feature Vector Model I for 3 folds crossvalidation.
Feature Vector Model I (5 Folds)
Figure A.2: ROC curves for the Feature Vector Model I for 5 folds crossvalidation.
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Feature Vector Model II (3 Folds)
Figure A.3: ROC curves for the Feature Vector Model II for 3 folds crossvalidation.
Feature Vector Model II (5 Folds)
Figure A.4: ROC curves for the Feature Vector Model II for 5 folds crossvalidation.
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Feature Vector Model III (3 Folds)
Figure A.5: ROC curves for the Feature Vector Model III for 3 folds crossvalidation.
Feature Vector Model III (5 Folds)




The history of Nuclear Magnetic Resonance Spectroscopy (MRS) starts with the studies of
the spin interaction with magnetic elds by Rabi and coworkers in the 1930’s, based on the
previous works of Stern and Gerlach in the 1920’s about the electronic spin [57].
The discovery of the Nuclear Magnetic Resonance (NMR) phenomenon dates from 1946
by Edward Purcell, Henry C. Torrey and Robert Vivian Pound at MIT, Cambridge [58], and
Felix Bloch, William W. Hansen and Martin E. Packard at Stanford [59], simultaneously and
independently.
Initially, NMR was used as an experiment to measure the nuclear magnetic moments of
nuclei. MRS came only after the observation of chemical shifts by Proctor and Fu [60], and
independently by Dickinson [61], both in 1950.
Here, a description of the quantum mechanics approach for the NMR phenomenon will be
given, followed by a discussion about the origin of the NMR signal.
B.1 NMR Quantum Principles
From the Quantum Mechanics theory, elementary particles (such as protons, electrons an
neutrons) have an intrinsic characteristic called magnetic moment. The magnetic moment,
represented by ⃗, is proportional to the angular momentum L⃗ of the particle:
⃗ =  L⃗ (B.1)
where  is a constant named the gyromagnetic ratio, which depends on the particle.
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The angular momentum is said to be quantized; this means that its values are limited to
discrete values. The absolute values of the angular momentum are described in terms of the





i(i + 1) (B.2)
The spin quantum number is also a discrete value and can only assume integer or half-
integer values. Protons, neutrons and electrons have a spin quantum number equal to 1/2. In
the case of nuclei, i isn’t the summation of individual components, but it can be deduced using
the following rules:
1. Nuclei with odd mass number have half-integer values for i (1/2, 3/2, 5/2, ..., e.g. 1H, 13C,
15N, 23Na, 31P).
2. For nuclei with even mass number and even charge number, i is zero (e.g. 12C, 16O, 32S).
3. For nuclei with even mass number and odd charge number, i has integer values (1, 2, ...,
e.g. 2H, 14N).
It also follows from quantum mechanics that the component of the angular momentum in





where m is a second quantum number, restrict to a number of (2i + 1) possible values which
are given by the relation:
m = −i, −i + 1, −i + 2, ..., i (B.4)
The magnetic moment (Equation B.1) has also a component in the z direction, z , which





When a particle with magnetic moment ⃗ is subjected to a magnetic eld B⃗ = B0ẑ in the z
direction, where B0 is the amplitude of this magnetic eld, the energy acquired by this particle
is given by the product of the z component of the magnetic moment (Equation B.5) and the
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magnitude of the magnetic eld:




Since m is a discrete quantum number (see Equation B.4), the energy levels are also quan-
tized. For a particle with spin i = 1/2, such as a proton, the two possible values for m are 1/2













The energy dierence ΔE of the two energy levels dened by Equations B.7 is given by
Equation B.8 and its diagram is shown in Figure B.1.




Figure B.1: (A) Energy levels of a 1/2-spin nucleus as a function of the external magnetic eld
strength B0. (B) The lower energy level ( state) has a parallel alignment of the magnetic
moment with the external magnetic eld, while the highest energy level ( state) has anti-
parallel alignment [20].
To raise the particle energy state from the lowest to the highest level (a process called
excitation), an energy ΔE must be inserted in the system. This is achieved by applying a
magnetic eld perpendicular to the z direction and oscillating with a frequency 0. The energy
of this oscillating magnetic eld is ℎ0, and its frequency must be adjusted for the excitation to






APPENDIX B. MAGNETIC RESONANCE SPECTROSCOPY 67
This phenomenon of excitation of the particle from the lowest to the highest energy state
using magnetic elds is known as magnetic resonance and the frequency 0 is the resonating
frequency, also known, in this case, as the Larmor frequency. Equation B.9 is known as the
Larmor equation, and it is more commonly written using the angular frequency !0 = 20
instead of the linear frequency, as:
!0 = B0 (B.10)
B.2 Macroscopic Magnetization
The quantum mechanics theory also provides the angle  between the magnetic moment
 and the external magnetic eld B⃗0. This angle depends on the quantum numbers i and m,





For particles with spin quantum numbers i = 1/2 and i = −1/2, Equation B.11 yields an
angle  = 54.74◦ relative to the z axis. This denes two cones on which surface the 1/2-
spin magnetic moment vectors are distributed (Figure B.2). For other values of spin quantum
numbers, the magnetic moments will be distributed on (2i + 1) cones with angles  dened by
Equation B.11.
Figure B.2: Distribution of magnetic moments of a 1/2-spin nuclei ensemble in the presence
of an external magnetic eld B0 [20].
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If a system has more than one particle with 1/2-spin, they will be randomly distributed on




= eΔE/kT = eℎ/kT (B.12)
where n and n are respectively the number of spins in the lowest and highest energies states,
k is the Boltzmann constant and T is the absolute temperature. At normal temperature, ℎ is
much less than the thermal energy kT , so Equation B.12 can be simplied through a Taylor








The summation of all individual magnetic moments ⃗ of a macroscopic sample per volume
unit results in the total net magnetic moment M⃗ (or the magnetization). In the transverse
xy plane, there will be no net magnetization due to the random distribution of the magnetic
moments on the cones (see Figure B.2).
Equation B.13 provides the population dierence between the two states. For example, if
a sample has one million nuclear spins at 37°C (310.15 K) in a magnetic eld of 9.4 T, cor-
responding to  = 400 MHz, the population dierence between the states  and  will be 31
spins (0.0031%). Despite the small population dierence, a net component of the total magnetic
moment M⃗ will result parallel to the applied magnetic eld B⃗0, along the +z axis. At thermal





i = nz − nz = (
ℎ
4 )
(n − n) (B.14)
where Equation B.5 was used with m = 1/2. Using Equation B.13, ℎ/kT << 1 and n = n + n
where n is the total number of spins, the population dierence is:




Given the approximation of Equation B.15 and Equation B.14, the longitudinal magnetiza-
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Equation B.16 shows the linear dependence between M0 and B0: the stronger the intensity
of the magnetic eld, the better the sensitivity of the NMR signal. Also, nuclei with high
gyromagnetic constant  resonating at high frequencies generate higher NMR signals (see
Equation B.10). Hydrogen has the highest gyromagnetic constant ( = 26.752⋅107rad T−1s−1), so
it is the preferred nucleus for NMR. The sensitivity can also be enhanced at low temperatures,
but this is not a possible option for in vivo applications.
B.3 Radio Frequency Excitation Pulses
The application of an oscillating oscillating magnetic eld with frequency given by the
Larmor Equation at a 1/2-spin particle placed in a static magnetic eld B⃗0 makes it reach mag-
netic resonance, as commented in Section B.1. This oscillating magnetic eld is known in NMR
spectroscopy as a radiofrequency (RF) pulse.
When a 1/2-spin sample is placed in presence of a magnetic eld B⃗0, a longitudinal mag-
netization M⃗0 arises with magnitude approximately given by Equation B.16, as commented in
Section B.2. The application of the RF pulse exerts a torque on M⃗0 rotating it to the transverse
plane. After the application of the RF pulse, the magnetization will only experience the mag-
netic eld B⃗0, and it will return to the equilibrium position, parallel to B⃗0, in a process known
as relaxation.
There are two types of relaxation: longitudinal relaxation, also called spin-lattice relax-
ation, that is related to the energy transfer between the spins and their surrounding “lattice”,
and describes the return of the z component of the magnetization to its original value; and
transverse relaxation, also called spin-spin relaxation,that is an entropy-process related to the
energy exchange between the spins themselves causing a decrease in phase coherence (i.e. an
increase in global chaos or entropy). Figure B.3 illustrates the trajectory of the net longitudinal
magnetization, initially pointing in the z direction, towards the xy plane, after the application
of a 90° pulse.
Two main types of RF pulses are used in NMR spectroscopy: the 90º pulse, or excitation
pulse, that completely excites M⃗0 to the transverse plane, and the 180º pulse, or inversion pulse,
that inverts the direction of the magnetization.
The transverse (Mx and My , components x and y, respectively) and longitudinal (Mz) com-
ponents of the magnetization in function of time are described by the Bloch equations (also
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Figure B.3: Excitation of the net longitudinal magnetization M⃗0 towards the transverse plane
after the the application of a 90° excitation RF pulse [20].
known as equations of motion of the magnetization), named after Felix Bloch, who intro-
duced them in 1946 (a more detailed information about how these equations are obtained can
be found at Appendix C):
dMx (t)
dt
















where B1x and B1y are the x and y components of the RF pulse, and T1 and T2 are time constants
that are associated to the longitudinal and transverse relaxation processes, respectively.
B.4 Free Induction Decay
Local inhomogeneities in the static magnetic eld B⃗0 generate dierent Larmor frequen-
cies. A new time constant T∗2 is dened to describe the transverse magnetization decay due
to the inhomogeneities. The magnetization on the transverse plane can be represented by the
following equation:





where ΔB0 = B0(r⃗) − B0 represents the B0 inhomogeneity, with B0(r⃗) being the strength of the
magnetic eld at position r⃗ . Mxy can be written as a complex number given by: Mxy = Mx+iMy .
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The signal generated by the decay of the magnetization in the transverse plane is called
Free Induction Decay (FID), and is represented in Figure B.4. Each component of the FID is
given by the projections of the transverse magnetization decay at the xt and yt planes (see
Figure B.4), which are given by:
Mx (t) = M0 cos [(!0 − !)t + ]e−t/T
∗
2 (B.19a)
My(t) = M0 sin [(!0 − !)t + ]e−t/T
∗
2 (B.19b)
where  is the phase at t=0, !0 is the Larmor frequency and ! is carrier frequency of the RF
pulse.
Figure B.4: Free induction decay of (FID) of the transverse magnetization [20].
More relevant information about the induced signal can be obtained through the Fourier
Transform of the FID. Given a time-domain signal f (t), its Fourier Transform is the frequency-
domain signal F (!) according to:




The time-domain signal f (t) can be obtained from the frequency-domain signal F (!) using
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The Fourier transform of the FID yields the real and imaginary frequency-domain signals:
R(!) = A(!) cos  − D(!) sin() (B.22a)




1 + (!0 − !)2T ∗2 2
(B.23a)
D(!) =
M0(!0 − !)T ∗2 2
1 + (!0 − !)2T ∗2 2
(B.23b)
A(!) and D(!) are components (or modes) of a Lorentzian lineshape and are called absorp-
tion and dispersion, respectively, and are shown in Figure B.5-A. The combination of the two
components is shown in Figure B.5-B for  ≠ 0 . For a better observation of multiple lines in a
NMR spectrum, the absorption mode spectra is generally desired, so a phase correction must
be applied to the signal for a pure absorption mode to be obtained. The two modes can be
represented in terms of the real and imaginary components of the frequency-domain signal:
A(!) = R(!) cos c + I (!) sin c (B.24a)
D(!) = I (!) cos c − R(!) sin c (B.24b)
The phase c can be adjusted to obtain a pure absortion mode when c = . Due to timing
and/or hardware imperfections, the phase  may depend upon the resonance frequency !.
The phase correction is performed using the following correction:
c = 0 + (!0 − !)1 (B.25)
where 0 and 1 are the zero and rst order phase corrections, respectively. Some NMR spec-
trometers may need other orders of corrections. When the phase of the signal is not relevant
or if the phase can not be adjusted with zero and rst order phase corrections, the signal can be




R2(!) + I 2(!) (B.26)
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Figure B.5: (A) Absorption and dispersion components of the frequency-domain MRS signal.
(B) The combination of the two modes results in a peak pointing down due to the dispersion
mode, which reduces the spectral resolution. (C) A correction phase can be applied such that
only the absorption curve remains. (D) When the phase is not important or the phase correc-
tion using zero and rst orders cannot be done, the absolute value of the signal can also be
used to eliminate the eect of the dispersion mode. [20].
B.5 Chemical Shift
The identication and quantication of dierent chemical compounds using MRS is based
on an important eect called chemical shift, resulting from a shielding phenomenon from
the external magnetic eld by the electronic environment that surrounds each nucleus of a
molecule. It is expressed by an eective magnetic eld B⃗ in terms of the external magnetic
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eld B⃗0 and a constant  , the shielding (or screening) constant, which depends on the chem-
ical environment of the nucleus and is a dimensionless constant expressed in parts of million
(ppm):
B⃗ = B⃗0(1 −  ) (B.27)
The resonating frequency in terms of the eective magnetic eld expressed by Equation




B0(1 −  ) (B.28)
Since  depends on the applied magnetic eld, the denition of the chemical shift, repre-





where  is the frequency of the compound under investigation and ref is the frequency of the
reference compound. For in vivo NMR spectroscopy, the preferred reference compounds are
the N-acetyl aspartate (2.01 ppm, in hydrogen NRM spectroscopy) and the phosphocreatine
resonances (0.00 ppm, in phosphorus NRM spectroscopy).
B.6 Spin-Spin Coupling
Another eect observed in MRS is the spin-spin coupling (also known as scalar coupling
or J-coupling). In the case of 1H-MRS, this causes a “spliting” eect of the hydrogen’s peaks at
the spectra and is originated from the spins interactions among non-equivalent NMR-active
nuclei. Figure B.6 illustrates the splitting pattern of the 1,1,2-trichloroethane.
The spin-spin coupling is explained by the Fermi contact interaction (interaction between
the nucleus’ spin and the electron’s spin) and the Fermi exclusion principle (interaction be-
tween two electrons’ spins), which give dierent energy states and consequently dierent
resonating frequencies.
In the case of the 1,1,2-trichloroethane molecule (see Figure B.6), it has two types of pro-
tons, Ha and Hb, that are spin-coupled to each other. In a sample, half of the magnetic moments
of Hb will be aligned anti-paralell with the external magnetic eld, causing a “shielding” eect
on the magnetic eld “felt” by Ha and its resonating frequency is shifted “upeld”. The other
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Figure B.6: 1,1,2-trichloroethane spin-spin coupling [21]
half of magnetic moments of Hb will be in parallel alignment with the external magnetic eld,
causing a “deshielding” eect on the magnetic eld felt by Ha, and its resonating frequency is
shifted “downeld”. This causes the Ha peak to split into two subpeaks, also called doublet (see
Figure B.7). The Hb proton experiences the inuence of two protons of type Ha, that will be
denoted by Ha1 and Ha2. This results in four possibilities: both magnetic moments of Ha1 and
Ha2 aligned with the external magnetic eld, “deshielding” the magnetic eld felt by Hb and
shifting its NMR signal slightly “downeld”; both magnetic moments of Ha1 and Ha2 aligned
opposed to the external magnetic eld, “shielding” the magnetic eld felt by Hb and shifting its
NMR signal slightly upeld; and the third and forth possibility is when Ha1 and Ha2 are with
opposite alignment, cancelling the shielding and deshielding eect of each other and keeping
unchanged the magnetic eld felt by Hb. This results in a splitting pattern with three peaks
(triplets), in a proportion of 1:2:1 (Figure B.8).
A constant is dened to quantify the spin-spin coupling, the J-coupling constant (J), which
is the chemical shift dierence between two subpeaks. It is expressed in Hertz and is indepen-
dent of the external magnetic eld (because the magnetic moment of a spin is indenpendent of
the applied eld). In the case of the two types of protons of 1,1,2-trichloroethane, JAB = 6.1Hz,
which is the same for the doublet and for the triplet. Other typical values are: 1H-1H, 1-15 Hz;
1H-13C, 100-200 Hz; 1H-15N, 70-110 Hz; 1H-31P, 10-20 Hz; 13C-13C, 30-80 Hz, 31P-O-31P, 15-20
Hz [20].
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Figure B.7: 1,1,2-trichloroethane doublet [21].
Figure B.8: 1,1,2-trichloroethane triplet [21].
Four important rules for determination of the splitting pattern are highlighted: the split-
ting only occurs between non-equivalent hydrogens (for example, the two hydrogen’s of type
Ha in 1,1,2-trichloroethane do not aect each other); splitting occurs primarily between hy-
drogen’s that are separated by three bonds (see Figure B.9, where there are three types of
hydrogen, Ha, Hb and Hc , the signal of Ha has no split because it has no adjacent hydrogen);
the peaks of a hyrdrogen is split into (n+1) subpeaks, where n is the number of non-equivalent
hydrogens neighboring; and splitting is most noticeable when hydrogens are bonded to car-
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bon (hydrogens that are bonded to heteroatoms (alcohol or amino hydrogens, for example)
are coupled weakly.
Figure B.9: Acetate splitting pattern [21].
Chemical Shift associated with Spin-Spin coupling denes each metabolite spectral prole.
In the case of brain MRS, the main metabolites can easily be found at the literature [16].
B.7 Spin Echo Pulse Sequence
The application of a 90º pulse irradiated along the -x axis creates a transverse magne-
tization along the y axis. After that, the spins begin to lose their phase coherence due the
spin-spin interaction and magnetic eld inhomogeneities, precessing in dierent Larmor fre-
quencies. The phase (r⃗) acquired by the spins placed in dierent locations (i.e submitted to
dierent magnetic elds ΔB0(r⃗) ) can be represented by the following equation:
(r⃗) = B0(r⃗)TE/2 (B.30)
If a 180º pulse is applied along the y axis after a time of TE/2 of the 90º excitation pulse,
the magnetization is rotated by 180º and the spins phases are inverted to −(r⃗). After a second
delay of TE/2, the spins are refocused along the y’ axis and this gives rise to a signal called spin
echo. At the maximum of the spin echo signal, the phase dierence between the spins is zero
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Figure B.10: (A) Spin-echo pulse sequence: (B) a 90º pulse is applied rotating the magnetization
to the transverse plane; (C) the spins begin to dephase due local magnetic inhomogeneity; (D)
a 180º pulse is applied and the spins phases are inverted; the spins are refocused after a time
of TE of the rst applied magnetic eld, generating the spin echo signal [20].
and the time between this peak and the 90º pulse is called echo time (TE). After this maximum,
the signal starts to decrease again due to relaxation. Figure B.10 illustrates this process.
This pulse sequence, an excitation 90º pulse followed by an inversion 180º pulse is referred
to as Spin Echo Sequence or Hahn Sequence, one of the most important sequences of in vivo
NMR spectroscopy, used for spatial localization, water suppression and short T2 signal lter-
ing. Also, spin echo sequences allow the acquisition of a signal free of the artifact caused by
the distortion of rst FID points due to the high power 90º pulse. T2 can be measured varying
the echo time TE and using the equation of the transverse magnetization Mxy :
Mxy(TE) = Mxy(0)e−TE/T2 (B.31)
B.8 Selective Pulse Sequences
Radiofrequency pulse sequences, in association with magnetic eld gradients, can be used
for the selection (or spatial localization) of the MR signals of a region of interest (ROI). These
pulse sequences are called selective pulse sequences, and they are divided into two techniques:
single-voxel and multi-voxel spectroscopy (MVS). In single-voxel spectroscopy (SVS), the sig-
nal is obtained from only one selected voxel. Multi-voxel spectroscopy (also know as MR
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spectroscopy imaging - MRSI - or chemical-shift imaging) diers from the single-voxel spec-
troscopy by the acquisition of many spectra placed over a grid of voxels. The main advantage
of multi-voxel over single-voxel spectroscopy is its spacial distribution that can cover more
than one region of the brain. However, metabolite quantication in MRSI isn’t as precise as in
SVS due to the phenomenon of voxel “bleeding” (an eect of signal contamination from adja-
cent voxels). SVS has a better quality spectrum (resulting in better metabolite quantication),
shorter scan time, and good eld homogeneity [62]. In this work, SVS technique was used, so
it will be the focus of the discussion.
The most common RF pulse used for selection has a form whose Fourier transform is a




− T /2 ≤ t ≤ +T /2 (B.32)
where T and B1max are the duration time and maximum amplitude of the pulse, respectively.
When a magnetic eld gradient G⃗ is applied in the presence of a static magnetic eld with
intensity B0, the total magnetic eld intensity B(r⃗), where r⃗ is the position vector, is given by:
B(r⃗) = B0 + r⃗ G⃗ (B.33)
This condition yields the Larmor Equation for a position dependent frequency equation:
!(r⃗) = B(r⃗) = B0 +  r⃗G⃗ (B.34)
Equation B.34 shows that position r⃗ can be mapped with the resonating frequency !(r⃗).
Choosing a direction, ẑ for example, a slice of spins can be excited using a magnetic eld
gradientGz associated with a RF pulse, adjusting the transmitter frequency and the bandwidth
of the RF pulse according to the following equation derived from B.34:
!(z) = B0 + zGz (B.35)
The thickness of the slice can be determined by the strength of the magnetic eld gradient
and the bandwidth of the RF pulse. From the Equation B.35, the thickness Δz is given by
Equation B.36. If the strength of the magnetic eld gradient Gz is kept constant, a larger
bandwidth Δ! of the RF pulse produces a larger thickness of the slice. If the bandwidth Δ!
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Figure B.11: (A) The application of a magnetic eld gradient can be used to map a direction in
dierent resonating frequencies and, (B) allied with a RF pulse, it can be used for slice selection
[20].






B.9 Point Resolved Spectroscopy
The Point Resolved Spectroscopy pulse sequence [45], PRESS, is a localization method
based on a sequence of a 90º selective pulse followed by two 180º selective pulses (see Figure
B.12). With the 90º pulse, the spins located in a slice orthogonal to the gradient are excited.
The rst 180º pulse selects an intersection region to this plane with a slice perpendicular to
the direction of the gradient of this selective pulse. Finally, the second 180º selects a volume
that is the intersection of the three slices. The rst 180º pulse, applied at a time t1 after the 90º
pulse, generates a spin-echo signal at 2t1, and the second 180º pulse, applied at a time t2 from
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Figure B.12: The Point Resolved Spectroscopy (PRESS) pulse sequence consists of three se-
lective pulses, one 90º pulse followed by two 180º pulses; also a “crusher" pair of gradients
(represented with gray areas) are applied to eliminate undesired signals generated during the
180º inversion. [63]
the rst 180º pulse, generates a spin-echo signal at 2t2 from this pulse, or at 2t1 + 2t2 from the
90º pulse. The spins that are outside the selected volume are not selected or not refocused by
the 180º pulses. In addition, a PRESS sequence has the called “crusher” or “spoiler” gradients,
used to eliminate the undesired signal generated at the inversion pulses (the 180º pulses are
not perfect and can generate longitudinal magnetization during the inversion of the spins and
the application of a “crusher" gradient after these pulses dephases the undesired signals). The
application of another gradient before the 180º pulse is also necessary, to prevent the posterior
“crusher” dephase the selected spins. So, the “crusher” gradients always come in pairs: the rst
one dephases the desirable and not desirable spins, the inversion pulse selects and rephase the





The equation of motion of the total magnetization M⃗(t) is given by its cross product with




= M⃗(t) ×  B⃗(t) (C.1)





meaning that the magnetic magnetization M⃗ at the z component is constant.
M⃗z(t) can be perturbed by applying a second magnetic eld perpendicular to it, also re-
ferred as RF magnetic eld. The RF magnetic eld can be written as:
B⃗1(t) = 2B1max cos (!t)x̂ (C.3)
where B1max is the maximum amplitude of the applied magnetic eld and ! is the angular
transmitter or carrier frequency of the RF eld. The Equation C.3 can be decomposed into two
circularly polarized elds rotating in opposite direction about the z axis:
B⃗1(t) = B1max (cos (!t)x̂ + sin (!t)ŷ) + B1max (cos (!t)x̂ − sin (!t)ŷ) (C.4)
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Figure C.1: Decomposition of the linear oscillating magnetic eld (A) in the x̂ direction into
two rotating magnetic elds (B) [20].
Since the counter rotating eld interacts insignicantly with the magnetic moment (to the
order of (B1/2B0)2, as known as the Bloch-Siegert shift), the Equation C.4 can be simplied as:
B⃗1(t) = B1max (cos (!t)x̂ − sin (!t)ŷ = B1x cos (!t) + B1y sin (!t) (C.5)




=  [My(t)B0 −Mz(t)B1y] (C.6a)
dMy(t)
dt
=  [Mz(t)B1x −Mx (t)B0] (C.6b)
dMz(t)
dt
=  [Mx (t)B1y −My(t)B1x] (C.6c)
The Equations C.6 are the Bloch Equations in the absence of relaxation. To yield to the
complete Bloch Equations, the eect of exponential return of the magnetization to the thermal




















where T1 and T2 are constants that describe the longitudinal relaxation and the transverse
magnetization, respectively. T1 relaxation, also called spin-lattice relaxation time, is related to
the energy transfer between the spins and its surrounding “lattice" and describes the return
of the magnetization to its original position at the z axis after the perturbation that rotated
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it to the transverse plane. T2 relaxation, also called spin-spin relaxation time, is an entropy-
process related to the energy exchange between the spins themselves causing a decrease in
phase coherence (i.e. an increase in global chaos or entropy).
Combining the Equations C.7 that describe the relaxation phenom to the Equations C.6,
the complete Bloch Equations are derived:
dMx (t)
dt
















The above description is based on the Cartesian frame. To study the NMR phenom is more
convenient to describe them in a rotating frame. In this frame, the new Cartesian axes x′ and
y′ are rotating with frequency ! about the magnetic eld B⃗0 and the axe z′ is the same as the
original z. The components of the magnetization in the new frame are:
M ′x = Mx cos(!t) +My sin (!t) (C.9a)
M ′y = My cos(!t) −Mx sin (!t) (C.9b)
M ′z = Mz (C.9c)
Using the Bloch equations in the Cartesian frame, Equations C.8, and the magnetization in
the rotating frame, Equations, C.9, the Bloch Equations in the rotating frame are:
dM ′x (t)
dt
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A Epilepsia do Lobo Temporal (ELT) corresponde a 40% de todos os casos de epilepsia focais em adultos.
Destes, 70% são refratários ao tratamento farmacológico. Já foi demonstrado em tecidos humanos e
modelos animais que os variados fatores etiológicos que contribuem para a epileptogênese, tais como
traumas e infecções, além de eventos precipitantes como status epilepticus (SE) e crises febris, estão
diretamente relacionados também a eventos inflamatórios. Vários estudos têm utilizado a técnica de 1H-
MRS para avaliar a relação entre traumas, infecções e doenças inflamatórias do sistema nervoso, como a
esclerose múltipla, e alterações metabólicas. Embora nenhum estudo tenha avaliado esta mesma relação
em epilepsia em humanos, sabe-se que dentre as possíveis explicações para a refratariedade,
principalmente em ELT, estão as alterações gliais e inflamatórias. O principal objetivo do presente projeto
será determinar marcadores metabólicos e inflamatórios e seu papel no desenvolvimento de refratariedade
em ELT, através da quantificação de metabólitos por 1H-MRS e de citocinas pró-inflamatórias. Para isso,
serão avaliados três grupos de estudo: 1- pacientes com ELT que não obtiveram resposta clínica adequada
às DAEs (grupo refratário); 2 - pacientes com boa resposta às drogas antiepilépticas (DAEs) (grupo
responsivo); 3 – indivíduos controles normais (grupo controle). O termo de consentimento livre e esclarecido
será preenchido por todos os participantes do estudo. Após a
Apresentação do Projeto:










Página 01 de  05
ANNEX I. ETHICS APPROVAL 86
COMITÊ DE ÉTICA EM
PESQUISA DA UNICAMP -
CAMPUS CAMPINAS
Continuação do Parecer: 942.801
aquisição de imagens convencionais usadas para definir a região de interesse, uma sequência de
espectroscopia multivoxel com supressão de água é obtida usando uma sequência tipo PRESS (“Point
Resolved Spectroscopy”). As intensidades de ressonância na espectroscopia multivoxel serão determinadas
pela integral das áreas dos picos usando o programa LC-Model. Os dados do perfil metabólico obtido por 1H
-MRS serão então comparados aos valores de cada citocina avaliada nos grupos refratário, responsivo e
controle
Quantificar a intensidade de metabólitos cerebrais por meio da 1H-MRS em pacientes com ELT (1)
pacientes refratários ao tratamento farmacológico, (2) pacientes com ELT responsivos e em (3) indivíduos
controles normais. 2. Quantificar o nível sérico de citocinas inflamatórias em pacientes com ELT (1)
pacientes refratários ao tratamento farmacológico, (2) pacientes com ELT responsivos e em (3) indivíduos
controles normais.3. Correlacionar os dados obtidos por 1H-MRS e de citocinas inflamatórias em pacientes
com ELT (1) pacientes refratários ao tratamento farmacológico, (2) pacientes com ELT responsivos e em (3)
indivíduos controles normais.4. Correlacionar os dados obtidos por 1H-MRS e de citocinas inflamatórias
obtidos aos dados clínicos: idade de início da epilepsia, ocorrência de IPI, idade de ocorrência do IPI,
frequência das crises e presença de AH ao exame de RM
Objetivo da Pesquisa:
Os ricos e/ou desconfortos associados aos procedimentos da pesquisa são dor e/ou pequenas manchas
roxas (equimoses) no local da coleta do sangue (punção venosa) e o ruído típico emitido pelo aparelho de
ressonância magnética, que será minimizado com o uso de tapa-ouvidos providos pelo pessoal técnico.
Não há benefícios diretos. Os participantes poderão ter acesso ao próprio exame por meio da doação das
imagens de ressonância, gravadas em CD, para que possam visualizá-la em qualquer computador.
Avaliação dos Riscos e Benefícios:
Trata-se de uma pesquisa apresentada como trabalho de doutorado da pós-graduanda Luciana Ramalho
Pimentel da Silva (pesquisadora responsável), com orientação do Prof. Dr. Fernando Cendes. Nesta
pesquisa, pretende-se avaliar o envolvimento de metabólitos cerebrais e de citocinas pró-inflamatórias na
refratariedade de pacientes com epilepsia do lobo temporal (ELT) ao tratamento com drogas antieplépicas
(DAE). Para isso, pacientes com ELT refratários ao tratamento
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farmacológico (n=30), pacientes com ELT responsivos ao tratamento farmacológico (n=30, máximo de três
crises focais por ano e nenhuma CTCG) e indivíduos controles saudáveis (n=30) serão submetidos à
espectroscopia de prótons por ressonância magnética (1H-MRS) para detecção de marcadores metabólicos
cerebrais e a colheita de sangue periférico para determinação de citocinas. Os pacientes com ELT serão
recrutados no Ambulatório de Epilepsia do Hospital das Clínicas da Unicamp e os participantes do grupo
controle serão recrutados entre estudantes e funcionários do laboratório e do hospital (pareados por idade
aos pacientes). Serão incluídos indivíduos maiores que 18 anos de idade, ELT diagnosticada por critérios
clínicos e de neuroimagem e submetidos a uma completa avaliação multidisciplinar para localizar o provável
foco epileptogênico, com ausência de lesões estruturais (exceto atrofia medial temporal) em exames de RM
de alta resolução, com capacidade de fornecer consentimento para o estudo e disposição para submeter-se
a mais de um exame de RM. Quanto aos indivíduos controles, serão incluídos aqueles sem histórico de
epilepsia Não serão incluídos indivíduos com contraindicação para o exame de RM, como aqueles
possuidores de próteses metálicas, marca-passo cardíaco, clipes metálicos intracranianos, claustrofobia
severa, presença de outras doenças neurológicas ou psicoses graves, gravidez, histórico recente de
doenças inflamatórias (anterior a um mês do momento da avaliação).
As alterações indicadas no item “Conclusões ou Pendências e Lista de Inadequações” do parecer
consubstanciado 928.349 de 15/12/2014 para adequar o projeto e, principalmente, o TCLE foram
implementadas.
Foram apresentados:
1. Folha de rosto assinada pela pesquisadora principal, Luciana R. P. da Silva e pelo Prof. Dr, Antônio
Gonçalves de Oliveira, Coordenador de Assistência do Hospital de Clínicas da Unicamp, instituição indicada
como proponente.
2. Novo Termo de consent imento Livre Esclarecido, arquivo int i tu lado “Consent imento
Neuroimagem_Luciana Ramalho” modificado segundo o que foi indicado no parecer consubstanciado
928.349 de 15/12/2014.
4. Novo arquivo com o Formulário da Plataforma Brasil com as informações básicas sobre o projeto.
5. Novo arquivo com o Projeto completo.
6. Arquivo “Considerações ao parecer consubstanciado CAAE 39547214”, contendo resposta ao
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parecer consubstanciado 928.349 emitido pelo CEP em 15/12/2014.
1. No cronograma, observar que o início do estudo somente poderá ser realizado após aprovação pelo CEP,
conforme compromisso do pesquisador com a resolução 446/12
CNS/MS.
2. Ao pesquisador cabe desenvolver o projeto conforme delineado, elaborar e apresentar os relatórios
parciais e final, bem como encaminhar os resultados para publicação, com os devidos créditos aos
pesquisadores associados e ao pessoal técnico participante do projeto (resolução 446/12).
Recomendações:
Não há pendencias ou inadequações.




Necessita Apreciação da CONEP:
- O sujeito de pesquisa deve receber uma cópia do Termo de Consentimento Livre e Esclarecido, na íntegra,
por ele assinado.
- O sujeito da pesquisa tem a liberdade de recusar-se a participar ou de retirar seu consentimento em
qualquer fase da pesquisa, sem penalização alguma e sem prejuízo ao seu cuidado.
- O pesquisador deve desenvolver a pesquisa conforme delineada no protocolo aprovado. Se o pesquisador
considerar a descontinuação do estudo, esta deve ser justificada e somente ser realizada após análise das
razões da descontinuidade pelo CEP que o aprovou. O pesquisador deve aguardar o parecer do CEP
quanto à descontinuação, exceto quando perceber risco ou dano não previsto ao sujeito participante ou
quando constatar a superioridade de uma estratégia diagnóstica ou terapêutica oferecida a um dos grupos
da pesquisa, isto é, somente em caso de necessidade de ação imediata com intuito de proteger os
participantes.
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- O CEP deve ser informado de todos os efeitos adversos ou fatos relevantes que alterem o curso normal do
estudo. É papel do pesquisador assegurar medidas imediatas adequadas frente a evento adverso grave
ocorrido  e enviar notificação ao CEP e à Agência Nacional de Vigilância Sanitária – ANVISA – junto com
seu posicionamento.
- Eventuais modificações ou emendas ao protocolo devem ser apresentadas ao CEP de forma clara e
sucinta, identificando a parte do protocolo a ser modificada e suas justificativas. Em caso de projetos do
Grupo I ou II apresentados anteriormente à ANVISA, o pesquisador ou patrocinador deve enviá-las também
à mesma, junto com o parecer aprovatório do CEP, para serem juntadas ao protocolo inicial.
CAMPINAS, 02 de Fevereiro de 2015
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TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO, Página 1 de 3 
Título do projeto: Estudo de espectroscopia de prótons por ressonância magnética para determinação de 
biomarcadores inflamatórios e de refratariedade em epilepsia do lobo temporal. 
Investigador principal: Luciana Ramalho Pimentel da Silva 
 
OBJETIVO DA PESQUISA: 
 
 Eu __________________________________________________ entendo que fui convidado (a) a 
participar em um projeto de pesquisa envolvendo pacientes com epilepsia. A identificação e quantificação 
dessas anormalidades no cérebro, pode eventualmente melhorar o diagnóstico e levar a um melhor 
tratamento dessa doença. As informações médicas a meu respeito que forem obtidas para esse estudo, 
poderão ser compartilhadas com outros pesquisadores que trabalham com epilepsia. Podendo assim ser 
utilizadas eventualmente para outros fins de pesquisa sobre as epilepsias. O sigilo será mantido em todos 
os estudos colaborativos através da utilização de um código para a identificação dos indivíduos 
participantes. A ressonância magnética produz imagens em cortes que são parecidos com as imagens 
produzidas pela tomografia computadorizada, porém com maior resolução (nitidez) e sem a exposição aos 
raios X. Essas imagens também irão produzir informações bioquímicas que serão úteis para melhor 
definição do diagnóstico e tratamento. O objetivo principal desse estudo é determinar a importância 
dessas informações bioquímicas e estruturais nas epilepsias e o papel da inflamação na resistência ao 
tratamento farmacológico, correlacionando-se os dados de bioquímicos na imagem e de marcadores de 
inflamação no plasma sanguíneo. 
 
PROCEDIMENTO: 
Eu entendo que se concordar em participar desse estudo, os pesquisadores participantes farão 
perguntas a respeito dos meus antecedentes médicos e de minha família. Eu serei submetido a um exame 
físico neurológico para estabelecer meu estado clínico. Além disso, poderei ser submetido a um 
eletroencefalograma (EEG) além dos exames de ressonância magnética. Hospitalização não será 
necessária. O procedimento de ressonância magnética é semelhante a uma tomografia. Eu fui informado que 
eu serei colocado em uma maca e serei movido lentamente para dentro do aparelho de ressonância 
magnética. Um alto falante dentro do campo magnético possibilita a minha constante comunicação com as 
pessoas responsáveis pelo exame. Durante todo o tempo o pessoal médico e paramédico pode me ver e ouvir, 
e eu posso ser removido(a) se for preciso; por exemplo, se durante o exame eu me sentir mal ou com 
claustrofobia. O procedimento pode durar entre 45 a 90 minutos. Durante a primeira parte do exame eu irei 
ouvir ruídos, tipo marteladas, por alguns minutos enquanto o aparelho faz as imagens do meu cérebro. O 
restante do exame será relativamente silencioso. Uma amostra de sangue venoso também será colhida. Os 
procedimentos mencionados acima, com exceção da coleta da amostra de sangue, fazem parte dos 
cuidados médicos de rotina para um paciente com epilepsia. 
 
VANTAGENS: 
 Eu entendo que não obterei nenhuma vantagem direta com a minha participação nesse estudo e 
que o meu diagnóstico e o meu tratamento provavelmente não serão modificados. Contudo, os resultados 
desse estudo podem, a longo prazo, oferecer vantagens para os indivíduos com epilepsia, possibilitando 
um melhor diagnóstico e um tratamento mais adequado. Os resultados do meu exame de ressonância 
magnética ficarão a disposição dos médicos responsáveis pelo meu tratamento, e poderão ser úteis no 
futuro. 
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RISCO E DESCONFORTO: 
 O único desconforto relacionado ao exame de ressonância magnética é o ruído intermitente 
durante os primeiros 15 minutos. Depois disso o ruído será muito menor. O pessoal técnico providenciará 
tapa-ouvidos para me deixar mais confortável. 
Uma das principais vantagens da ressonância magnética e que esta não utiliza raios X ou outro tipo de 
radiação ionizante, ao contrário de outros tipos de exame radiológicos. Não existem efeitos nocivos 
associados com a ressonância magnética dentro das condições utilizadas atualmente. 
Os riscos associados a coleta de sangue são mínimos, podendo ocorrer dor e manchas roxas 
(equimoses) no local da coleta do sangue. O desconforto será mínimo, pois se trata de uma coleta de 




 É muito importante informar aos médicos(as) e técnicos(as) caso eu tenha um marca-passo 
cardíaco, um clipe de cirurgia para aneurisma cerebral ou qualquer outro objeto metálico em meu 
corpo, que tenha sido implantado durante uma cirurgia ou alojado em meu corpo durante um acidente, pois 
estes podem parar de funcionar ou causar acidentes devido ao forte campo magnético que funciona como um 
imã muito forte. Eu também devo remover todos os objetos metálicos que estiverem comigo (relógio, 




 Eu entendo que todas as informações médicas decorrentes desse projeto de pesquisa farão parte do 
meu prontuário médico e serão submetidos aos regulamentos do HC- UNICAMP referentes ao sigilo da 
informação médica.   Se os resultados ou informações fornecidas forem utilizados para fins de publicação 
científica, nenhum nome será utilizado.  
 
FORNECIMENTO DE INFORMAÇÃO ADICIONAL:  
 Eu entendo que posso requisitar informações adicionais relativas ao estudo a qualquer momento. 
A pesquisadora MSc. Luciana Ramalho Pimentel da Silva, tel (19) 3521-9217 estará disponível para 
responder minhas questões e preocupações. Em caso de recurso, dúvidas ou reclamações entrar em 
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RECUSA OU DESCONTINUAÇÃO DA PARTICIPAÇÃO: 
 Eu entendo que a minha participação é voluntária e que eu posso me recusar a participar ou retirar 
meu consentimento e interromper a minha participação no estudo a qualquer momento sem comprometer 
os cuidados médicos que recebo atualmente ou receberei no futuro no HC- UNICAMP.  
 
CONFIRMAÇÃO 
 Eu confirmo que _______________________________________________me explicou o 
objetivo do estudo, os procedimentos aos quais serei submetido e os riscos, desconforto e possíveis 
vantagens advindas desse projeto de pesquisa. Eu li e compreendi esse formulário de consentimento e 
estou de pleno acordo em participar desse estudo.  
 
_______________________________________________________________________ 
Nome do participante ou responsável 
 
_________________________________________________          __________________ 




RESPONSABILIDADE DO PESQUISADOR: 
 
 Eu expliquei a _____________________________________________________ o objetivo do 
estudo, os procedimentos requeridos e os possíveis riscos e vantagens que poderão advir do estudo, 
usando o melhor do meu conhecimento. Eu me comprometo a fornecer uma cópia desse formulário de 
consentimento ao participante ou responsável. 
 
________________________________________________________________________ 
Nome do pesquisador ou associado 
 
___________________________________________________         ___________________ 
Assinatura do pesquisador ou associado                                                            data  
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