Jackknife for bias reduction in predictive regressions by Zhu, Min
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Zhu, Min (2012) Jackknife for bias reduction in predictive regressions.
Journal of Financial Econometrics.
This file was downloaded from: http://eprints.qut.edu.au/54040/
c© Copyright 2012 The Author.
Published by Oxford University Press. All rights reserved.
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://dx.doi.org/10.1093/jjfinec/nbs011
Copyedited by: ES MANUSCRIPT CATEGORY: Original Article
[11:50 3/8/2012 nbs011.tex] JFINEC: Journal of Financial Econometrics Page: 1 1–28
Journal of Financial Econometrics, 2012, Vol. 0, No. 0, 1--28
Jackknife for Bias Reduction in
Predictive Regressions
MIN ZHU
Business School, Queensland University of Technology; CSIRO
Mathematics, Informatics and Statistics
Address correspondence to Min Zhu, Business School, University of
Sydney, Australia, or
e-mail: min.zhu2005@gmail.com
ABSTRACT
One of the fundamental econometric models in finance is predictive
regression. The standard least squares method produces biased coef-
ficient estimates when the regressor is persistent and its innovations
are correlated with those of the dependent variable. This article
proposes a general and convenient method based on the jackknife
technique to tackle the estimation problem. The proposed method
reduces the bias for both single- and multiple-regressor models and
for both short- and long-horizon regressions. The effectiveness of
the proposed method is demonstrated by simulations. An empirical
application to equity premium prediction using the dividend yield
and the short rate highlights the differences between the results by
the standard approach and those by the bias-reduced estimator.
The significant predictive variables under the ordinary least squares
become insignificant after adjusting for the finite-sample bias. These
discrepancies suggest that bias reduction in predictive regressions is
important in practical applications. ( JEL: C14; G12)
KEYWORDS: bias, jackknifing, predictive regressions, return predictability
The issue of predicting equity returns is one of the most widely discussed topics
in finance literature. A typical study employs the ordinary least squares (OLS)
regression of equity returns onto lagged instrumental variables. Examples of such
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variables include short-term interest rates, the dividend yield, the book-to-market
ratio, and the earnings-price ratio (e.g., Fama and French, 1988; Pontiff and Schall,
1998; Ang and Bekaert, 2007; Lettau and Van Nieuwerburgh, 2008). Many of
these variables behave as highly persistent time series and their disturbance terms
are contemporaneously correlated with those of returns. In these cases, the OLS
coefficient estimates are subject to finite-sample biases. A number of researchers
have investigated the bias issues in predictive regressions, including Stambaugh
(1999) and Ferson, Sarkissian, and Simin (2003).
When facing theproblemofbiasedestimation inpredictive regressions,most of
the attention in the finance literature has been focused on constructing valid tests
of significance (e.g., Valkanov, 2003; Lewellen, 2004; Campbell and Yogo, 2006).
Much less attention has been given to the problem of obtaining better estimates.
Motivated by the finite-sample theory of Stambaugh (1999), researchers usually
solve the bias problem by a plug-in method. This involves directly estimating the
bias using Stambaugh’s bias expression and then adjusting the OLS estimates for
the bias. The plug-in method, however, suffers from a severe drawback because it
relies on availability of explicit bias expressions. As Stambaugh’s bias expression
is only for single-regressor regressions, there is no plug-in version available for
multiple-regressor models.
Another proposed method for bias reduction in the finance literature is the
augmented regression by Amihud and Hurvich (2004). This method consists of
two steps: in the first step, the first-order autoregressive coefficients of the predictor
variables are estimated and the corresponding residual errors are then calculated;
in the second step, the dependent variable is regressed on the predictor variables
and their corresponding residual errors from the previous step. The authors show
that the OLS estimates of the predictor’s coefficients from this procedure are bias
reduced, and the method works for both single- and multiple-regressor models.
This article introduces a bias-reduction technique based on the jackknife
procedure by Quenouille (1949, 1956). The jackknife has several properties that
make it attractive in the present application. First, unlike the plug-in method, the
jackknife technique does not need the explicit form of bias and, therefore, can
be used for single- and multiple-regressor models. Second, as a nonparametric
method, it has a great degree of generality. Unlike the augmented method, the
jackknife does not impose any parametric restriction and, therefore, avoids model
misspecificationwhichoften results innegative consequences.Hence, theproposed
method is robust and applicable in a broad range of model specifications. Indeed,
the simulation studies carried out in this article demonstrate the usefulness
of the procedure in model misspecifications and long-horizon regressions, the
applications where both the augmented method and the plug-in method either
do not behave well or cease to work due to the complex bias mechanism. Finally,
one more important advantage of the proposed method is that it is simple and
computationally easy to implement.
The rest of the article is organized as follows. Section 1 considers predictive
regressions with regressors following a Gaussian first-order autoregressive
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structure and the underlying errors being correlated with the error series of the
responses (Mankiw and Shapiro, 1986; Nelson and Kim, 1993; Stambaugh, 1999).
The properties of the OLS estimator under this setup are explored. Section 2
studies the jackknife technique for predictive regressions. We show analytically
that the ordinary jackknifing procedure cannot remove the OLS bias in predictive
regressions. However, amodified version of the jackknifing procedure is proposed,
which can successfully eliminate thebias. Section3 carries out intensive simulations
to study the finite-sample performance of the jackknifing procedure and compares
itsperformancewith thealternatives in the literature. Section4applies theproposed
method to empirical estimations of common predictive models in finance for both
single- andmultiple-regressor regressions and in both short and long horizons. All
significant predictive coefficients in the OLS become statistically insignificant after
applying the jackknife procedure, which raises the spurious regressions concern
in equity return prediction. Section 5 concludes.
1 PREDICTIVE REGRESSIONS AND BIASES
Predictive regression models for stock or portfolio returns using lagged predictor
variables have long been a staple of financial economics. Standard lagged variables
include short-term interest rates and various financial ratios. These models can be
described as follows:
rt =α+βxt−1+ut, (1)
where xt−1 is a first-order autoregressive process (AR(1)),
xt =φ+ρxt−1+vt, (2)
and the innovation terms (ut,vt) follow a joint normal distributionwithmean 0 and
a covariance matrix (
σ 2u σuv
σuv σ
2
v
)
. (3)
The relationship between ut and vt can also be written as ut =ξvt+t, where
ξ =σuv/σ 2v and t are independently and identically distributed (i.i.d.) errors, which
are independent of vt, that is, E(t|v1,v2,...vT)=0. In this setup, the marginal mean
is E(xt)=φ/(1−ρ), and the marginal variance is var(xt)=σ 2v /(1−ρ2).
Let X be the design matrix whose t-th row is (1,xt−1), and R= (r1,r2,...,rT)′ .
The OLS estimator of the regression coefficients in (1) is
(
αˆ
βˆ
)
= (X′X)−1X′R
with the variance given by
σ 2ols= (X
′
X)−1X′σ 2u . (4)
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Denoting x¯=∑Tt=1xt−1/T andmaking use of the fact that rt =α+βxt−1+ut, the
bias in βˆ is
βˆ−β=
∑T
t=1(xt−1− x¯)ut∑T
t=1(xt−1− x¯)2
.
Using E(ut|vt)=ξvt and vt =xt−φ−ρxt−1, the finite-sample bias in βˆ is
E(βˆ)−β=ξE
{∑T
t=1(xt−1− x¯)E(xt|vt)∑T
t=1(x2t−1− x¯2)
−ρ
}
. (5)
Let ρˆ be the OLS estimator of ρ,
ρˆ=
∑T
t=1(xt−1− x¯)xt∑T
t=1(x2t−1− x¯2)
,
and the bias in βˆ can be written as
E(βˆ)−β=ξ{E(ρˆ)−ρ}.
According to Marriott and Pope (1954), under the assumptions of normality and
AR(1) for xt, the bias in ρˆ can be expressed as
E(ρˆ)−ρ=−(1+3ρ)/T+O(1/T2), (6)
and it follows that
E(βˆ)−β=− (1+3ρ)
T
ξ +O
(
1
T2
)
. (7)
The result in (7) appears in Stambaugh’s paper (1999). As we can see, the bias
is proportional to ξ and the autoregressive coefficient ρ but inversely proportional
to sample size T.
2 JACKKNIFE FOR BIAS REDUCTION
2.1 Ordinary Jackknife Estimator
The jackknife techniquewas originally proposed byQuenouille (1949, 1956) for bias
reduction. One of the crucial assumptions required by the jackknife is that samples
are i.i.d.. We now briefly explain why the jackknife technique works under an i.i.d.
assumption, but does not work in predictive regressions.
Suppose we have a sample S= (S1,...,ST) and an estimator θˆ = f (S). Schucany,
Gray, and Owen (1971) show that for many common statistics, including most
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maximum likelihood estimates, the bias of θˆ is of the form
E(θˆ )−θ = a
T
+ b
T2
+··· , (8)
where θ is the true underlying value. Under the assumption that S1 to ST are i.i.d.
random variables, a and b do not depend upon T, that is, constants.
A jackknife estimator has the property that it removes the order 1/T term from
the bias form (8). This is achieved by focusing on the subsamples that leave out one
observation at a time, that is,
S(−t)= (S1,S2,...,St−1,St+1,...,ST),
for t=1,...,T. Let θˆ(−t)= f (S(−t)), the estimator of the same functional form as θˆ but
computed from the subsample S(−t), and define
θˆt =Tθˆ−(T−1)θˆ(−t).
It is easy to see that θˆt is an estimate of θ with the bias term O(1/T) being removed,
because
Eθˆt =T
(
θ+ a
T
+ b
T2
+···
)
−(T−1)
(
θ+ a
T−1 +
b
(T−1)2 +···
)
=θ+O
(
1
T2
)
.
The jackknife estimator is the mean of the θˆt, t=1,...,T,
θˆJK =
T∑
t=1
θˆt/T=Tθˆ−(T−1)
T∑
t=1
θˆ(−t)/T. (9)
Clearly, θˆJK has the similar bias expression as θˆt, that is, reducing the OLS bias by a
factor of O(1/T), but with a smaller variance.
Under the predictive regression setup specified by (1) to (3); however, the
observations are correlated. Deleting observations from the middle of the time
series certainly violates the correlation structure of the data. As a consequence,
instead of being constants, the values of a and b in the bias form (8) depend on
which observation is removed. Hence, the ordinary jackknife estimator (9) can no
longer reduce bias. This claim is given by the following theorem.
Theorem 2.1: Suppose θˆJK is the estimator of β obtained from jackknifing the predictive
regression specified by (1) to (3), we have E(βˆJK −β)=O(T−1).
Proof. See the Appendix. 
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2.2 Moving-block Jackknife (MBJK) Estimator
To preserve the correlation structure of the data, an alternative is to use a moving
block of length l. Let the block shift by one observation each time, resulting in a set
of k=T−l+1 subsamples of the form,
Si ={(ri,xi−1),...,(ri+l,xi+l−1)},
for i=1,...,k. All these subsamples preserve the autocorrelation structure in the
regressors and the cross-correlation structure between the regressors and the
returns.
Let βˆ= f (S) and βˆ(i)= f (Si), the OLS estimates of the slope coefficient by the
full sample and the i-th block sample Si, respectively. Define
βˆi = 1T−l (Tβˆ−lβˆ(i)),
for i=1,...,k. Under the condition l=O(T) (i.e., the block size l cannot be too small),
each βˆi is a bias-reduced estimate of β as
Eβˆi = 1T−l
{
T
(
β+ a
T
+ b
T2
+···
)
−l
(
β+ a
l
+ b
l2
+···
)}
=β− b
Tl
+···
=β+O
(
1
T2
)
.
The MBJK estimate is the mean of the βˆi,
βˆMBJK =
k∑
i=1
βˆi/k= Tk−1 βˆ−
l
k−1
k∑
i=1
βˆ(i)/k, (10)
which removes the order 1/T bias term from the OLS bias of the form (7).
Akin to any nonparametric bias-reduction technique, there is a bias-variance
trade-off in theMBJK estimator controlled by the block size l. A heuristic argument
is that βˆi based on a large l is more accurate than that based on a small l, and
hence βˆMBJK , the average of βˆis, is more accurate based on a large l. The large block
size l, however, results in a small k. Note that the variance of βˆMBJK is inverse to
k, var(βˆMBJK)=var(βˆi)/k. Therefore, the variability of βˆMBJK increases with l. These
heuristics are supported by the simulation results below.
Wegeneratedata from themodel specifiedby (1) to (3). The correlationbetween
ut and vt, δ, takes −0.9. The autoregressive coefficient ρ is set to 0.99, and all other
coefficients (α, β, and φ) are 0. The experiment is run for a sample size T=60,
and nine block sizes l=6,12,18,...,54, varying from one-tenth to nine-tenths of T.
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Figure 1 Bias-variance trade-off controlled by block size l in the MBJK estimator. Data generated
from the models (1) to (3). Parameter values are T=60, ρ=0.99, and δ=−0.95. Nine block sizes
l=6,12,18,...,54 are considered. For each block size, two statistics—the bias and standard error
(s.e.) of the MBJK estimator—are reported based on 10,000 samples.
For each l, 10,000 samples are generated to calculate the bias and standard error of
the MBJK estimator.
Figure 1 depicts the relation between the block size and the bias and standard
error of the MBJK estimate of the slope coefficient. As l increases, the bias of
the MBJK estimator decreases, but its variability increases. Whereas the bias
diminishes at a decreasing rate, the variability increases at an accelerating rate.
The bias-variance trade-off in the MBJK estimator controlled by l is obvious.
Instead of disadvantaging the method, this trade-off brings it great flexibility in
tackling various problems. For example, in short-horizon (i.e., one period ahead)
return predicting, the use of l=0.3T, as revealed in the simulation results, has
a satisfactory performance in bias reduction without a substantial increase in
estimation variance.1 In the cases where the magnitude of the finite-sample bias
1Similar simulation results are produced for T=120 and are not reported here.
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is severe, such as in long-horizon regressions, a large l can be used to achieve a
good bias reduction at the cost of increasing variability. In summary, depending
on the severity of the bias, the length l can be chosen in a discretionary sense in
practice.
3 FINITE-SAMPLE PERFORMANCE
This section carries out simulations to systematically study the finite-sample
performance of the OLS estimator and the three bias-reduction estimators for
predictive regressions, that is, the BMJK estimator proposed in this article and the
two existing ones in the literature—the plug-in estimator as well as the augmented
regression estimator.
The predictive regression with one predictor variable is by far the most
studied and commonly used in the literature and, hence, is the focus of the
simulation studies. Results on bivariate regression are also presented to illustrate
the performance of the MBJK estimator in a multi-regressor setup. The block size l
is fixed at 0.3T in most of the simulation studies below, unless otherwise specified.
3.1 Single-Factor Predictive Models
The model specified by (1) to (3) is used to generate data for the single-regressor
case. The correlation between ut and vt, δ=σuv/(σuσv), takes three different values:
−0.8, −0.9, and −0.95. This negative value assumption is without loss of generality
because the sign of the β is unrestricted. The autoregressive coefficient ρ is set
to either 0.95, 0.99, or 0.999. These values for δ and ρ are realistic according to
Stambaugh (1999) and Campbell and Yogo (2006). The sample size, T, is equal
to 60, 120, or 360. The innovation terms ut and vt are of unit variances. The true
parameter values for α, β, and φ are all set to 0 in all simulations.
For each combination of the parameter values listed above, 10,000 samples are
generated. From each set of generated returns and regressor values, four slope
estimates by the four approaches—the OLS, the augmented regression, the plug-
in method, and the MBJK method—are calculated. The average bias and the root
mean squared error (RMSE) are then calculated across the 10,000 samples for each
estimator.
Table 1 provides an overview of the finite-sample properties of the four
estimating methods. For each combination of the parameter values, both bias and
RMSE are reported, with the latter given in parentheses. Although finite-sample
biases of the OLS estimator tend to be substantial, they become moderate or even
negligible for all three bias-reduced estimators. The two parametric bias-reduced
methods—the augmented method and the plug-in method—perform similarly in
terms of both bias and RMSE. The nonparametric method, the jackknife procedure,
is consistently and substantially better than its parametric counterparts in reducing
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Table 1 Finite-sample performance in univariate regressions
ρ=0.95 ρ=0.99 ρ=0.999 ρ=0.95 ρ=0.99 ρ=0.999 ρ=0.95 ρ=0.99 ρ=0.999
T=60,δ=−0.8 T=60,δ=−0.9 T=60,δ=−0.95
OLS
0.064 0.069 0.068 0.071 0.077 0.078 0.076 0.082 0.082
(0.098) (0.095) (0.094) (0.103) (0.104) (0.103) (0.108) (0.109) (0.107)
Augmented
0.013 0.017 0.016 0.015 0.020 0.019 0.016 0.021 0.020
(0.080) (0.072) (0.071) (0.081) (0.075) (0.074) (0.084) (0.078) (0.076)
Plug-in
0.015 0.019 0.018 0.016 0.020 0.020 0.017 0.022 0.022
(0.079) (0.071) (0.070) (0.081) (0.074) (0.073) (0.083) (0.077) (0.075)
MBJK
0.008 0.011 0.010 0.009 0.011 0.011 0.010 0.012 0.013
(0.085) (0.078) (0.076) (0.086) (0.080) (0.079) (0.090) (0.082) (0.079)
T=120,δ=−0.8 T=120,δ=−0.9 T=120,δ=−0.95
OLS
0.031 0.035 0.035 0.034 0.039 0.040 0.036 0.042 0.042
(0.052) (0.051) (0.049) (0.055) (0.054) (0.053) (0.056) (0.056) (0.055)
Augmented
0.005 0.009 0.009 0.005 0.010 0.010 0.006 0.011 0.010
(0.044) (0.038) (0.036) (0.045) (0.040) (0.038) (0.045) (0.040) (0.038)
Plug-in
0.005 0.010 0.009 0.005 0.010 0.011 0.006 0.011 0.011
(0.044) (0.038) (0.035) (0.044) (0.040) (0.038) (0.045) (0.039) (0.038)
MBJK
0.001 0.004 0.003 0.000 0.004 0.004 0.001 0.005 0.004
(0.047) (0.041) (0.039) (0.048) (0.043) (0.040) (0.047) (0.043) (0.041)
T=360,δ=−0.8 T=360,δ=−0.9 T=360,δ=−0.95
OLS
0.009 0.011 0.012 0.010 0.013 0.013 0.011 0.013 0.014
(0.022) (0.017) (0.017) (0.022) (0.019) (0.018) (0.023) (0.019) (0.019)
Augmented
0.001 0.002 0.003 0.001 0.003 0.003 0.001 0.003 0.004
(0.020) (0.014) (0.012) (0.020) (0.014) (0.013) (0.020) (0.014) (0.013)
Plug-in
0.001 0.002 0.003 0.001 0.003 0.003 0.001 0.003 0.004
(0.020) (0.014) (0.012) (0.020) (0.014) (0.013) (0.020) (0.014) (0.013)
MBJK
0.000 0.000 0.001 −0.001 0.000 0.000 0.000 0.000 0.001
(0.021) (0.015) (0.013) (0.020) (0.015) (0.014) (0.021) (0.015) (0.014)
The table reports the mean bias and RMSE of slope estimates from the four estimating approaches;
the OLS, augmented regression, plug-in method, and MBJK. The RMSE is in parentheses. The value of
autoregressive rootρ is listed in the top row.The sample sizeT and the correlationbetween the innovations
of the dependent variable and the regressor, δ, are given above each set of results. All results are based
on 10,000 samples from the models (1) to (3).
bias, especially in the cases where T=60 and T=120. The MBJK method also
reduces RMSE of the OLS estimator.
However, the MBJK method has slightly larger RMSEs than its parametric
counterparts. The evaluation of the accuracy of an estimator of some parameter
usingRMSE,or equivalentlymeansquarederror (MSE), is common in the literature.
The MSE decomposes into a sum of squared bias and variance of the estimator
(MSE=Bias2+Var), both quantities are important when evaluating an estimator.
However, the MSE imposes an arbitrary judgment as to the relative importance
of bias and variance (e.g., Rosenberg and Guy, 1995). As pointed out by Simonoff
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(1993), a more useful way is to evaluate bias and variance based on their use which
may vary in different applications. For example, bias can be much more critical
than variance in pricing continuous time contingent claims such as bond options.
This is because a small bias in the mean reversion parameter using least squares or
maximum likelihood can translate into pricing biases which are economically too
significant to ignore (Phillips and Yu, 2009; Yu, 2012). Rosenberg and Guy (1995)
discuss prediction criteria for asset beta and conclude that bias is more a relevant
criterion for stock selection purpose while valuing convertible assets cares more
about variance.
3.2 Robustness Assessment
Given the noisy nature of financial data sets, robustness is an important advantage
for any financial econometric model. We are particularly interested in assessing the
impact of outliers, heteroscedasticity, and model misspecification on the bias and
RMSE of the estimators.
First, we investigate the performance of the estimators in the presence of either
outliers orheteroscedasticity, the twomost common issues forfinancial data. For the
tractability, the parameter values of ρ and δ are fixed at 0.99 and −0.9, respectively.
The outlier scenario we consider is as follows. The return innovation ut
follows a standard normal N(0,1), which is contaminated by random shocks from
N(0,4). In the simulations, different contamination rates are considered, namely,
ϕ=1%,5%,10%,20%, and 30%. For each contamination rate, 10,000 samples are
generated and the corresponding bias and RMSE are computed.
Two cases of heteroscedasticity are considered in the simulations. In the first
case (Scenario 1), the conditional volatility of rt+1 given xt, σut , changes over time.
We let σut take three different values: 0.5 for the first one-third, 1 for the second
one-third, and 1.5 for the last one-third. In the second case (Scenario 2), the value
of σut changes through xt. In our simulations, we use
σut =max(0.5,(min(0.4|xt|,1.5))).
That is, the volatility changeswith xt but is constrainedwithin the interval [0.5,1.5].
Again, 10,000 samples are generated for each case to compute the corresponding
bias and RMSE.
Second, we look into the issue of model misspecification. Financial time series
show complex properties, and obtaining a good model to describe a series is
generally a very challenging task. Up to now, we had assumed that the regressor
is an AR(1) process. However, there is no compelling theoretical reason to believe
it should always be the case. Indeed, De Santis (2007) used AR(2) to model the
dynamics of the dividend yield, consumption growth, and dividend growth.
Therefore, a model misspecification can occur when an AR(1) process is used
to model a true underlying AR(2) process. We examine to what extent this type
of model misspecification affects the bias and RMSE of the estimators. In the
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simulations, the correlation between two innovation processes δ takes the value
−0.9. We generate the regressor samples using two AR(2) processes, xt =0.5xt−1+
0.4xt−2+vt (Scenario 1) and xt =0.2xt−1+0.6xt−2+vt (Scenario 2), but use an AR(1)
model to fit the data. We generate 10,000 samples for each scenario and compute
the corresponding bias and RMSE.
Table 2 summarizes the results. For all four estimators, thefinite-sample biases
do not seem to increase with the contamination rate. However, the RMSE increases
Table 2 Model robustness
Contamination rate Heteroscedasticity Misspecification
1% 5% 10% 20% 30% Scenario 1 Scenario 2 Scenario 1 Scenario 2
T=60
OLS
0.078 0.077 0.077 0.077 0.076 0.081 0.070 0.079 0.056
(0.108) (0.116) (0.127) (0.147) (0.162) (0.104) (0.100) (0.122) (0.111)
Augmented
0.021 0.019 0.019 0.018 0.018 0.016 0.010 0.038 0.035
(0.082) (0.093) (0.108) (0.131) (0.150) (0.081) (0.076) (0.108) (0.110)
Plug-in
0.023 0.021 0.021 0.020 0.020 0.018 0.013 0.039 0.035
(0.082) (0.092) (0.106) (0.129) (0.148) (0.080) (0.076) (0.107) (0.109)
MBJK
0.011 0.012 0.012 0.011 0.011 0.006 0.004 0.019 0.016
(0.089) (0.102) (0.117) (0.139) (0.160) (0.087) (0.085) (0.108) (0.109)
T=120
OLS
0.040 0.040 0.041 0.038 0.041 0.043 0.036 0.040 0.029
(0.056) (0.061) (0.068) (0.076) (0.087) (0.059) (0.053) (0.072) (0.073)
Augmented
0.011 0.010 0.012 0.009 0.011 0.010 0.007 0.019 0.018
(0.042) (0.049) (0.056) (0.067) (0.079) (0.045) (0.040) (0.065) (0.072)
Plug-in
0.012 0.011 0.012 0.010 0.012 0.011 0.008 0.019 0.018
(0.042) (0.049) (0.056) (0.066) (0.079) (0.045) (0.040) (0.065) (0.072)
MBJK
0.004 0.004 0.005 0.002 0.005 0.001 0.001 0.005 0.005
(0.046) (0.053) (0.062) (0.071) (0.085) (0.050) (0.045) (0.065) (0.072)
T=360
OLS
0.012 0.013 0.013 0.013 0.012 0.015 0.012 0.013 0.010
(0.019) (0.022) (0.025) (0.028) (0.032) (0.023) (0.019) (0.032) (0.038)
Augmented
0.002 0.003 0.003 0.003 0.003 0.003 0.002 0.006 0.006
(0.015) (0.018) (0.022) (0.026) (0.030) (0.018) (0.015) (0.032) (0.038)
Plug-in
0.003 0.003 0.003 0.003 0.003 0.004 0.002 0.006 0.006
(0.015) (0.018) (0.022) (0.026) (0.030) (0.018) (0.015) (0.032) (0.038)
MBJK
0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.000 0.000
(0.016) (0.020) (0.023) (0.027) (0.031) (0.019) (0.016) (0.031) (0.038)
The table reports the mean bias and RMSE of slope estimates from the four estimating approaches; the
OLS, augmented regression, plug-inmethod, andMBJK. The RMSE is given in parentheses. Columns 2–6
list results in the presence of outliers,with return innovations being contaminated by randomshocks from
N(0,4) at various contamination rates. Columns 7–8 are for the heteroscedasticity scenarios as described
in Section 3.2. Columns 9–10 are for the model misspecification scenarios as described in Section 3.2. The
sample size, T, is equal to 60, 120, or 360. The correlation of the two innovation processes δ takes −0.9.
All results are based on 10,000 simulations.
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as the contamination rate increases. In both outlier and heteroscedasticity cases,
the performance of the two parametric estimators is similar except that the plug-in
estimator seems to have slightly larger biases in the small sample size (T=60). But
the difference is no longer distinct as the sample size increases. In these cases, all
three bias-reduction methods remove the bias well, with the jackknife procedure
delivering the least biased estimates but higher RMSE than the other two.
In the scenarios of model misspecification, the augmented and the plug-in
methods perform much worse than in the other robust scenarios, reducing less
biases. Especially in the case where the the second lag has a bigger impact on the
current value of the regressor than the first lag (i.e., Scenario 2), the two parametric
estimators do not seem to significantly correct the OLS biases. Furthermore, the
two methods also lose their advantage in RMSE and no longer produce the lowest
RMSEs. The jackknife estimator, on the contrary, behaves quite well. It shows
great robustness to the model misspecification, not only consistently reducing bias
significantly but also producing the lowest estimation uncertainty.
3.3 Long-horizon Predictive Models
Long-horizon prediction regressions regress future p-period returns onto a one-
period predictor variable, captured by models of the form
rt+p=αp+βpxt−1+ut+p, (11)
where rt+p=∑p−1i=0 rt+i, a moving summation. When p=1, it is the one-period
predictive regression (1). Though it is not without controversy, the strongest
evidenceof the returnpredictability cited so far comes from long-horizonpredictive
regressions (e.g., Fama, 1998; Cochrane, 1999; Campbell, 2001; Barberis and Thaler,
2003). The returns rt+p become more persistent as p increases. In this application,
apart from the finite-sample bias that arises due to lagged stochastic regressors as
studied by Stambaugh (1999), there is also the spurious bias related to the classic
studies of Yule (1926) and Granger and Newbold (1974). This additional bias is
caused by autocorrelated errors induced by a highly persistent dependent variable
series. These two types of biases reinforce each other in the regression. This makes
long-horizon regressions even more troublesome. We study the effectiveness of
the three bias-reduction methods in this application through simulations. For the
jackknife procedure, apart from the MBJK estimator with l=0.3T, the MBJK
estimator with l=0.5T is also considered because of the large magnitude of the
bias in this application.
To keep things tractable, the parameters ρ and δ are fixed at 0.99 and −0.9,
respectively. The horizon p takes three different values of 3, 6, and 12, which
captures the common applications of long-horizon forecasting. Although some of
the scenarios, such as forecasting returns for the next 12 periods using 60 samples,
are unlikely to be encountered in reality, they provide extreme conditions to test the
model performance. We generate samples from the model specified by (1) to (3).
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Table 3 Finite-sample performance in long-horizon regressions
MBJK
OLS Augmented Plug-in l=0.3T l=0.5T
T=60
p=3 0.219 0.163 0.164 0.079 0.053
(0.276) (0.248) (0.246) (0.219) (0.241)
p=6 0.370 0.330 0.328 0.206 0.149
(0.467) (0.446) (0.442) (0.400) (0.420)
p=12 0.599 0.574 0.570 0.451 0.365
(0.726) (0.716) (0.711) (0.692) (0.700)
T=120
p=3 0.115 0.088 0.087 0.027 0.018
(0.153) (0.137) (0.136) (0.122) (0.135)
p=6 0.214 0.189 0.188 0.075 0.050
(0.278) (0.263) (0.262) (0.221) (0.250)
p=12 0.368 0.348 0.347 0.203 0.146
(0.470) (0.460) (0.459) (0.401) (0.456)
T=360
p=3 0.038 0.028 0.028 0.003 0.001
(0.055) (0.050) (0.050) (0.046) (0.051)
p=6 0.076 0.065 0.065 0.008 0.005
(0.107) (0.102) (0.101) (0.089) (0.101)
p=12 0.138 0.130 0.129 0.031 0.018
(0.199) (0.194) (0.193) (0.168) (0.191)
The table reports the mean bias and RMSE of slope estimates from the four estimating approaches;
the OLS, augmented regression, plug-in method, and MBJK. The RMSE is in parentheses. The MBJK
estimatorswith twodifferent block sizes, 0.3T and0.5T, are considered. Thehorizon p takes threedifferent
values; 3, 6, and 12. The sample size, T, is equal to 60, 120, or 360. The parameter values of ρ and δ are
fixed at 0.99 and −0.9, respectively. All results are based on 10,000 simulations.
In order to get T pairs of (rt+p,xt), T+p−1 samples are generated, and the moving
sums of length p are calculated and re-matched with the predictor variable.
Table 3 presents the results based on 10,000 repetitions for each scenario.
One of the most striking features is that the finite-sample biases are much more
severe compared with short-horizon regressions, i.e., p=1. Even when T=360, the
bias of the OLS when p=12 is more than 10 times as large as that in the short-
horizon forecasting. The bias decreases with the sample size but increases with the
horizon once the sample size is fixed. As pointed out by Valkanov (2003), long-
horizon regressions produce inconsistent estimates and tend to give “significant"
results, regardless of whether there is a structural relation between the underlying
variables. Again, the simulation results highlight the danger of interpreting the
OLS results naively in long-horizon regressions.
Again, the augmented method and the plug-in method perform similarly.
However, to our disappointment, they do not reduce much of the bias. On the
contrary, the MBJK method does a much better job in reducing bias, especially
with l=0.5T. Although the RMSE of the MBJK estimator with l=0.5T is larger
than that with l=0.3T, it is still smaller than that in the other three methods.
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Table 4 Bias reduction in long-horizon regressions
MBJK(%)
Augmented (%) Plug-in (%) l=0.3T l=0.5T
T=60
p=3 26 25 64 76
p=6 11 11 44 60
p=12 4 5 25 39
T=120
p=3 23 24 77 84
p=6 12 12 65 77
p=12 5 6 45 60
T=360
p=3 26 26 92 97
p=6 14 14 89 93
p=12 6 7 78 87
The table lists the percentage reduction over the OLS bias for each of the three bias-reduction methods
considered. Results are computed based on Table 3.
To make the comparison more transparent, Table 4 lists the percentage reduction
over the OLS bias for each of the three bias-reduction methods. The augmented
method and the plug-in method can reduce only 4–26% of the OLS bias across
all combinations. The MBJK estimator slashes the bias from 25% up to 92% with
l=0.3T and from 39% to 97% with l=0.5T. If excluding the extreme scenarios that
are unrealistic in practice, such as the combinations (T=60,p=6), (T=60,p=12),
and (T=120,p=12), the MBJK estimator with l=0.5T does a decent job reducing
76–97% of the bias.
3.4 Multi-factor Predictive Models
We now consider bias reduction in multi-factor predictive models. Although less
studied than single-factor regressions,multi-factor predictive regressions are vastly
popular among practitioners. There is no plug-in version available in multi-factor
regressions due to the unavailability of explicit bias forms in this setup.
We consider a two-factor predictive model specified as
rt =α+β1xt−1+β2zt−1+ut,
xt =φ1+ρ1xt−1+v1t, (12)
zt =φ2+ρ2zt−1+v2t.
The trivariate error terms (ut,v1t,v2t) follow a joint normal distribution with mean
0 and a covariance matrix
=
⎛
⎝ 1 δ1 δ2δ1 1 ψ
δ2 ψ 1
⎞
⎠. (13)
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In the simulations, the parameters α, β1, β2, φ1, and φ2 all take the value 0.
We consider three representative cases. In the first case, we set (ρ1,ρ2)= (0.99,0.99)
and (δ1,δ2,ψ)= (−0.9,−0.9,0.8). That is, two regressors are highly persistent, highly
endogenous, and highly correlated. This setup corresponds to the case of using two
financial ratios, such as the dividend yield and the earnings ratio, in a bivariate
regression. Apparently, collinearity is an issue here. Although not favored by
academics, this type of regression is very common among practitioners.
In the second case,we let (ρ1,ρ2)= (0.99,0.99) and (δ1,δ2,ψ)= (−0.9,0,0.4). That
is, the two regressors are highly persistent, but the first one is highly endogenous,
whereas the second one is exogenous, and the two are of moderate correlation.
This setup corresponds to a regression favored by Ang and Bekaert (2007), using
the dividend yield and the short rate as predictor variables. They argue that the
predictability of the dividend yield is considerably enhanced when jointly used
with the short rate.
In the third case, we assume (ρ1,ρ2)= (0.99,0.1) and (δ1,δ2,ψ)= (−0.9,0.4,0).
That is, thefirst regressor is highlypersistent and is ofhighnegative correlationwith
the returns, whereas the second regressor is not very persistent and is of positive
correlation with the returns. In addition, the two regressors are independent. This
setup corresponds to the case of predicting individual stock returns using the
dividend yield of the stock and a lagged market return.
For each case, 10,000 samples are generated to compute the bias and RMSE.
The results are reported in Table 5, with columns 2–3 for the first case, columns
4–5 for the second case, and columns 6–7 for the third case. Interestingly,
when there is high collinearity (i.e., the first case), the OLS estimator has
significant finite-sample biases for the first regressor but negligible biases for
the second regressor. The performance of the augmented approach is mixed in
the three cases considered. It performs well in the first case, eliminating biases
significantly and delivering very low RMSEs. However, it performs badly in
the third case. In this case, compared with the OLS estimator, the augmented
approach not only increases the biases of the first regressor but also doubles
the estimating uncertainty for both regressors. In sharp contrast, the jackknife
procedure is stable across all three scenarios, consistently delivering the least biased
estimates with RMSEs of the same scale as, or much less than those of the OLS
estimator.
3.5 Simulation Summary
We conclude this section with a summary of the simulation findings. The
simulations reveal the substantial finite-sample biases of the OLS estimator. This
bias issue is especially severe in long-horizon regressions as the magnitude of the
bias increases rapidlywith the horizon. This supports the claim byNelson andKim
(1993) that “the estimated biases are large enough to affect inference in practice, and
should be accounted for when studying predictability". The simulations also show
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Table 5 Finite-sample performance in multivariate regressions
δ1=−0.9,δ2=−0.9 δ1=−0.9,δ2=0 δ1=−0.9,δ2=0.4
ψ =0.8 ψ =0.4 ψ =0
ρ1=0.99,ρ2=0.99 ρ1=0.99,ρ2=0.99 ρ1=0.99,ρ2=0.1
β1 β2 β1 β2 β1 β2
T=60
OLS 0.106 0.005 −0.213 −0.236 −0.038 −0.024
(0.218) (0.192) (0.286) (0.302) (0.075) (0.139)
Augmented 0.022 0.003 −0.044 −0.047 −0.046 −0.005
(0.107) (0.091) (0.166) (0.180) (0.169) (0.262)
MBJK 0.015 0.000 −0.024 −0.028 0.000 −0.001
(0.207) (0.198) (0.220) (0.221) (0.075) (0.140)
T=120
OLS 0.054 0.003 −0.108 −0.120 −0.019 −0.014
(0.114) (0.101) (0.140) (0.149) (0.039) (0.095)
Augmented 0.011 0.001 −0.022 −0.025 −0.026 −0.002
(0.053) (0.036) (0.087) (0.095) (0.088) (0.178)
MBJK 0.004 0.000 −0.002 −0.004 −0.001 0.002
(0.108) (0.107) (0.113) (0.114) (0.038) (0.096)
T=360
OLS 0.017 0.001 −0.034 −0.038 −0.006 −0.005
(0.040) (0.038) (0.050) (0.053) (0.014) (0.054)
Augmented 0.003 0.000 −0.006 −0.006 −0.007 0.000
(0.019) (0.013) (0.033) (0.033) (0.032) (0.101)
MBJK 0.000 0.000 0.000 0.001 0.000 0.000
(0.039) (0.037) (0.042) (0.043) (0.014) (0.054)
The table reports the mean bias and RMSE of slope coefficients from the three estimating approaches;
the OLS, augmented regression, andMBJK. The RMSE is in parentheses. Samples are generated from the
models (12) and (13). The top row specifies the correlations between the innovations to the two regressors
and those to the returns. The second row gives the correlation of the two innovation processes of the two
regressors. The third row is the values of the autoregressive roots ρ1 and ρ2. Columns 2–3, 4–5, and 6–7
are for the three cases discussed in Section 3.4, respectively. The sample size, T, is equal to 60, 120, or 360.
All results are based on 10,000 samples.
that the proposed jackknife estimator offers substantial improvements over theOLS
estimator and enables reductions in both bias and RMSE.
Of the three bias-reduction approaches considered, the MBJK method almost
always produces the least biased estimates. Furthermore, the MBJK method
possesses several statistical properties which distinguish it to its parametric
counterparts.
First and foremost, theMBJKmethod is the onlymethodwhich can reduce bias
in long-horizon regressions. This is amajor advantage over its alternatives. Because
of the complex bias mechanism in long-horizon regressions, it is difficult to tackle
the problem of biased estimation and so far there are no exiting remedies in the
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literature for this application. Indeed, the augmented and the plug-in approaches
cease to work in this application. However, the proposed jackknife procedure can
provide an effective solution to address the estimation problem in these cases
(Table 3).
Second, as a nonparametric method, the MBJK method possesses great
robustness. Both the augmented regression and the plug-in method require
certain parametric assumptions to be able to provide satisfactory performance.
As demonstrated by the simulations, the MBJK method works well in the model
misspecification cases and outperforms the augmented regression and the plug-
in method. In multi-regressor regressions, the plug-in method does not apply,
while the augmented regression can produce results even worse than the OLS
estimator (in terms of both bias and RMSE) in certain cases. The MBJK method,
however, is stable and consistent. This robustness is an attractive feature and
offers advantages over the standard methods given the noise nature of financial
data sets.
Third, the MBJK method is simple and computationally easy to implement.
It involves only a linear combination of a series of the OLS estimators using
various subsets of the data. This computational advantage is more evident in
multi-regressor models as the augmented regression requires a complex iterative
estimation procedure to obtain the solution.
Although the MBJK method is more superior in reducing bias, we also
notice that it often has slightly larger RMSEs than its two counterparts except for
the long-horizon regressions. However, this drawback does not undermine the
value of adopting the MBJK approach given its various advantages listed above.
Furthermore, as mentioned in Section 3.1, the relevance of RMSE can be critically
dependent on the application context. Maybe a more appropriate way to evaluate
an estimator is to incorporate a relative importance of bias and variance into the
MSE criterion through the weighting as suggested by Lin and Tu (1995).
4 EMPIRICAL ILLUSTRATION
We illustrate the proposed jackknifing procedure using some common predictive
models in finance, namely, predicting the equity premiums by either the lagged
dividend yield, or the short rate, or both. The dividend yield and the short rate
receive great attention in stock return prediction literature. For example, Lewellen
(2004) reported strong evidence for predictive power of the dividendyield,whereas
Campbell and Yogo (2006) found evidence that the short rate predicts returns.
Ang and Bekaert (2007) also found the short rate robust in predicting returns.
Furthermore, they argued that the dividend yield works better together with the
short rate. Our object here is not to establish whether the equity premiums are
predictable by these instruments but rather to illustrate the proposed method
and highlight the differences between the OLS estimates and the bias-adjusted
estimates.
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Table 6 Summary statistics, 01/1952–12/1989 (456 months)
Mean (%) Median (%) Std Dev (%) Skew Kurt ρˆ CI
r 5.66 7.09 14.54 −0.58 2.96 0.06 −0.04 to 0.15
dy 3.92 3.65 0.92 0.74 −0.57 0.98 0.97 to 1.00
tbl 5.48 5.08 3.11 0.93 0.82 0.99 0.97 to 1.00
The table reports summary statistics of the equity premiums, dividend yields (dy), and short rates (tbl).
The column Kurt reports excess kurtosis. The last column CI is the 95% confidence interval for the
estimated autoregressive coefficient ρˆ.
The data used in this section are monthly return series of the S&P 500 Index
sourced from Amit Goyal’s website.2 Welch and Goyal (2008) provide detailed
descriptions of the data and their sources. Following the usual convention, the
equity premium is computed as
rt = log(1+Rt)−log(1+rf ),
where Rt is the stock return at time t measured as continuously compounded
returns on the S&P 500 Index including dividends, and the risk-free rate rf is the
T-bill rate. The dividend yield at time t is the ratio of the previous 12-month sum of
dividends paid on the S&P 500 Index over the Index level at time t. The short rates
are the secondary market rates of 3-month T-bills.
AspointedoutbyAngandBekaert (2007), interest ratedataarehard to interpret
before the 1951TreasuryAccord, as the FederalReservepegged interest rates during
the 1930s and the 1940s. Second, a number of studies have identified parameter
instability during the 1990s. For example, Paye and Timmermann (2006) identified
a significant structural break in the coefficient of the dividend yield around the
1990s. Goyal and Welch (2003) found that predictability by the dividend yield is
not robust with the inclusion of the 1990s. Ang and Bekaert (2007) documented
the coefficient for the dividend yield is twice as large if estimated from a sample
that excludes the 1990s than if it was estimated from a sample inclusive of the
1990s. Hence, we focus on the post-Accord period, starting from January 1952 up
to December 1989 for the analysis.
Summary statistics of the series are presented in Table 6. The return numbers
reported in the table are annualized. The returns are themost variable, whereas the
volatility of the dividend yield is the lowest. The return series is also characterized
by fat tails as evidenced by the large excess kurtosis. There is no strong evidence
of autocorrelation in the equity premiums as indicated by the insignificant ρˆ. On
the other hand, the instruments, both the dividends and short rates exhibit high
persistence,with the 95% confidence interval of the autoregressive coefficient being
[0.97, 1].
2The data are available at http://www.bus.emory.edu/AGoyal/Research.html.
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Next, we fit the two univariate regressions and the bivariate regression by the
OLS and the jackknife procedure. Both short-horizon (at the one-month horizon)
and long-horizon predictability (horizons of 3, 6, and 12 months) are examined.
To reduce the bias, the MBJK estimator with the block length l=0.3T is used for
the short-horizon regressions, whereas the MBJK estimator with l=0.5T is used
for the long-horizon regressions. Table 7 overviews the regression results. For each
horizon, it lists the OLS estimates and theMBJK estimates of the predictor variable
coefficients. The t-statistics are computed using Newey–West (Newey and West,
1987) standard errors with p+1 lags.
The OLS results reveal that (i) the OLS coefficient estimates are proportional
to the horizon and (ii) the predictive ability of the dividend yield is considerably
enhanced when coupled with the short rate in the regression. These results are
consistent with the findings by Boudoukh, Richardson, and Whitelaw (2008) and
Ang and Bekaert (2007). The OLS results also convey a well-celebrated message—
strong returnpredictability. Except for an insignificant short rate coefficient at p=12
in a univariate regression, all other coefficient estimates are significant at the 5%
level, with many of them being significant even at the 1% level. The predictability
is especially pronounced for the bivariate regression in long horizons. This strong
statistical evidence of predictability, however, vanishes completely after removing
finite-sample biases, as shown in the last three columns of Table 7. It indicates
that the finite-sample bias explains the bulk of apparent predictability. These
empirical results cast doubt on the conclusions drawn in earlier studies regarding
the predictive power of the dividend yield and the short rate.
5 CONCLUSION AND FUTURE RESEARCH
In the class of predictive regressions studied by Stambaugh (1999), a rate of return is
regressed on a lagged stochastic regressor, which is autoregressive with errors that
are correlated with the errors of the regression model. The OLS estimator exhibits
the finite-sample bias, which potentially leads to an incorrect conclusion that the
lagged variable has predictive powerwhile in fact it does not. This article provides a
nonparametric method based on the jackknife technique to reduce estimation bias.
Simulations show that the method is highly effective in a broad range of model
specifications. It reduces the bias for both single- and multiple-regressor models
and forboth short- and long-horizon regressions. It offers substantial improvements
over the OLS estimator and enables reductions in both bias and RMSE, so the gains
from bias reduction are not lost in variance increases. Compared with the other
available counterparts in the literature, the proposed method is more general and
stable. It is particularly useful in long-horizon regressions for which the alternative
bias-reduction methods do not work. It also performs well in the situations with
outliers, heteroscedasticity, and model misspecification.
The usefulness of the method is also illustrated in the empirical estimates of
the common predictive models in finance which examine the predictive power of
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Table 7 Regression results for the period 01/1952–12/1989 (456 months)
OLS MBJK
Coefficient t-stat p-value Coefficient t-stat p-value
p=1
Univariate regression
dy 0.489 2.251 0.025 0.244 1.125 0.261
tbl −0.164 −2.842 0.005 −0.025 −0.436 0.663
Bivariate regression
dy 0.739 3.162 0.002 0.314 1.345 0.179
tbl −0.233 −3.771 0.000 −0.028 −0.447 0.657
p=3
Univariate regression
dy 1.524 2.602 0.010 0.785 1.341 0.181
tbl −0.419 −2.628 0.009 −0.040 −0.251 0.802
Bivariate regression
dy 2.193 3.381 0.001 0.235 0.362 0.718
tbl −0.626 −3.707 0.000 0.208 1.230 0.219
p=6
Univariate regression
dy 3.295 3.000 0.003 1.390 1.265 0.206
tbl −0.706 −1.988 0.047 −0.119 −0.334 0.738
Bivariate regression
dy 4.504 3.504 0.001 0.480 0.373 0.709
tbl −1.130 −3.113 0.002 0.300 0.827 0.409
p=12
Univariate regression
dy 6.628 3.302 0.001 3.165 1.577 0.115
tbl −1.066 −1.523 0.128 −0.360 −0.515 0.607
Bivariate regression
dy 8.638 3.456 0.001 2.155 0.862 0.389
tbl −1.879 −2.675 0.008 0.051 0.072 0.943
The univariate regressions regress the equity premiums on the dividend yields (dy) or short rates (tbl).
The bivariate regression uses two regressors, dy and tbl. For the results, ‘OLS’ reports the standard OLS
estimates, and ‘MBJK’ reports the bias-adjusted estimates. TheMBJKestimatorwith l=0.3T is used for the
short-horizon regressions (p=1), whereas the MBJK estimator with l=0.5T is used for the long-horizon
regressions (p>1). The t-statistics are computed using Newey–West standard errors.
the dividend yield and the short rate. The significant predictive variables under
the OLS become insignificant after adjusting for the bias in both univariate and
bivariate regressions, for both short and long horizons. These discrepancies are
large and suggest that bias reduction in predictive regressions is important in
practical applications.
This article focuses on the finite-sample bias in the predictive regressions
by Stambaugh (1999). However, it leaves some issues for future research in the
frameworks established by others. In particular, Ferson, Sarkissian, and Simin
(2003) study another class of predictive regressionswhich involves a latent variable.
In their setup, the returns are driven by a latent variable, but an instrumental
variable which may or may not correlate with the latent variable is used to predict
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the returns. In this setup, Ferson, Sarkissian, and Simin (2003) find substantial
spurious regressionbias under certain conditions.Given their setup ismore general
and closely mimics what an econometrician faces when forecasting returns, it
would be of great interest to evaluate the effectiveness of the proposed jackknife
procedure for bias reduction within their setup. Furthermore, all these models can
be generalized to allow for time-varying coefficients (e.g., Paye and Timmermann,
2006; Dangl and Halling, 2008). Parameter instability imposes a substantial
challenge in finance modeling and predictability testing especially coupled with
estimation bias. These generalized frameworks offer great opportunities for our
future research.
APPENDIX
Proof of Theorem 2.1
By denoting β¯−1=∑Ti=1 βˆ(−i)/T, the ordinary delete-1 jackknife estimator is
βˆJK =Tβˆ−(T−1)β¯−1. Its expectation can be written as
E(βˆJK −β) = E{Tβˆ−(T−1)β¯−1}−βˆ)+E(βˆ−β)
= (T−1){E(βˆ−β¯−1)}+E(βˆ−β). (A1)
From (5), the expectation E(βˆ−β¯−1) can be written as
E(βˆ−β¯−1) = ξE
{∑T
t=1(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
−
T∑
i=1
∑T
t=1,t =i(xt−1− x¯−i)xt
T
∑T
t=1,t =i(xt−1− x¯−i)2
}
.
The right-hand side of the above expression can be decomposed as the sum of the
following four differences
h1 =
∑T
t=1(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
− 1
T−1
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
}
,
h2 = 1T−1
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
}
− 1
T
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯)xt∑T
t=1,t =i(xt−1− x¯)2
}
,
h3 = 1T
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯)xt∑T
t=1,t =i(xt−1− x¯)2
−
∑T
t=1,t =i(xt−1− x¯−i)xt∑T
t=1,t =i(xt−1− x¯)2
}
,
h4 = 1T
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯−i)xt∑T
t=1,t =i(xt−1− x¯)2
−
∑T
t=1,t =i(xt−1− x¯−i)xt∑T
t=1,t =i(xt−1− x¯−i)2
}
.
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The theorem can be proved by showing
∑4
k=1E(hk)=O(T−3). For this purpose,
the geometric series formula is used in the proof,
1
1−a =
∞∑
n=0
an, for |a|<1.
Define the following notations: di = (xi−1− x¯)2, D=∑Ti=1di, δi =D−(xi−1− x¯)2,
S0=∑Tt=1xt−1, S1=∑Tt=1xt and ωi =∑Tt=1,t =i(x¯−i− x¯)xt. Without loss of generality,
let φ=0, that is, x series is centralized. Note that vi =xi−ρxi−1 and for any j≥0,
k≥0 and l≥0,
E(xixi+jxi+j+kxi+j+k+l)= ρ
j+l(1+2ρ2k)
(1−ρ2)2 σ
4
v =ρj+l(1+2ρ2k)σ 4x .
The following equations hold according to Marriott and Pope (1956),
var(x¯) = σ
2
v
T2
{T+(T−1)ρ+(T−2)ρ2+···+ρT−1},
E(D) = T
{
1− 1−ρ
2
T(1−ρ)2 +O
(
1
T2
)}
σ 2x ,
E(D2) = T2
{
1+ 2(1+ρ)
2
T(1−ρ2) +O
(
1
T2
)}
σ 4x ,
E(δi) = (T−1)
{
1
1−ρ2 −
1
T(1−ρ)2 +O
(
1
T2
)}
σ 2v .
The next step is to compute the expectations of h1 to h4.
h1 =
∑T
t=1(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
−
∑T
i=1
∑T
t=1,t =i(xt−1− x¯)xt
(T−1)∑Tt=1(xt−1− x¯)2
=
∑T
t=1(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
−
{
T
∑T
t=1(xt−1− x¯)xt−
∑T
i=1(xi−1− x¯)xi
(T−1)∑Tt=1(xt−1− x¯)2
}
=
∑T
t=1(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
−
∑T
t=1(xt−1− x¯)xt∑T
t=1(xt−1− x¯)2
= 0.
Taking expectation of h1 gives,
E(h1)=0. (A2)
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h2 = 1T−1
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯)xt
D
}
− 1
T
T∑
i=1
{∑T
t=1,t =i(xt−1− x¯)xt
δi
}
= 1
T
T∑
i=1
⎧⎨
⎩
T∑
t=1,t =i
(xt−1− x¯)xt
⎫⎬
⎭
{
T
(T−1)D −
1
D−(xi−1− x¯)2
}
= 1
T
T∑
i=1
⎧⎨
⎩
T∑
t=1,t =i
(xt−1− x¯)xt
⎫⎬
⎭
{
T
(T−1)D −
1
D
− (xi−1− x¯)
2
D2
− (xi−1− x¯)
4
D3
−···
}
= 1
T
T∑
i=1
{ T∑
t=1
(xt−1− x¯)xt
}{
1
(T−1)D −
(xi−1− x¯)2
D2
− (xi−1− x¯)
4
D3
−···
}
− 1
T
T∑
i=1
(xi−1− x¯)xi
{
1
(T−1)D −
(xi−1− x¯)2
D2
−···
}
.
Further, taking expectation of h2 gives,
E(h2) = 1T
T∑
i=1
E
⎡
⎣
⎧⎨
⎩
T∑
t=1
(xt−1− x¯)xt
⎫⎬
⎭
{
1
(T−1)D −
(xi−1− x¯)2
D2
− (xi−1− x¯)
4
D3
}⎤⎦
− 1
T
T∑
i=1
E
[
(xi−1− x¯)xi
{
1
(T−1)D −
(xi−1− x¯)2
D2
}]
+O
(
1
T3
)
= 1
T
E
{∑T
i=1xi(xi−1− x¯)3
D2
}
− 1
T
E
{∑T
i=1(xi−1− x¯)4
∑T
t=1(xt−1− x¯)xt
D3
}
+O
(
1
T3
)
= 1
T
E
{∑T
i=1xix3i−1
D2
}
− 3
T2
E
{
3S0
∑T
i=1xix2i−1
D2
}
+ 3
T3
E
{
S20
∑T
i=1xixi−1
D2
}
− 1
T
E
{∑T
i=1(xi−1− x¯)4
D2
∑T
t=1(xt−1− x¯)xt
D
}
+O
(
1
T3
)
= 1
T
E
{∑T
i=1xix3i−1
D2
}
− 3ρ
T2
+O
(
1
T3
)
= 1
T
∑T
i=13ρ
T2
− 3ρ
T2
+O
(
1
T3
)
=O
(
1
T3
)
. (A3)
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For h3, note that
ωi =
T∑
t=1,t =i
(x¯−i− x¯)xt
=
T∑
t=1,t =i
(
Tx¯−xi−1
T−1 − x¯
)
xt
= x¯−xi−1
T−1
T∑
t=1,t =i
xt
= 1
T(T−1) (S0−Txi−1)(S1−xi),
and
T∑
i=1
ωi = 1T(T−1)
T∑
i=1
{
(S0−Txi−1)(S1−xi)
}
= 1
(T−1)
{ T∑
i=1
xixi−1− S0S1T
}
.
Recall that δi =D−(xi−1− x¯)2 and di = (xi−1− x¯)2. Hence
h3 = 1T
T∑
i=1
ωi
δi
= 1
T
T∑
i=1
ωi
D−(xi−1− x¯)2
= 1
T
T∑
i=1
ωi
D
(
1+ (xi−1− x¯)
2
D
+ (xi−1− x¯)
4
D2
+···
)
.
Taking expectation yields
E(h3) = E
{
1
T
T∑
i=1
ωi
D
(
1+ (xi−1− x¯)
2
D
+ (xi−1− x¯)
4
D2
+···
)}
= E
{
1
T
T∑
i=1
ωi
D
(
1+ (xi−1− x¯)
2
D
)}
+O
(
1
T3
)
= E
{
1
TD
T∑
i=1
ωi+ 1TD2
T∑
i=1
ωi(xi−1− x¯)2
}
+O
(
1
T3
)
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= E
{
1
T(T−1)D
( T∑
i=1
xixi−1− S0S1T
)
+ 1
T2(T−1)D2
T∑
i=1
(S0−Txi−1)(S1−xi)di
}
+O
(
1
T3
)
= 1
T(T−1)
{
E
(∑T
i=1xixi−1
D
)}
+ 1
T2(T−1)
{
3E
(
S0S1
∑T
i=1x2i−1
D2
)
−2T+1
T2
E
(
S30S1
D2
)
−3E
(
S0
∑T
i=1xix2i−1
D2
)
+3E
(
S20
∑T
i=1xixi−1
TD2
)
−TE
(
S1
∑T
i=1x3i−1
D2
)
+TE
(∑T
i=1xix3i−1
D2
)}
+O
(
1
T3
)
= 1
T(T−1)E
(∑T
i=1xixi−1
D
)
+O
(
1
T3
)
. (A4)
Before moving to h4, it is useful to write
T∑
t=1,t =i
(xt−1− x¯−i)2 =
T∑
t=1,t =i
(xt−1− x¯)2−(T−1)(x¯− x¯−i)2,
x¯−i = (S0−xi−1)/(T−1),
(x¯− x¯−i) = xi−1/(T−1)−S0/{T(T−1)}.
Notice that h4 can be expressed as
h4 = 1T
T∑
i=1
⎧⎨
⎩
∑T
t=1,t =i(xt−1− x¯−i)xt∑T
t=1,t =i(xt−1− x¯)2
−
∑T
t=1,t =i(xt−1− x¯−i)xt∑T
t=1,t =i(xt−1− x¯−i)2
⎫⎬
⎭
= 1
T
T∑
i=1
⎧⎨
⎩
T∑
t=1,t =i
(xt−1− x¯−i)xt
⎫⎬
⎭
{
1
D−(xi−1− x¯)2
− 1
D−(xi−1− x¯)2−(T−1)(x¯− x¯−i)2
}
= 1
T
T∑
i=1
⎧⎨
⎩
T∑
t=1,t =i
(xt−1− x¯−i)xt
⎫⎬
⎭
[
1
D
{
1+ (xi−1− x¯)
2
D
+···
}
−
{
1+ (xi−1− x¯)
2+(T−1)(x¯− x¯−i)2
D
+···
}]
.
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Taking expectation of h4 gives
E(h4) = 1T
T∑
i=1
E
⎛
⎝
⎧⎨
⎩
T∑
t=1,t =i
(xt−1− x¯−i)xt
⎫⎬
⎭
[
1
D
{
1+ (xi−1− x¯)
2
D
}
−
{
1+ (xi−1− x¯)
2+(T−1)(x¯− x¯−i)2
D
}])
+O
(
1
T3
)
= E
⎡
⎣−T−1
TD2
T∑
i=1
(x¯− x¯−i)2
T∑
t=1,t =i
(xt−1− x¯−i)xt
⎤
⎦+O( 1
T3
)
= E
[
− 1
TD2
T∑
i=1
(x¯− x¯−i)2
{
(T−1)
T∑
t=1
xtxt−1−S0S1+S1xi−1−S0xi+Txixi−1
}]
+O
(
1
T3
)
= E
[
− 1
T(T−1)2D2
T∑
i=1
(
xi−1− S0T
)2
{
(T−1)
T∑
t=1
xtxt−1−S0S1+S1xi−1−S0xi+Txixi−1
}]
+O
(
1
T3
)
= E
[
− 1
T(T−1)2D2
{
(T−1)D
T∑
t=1
xtxt−1−S0S1D
+S1
T∑
i=1
xi−1di−S0
T∑
i=1
xidi+T
T∑
i=1
xixi−1di
}]
+O
(
1
T3
)
= − 1
T(T−1)E
(∑T
i=1xt−1xt
D
)
+O
(
1
T3
)
. (A5)
Note that
∑T
i=1
(
xi−1− S0T
)2=D. It follows from (A2) to (A5) that
4∑
k=1
E(hk) = 1T(T−1)E
(∑T
i=1xt−1xt
D
)
− 1
T(T−1)E
(∑T
i=1xt−1xt
D
)
+O
(
1
T3
)
= O
(
1
T3
)
,
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and hence
E(βˆ−β¯−1)=ξ
4∑
k=1
E(hk)=O
(
1
T3
)
. (A6)
From (A1) and (A6), the bias expression for the standard jackknife estimator is
E(βˆJK −β) = (T−1){E(βˆ−β¯−1)}+E(βˆ−β)
= − (1+3ρ)
T
ξ +O
(
1
T2
)
= O
(
1
T
)
.
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