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Abstract
Recently, IBM has made available a quantum computer provided with 16 qubits, denoted as IBM
Q16. Previously, only a 5 qubit device, denoted as Q5, was available. Both IBM devices can be
used to run quantum programs, by means of a cloud-based platform. In this paper, we illustrate
our experience with IBM Q16 in demonstrating entanglement assisted invariance, also known as
envariance, and parity learning by querying a uniform quantum example oracle. In particular,
we illustrate the non-trivial strategy we have designed for compiling n-qubit quantum circuits (n
being an input parameter) on any IBM device, taking into account topological constraints.
Keywords and phrases IBM Q Experience; Compiling; Envariance; Parity Learning
1 Introduction
Since 2016, IBM offers hands-on, cloud-based access to its experimental quantum computing
platform, denoted as IBM Q Experience [1]. Such a platform comprises a 5 qubit device,
denoted as IBM Q5, and a 16 qubit device, named IBM Q16. Both devices are based on
transmon qubits [2], i.e., superconducting qubits which are insensitive to charge noise. IBM
Q Experience is calibrated frequently and the decoherence time of its qubits is about 100µsec.
A Web-based visual tool provides a convenient way to compose quantum circuits for IBM
Q5 and run either simulated or real experiments. Alternatively, circuits can be designed by
means of the QASM language and experiments can be executed by means of the QISKit
Python SDK [3]. Actually, IBM Q16 can be accessed in this way only.
The research community has welcomed the IBM Q Experience as an experimental
platform for testing quantum algorithms. Current official numbers are: 50000 users, 500000
experiments and more than 35 papers [4].
Using IBM Q5, Deffner [5] recently reported a simple and easily reproducible demon-
stration of entanglement assisted invariance, also known as envariance [6]. In this work, we
present our experience in demonstrating envariance just as Deffner did, but with more qubits,
i.e., using IBM Q16. In particular, we illustrate the non-trivial strategy we have designed for
compiling n-qubit quantum circuits (n being an input parameter) on any IBM device, taking
into account topological constraints.
Machine learning techniques are powerful tools for finding patterns in data. The field of
quantum machine learning looks for faster machine learning algorithms, based on quantum
computing principles [7]. Its cornerstones are the HHL algorithm [8] for (approximately)
solving systems of linear equations and the “learning from quantum examples” approach
[9, 10, 11, 12], where each example is a coherent quantum state.
As a matter of fact, learning a class of Boolean functions by making queries to a uniform
quantum example oracle can be effectively implemented on IBM quantum computers. Cross
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et al. [13] proved that parity learning can be performed with superpolynomial quantum
computational speedup only in the presence of noise. The experimental demonstration on
IBM Q5 was recently presented by Ristè et al. [14]. In this work, we illustrate similar
experiments we have performed on IBM Q16.
The paper is organized as follow. In Section 2, we illustrate our strategy for compiling the
building blocks that are necessary for the envariance and parity learning circuit. In Section
3, we recall the formal definition of envariance. In Section 4, we illustrate our experimental
demonstration of envariance. In Section 5, we summarize the principles of quantum learning
robust to noise. In Section 6, we illustrate the experimental demonstration of parity learning
by querying a uniform quantum example oracle. Finally, in Section 7, we conclude the paper
with a discussion of open issues and future work.
2 Compiling Strategy
The main tool for programming IBM Q5 and Q16 devices is a Python SDK denoted as
QISKit [3], which provides a full Clifford algebra, all through a language for creating quantum
circuits invented by the IBM Q Experience team, denoted as QASM.
All computations on IBM devices start with the qubits prepared in the |0〉 state. For the
envariance and parity learning experiments, it is needed the GHZ state with n qubits:
|1〉⊗n + |0〉⊗n√
2
(1)
It is not trivial to obtain it, because of the coupling maps of the IBM devices.
A coupling map is a directed graph representing superconducting bus connections between
qubits, which can be seen as the possibility to place two-qubits gates, like CNOT, between
those qubits. The specific Q5 and Q16 devices that IBM has made available in September
2017 are denoted as QX4 and QX5, respectively — following the previously released devices
known as QX2 and QX3. The coupling maps of IBM QX4 and QX5 are illustrated in Figures
1 and 2, respectively.
Figure 1 IBM QX4 coupling map [15], where an arrow from qubit A to qubit B means that A
can act as control qubit of a CNOT gate with target qubit B.
Figure 2 IBM QX5 coupling map [16].
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The ideal GHZ circuit is illustrated in Figure 3. We have designed a compiling strategy
that, given the map and the number of qubits to be used in the experiment, finds the most
connected qubit and starts building the GHZ circuit from that qubit. By most connected,
we mean that the qubit can be reached by as many other qubits as possible through directed
paths in the coupling map.
Figure 3 Ideal GHZ circuit.
Every node x is assigned a rank R[x], defined as the number of nodes that can reach
x along the directed edges of the coupling map. The node with the highest rank is then
selected as the starting point for building the circuit.
The explore() recursive function (Algorithm 1) starts from a source node s and explores
the paths that go from there. Being the coupling map a directed graph, each node has
in-neighbors (predecessors) and out-neighbors (successors). We denote the node being visited
as v and its successors as Sv. For each node x ∈ Sv, if it does not belong to the set Vs of
visited nodes associated to the source node s, we put x into Vs and increment its global rank
R[x] by one. In this way, the search for nodes that can be reached from s is exhaustive, but
no one node is explored more than once.
Algorithm 1 explore(s,v,R)
for all x ∈ Sv do
if x 6∈ Vs then
put x into Vs
R[x]← R[x] + 1
explore(s,x,R)
end if
end for
As soon as the most connected qubit has been found, the create_path() function (Algorithm
2) is executed, in order to obtain a path connecting all the qubits that must be involved in
the GHZ circuit. There, s denotes the source node (the one with highest rank R), Px is the
set of predecessors of node x, Sx is the set of successors of node x, C is the set of nodes to be
connected, T is the set of node pairs corresponding to the desired path and MAX is the
maximum number of qubits allowed by the device.
The place_cnot() function (Algorithm 3) walks the aforementioned path and uses the
cnot() function (Algorithm 4) to put across each node pair either a CNOT or an inverse-
CNOT gate (illustrated in Figure 4), depending on the direction of the link dictated by the
coupling map. Parameter k in place_cnot() permits for the reuse of the function to build
other circuits than GHZ (see Section 6 for details). More specifically, k = 11 corresponds to
the GHZ circuit. In cnot(), Sx is the set of successors of node x.
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Algorithm 2 create_path(s)
C ← ∅
T ← ∅
put s into C
τ ←MAX − 1
for all v ∈ C do
for all x ∈ Pv
⋃Sv do
if τ = 0 then
return T
end if
if x 6∈ T then
put (x, v) into T
τ ← τ − 1
if x 6∈ C then
put x into C
end if
end if
end for
end for
Algorithm 3 place_cnot(T ,k,N)
if k 6= 00 then
τ ← bN/2c
for all (x1, x2) ∈ T do
if k = 11 then
cnot(x1,x2)
else if k = 10 then
if τ > 0 then
cnot(x1,x2)
τ ← τ − 1
end if
end if
end for
end if
Algorithm 4 cnot(c,t)
if t ∈ Sc then
apply CNOT with c as control and t as target
else
apply H gates to c and t
apply CNOT with t as control and c as target
apply H gates to c and t
end if
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Figure 4 Inverse-CNOT circuit.
In Figure 5, the couplings between qubits in the resulting circuits are illustrated, for QX4
and QX5 respectively. With our approach, the number of gates is kept to a minimum, which
is good as every gate added to the circuit brings a certain amount of error with it.
Examples of resulting measurement distributions on the simulated QX4 device with n = 5
and on the simulated QX5 device with n = 16 are illustrated in Figure 6, to show how good
(in theory) the GHZ circuits produced by our compiling strategy are.
Figure 5 Couplings between qubits in the resulting circuits, for QX4 and QX5 respectively. Red
arrows correspond to the presence of inverse-CNOT gates.
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Figure 6 Measurement distributions on the simulated QX4 device with n = 5 and on the
simulated QX5 device with n = 16.
It is worth noting that the upper bound of the computational cost of each function is
O(n). As the explore() one is executed n times, the upper bound of the computational cost
of the proposed compiling strategy is O(n2).
Our open source Python implementation of the proposed compiling strategy is available
on GitHub [17], together with result data of the experiments illustrated in the following
sections of the paper.
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3 Envariance
Entanglement assisted invariance (envariance) [6] is a symmetry of pure quantum states
which has no classical analog. Let |ψSE〉 denote the composite state of a quantum system S
and an environment E , being S and E fully entangled. We say that |ψSE〉 is envariant under
the unitary map US = uS ⊗ IE , if there is another unitary map UE = IS ⊗ uE such that
US |ψSE〉 = |ηSE〉
UE |ηSE〉 = |ψSE〉 (2)
For example [5], suppose that S and E are two-level systems and US is a swap that flips
S’s spin. Then
| ↑〉S ⊗ | ↑〉E + | ↓〉S ⊗ | ↓〉E US−→ | ↓〉S ⊗ | ↑〉E + | ↑〉S ⊗ | ↓〉E (3)
To restore the action of US on |ψSE〉, we can apply another swap, this time on E :
| ↓〉S ⊗ | ↑〉E + | ↑〉S ⊗ | ↓〉E UE−→ | ↓〉S ⊗ | ↓〉E + | ↑〉S ⊗ | ↑〉E (4)
4 Experimental demonstration of envariance
After obtaining the GHZ state with the compiling strategy illustrated in Section 2, envariance
can be experimented by performing a swap, using Pauli-X gates, on the first dn/2e qubits
and after that another swap on the remaining bn/2c qubits. Example circuits are illustrated
in Figure 7 and Figure 8.
Figure 7 Envariance demonstration circuit for n = 5 qubits on IBM QX4.
Figure 8 Envariance demonstration circuit for n = 16 qubits on IBM QX5.
In the source code we have released [17], envariance.py can be used to run the experiments
on any IBM quantum device, by setting the number of qubits and shots. One should be
aware that at least 5 credits on the IBM Q Experience account are necessary to run one
experiment.
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4.1 Results
On QX4, we have performed the envariance experiment with n = 2, 3, 5 andN = 8192 excution
shots. On QX5, we have performed the envariance experiment with n = 2, 3, 5, 7, 9, 12, 14, 16
qubits and N = 8192 shots. Each experiment defined by a specific tuple (device, n,N) has
been repeated 10 times. Obtained result data have been averaged to obtain the histograms
described below.
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Figure 9 Envariance demonstration results for n = 2, 3, 5 qubits on IBM QX4, considering
N = 8192 shots of the experiment.
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Figure 10 Classical fidelity B, considering experiments with 8192 shots and increasing n values,
on QX4. The confidence interval I95 ranges from 0.0017 for n = 2 to 0.0042 for n = 5.
In Figure 9, we show the output distributions considering the cases with n = 2, 3 and 5
qubits, on QX4. It is worth noting that the frequencies of the two configurations of interest
(leftmost in the histograms) are not equal. Anyway, they are much higher than the frequencies
of the other configurations, as expected.
We have calculated the classical fidelity coefficient B (Bhattacharyya coefficient) with
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respect to the theoretically expected values. Fidelity results for QX4 experiments are reported
in Figure 10.
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Figure 11 Envariance demonstration results for n = 2, 9, 16 qubits on IBM QX5, considering
N = 8192 shots of the experiment.
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Figure 12 Classical fidelity B, considering experiments with 8192 shots and increasing n values,
on QX5. The confidence interval I95 ranges from 0.0079 for n = 2 to 0.016 for n = 16.
In Figure 11, we show the output distributions considering the cases with n = 2, 9 and 16
qubits, on QX5. The results are not as good as those achieved on QX4. The higher n, the
worst results.
Fidelity results for QX5 experiments are reported in Figure 12. It can be observed that
fidelity is about 90% with n = 2 qubits, which is good, but only 22% with n = 16 qubits.
Since noise increases the more qubits are used and the more complex the coupling map gets,
these results were somehow expected.
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5 Quantum learning robust to noise
A uniform quantum example oracle for the Boolean function f : {0, 1}n → {0, 1} [9] is a
unitary transformation that outputs the quantum state
|ψf 〉 = 12n/2
∑
x∈{0,1}n
|x, f(x)〉. (5)
Each learner’s request to this oracle for a quantum state has unit cost. The query register
includes the qubits that contain x, while the result qubit is the auxiliary qubit that contains
f(x) (Figure 13).
Figure 13 Uniform quantum example oracle for f . H denotes a Hadamard gate.
In learning theory, function f defined above represents a concept. A collection of concepts
is a concept class. Given a target concept f , a typical goal is constructing an -approximation
of f , i.e., a function h : {0, 1}n → {0, 1} that agrees with f on at least a 1−  fraction of the
inputs:
P [h(x) = f(x)] ≥ 1−  (6)
Let us consider the class of parity functions
fa(x) = 〈a, x〉 =
n∑
j=1
ajxj mod 2 (7)
where a ∈ {0, 1}n and aj (xj) denotes the jth bit of a (x). A uniform quantum example
oracle is queried by the learner, whose purpose is to find a exactly.
In the noiseless case, each query to the oracle returns a pure quantum state. Given |ψf 〉,
applying H gates to each of the n+ 1 qubits provides the following output state:
1√
2
(|0n, 0〉+ |a, 1〉). (8)
Thus, measurement reveals a whenever the result is 1, with probability 1/2.
If we consider example oracles corrupted by noise of constant rate η < 1/2, the output
state is a mixture of (8) with probability 1− η and
1√
2
(|0n, 1〉+ |a, 0〉). (9)
Cross et al. [13] proved that only in the presence of noise, parity learning can be performed
with superpolynomial quantum computational speedup. The experimental demonstration on
IBM QX2 was presented by Ristè et al. [14]
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6 Experimental demonstration of parity learning
The quantum parity oracle encoding a = 11..11 plus H gates before measurement for quantum
learning corresponds to the GHZ circuit illustrated in Figure 3, the target qubit playing the
role of result qubit. By removing specific CNOT gates, it is possible to implement oracles
enconding any a sequence.
Using QISKit and the compiling strategy described in Section 2, we implemented three
specific circuits on IBM QX5, namely those where the quantum parity oracle encodes
a = 00..00, a = 10..10 and a = 11..11. In Figure 14, the circuits corresponding to the case of
n = 15 are illustrated.
In the source code we have released [17], parity.py can be used to run the experiments on
both QX4 and QX5, by setting the number of qubits n and shots N .
6.1 Results
Figure 15 illustrates the error probability versus number of queries N characterizing the
parity learning circuits we implemented on IBM QX5, considering n = 2, 8, 15.
For each N value, the experiment has been repeatedM = 200 times. The error probability
is the number of successes divided by M . Among the N queries, some give result 1, others
give result 0. We postselect on result 1, and we perform bit-wise majority vote. If the
resulting string equals the encoded a string, we count it as a success. We repeat M times
and finally we get perr as number of successes versus M .
As expected, perr exponentially decreases with the number of queries N , but increases
with the number of qubits n and the number of gates. Moreover, it is worth noting that
the more the device is used, the more the device performs bad — until recalibration is
required;
the impossibility to have a qubit that is directly reachable from all other qubits (like it is
q2 in QX2) is a big issue, preventing the efficient implementation of circuits for producing
GHZ states.
7 Concluding remarks
In this paper, we have illustrated our strategy for compiling quantum circuits that produce
GHZ states with up to n = 16 qubits, to implement experiments for demonstrating quantum
envariance. With the same strategy, we have also implemented parity learning circuits.
Regarding future work, we will pursue two main directions. First, we plan to improve
our compiling strategy in order to take into account not only the coupling map but also the
physical properties of the available qubits, in order to build even more efficient quantum
circuits. Second, we would like to generalize our compiling strategy, in order to take any
quantum circuit as input and to produce the corresponding optimal circuit for the provided
hardware topology as output — a problem that is open for innovation [18].
IBM Q Experience is very interesting and definitely aimed at future developments.
However, it is now facing a rather common problem in the field of quantum computing,
namely the technical difficulties in making a hardware fit for the needs of theories – such
as quantum machine learning ones – that are in constant evolution. It is of paramount
importance for future devices to be characterized by better and more uniform qubit quality,
improved coupling map, and faster and errorless quantum gates.
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Figure 14 Parity learning circuits with quantum parity oracle encoding a = 00..00, a = 10..10
and a = 11..11 respectively, n = 15.
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Figure 15 Error probability versus number of queries N characterizing the quantum learning
circuits with the n = 2, 8, 15 qubit quantum parity oracle encoding a = 00..00, a = 10..10 or
a = 11..11, on IBM QX5.
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