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Abstract
Turkish Wikipedia Named-Entity Recogni-
tion and Text Categorization (TWNERTC)
dataset is a collection of automatically cat-
egorized and annotated sentences obtained
from Wikipedia. We constructed large-scale
gazetteers by using a graph crawler algorithm
to extract relevant entity and domain informa-
tion from a semantic knowledge base, Free-
base1. The constructed gazetteers contains
approximately 300K entities with thousands
of fine-grained entity types under 77 differ-
ent domains. Since automated processes are
prone to ambiguity, we also introduce two
new content specific noise reduction method-
ologies. Moreover, we map fine-grained en-
tity types to the equivalent four coarse-grained
types, person, loc, org, misc. Eventually,
we construct six different dataset versions and
evaluate the quality of annotations by compar-
ing ground truths from human annotators. We
make these datasets publicly available to sup-
port studies on Turkish named-entity recogni-
tion (NER) and text categorization (TC).
1 Introduction
Named-entity recognition (NER) is an information
extraction (IE) task that aims to detect and catego-
rize entities to pre-defined types in a text. On the
other hand, the goal of text categorization (TC) is to
assign correct categories to texts based on their con-
tent. Most NER and TC studies focus on English,
hence accessing available English datasets is not a
issue. However, the annotated datasets for Turkish
1https://www.freebase.com/
NER and TC are scarce. It is hard to manually con-
struct datasets for these tasks due to excessive hu-
man effort, time and budget. In this paper, our mo-
tivation is to construct an automatically annotated
dataset that would be very useful for NER and TC
researches in Turkish.
The emergence of structured and linked seman-
tic knowledge bases (KBs) provide an important op-
portunity to overcome these problems. Approaches
that leverage such KBs can be found in literature
(Heck et al., 2013; Gerber et al., 2013; Hoffart et
al., 2011; Mendes et al., 2011). However, using the
structured data from KBs is a challenging task for
linking named entities and domains to raw texts due
to ambiguous texts and named entities (Cucerzan,
2007).
In this work, we publish TWNERTC dataset in
which named entities and categories of sentences
have been automatically annotated. We use Turkish
Wikipedia dumps as the text source2 and Freebase
to construct a large-scale gazetteers to map fine-
grained types to entities. To overcome noisy and
ambiguous data, we leverage domain information
which is given by Freebase and develop domain-
independent and domain-dependent methodologies.
All versions of datasets can be downloaded from our
project web-page3. Our main contributions are (1)
the publication of Turkish corpus for coarse-grained
and fine-grained NER, and TC research, (2) six dif-
ferent versions of corpus according to noise reduc-
tion methodology and entity types, (3) an analysis
of the corpus and (4) benchmark comparisons for
2https://dumps.wikimedia.org/
3http://dx.doi.org/10.17632/cdcztymf4k.1
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NER and TC tasks against human annotators. To the
best of our knowledge, these datasets are the largest
datasets available for Turkish NER ad TC tasks.
The rest of the paper is organized as follows: In
Section 2, we briefly investigate the literature about
NER, TC and datasets which are used in these re-
search. In Section 3, we explain the construction of
large-scale gazetteers by using Freebase. In Section
4, we explain how to use the gazetteers to automati-
cally annotate and categorize Wikipedia texts to con-
struct datasets along with dataset statistics, and noise
reduction methodologies. Our evaluation about the
quality of these constructed datasets are reported in
Section 5.
2 Related Work
Named Entity Recognition (NER) and Text Clas-
sification (TC) are well-researched NLP tasks rel-
evant to large amount of information retrieval and
semantic applications. TC research predates to ’60s;
however, it is accepted as a research field in ’90s
with the advances in technology and learning al-
gorithms (Sebastiani, 2002). On the contrary, the
classical NER task is defined in MUC (Chinchor,
1998) and CoNLL (Tjong Kim Sang and De Meul-
der, 2003) conferences with coarse-grained entity
types: person, location, organization and misc. In
addition, few studies address the problem of fine-
grained NER where the challenge is to capturing
more than four entity types (Pasca et al., 2006; Ekbal
et al., 2010; Yogatama et al., 2015).
As research on NER has been pushing the lim-
its of automated systems performing named-entity
recognition, the need for annotated datasets and
benchmarks is also increasing. Knowledge bases are
important for NLP researches, since they provide a
structured schema of topics that can be used to an-
notate entities with fine-grained types and/or catego-
rize raw texts into related domains.
Steinmetz et al. (Steinmetz et al., 2013) published
benchmark evaluations that compare three datasets
that use semantic information from KBs: DBpedia
Spotlight (Mendes et al., 2011), KORE50 (Hoffart
et al., 2011; Yosef et al., 2011) and the Wikilinks
Corpus (Singh et al., 2011). These datasets are in
English and constructed with the aim of evaluat-
ing the performance of NER systems. The authors
present the statistics of each dataset and baseline
performances of various algorithms. There are other
methodologies which leverages KBs to named entity
extraction and linking; however, most of them are
not available to public (Hoffart et al., 2011; Heck et
al., 2013).
Constructing a comprehensive dataset for TC is
tougher than NER since there is no limit for the
number of categories that are represented in such
sets. In general, there are many TC datasets avail-
able in English for many different problems such as
sentiment analysis (Liu et al., 2015) and categoriz-
ing gender (Mukherjee and Liu, 2010). The largest
and the most popular dataset among them is Reuters
Corpus Volume 1 (RCV1) which consists of man-
ually categorized 800K news stories with over 100
sub-categories under three different main categories
(Rose et al., 2002). This version the dataset has
problems with document categories and suffers from
lack of documentation about the dataset. Lewis et al.
propose an improved version of this dataset with re-
duced categorization mistakes and provide a better
documentation (Lewis et al., 2004).
Research on Turkish NER and TC are very lim-
ited compared to English and several other lan-
guages. The main reason is the lack of accessi-
bility and usability of both Turkish NER and TC
datasets. The most popular Turkish NER dataset is
introduced by Go¨khan et al. (Tu¨r et al., 2003). This
dataset contains articles from newspapers, approxi-
mately 500K words, and is manually annotated with
coarse-grained entity types. Tatar and C¸ic¸ekli pro-
pose another coarse-grained NER dataset (Tatar and
C¸ic¸ekli, 2011); however, it contains only 55K words
which makes this dataset to less preferable than pre-
vious dataset. More recent studies focus on Turk-
ish NER in social media texts (O¨nal and Karago¨z,
2015; Ku¨c¸u¨k et al., 2014; Demir and O¨zgur, 2014;
C¸elikkaya et al., 2013). Due to the research focus in
the field, several Twitter-based coarse-grained NER
datasets are published (Ku¨c¸u¨k et al., 2014; Ku¨c¸u¨k
and Steinberger, 2014; Tantug, 2015). According
to our knowledge, there is no literature available re-
garding to fine-grained NER in Turkish.
Turkish TC researchers tend to construct their
own, case specific datasets in general (Amasyalı
and Diri, 2006). The newspapers are the main text
source for such studies since they are easy to ob-
tain and classify manually (Akkus¸ and C¸akıcı, 2013;
Toraman et al., 2011; Kılınc¸ et al., 2015). When
the amount of annotated data is considered to train
state-of-the-art learning algorithms, aforementioned
Turkish datasets suffer from the lack of enough data.
The main bottlenecks are requires human effort and
time constraint, which limits the size and scope of
the constructed datasets. In contrast, our aim is
to provide larger, more comprehensive and insight-
ful Turkish datasets for both NER and TC by using
knowledge bases to create large-scale gazetteers and
eliminating human factor in the annotation process.
In the next section, we will explain our dataset
construction methodology starting with building
gazetteers by using Freebase and Wikipedia. We
will investigate how to build a graph crawler algo-
rithm to crawl the knowledge in Freebase and to
map its entity types and domain information into the
raw texts automatically. We will also discuss noise
reduction methods and propose three different ver-
sions of the dataset.
3 Dataset Construction Methodology
3.1 Constructing Gazetteers
Gazetteers, or entity dictionaries, are important
sources for information extraction since they store
large numbers of entities and cover vast amount of
different domains. KBs use a graph structure that is
used to represent thousands of films and/or millions
of songs in gazetteers. Hence, such graph structures
can be efficient to construct large-scale gazetteers.
In our work, we use Freebase as the KB since it
provides both quality and quantity in terms of en-
tity types and domains for Turkish. Freebase has 77
domains that cover many different areas from music
to meteorology with approximately 50M total enti-
ties. Among them, Turkish has 300K entities, and
approximately 110K of them have a link to corre-
sponding Turkish Wikipedia page.
By using KBs, one can eliminate the necessity
of creating semantic schema design, collecting data
and manually annotating raw texts. However, such
large entity lists contain ambiguous and inaccurate
information that can impact the quality. For in-
stance, both film and boat domains contain “Titanic”
in their entity lists, and such ambiguity could cre-
ate false links. Considering the number of entities,
the importance of disambiguating named entities be-
comes more important.
Our work is inspired from Heck et al.(Heck et
al., 2013) who employ a method that takes advan-
tage of user click logs of a web search engine in or-
der to improve precision of gazetteers while main-
taining recall. Since we do not have any sources
to access such user click logs, we depend on at-
tributes, such as entity domains, types and proper-
ties, that Freebase provides in order to improve the
quality of our gazetteers. Note that a named entity’s
domain, type and property are represented as /do-
main/type/property in Freebase.
Freebase distinguishes entities that exist in more
than one domain by unique machine id (mid ). For
instance, Titanic is an entity in both film and boat
domains with two mids depending on the domain.
On the other hand, there are cases in which same
mids can be associated with multiple domains. For
instance the mid of Titanic in the film domain is also
used in the award domain. These cases occur when
domains are closely related. Note that mid is lan-
guage independent. Hence, an entity has the same
mid regardless of its language; however, the infor-
mation related to that entity can differ, e.g., missing
equivalence of entities, translation differences.
Domains covered in Freebase have large amount
of entities and related descriptive texts. However, for
Turkish, we need to filter or merge some domains
due to insufficient number of related raw texts. For
instance, we merge “American football”, “cricket”,
“ice hockey” domains under already existing sports
domain.
During annotation, due to ambiguous cases in
Freebase, we first compute the domain and the en-
tity type distribution of directly related (first order)
relations of the selected named entity. Among the
candidates, the entity type that contains the most first
order relations in the knowledge graph is selected as
the type of the entity. This ensures that the most
informative entity type is selected for the annotated
entity. For instance, while annotating the Wikipedia
page of “Titanic (film)” the possible candidates
are /film/film and /award/award winning work. Our
method chooses /film/film as the domain and type of
the entity since it has more information compared to
its competitor.
After determining the entity type of each entity,
Figure 1: Examples of entity types and relations between them.
we form large-scale gazetteers for Turkish which
contain 300K named-entities. Each entity in the
gazetteer has its Wikipedia description, determined
type and 1st-order relations. Note that some enti-
ties may not have Wikipedia description due to sev-
eral reasons, e.g. song names or deleted Wikipedia
pages; however, we use such entities in the annotat-
ing process.
4 Automatic Annotation Generation
4.1 Fine-Grained Annotations
A knowledge graph consists of nodes and edges be-
tween nodes which are defined by the schema of a
domain. Nodes are entities and edges represent re-
lations between nodes, which are properties in Free-
base. Examples of entities and relations are shown
in Figure 1, for “film” and “people” domains. The
central node having the most number of relations
in the film domain is the “film name”. We call
directly connected relations to the central node as
first-order relations. Name of the director who di-
rected the movie is “film director” relation. Since
directors are people, they have also relations in “per-
son” domain. Through such relationship we can get
second-order relations about a movie. We benefit
this graph structure along with the raw texts to create
multi-purpose, annotated and categorized corpora.
Inspired by the approach of (Heck et al., 2013), we
create a graph crawling algorithm that is capable of
categorizing sentences into Freebase domains and
annotate named entities within the sentences with
Freebase types and properties. This set of annota-
tions are the Fine-Grained Annotations (FGA). Our
method consists 5 steps and is applicable to both En-
glish and Turkish (with slight changes for sentence
processing).
1. Select the central node from gazetteers. This
node is “Central Pivot Node” (CPN). It is the
main entity-type of the domain, e.g. film names
in film domain.
2. Retrieve the descriptions provided by
Wikipedia or Freebase. If Wikipedia has
the corresponding page, fetch full texts from
dump. Else if only Freebase description is
available, use the description. Otherwise,
return to the first step. Since several Turkish
Wikipedia texts are direct copy of English
version, language detection is applied on all
texts and English texts are eliminated.
3. Extract sentences from raw texts and annotate
sentences by longest-string pattern matching
where the first-order relations of CPN are used
resulting in IOB style annotation. We use Aktas¸
and C¸ebi’s sentence detection method to ex-
tract sentences from full texts (Aktas¸ and C¸ebi,
2013).
4. Extend annotation process with second-order
relations.
TWNERTC-DI TWNERTC-DD
# Of Sentences 695949 696785
Largest Domains (# sentences) People(137789) People(137907)
Smallest Domains (# sentences) Exhibitions(132) Exhibitions (132)
# of Tokens (with punctuation) 13445651 13458930
# of Tokens (without punctuation) 10949015 10960244
# of Tagged Tokens 2314333 2255320
# of Unique Entity Types 3150 3447
Largest Domains (# unique entities) People(1536) People (1011)
Smallest Domains (# unique entities) Physics(58) Physics(12)
Table 1: Statistics of TWNERTC datasets after Domain Independent (DI) and Domain Dependent (DD) post-processing.
5. Categorize sentences by selecting the domain
of entities that is used the most.
One should consider that higher order relations
can create a long chain of relationships. In our
work, we limit this chain with the second-order re-
lations, since further relations provide less informa-
tion while increasing ambiguity and inconsistency
of automated annotations.
4.2 Statistics of the FGA
TWNERTC contains 300K entities in total of which
110K have Turkish descriptions (from Freebase or
Wikipedia dump). There are totally 700171 an-
notated sentences from 49 different domains with
the largest and smallest domains being people
(139K sentences) and fashion (493 sentences) sub-
sequently. TWNERTC consists of 10997037 to-
kens without punctuation and among these tokens
approximately 2M of them are annotated. 16K of the
tags are unique which results in approximately 332
unique entity type per domain on the average. Note
that, even if a sentence is categorized into the film
domain, it can contain entities from other domains,
such as person and time. Location is the domain
having the highest number of unique tags (1051)
whereas physics has the least amount of unique tags
(15).
4.3 Disambiguate Noisy Entity Types
We refine the gazetteers to minimize the effect of
noise in the generated annotations and assigned do-
mains. However, due to the nature of automated al-
gorithm, we find that entity annotations have still
inconsistent or missing types while categorization
process is resulted with more accurate in general.
In order to reduce remaining noise, we apply both
domain dependent and domain independent noise
reduction. Domain dependent approach finds the
most common entity type of every entity according
to the domain of the sentences. Then, entities are re-
annotated with the common entity types. Domain in-
dependent approach follows the same process with-
out using domain information while eliminating the
noisy information. Statistics about these two ver-
sions of the dataset are presented in Table 1.
4.4 Transform FGA to Coarse-Grained
Annotation
FGA provides fine-grained annotations with many
detailed entity types and properties. However, the
amount of different entity types affects the learning
algorithms negatively. Moreover, it is hard to evalu-
ate the quality of the annotations when most works
in literature performs coarse-grained entity recog-
nition. Thus, we provide a coarse-grained version
of the FGA datasets. In order to transform FGA
to coarse-grained annotation (CGA), we map each
fine-grained entity type in each domain to a coarse-
grained entity type, i.e. person, organization, loca-
tion and misc. We keep the IOB notations in types
while converting the type. In this process, we elim-
inate several domains, such as meteorology, inter-
ests and chemistry, due to the lack of types that can
be mapped to a coarse-grained version. This elim-
ination process leaves 25 unique domains in CGA-
based datasets.
In coarse version of the dataset, there are approx-
imately 380K sentences. Similar to FGA statis-
People Location Organization Misc
TWNERTC 353385 296318 75940 973477
TWNERTC-DI 345545 331943 90673 1172214
TWNERTC-DD 394291 361728 99075 1046818
Table 2: Number of tokens for each entity type in TWNERTC with CGA transformation
tics, the people domain has the highest number of
sentences (104508) while law domain has the least
number of sentences (454) among all 25 domains.
The number of tokens is 7326286 with punctuation.
Among these tokens, 851123 of them are annotated.
Unlike FGA, CGA has only 4 types for each domain.
19 of the domains contains all 4 types whereas the
remaining domains might contain 2 or 3 entity types
such as geography and food.
We also transform the post-processed datasets we
introduced in previous chapter to CGA. Table 2
presents the details of created corpora with CGA.
In total, we publish six datasets (one original and
two post-processed with FGA, one original and two
post-processed with CGA)4.
5 Evaluation
To experimentally evaluate TWNERTC, five human
annotators categorize and annotate test sets that are
sampled from the datasets. We create six test sets
(3 CGA, 3 FGA) with 10K-word for NER and one
test with 2K sentences for TC. We compare annota-
tions and domains of these sets with manually cre-
ated ground truths.
For NER evaluation, we follow two different ap-
proaches for coarse-grained and fine-grained ver-
sions. While we evaluate the CGA versions against
manually annotated ground-truths, it is an almost
impossible to evaluate FGA versions. Hence, we
train a fine-grained NER model to predict top-5 pos-
sible entity types for all entities and human annota-
tors create ground-truths by using these predictions.
For both cases, we extract 10K-word test sets for all
three versions (original and post-processed). Note
that, test sets are not identical but randomly selected
sentences from the datasets. In addition, we exclude
IOB tags since we prioritize evaluating entity type
agreement in our evaluation results.
4http://dx.doi.org/10.17632/cdcztymf4k.1
For evaluating CGA versions, given the sentence
and the corresponding automatically created anno-
tation, annotators are allowed to change any entity
type with one of the five possible types, i.e. per-
son, organization, location, misc or O (out). Finally,
we merge the results of all annotators such that if
at least 3 annotators agree on the same type for an
entity, that type is the ground-truth. If there is no
agreement, we keep the entity type as it is.
For evaluating FGA, we use a fine-grained en-
tity recognizer, FIGER (Ling and Weld, 2012)5, to
create ground-truths. It is not an ideal evaluation
approach since FIGER is designed for English and
have not been tested for other languages according
to our knowledge. However, more than thousands
of different entity types are available in TWNERTC,
and it is impracticable to ask human annotators to
construct such fine-grained ground-truths manually
from scratch. Therefore, we train a Turkish fine-
grained model by using all remaining sentences and
predicted possible types for entities in the test sets.
Then, we ask human annotators to rank types of an
entity from the most relevant to the least relevant.
They are also allowed to suggest alternative types
different than the given choices.
We randomly sample 2K sentences from the un-
modified corpus as TC test set. We train an inter-
nal classification algorithm with the rest of sentences
and get top five predicted domains for the test sen-
tences. We present predicted categories to human
annotators and ask them to rank domains from the
most relevant to the less relevant. They are also al-
lowed to suggest different domains among the 49
domains which are represented in full corpus. Fi-
nally, we rank domains of each test sentence ac-
cording to the annotator agreement and form the test
set such that each sentence has 5 possible domains
where first domain is the most relevant domain.
5https://github.com/xiaoling/figer
TWNERTC TWNERTC-DI TWNERTC-DD
# of Annotated Entities 2376 1858 1965
# of Ground-Truths for Entities 2891 2653 2 771
# of Added Entity Type 872 958 926
# of Removed Entity Type 537 163 120
# of Changed Type 564 278 198
# of Same Type 1275 1417 1647
Table 3: Automated vs. Manual comparison for Coarse-Grained TWNERTC.
5.1 Evaluation Results for Coarse-Grained
Annotations
In Table 3, we present the number of entity types
exist in automatically and manually annotated sets
with the number of changes that annotators have
made. We define changes from type O to any other
type is an addition and opposite of this action is
a removal. Misc is the most added, removed and
changed type by annotators. It is an acceptable out-
come since this specific type covers vast amount of
entities except person, location and organization.
We do not consider the number of added entity types
as a major problem, since our gazetteers do not have
infinite information and we have future plans to im-
prove it. However, miss-annotated types are the
real danger since if the amount of such mistakes in-
crease, performance of the learning algorithms is af-
fected negatively. In ”change” type of , annotators
change misc type to mainly organization and per-
son.
As a conclusion, among the automatically an-
notated coarse-grained entity types, there are %76
matching ratio without O tags and manually added
types. Additionally, we present precision, recall and
F-score values in Table 4. The dataset with domain-
dependent post-process provides better NER perfor-
mance compared to other two versions in general.
Moreover, both post-processing methods improve
the performance compared to the original dataset.
Further, it can be observed that misc type is has the
lowest F-Score among all types in all versions; how-
ever, this result is expected since misc’s coverage is
larger than the other three types and makes it more
vulnerable to mismatches.
Precision Recall F1-Score
Person 0.90 0.86 0.88
Person (DI) 0.98 0.96 0.97
Person (DD) 0.99 0.98 0.98
Org. 0.84 0.76 0.79
Org. (DI) 0.94 0.85 0.9
Org. (DD) 0.91 0.86 0.88
Loc. 0.91 0.80 0.85
Loc. (DI) 0.93 0.82 0.87
Loc. (DD) 0.96 0.92 0.93
Misc 0.79 0.59 0.67
Misc (DI) 0.84 0.67 0.74
Misc (DD) 0.87 0.71 0.78
Average 0.81 0.72 0.76
Average (DI) 0.89 0.76 0.82
Average (DD) 0.91 0.79 0.84
Table 4: Evaluation for Coarse-Grained TWNERTC,
TWNERTC-DI and TWNERTC-DD
5.2 Evaluation Results for Fine-Grained
Annotations
As we discuss earlier, we train an external fine-
grained algorithm, FIGER, to create Turkish NER
models for all versions of the TWNERTC. By using
the resulted models, we take five possible predicted
type for each entity that are represented in test sets,
and provide them as ground-truths to five human an-
notators. Obviously, FIGER designed to solve fine-
grained NER in English; however, to evaluate the
automated fine-grained types in a reasonable time,
we leverage predictions of this algorithm.
In Table 5, we present the F1-scores of trained
models on each test set. We provide these scores
to give a better insight to researchers about ground-
truths. Note that, strict represents the original F1-
score formula, while loose macro and loose mi-
Strict L. Macro L.Micro
TWNERTC 0.274 0.393 0.366
TWNERTC-DI 0.344 0.494 0.476
TWNERTC-DD 0.332 0.472 0.463
Table 5: Strict, loose macro, and loose micro F1-scores on test
sets
cro scores represent variations of the same formula
(Ling and Weld, 2012). It can be observed that the
model trained with original TWNERTC performs
poorly compared to post-processed versions. Since
domain independent (DI) noise reduction method
ensures that an entity can have only one type, it im-
proves the performance more than the domain de-
pendent (DD) method.
Top-1 Top-3 Top-5
TWNERTC %22.1 %40.3 %55.3
TWNERTC-DI %29.2 %49.7 %59.5
TWNERTC-DD %27.8 %52.5 %60.9
Table 6: Evaluation for Fine-Grained TWNERTC
Table 6 presents the human annotators evalua-
tion on automated fine-grained NER datasets, given
FIGER predictions as possible ground-truths. Anno-
tators rank the provided ground-truths and we check
their ranking agreements. Eventually, top-1 agree-
ment is hard to fulfill since our gazetteers contains
thousands of entity types, and an entity may have
more than ten different possible options. On the
other hand, top-5 agreements provide promising re-
sults considering the amount of possible ground-
truths.
5.3 Evaluation Results for TC
Original TWNERTC contains 49 different domains.
The number of domains causes ambiguities in cate-
gorization among sentences depending on the con-
text understanding. Thus, we evaluate three levels
of accuracy. From Table 7, we can see that automat-
ically assigned domains have relatively low direct
matches with annotators according to top-1 score.
However, when we observe top-3, accuracy scores
are doubled. Furthermore, error rates are less than
%2 when all five ground truths are considered. Note
that in top-3 and top-5, we only considered whether
automatically assigned domain exists or not in the
ground truth list.
Top-1 Top-3 Top-5
TWNERTC %46.4 %90.0 %97.5
Table 7: Text categorization evaluation for TWNERTC
Amount of the difference between from top-1 to
top-3 scores is mainly caused by annotators’ differ-
ent understanding of the sentence context. For in-
stance, a sentence about Lionel Messi’s birth loca-
tion is categorized as people in the test set. Whereas
ground-truths start with soccer and followed by peo-
ple and location. In addition, similar domains, such
as sports and soccer, are also the reason of this dif-
ference.
In overall, results validates that automatically as-
signed domains are likely similar to what human an-
notators suggest to corresponding sentences. How-
ever, while automation process is limited to the con-
text, humans can use their knowledge when suggest-
ing domains. Hence, low accuracy in top-1 score is
not a mistake of the methodology but a shortcoming
in the process.
6 Conclusion and Future Research
Directions
We have described six, publicly available corpora
for NER and TC tasks in Turkish. The data consists
of Wikipedia texts which are annotated and catego-
rized according to the entity and domain informa-
tion extracted from Freebase. We explain the pro-
cess to construct the datasets and introduce method-
ologies to eliminate noisy and incorrect data. We
provide comprehensive statistics about dataset con-
tent. We analyzed subsets from these datasets and
evaluate automatically created annotations and do-
mains against manually created ground-truths. The
final results show that automatic annotations and do-
mains are quite similar to the ground-truths.
The obvious next step is to develop learning algo-
rithms for NER and TC tasks to find baselines using
traditional machine learning algorithms, and extend-
ing these baselines with approaches. Since TWN-
ERTC provides a vast amount of structured data for
researchers, deep learning methods can be exploited
to solve fine-grained NER problem.
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