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APPLICATIONS OF THE QUADRATIC COVARIATION
DIFFERENTIATION THEORY: VARIANTS OF THE
CLARK-OCONE AND STROOCK’S FORMULAS
HASSAN ALLOUBA AND RAMIRO FONTES
Abstract. In a 2006 article ([1]), Allouba gave his quadratic covariation dif-
ferentiation theory for Itoˆ’s integral calculus. In it, he defined the derivative of
a semimartingale with respect to a Brownian motion as the time derivative of
their quadratic covariation and a generalization thereof. He then obtained a
systematic pathwise stochastic differentiation theory that comes complete with
a fundamental theorem of stochastic calculus relating this derivative to Itoˆ’s
integral, a differential stochastic chain rule, a differential stochastic mean value
theorem, and other differentiation rules. In this current article, we use this
differentiation theory in [1] to obtain variants of the celebrated Clark-Ocone
and Stroock representation formulas, with and without change of measure. We
prove our variants of the Clark-Ocone formula under L2-type conditions on the
random variable but with no Lp conditions on the derivative. We do not use
Malliavin calculus, weak distributional or Radon-Nikodym type derivatives,
or the significant extra machinery of the Hida-Malliavin calculus. Moreover,
unlike with Malliavin or Hida-Malliavin calculi, the form of our variant of
the Clark-Ocone formula under change of measure is as simple as it is un-
der no change of measure, and without requiring any further differentiability
conditions on the Girsanov transform integrand beyond the standard Novikov
condition. This is a consequence of the invariance under change of measure
of the first author’s derivative in [1]. The formulations and proofs are simple
and natural applications of the differentiation theory in [1] and standard Itoˆ
integral calculus. Iterating our variants of the Clark-Ocone formula, we obtain
variants of Stroock’s formula. We illustrate the applicability of these formulas
and the theory in [1] by easily, and without Hida-Malliavin methods, obtain-
ing the representation of the Brownian indicator F = I[K,∞) (WT ), which is
not standard Malliavin differentiable, and by applying them to digital options
in finance. We then identify the chaos expansion of the Brownian indicator.
The first author further extends and applies his differentiation theory in forth-
coming articles and obtains a general stochastic calculus for a large class of
processes with different orders and types of variations, including many that
fall outside the classical Gaussian, Markovian, or semimartingale classes.
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1. Introduction and statement of results
In [1] Allouba gave his quadratic covariation pathwise stochastic differentiation
theory of semimartingales with respect to Brownian motion (BM). His idea starts
by defining the strong stochastic derivative DWtSt = dSt/dWt of the “temporally-
rough” continuous semimartingale S with respect to the “comparably temporally-
rough” Brownian motionW at time t in terms of the derivative d 〈S,W 〉t/d 〈W 〉t of
the “temporally-smooth” quadratic covariation of S and W , 〈S,W 〉, with respect
to the “comparably temporally-smooth” quadratic variation of W , 〈W 〉, at t:
(1.1) DWtSt(ω) :=
d 〈S,W 〉t (ω)
d 〈W 〉t (ω)
=
d 〈S,W 〉t (ω)
dt
,
almost surely (see Definition 1.1 equation (2) in [1] and the quadratic covariation
Definition A.3 below). He then develops in [1] his definition into a systematic
pathwise differentiation theory with respect to Brownian motion that is a natural
counterpart to Itoˆ’s Integral calculus; with a fundamental theorem of stochastic
calculus relating this derivative to Itoˆ’s integral, a differential stochastic chain rule,
a differential stochastic mean value theorem, and other differentiation rules. In
[1, 3] it is shown that S may be replaced with f(S) for a reasonably large class of
functions f . We note briefly here that Allouba’s definition of the stochastic qua-
dratic covariation derivative (QCD) DW in [1] is actually more general than (1.1),
enabling the differentiation in a more generalized sense, even when the derivative
in (1.1) doesn’t exist. Namely,
Definition 1.1 (Allouba 2006 [1]: Definition 1.1). The stochastic difference and
stochastic derivative of a continuous semimartingale S with respect to a Brownian
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motion W are defined by
(1.2) DWt,hSt =

3
2h3
∫ h
0
r
[〈S,W 〉t+r − 〈S,W 〉t−r] dr; 0 < t <∞, h > 0
3
h3
∫ h
0
r 〈S,W 〉r dr; t = 0, h > 0
and
(1.3) DWtSt = lim
h→0
DWt,hSt,
whenever this limit exists. If the derivative ddt 〈S,W 〉t exists, then
(1.4) DWtSt =
d 〈S·,W·〉t
dt
,
and DW is called the strong derivative of S with respect to W . The k-th W -
derivative of S is defined iteratively in the obvious way.
In [2] and followup articles, the first author also generalizes his approach beyond
the classical setting of Markov, semimartingale, or Gaussian processes to a much
larger class of processes.
For the rest of this paper, Let W be a one-dimensional Brownian motion on the
usual probability space (Ω,F , {Ft},P) (the filtration satisfies the usual conditions
of right continuity and completeness), where {Ft} is the augmentation under P of
the natural filtration of W ,
{
FWt
}
t∈R+ . Let T > 0 be arbitrary and fixed. We
denote by W|[0,T ] the restriction of W to the time interval [0, T ]. Unless stated
otherwise, our focus throughout this article will be on the strong derivative (1.4).
Other distributional and Radon-Nikodym type versions of DW—as well as obvious
extensions to derivatives with respect to general semimartingales—and some of their
implications are among many DW -features discussed in [3]. For more details on the
quadratic covariation differentiation theory and its results, the reader is referred to
Allouba’s original article [1].
We first remark briefly on an aspect of that theory that is advantageous in our
results here. Since processes of bounded variations on compacts have quadratic
variation zero, their QCD is identically 0 (see Remark 1.1 in [1], which says that
these bounded variation processes are the “constants” in this quadratic covariation
differential calculus). An important consequential feature of the quadratic covaria-
tion derivative DW in [1] is that it is invariant under Girsanov’s change of measure.
I.e., let W˜ be the translated Brownian motion W˜t =Wt+
∫ t
0 λ (u) du for 0 ≤ t ≤ T
and let P˜ be the Girsanov changed probability measure, and assume the standard
Novikov condition on λ (see Appendix A and Theorem A.1 for the notation and
setting and for a precise statement). If S is a continuous semimartingale and if
either one of the two QCD derivatives DWS or DW˜S is finite for 0 ≤ t ≤ T , then
so is the other and they are indistinguishable (P and P˜). To see this, observe that
D
W˜t
St =
d
〈
S·, W˜·
〉P˜
t
dt
=
d
〈
S·,W· +
∫ ·
0 λ (u) du
〉P˜
t
dt
=
d
〈
S·,W· +
∫ ·
0 λ (u)du
〉P
t
dt
=
d 〈S·,W·〉Pt
dt
= DWtSt;
(1.5)
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for t ∈ [0, T ], a.s. P and P˜, where we used Lemma A.2 along with the fact that
adding continuous processes of bounded variation on compacts does not alter the
quadratic covariation process. This invariance under change of measure feature
results in a simpler representation in the DW -variant of the Clark-Ocone formula
under change of measure (1.9) than the classical one obtained using the Malliavin
(or Hida-Malliavin) derivative (B.7) (see the original fundamental articles by Clark
[8], Ocone [21] and Ocone et al. [22, 18]). In fact, unlike the Malliavin or Hida
Malliavin derivatives versions of the Clark-Ocone formula, the form of our variant
in Theorem 1.1 under change of measure (1.9) is as simple as it is without change of
measure (1.7). This is true without requiring any further differentiability conditions
on the Girsanov transform integrand beyond the standard Novikov condition for
Girsanov theorem. For a nice readable account and history of the Clark-Ocone
formula in both the classical Malliavin and the Hida-Malliavin settings, we refer
the reader to the excellent recent book by Di Nunno, Øksendal, and Proske [12]
and the references therein. For another non-Malliavin and different Radon-Nikodym
type approach we also refer the reader to Di Nunno’s recent work [11].
The QCD DWS = {DWtSt; t ∈ [0,∞)}, when it exists, is a stochastic process
that is intimately connected to Itoˆ’s original construction of his stochastic integral
via Itoˆ’s isometry using quadratic covariations; and it therefore leads to an ap-
proach to pathwise stochastic differentiation that is a natural counterpart to Itoˆ’s
integration theory (see [1, 3] for more on this). To wit, the derivative DWS is an
anti-Itoˆ’s integral that yields a fundamental theorem of stochastic calculus (The-
orem 2.1 and Theorem 2.2 in [1]), a differential stochastic mean value theorem
(Lemma 2.1 in [1]), differential stochastic chain rules and more (Theorem 3.1 in
[1] and also other versions in [3]). In addition, DWS interacts with basic algebraic
operations on semimartingales similarly to the action of the Newton elementary de-
terministic derivative on functions (Corollary 3.2 and Theorem 3.2 in [1]), making
it a convenient tool for computations and proofs ([1, 3] and Theorem 1.1 below).
Several other extensions and applications, including a simple derivation of Itoˆ’s
formula using this differentiation theory, are given in [1, 3]. On the other hand,
since DWS in (1.1) (or (1.3)) is a stochastic process defined in terms of quadratic
covariations; it is a pathwise derivative that measures the rate of temporal change
of a semimartingale S (and reasonable functions thereof) with respect to temporal
changes in a BM W using the “proper” measure of time regularity of their Ho¨lder-
(1/2)
−
paths. This basic principle makes the differentiation theory in [1] amenable
to generalizations that handle very general stochastic processes beyond the classical
framework of Gaussian, Markovian, semimartingales processes. This very general
calculus theory is well beyond the scope of this article; and it is the subject of
Allouba’s program in [2] and followup papers with Brownian-time processes ([4, 5])
and many other non classical processes.
In this article we show that, even within the Itoˆ setting, there are advantages
to the stochastic differentiation theory in [1]. Specifically, we apply it to derive
and prove variants of the celebrated Clark-Ocone and Stroock formulas that are
simple in form and proof (even under change of measure), and they are widely
applicable. The proofs of our variants of the Clark-Ocone formula (Theorem 1.1
below) are simple consequences of the quadratic covariation differentiation theory
in [1]—Theorems 2.1 and 2.2 in [1] (the QCD fundamental theorem of stochastic
calculus), Theorem 3.1 and Corollary 3.1 in [1] (the QCD chain rules), an
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QCD differentiation rules like Theorem 3.2 in [1]—along with Itoˆ’s integral calculus.
Since this stochastic differentiation theory in [1] is built using ingredients of Itoˆ’s
standard setup; the statement, proof, and applicability of Theorem 1.1 is naturally
linked to Itoˆ’s calculus setting, under L2-type conditions, without the need for
extra machinery and settings from distributional differentiation theory, Hida’s white
noise analysis, Malliavin or Hida-Malliavin calculi, and even without weakening the
derivative to a Radon-Nikodym density. The QCD Stroock variant (Theorem 1.2
below) is proved by an iterative application of our QCD Clark-Ocone formula.
1.1. The QCD variants of the Clark-Ocone formula with and without
change of measure. We denote by F ∈ L2 (Ω,FT ,P) an L2(Ω,P) and FT -
measurable random variable. The notion of almost indistinguishability in the sense
of Theorem 2.2 [1] is useful for a more complete statement of our variants of the
Clark-Ocone results. In the interest of moving quickly to the results, we refer the
reader to Appendices A and C for notations and for such definitions.
The essence of our result is that, whether we change measure or not, the inte-
grand X in the representation of an L2-random variable F is the stochastic process
that is the derivative DWE [F |F ] (or DW˜ E˜ [F |F ]) of the naturally-associated mar-
tingale E [F |F ]1 (or E˜ [F |F ]) with respect to the BM W (or W˜ ), with respect
to which we are integrating. No Lp conditions of any kind are assumed on the
derivative DW .
Theorem 1.1 (The QCD variants of the Clark-Ocone formula with and without
change of measure).
(a) Assume that the random variable F ∈ L2 (Ω,FT ,P). Then there exists an
almost indistinguishable extension of DWE [F |F ], DaieW E [F |F ], such that
D
aie
W E [F |F ] ∈ Ppr2
(
W|[0,T ]
)
and
(1.6) F = E [F ] +
∫ T
0
D
aie
WtE [F |Ft] dWt, a.s. P.
If the process DWE [F |F ] = {DWtE [F |Ft] ; t ∈ [0, T ]} is B([0, T ]) × F
measurable; then DWE [F |F ] ∈ P2
(
W|[0,T ]
)
, and it is the unique—in the
sense of almost indistinguishability (A.5)—process such that
(1.7) F = E [F ] +
∫ T
0
DWtE [F |Ft] dWt, a.s. P.
In particular, if f : R→ R is either a bounded Borel-measurable function or
a locally bounded Borel-measurable function with lim
x→±∞
x−2 log+ |f(x)|2 =
0, and if F = f(WT ); then the process DWE [F |F ] is almost surely contin-
uous and F admits the representation (1.7).
1For any probability measure P defined on FT ⊂ F and for any Y ∈ L
1(Ω,P), we will always
assume that Yt := E [Y |Ft] is chosen from the equivalence class of E [Y |Ft] in such a way that the
resulting martingale E [Y |Ft] = {E [Y |Ft] ; 0 ≤ t ≤ T} has paths that are right continuous with
left limits (RCLL or cadlag) almost surely. This is of course possible by the right continuity and
completeness of our filtration {Ft}. Of course, this also means that if E [Y |Ft] is a modification of
a continuous process X, then they are indistinguishable and E [Y |Ft] is continuous almost surely.
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(b) Suppose F is FT measurable. Assume Novikov’s condition ((A.6) (ii) in
Theorem A.1) holds and assume that
(1.8) (i) E
[
Z2TF
2
]
= E˜
[
ZTF
2
]
<∞ and (ii) EF 2 <∞,
where ZT is the Radon-Nikodym derivative in Girsanov’s change of mea-
sure Theorem A.1. Suppose further that the processes D
W˜
E˜ [F |F ] and
DWE [ZTF |F ] are B([0, T ])×FT measurable, then
(1.9) F = E˜ [F ] +
∫ T
0
D
W˜s
E˜ [F |Fs] dW˜s, a.s. P˜ (and a.s. P)
If the measurability condition on DWE [ZTF |F ], and DW˜ E˜ [F |F ] is dropped,
then (1.9) holds with D
W˜
E˜ [F |F ] replaced by an almost indistinguishable
extension Daie
W˜
E˜ [F |F ].
Several observations are in order here and are summarized in the remarks below.
Remark 1.1. • We emphasize here that the strong derivative DW from [1]
that we use here in Theorem 1.1 is a derivative of a function (for a.s. ω),
defined in terms of the derivative of the quadratic covariation process with
respect to time t, not a weak distributional type derivative or a Radon-
Nikodym type derivative or its density (such weaker versions of DW and
some of their implications are given in [3]). This is an important feature of
Theorem 1.1 since our variant of the Clark-Ocone formula is stated under
conditions that are comparable to those that are given for the weak Hida-
Malliavin derivative (see Theorem 6.35 and Theorem 6.41 in [12] which
require the use of white noise analysis combined with Malliavin calculus as
explained in Chapters 5 and 6 in [12]). These conditions allow us to handle
many applications where the classical Malliavin differentiability condition
F ∈ D1,2 (see [12, 20, 21] and Appendix B below for Malliavin calculus
background) is too strong of a condition, as we shall shortly see using
an example from mathematical finance. In this famous example, F =
I[K,∞) (WT ) is the payoff of a digital option, where K > 0 is a constant and
I[K,∞)(·) is the indicator function on the interval [K,∞). It is well known
that I[K,∞) (WT ) /∈ D1,2 (see [12]), but we show that it leads to a process
E[I[K,∞) (WT ) |F ] that is infinitely differentiable with respect to DW (see
Subsection 3.1 below). Also, we note that to obviate the need for the almost
indistinguishable extension of DW we only assume the measurability of DW
(no L2 conditions of any kind are assumed on DW since they follow for free
as is clear from the proof below). That measurability easily holds for a large
class of random variables—including the Brownian indicator I[K,∞) (WT )—
that are not standard Malliavin differentiable (not in D1,2).
• The Clark-Ocone formula [8, 21] was extended by Karatzas and Ocone in
[22] to the Clark-Ocone formula under change of measure, a result that
has proved very beneficial in mathematical finance. Looking at the rep-
resentation in the Clark-Ocone theorem under change of measure in the
Malliavin setting (e.g. Theorem B.2), (B.7), we see that it is not as simple
as its original version in Theorem B.1 (this is true even when using the
weak Hida-Malliavin derivative as in Theorem 6.35 and Theorem 6.41 in
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[12]). The QCD (DW ) variant, however, retains the simplicity of its rep-
resentation, which has the same form in Theorem 1.1 (b) as it does in its
unchanged measure version (Theorem 1.1 (a)). It does so, without any dif-
ferentiability requirements on the Girsanov transform integrand λ beyond
the conditions already demanded by Girsanov’s Theorem A.1 (this is not
true even in the Hida-Malliavin setting see [12] p. 107). This simplicity is
very useful in deriving the QCD Stroock’s formula variant under change of
measure, and many other examples, including when λ = f (W ) for f that
is only bounded and measurable.
• Theorem 1.1 (a) tells us that the integrand X in Itoˆ’s representation the-
orem is an almost indistinguishable version or extension of DWE [F |F ],
which is the quadratic covariation derivative of the natural martingale as-
sociated with F : E [F |F ] = {E [F |Ft] ,Ft; 0 ≤ t ≤ T } . Viewed this way,
the integrand X in Itoˆ’s famous representation theorem is the stochastic
process that is the rate of change of the martingale E [F |F ] with respect
to the BM with respect to which we are integrating.
• Note that the condition (1.8) together with Ho¨lder inequality immediately
imply
(1.10) E˜F 2 = EZTF
2 <∞.
Another obvious but important remark here is that we cannot simply apply
Theorem 1.1 (a) directly to the new Brownian motion W˜ to get a represen-
tation with respect to W˜ , since F is only assumed to be FT measurable,
and F˜T ⊂ FT , where F˜T is the σ algebra generated by
{
W˜t; 0 ≤ t ≤ T
}
.
1.2. The QCD Variant of Stroock’s Formula with and without change
of measure. In his fundamental article [26], Stroock identifies the integrands of
the chaos expansion of an L2 random variable. Using an iterated application of
Theorem 1.1, we get a DW -variant of Stroock’s formula. We use the notations
Jn(gn) and In(gn) for the n-fold iterated Itoˆ-Wiener integral over the simplex
Sn = {(t1, t2, ..., tn) ; 0 ≤ t1 ≤ t2 ≤ ... ≤ tn ≤ T } ⊂ [0, T ]n
and over [0, T ]n, respectively (see [12] and Appendix B). I.e.,
Jn (gn) =
∫
Sn
gn (t1, ..., tn) dWt1dWt2 ...dWtn−1dWtn
In
(
fˆn
)
=
∫
[0,T ]n
fˆn (t1, ..., tn) dWt1dWt2 ...dWtn−1dWtn
(1.11)
for gn ∈ L2 (Sn) and fˆn ∈ Lˆ2 ([0, T ]n), where Lˆ2 ([0, T ]n) is the space of L2 ([0, T ]n)
symmetric functions.
Theorem 1.2 (The QCD Variant of Stroock’s Formula with and without change
of measure).
(a) Suppose that F ∈ L2(Ω,FT ,P), with chaos expansion
F =
∞∑
n=0
Jn (gn) =
∞∑
n=0
In
(
fˆn
)
,
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where Jn and In are given by (1.11). Assume that the random field ϕn :
Ω× Sn → R given by
ϕn(t1, t2, . . . , tn) = DWt1E
[
DWt2
E
[
. . .DWtnE
[
F
∣∣∣Ftn] · · · ∣∣∣Ft2] ∣∣∣Ft1] ;
is almost surely continuous in t1, t2, ..., tn for every n = 1, 2, . . .. Let
Π = {π = (π1, . . . , πn);π is a permutation of (1, . . . , n), n ≥ 1} .
Then, J0(g0) = g0 = fˆ0 = I0(fˆ0) = EF ; and for every n ≥ 1, every 0 ≤
t1 ≤ t2 ≤ ... ≤ tn ≤ T , and every one of the n! permutations (tpi1 , . . . , tpin)
the chaos expansion coefficients are given by
fˆn (tpi1 , ..., tpin) =
1
n!
gn(t1, . . . , tn)
=
1
n!
E
[
DWt1
E
[
. . .DWtnE
[
F
∣∣∣Ftn] · · · ∣∣∣Ft1]] .(1.12)
almost surely P.
(b) Assume F has the chaos expansion F =
∑∞
n=0 J˜n (gn) , where J˜n denotes
the n-fold iterated Itoˆ-Wiener integral with respect to W˜ over the set Sn.
Assume the conditions of Theorem 1.1 (b) hold. Suppose further that the
random fields ϕn, ψn : Ω× Sn → R given by
ϕn(t1, t2, . . . , tn) = DW˜t1
E˜
[
D
W˜t2
E˜
[
. . .D
W˜tn
E˜
[
F
∣∣∣Ftn] · · · ∣∣∣Ft2] ∣∣∣Ft1]
ψn(t1, t2, . . . , tn) = DWt1E
[
ZTDW˜t2
E˜
[
. . .D
W˜tn
E˜
[
F
∣∣∣Ftn] · · · ∣∣∣Ft2] ∣∣∣Ft1](1.13)
are almost surely continuous in t1, t2, ..., tn and that
EZ2Tϕ
2
n(t1, t2, . . . , tn) <∞(1.14)
for every n = 1, 2, . . ..Then, g0 = E˜F ; and for every n ≥ 1 and every
0 ≤ t1 ≤ t2 ≤ ... ≤ tn ≤ T , the chaos expansion coefficients are
(1.15) gn(t1, . . . , tn) = E˜
[
D
W˜t1
E˜
[
. . .D
W˜tn
E˜
[
F
∣∣∣Ftn] · · · ∣∣∣Ft1]] a.s. P and P˜.
Remark 1.2. Part (b) in Theorem 1.2 makes it clear that another difference be-
tween here and the Malliavin setting is that here we have a simple Stroock’s formula
under change of measure by iterating Theorem 1.1 (b); whereas—because of the
complexity of the representation (B.7) in the conclusion of the standard Clark-
Ocone under change of measure (Theorem B.2)—this approach would quickly be-
come significantly more complicated using either the Malliavin or Hida-Malliavin
calculi.
2. Proofs of the QCD variants of Clark-Ocone and Stroock
formulas
2.1. Proofs of the QCD variants of the Clark-Ocone formulas. We now
give the proofs of our Clark-Ocone variants in Theorem 1.1. We start with the
QCD variant under no change of measure.
Proof of Theorem 1.1 (a). Since EF 2 <∞ and {Ft} is the augmented Brownian
filtration (of W ), then E [F |F ] = {E [F |Ft] ,Ft; 0 ≤ t ≤ T } is a square-integrable
APPLICATIONS OF THE QUADRATIC COVARIATION DIFFERENTIATION THEORY 9
RCLLW -Brownian martingale with E [F |F0] = E [F ]. Therefore, by the Brownian
martingale representation theorem (e.g., [19] p. 182)
(2.1) E [F |Ft] = E [F ] +
∫ t
0
XsdWs; 0 ≤ t ≤ T, a.s. P,
for some unique (in the sense of (A.5)) X ∈ Ppr2
(
W|[0,T ]
)
. Applying DW to both
sides of (2.1) and using Theorem 2.2 in [1] (the second QCD fundamental theorem
of stochastic calculus) yield a subset Ω∗ ⊂ Ω, with P (Ω∗) = 1; and a collection of
zero Lebesgue-measure random sets {Z(ω);ω ∈ Ω∗} such that
DWtE [F |Ft] (ω) = Xt (ω) ; t ∈ [0, T ] \ Z(ω), ω ∈ Ω∗.(2.2)
I.e., DaieW E [F |F ] := X is an almost indistinguishable extension of DWE [F |F ], and
the representation in (1.6) is proved.
Now, assume that DWE [F |F ] : Ω × [0, T ] → R is measurable. To show the
adaptability of DWE [F |F ] ((2) of Definition A.1), it is enough to show the adapt-
ability of the right time derivative ddt+ 〈E [F |F ] ,W 〉t. But, ddt+ 〈E [F |F ] ,W 〉t ∈⋂
s>t
Fs = Ft+ = Ft, where the last equality follows by the right continuity of the
filtration {Ft}. This means the process DWE [F |F ] satisfies the first two condi-
tions in Definition A.1. This and (2.2) easily imply that (A.5) holds, with the X in
(2.1) and Y = DWE [F |F ], and so X and DWE [F |F ] are almost indistinguishable
versions of each other and
E
∫ T
0
|DWtE [F |Ft]|2 dt <∞
(
hence DWE [F |F ] ∈ P2
(
W|[0,T ]
))
, and
E [F |Ft] = E [F ] +
∫ t
0
DWsE [F |Fs] dWs; 0 ≤ t ≤ T a.s. P.
(2.3)
We are done by setting t = T in (2.3) since E [F |FT ] = F .
Finally, if f : R → R is either a bounded Borel-measurable function or a lo-
cally bounded Borel-measurable function with lim
x→±∞
x−2 log+ |f(x)|2 = 0 then
F = f(WT ) ∈ L2(Ω,FT ,P) and v(T − t,Wt) = E[f (WT ) |Ft] is C1,2 (e.g., [10]
pp. 128–130); and so Itoˆ’s rule followed by Theorem 2.1 in [1] (the QCD fundamen-
tal theorem of stochastic calculus) implies that DWtE[f (WT ) |Ft] = ∂2v(T − t,Wt)
(the first partial derivative in the second variable evaluated at Wt) is continuous in
t almost surely, and F = f(WT ) admits the representation (1.7).
Next, we prove the QCD variant of Clark-Ocone under change of measure.
Proof of Theorem 1.1 (b). Let
(2.4) Yt := E˜ [F |Ft]
and notice that (1.10) and Jensen’s inequality yield
(2.5) E˜Y 2t = E˜
(
E˜ [F |Ft]
)2
≤ E˜
(
E˜
[
F 2|Ft
])
= E˜F 2 <∞.
Let
Λt = Z
−1
t = exp
[∫ t
0
λsdW˜s − 1
2
∫ t
0
λ2sds
]
,(2.6)
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where Z, λ, and W˜ are as in the change of measure Theorem A.1. Now applying
Lemma A.1 and Theorem 1.1 (a) to E [ZTF |Ft], using (1.8), we obtain
Yt = ΛtE [ZTF |Ft] = Λt
[
E [ZTF ] +
∫ t
0
DWsE [ZTF |Fs] dWs
]
=: ΛtUt; 0 ≤ t ≤ T a.s. P and P˜.
(2.7)
Itoˆ’s formula easily gives dΛt = ΛtλtdW˜t, and integration by parts for Itoˆ’s calculus
then gives
dYt = ΛtdUt + UtdΛt + d 〈Λ, U〉t
= ΛtDWtE [ZTF |Ft] dWt + UtΛtλ (t) dW˜t + ΛtλtDWtE [ZTF |Ft] dt
= [ΛtDWtE [ZTF |Ft] + λtYt] dW˜t.
(2.8)
On the other hand, by Theorem 2.2 in [1] (the QCD fundamental theorem of sto-
chastic calculus), Theorem 3.2 in [1] (the QCD product rule), and the QCD invari-
ance under change of measure (1.5), we obtain that ∃ a set Ω∗ ⊂ Ω ∋ P(Ω∗) = 1,
and for each ω ∈ Ω∗ there is a Lebesgue-measure-zero random set Z(ω) ⊂ [0, T ]
such that
DWt (ΛtE [ZTF |Ft]) = λtΛtE [ZTF |Ft] + ΛtDWtE [ZTF |Ft]
= λtYt + ΛtDWtE [ZTF |Ft] ; t ∈ [0, T ] \ Z(ω), ω ∈ Ω∗,
(2.9)
where we used a trivially obvious adaptation of the proof of Theorem 3.2 in [1]
to account for the possibly-discontinuous integrand case. But equations (2.4) and
(2.7) in conjunction with the DW -invariance under change of measure (1.5) imply
the indistinguishability
D
W˜
E˜ [F |F ] = D
W˜
ΛE [ZTF |F ] = DWΛE [ZTF |F ] ; a.s. P and P˜.(2.10)
The measurability of DWΛE [ZTF |F ] follows from (2.10) together with the mea-
surability assumption on D
W˜
E˜ [F |F ]. Using (2.8), (2.9), and (2.10) we then have
dYt = DWt (ΛtE [ZTF |Ft]) dW˜t = DW˜t E˜ [F |Ft] dW˜t; a.s. P and P˜.(2.11)
By (2.4) we see that YT = F and Y0 = E˜ [F ], and the desired conclusion follows.
Finally, if the measurability assumption on D
W˜
E˜ [F |F ] and DWE [ZTF |F ] is
dropped; then by Theorem 1.1 (a) and (1.8)—together with the argument after
(2.7)—equations (2.7) through (2.9) hold with an almost indistinguishable extension
D
aie
W E [ZTF |F ] ∈ Ppr2
(
W|[0,T ]
)
in place of DWE [ZTF |F ]. In particular,
DWt (ΛtE [ZTF |Ft]) = λtYt + ΛtDaieWtE [ZTF |Ft] ; t ∈ [0, T ] \ Z(ω), ω ∈ Ω∗,
(2.12)
Now, the process on the right hand side of (2.12)
(2.13)
{
λt(ω)Yt(ω) + Λt(ω)D
aie
WtE [ZTF |Ft] (ω); (t, ω) ∈ [0, T ]× Ω
}
defines an almost indistinguishable extension of DW (ΛE [ZTF |Ft]), which we call
D
aie
W Z
−1
E [ZTF |F ]. On the other hand, the indistinguishability of E˜ [F |F ] and
ΛE [ZTF |F ] in equation (2.7) together with (2.12) and the DW -invariance under
change of measure (1.5) imply that
D
W˜t
E˜ [F |Ft] = λtYt + ΛtDaieWtE [ZTF |Ft] ; t ∈ [0, T ] \ Z(ω), ω ∈ Ω˜,(2.14)
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for some Ω˜ ⊂ Ω with P
(
Ω˜
)
= P˜
(
Ω˜
)
= 1. This means that the process in (2.13)
is also an almost indistinguishable extension of D
W˜
E˜ [F |F ], call it Daie
W˜
E˜ [F |F ]; in
particular, we have the indistinguishability
D
aie
W Z
−1
E [ZTF |F ] = λY + ΛDaieW E [ZTF |F ] = DaieW˜ E˜ [F |F ] ; a.s. P and P˜,
and we have
dYt = D
aie
WtZ
−1
t E [ZTF |F ] dW˜t = DaieW˜t E˜ [F |F ] dW˜t; a.s. P and P˜.(2.15)
The proof is complete.
2.2. Proofs of the QCD variants of Stroock’s formulas. We now turn to the
proof of the QCD variant of Stroock’s formula. Since the proof reduces to a simple
iteration of Theorem 1.1 along with an adaptation of the standard chaos expansion
proof (e.g., see [12]), we simply indicate the changes. We now give the proof of the
version under no change of measure.
Proof of Theorem 1.2 (a). By Theorem 1.1 (a),
(2.16) F = E [F ] +
∫ T
0
DWs1
E [F |Fs1 ] dWs1 .
Applying Theorem 1.1 (a) to DWs1E [F |Fs1 ], 0 ≤ s1 ≤ T , we have that
DWs1
E [F |Fs1 ]
= E
[
DWs1
E [F |Fs1 ]
]
+
∫ s1
0
DWs2
E
[
DWs1
E [F |Fs1 ]
∣∣∣Fs2] dWs2 .(2.17)
Now, if we define g0 = E [F ], ϕ1(s1) = DWs1E [F |Fs1 ], g1(s1) = Eϕ1(s1), and
ϕ2(s2, s1) = DWs2E
[
DWs1
E [F |Fs1 ]
∣∣∣Fs2], for 0 ≤ s2 ≤ s1 ≤ T , and then substi-
tute (2.17) into (2.16) we get
F = E [F ] +
∫ T
0
E
[
DWs1
E [F |Fs1 ]
]
dWs1
+
∫ T
0
∫ s1
0
DWs2
E
[
DWs1
E [F |Fs1 ]
∣∣∣Fs2] dWs2dWs1
= g0 +
∫ T
0
g1(s1)dWs1 +
∫ T
0
∫ s1
0
ϕ2(s2, s1)dWs2dWs1
(2.18)
Iterating this procedure we obtain, after n steps,
F =
n∑
k=0
Jk(gk) +
∫
Sn+1
ϕn+1dW
⊗(n+1),(2.19)
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where Sn+1 = {(t1, t2, ..., tn+1) ; 0 ≤ t1 ≤ t2 ≤ ... ≤ tn+1 ≤ T }, n = 0, 1, 2, . . . and
ϕn+1(t1, t2, . . . , tn+1) = DWt1E
[
DWt2
E
[
. . .DWtn+1E
[
F
∣∣∣Ftn+1] · · · ∣∣∣Ft2] ∣∣∣Ft1] ,∫
Sn+1
ϕn+1dW
⊗(n+1) =
∫ T
0
∫ tn+1
0
· · ·
∫ t2
0
ϕn+1(t1, t2, . . . , tn+1)dWt1 · · · dWtn+1 ,
Jk(gk) =
∫
Sk
gkdW
⊗(k); J0(g0) = g0 = EF, gk = Eϕk : Sk → R, k = 1, 2, . . . , n.
(2.20)
Now, letting Ψn+1 =
∫
Sn+1
ϕn+1dW
⊗(n+1) for n = 0, 1, 2, . . .; it is clear that
(2.21) ‖Ψn+1‖2L2(Ω,P) = E
[
Ψ2n+1
] ≤ EF 2 = ‖F‖2L2(Ω,P) <∞; ∀n = 0, 1, 2, . . .
and Itoˆ’s isometry implies that
(2.22) ‖F‖2L2(Ω,P) =
n∑
k=0
‖Jk(gk)‖2L2(Ω,P) + ‖Ψn+1‖2L2(Ω,P)
and therefore
∑∞
k=0 Jk(gk) converges in L
2(Ω,P); i.e., limn→∞Ψn+1 = Ψ < ∞ in
L2(Ω,P). Now, using the identical argument as in the standard chaos expansion
proof (e.g., p. 14 in [12]) it follows that Ψ = 0. Hence, we conclude that
F =
∞∑
k=0
Jk (gk) = g0 +
∞∑
k=1
∫
Sk
gkdW
⊗(k) = E [F ]
+
∞∑
k=1
∫ T
0
∫ tk
0
· · ·
∫ t2
0
E
[
DWt1
E
[
. . .DWtkE
[
F
∣∣∣Ftk] · · · ∣∣∣Ft1]] dWt1 · · · dWtk ,
‖F‖2L2(Ω,P) =
∞∑
k=0
‖Jk(gk)‖2L2(Ω,P)
(2.23)
The only thing left is to rewrite the n-fold Itoˆ integral Jk (gk) =
∫
Sk
gkdW
⊗(k)
over the subset Sk ⊂ [0, T ]k as an n-fold Itoˆ integral Ik
(
fˆk
)
=
∫
[0,T ]k fˆkdW
⊗(k) of
appropriately related functions fˆk over [0, T ]
k. We start by extending gk’s domain
from Sk to [0, T ]
k by setting
gk(t1, . . . , tk) = 0, (t1, . . . , tn) ∈ [0, T ]n \ Sn
We then define fˆk to be the symmetrization of gk:
fˆk(t1, . . . , tk) :=
1
k!
∑
pi
gk(tpi1 , . . . , tpik); (t1, . . . , tk) ∈ [0, T ]k,
where the sum is taken over all k! permutations π of (1, . . . , k). Then
Ik
(
fˆk
)
= k!Jk
(
fˆk
)
= Jk (gk) ,
completing the proof.
Proof of Theorem 1.2 (b). The proof in this case follow the same iterative scheme
of part (a) with obvious notational changes and using the assumed conditions along
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with Theorem 1.1 (b) in place of Theorem 1.1 (a). We omit the details.
3. Three applications for an F not in Malliavin’s D1,2 space
3.1. Brownian Indicator representation. An easy application of Theorem 1.1
above together with Theorem 3.1 in [1] (the QCD chain rule) give us the following
very short proof of the representation of the Brownian indicator F = I[K,∞) (WT ) /∈
D1,2, for which the standard Malliavin derivative Clark-Ocone theorem doesn’t
apply, without the need for the many added technical aspects (including the use
of Donsker’s delta function) in the Hida-Malliavin derivative setting (see [12] for a
Hida-Malliavin derivation).
Proposition 3.1. If K ∈ R is fixed but arbitrary and if p(t, x) = 1√
2pit
e−
x2
2t , then
I[K,∞) (WT ) = P [WT > K] +
∫ T
0
p(T − s,Ws −K)dWs; a.s. P.(3.1)
Remark 3.1. This application of Theorem 1.1 is an example of the fact that, in
many cases, the measurability assumption on DWE [F |F ] is not an added restric-
tion. Even for many F that are not (standard) Malliavin differentiable, DWE [F |F ]
satisfies much more than this measurability condition.
Proof. Let F = I[K,∞) (WT ). By the Markov property and a simple change of
variable we have for 0 < s < T
E
[
I[K,∞) (WT ) |Fs
]
=
∫ ∞
−∞
p(T − s,Ws, y)I[K,∞) (y) dy
=
1√
2π
∫ Ws−K√
T−s
−∞
e−
u2
2 du
(3.2)
By Theorem 3.1 in [1] (the QCD stochastic chain rule),
DWsE
[
I[K,∞) (WT ) |Fs
]
=
1√
2π (T − s) exp
(
− (Ws −K)2
2 (T − s)
)
= p(T − s,Ws −K); 0 < s < T a.s.
(3.3)
Finally, E
[
I[K,∞) (WT )
]
= P [WT > K], and the conclusion follows by Theorem 1.1
(a).
Remark 3.2. It easily follows from the quadratic covariation differentiation the-
ory in [1] (Theorem 2.1 and Theorem 3.1 in [1]) that the conditional expectation
E
[
I[K,∞) (WT ) |F
]
is infinitely DW -differentiable and that the n-th quadratic co-
variation derivative is given by
(3.4) D
(n)
Wt
E
[
I[K,∞) (WT ) |Ft
]
= ∂n−12 p (T − t,Wt −K) ; 0 < t < T, a.s.
for n = 1, 2, . . .
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3.2. Application to digital options. As an example financial mathematics ap-
plication of Theorem 1.1 (b) together with Theorem 3.1 in [1] (the QCD chain
rule), we will find the replicating portfolio for a digital (binary) option in the
Black-Scholes-Merton framework. I.e., we assume a payoff of the form
(3.5) VT = I[K,∞) (WT ) , where K > 0 is fixed,
and where VT is the payoff at a fixed but arbitrary time of maturity T . To carry out
this analysis in the Malliavin derivative framework, some modifications are needed
first; e.g., working with the Hida-Malliavin derivative in the white noise setting (see
[12]). Following the derivation in Shreve’s book [25], assume that we have a stock
whose price P satisfies the SDE
dPt = btPtdt+ atPtdWt.
where b and a are assumed deterministic and continuous. Let Vt and Xt be
Ft−measurable random variables where Vt is the payoff at time t of a deriva-
tive security and Xt the portfolio value at time t. Our goal is to find initial capital
X0 and number of shares invested at time t, the portfolio ∆t, so that
(3.6) DTXT = DTVT a.s.,
where the discount factor D is defined as Dt = e
− ∫ t
0
r(s)ds, r is the rate of return
which we assume deterministic for simplicity, and VT is the digital payoff in (3.5).
The value of the portfolio at time t is (see page 154 of [25])
dXt = [rtXt + (bt − rt)∆tPt] dt+ at∆tPtdWt.
Assume that the market price of risk λt =
bt−rt
at
satisfies Novikov’s integrability con-
dition ((A.6) (ii)). Then, under the usual risk-neutral measure P˜ in Theorem A.1,
the process DX given by
(3.7) DtXt = D0X0 +
∫ t
0
∆sasDsPsdW˜s; 0 ≤ t ≤ T
is a martingale; i.e.
E˜ [DTVT |Ft] = E˜ [DTXT |Ft] = DtXt t ∈ [0, T ],
where E˜ is the expectation under P˜. Thus, as in Shreve [25], with Vt being the price
of the derivative security at time t we get the risk neutral pricing formula
DtVt = E˜ [DTVT |Ft] ; 0 ≤ t ≤ T.
Clearly, this means that {DtVt,Ft; 0 ≤ t ≤ T } is a martingale under P˜. By The-
orem 1.1 (b) and by the deterministic assumption on D and the fact that DT is
independent of t, we get
DTVT = E˜ [DTVT ] +
∫ T
0
DTDW˜t E˜ [VT |Ft] dW˜t.
Equation (3.6) will be satisfied if
DTDW˜t E˜ [VT |Ft] = ∆tatDtPt, 0 ≤ t ≤ T a.s.
We now proceed to express the number of shares ∆t at any time t in terms of a,
λ and W . To further simplify the computation we assume a 6= 0. Now, the above
discussion leads to
∆t = e
− ∫ T
t
r(s)dsa−1t P
−1
t DW˜t
E˜
[
I[K,∞) (WT ) |Ft
]
.
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We could figure out the conditional expectation using the short steps in the
proof of Proposition 3.1; instead, we give a more financial mathematics argument
by using the same idea used to derive the solution of the Black-Scholes-Merton
model in [25]. Remembering that λ is deterministic, we use the Markov property
to write
c˜ (t,Wt) = E˜
[
I[K,∞) (WT ) |Ft
]
= E˜
[
I[K,∞)
(
W˜T −
∫ T
0
λsds
)∣∣∣∣∣Ft
]
= E˜
[
I[K,∞)
(
W˜T − W˜t√
T − t
√
T − t+Wt −
∫ T
t
λsds
)∣∣∣∣∣Ft
]
Now, Y := W˜T−W˜t√
T−t is a standard Normal random variable independent of Ft, so
that
c˜ (t, x) =
∫ ∞
−∞
1√
2π
e−
1
2y
2
I[K,∞)
(
−y
√
T − t+ x−
∫ T
0
λsds
)
dy.
Notice that −y√T − t + x − ∫ T
t
λsds > K if y <
x−∫ T
t
λsds−K√
T−t := d˜+ (x, t, T ).
Therefore, by the elementary independence lemma (e.g., Lemma 2.3.4 in [25]), this
means that
c˜ (t,Wt) =
∫ d˜+(Wt,t,T )
−∞
1√
2π
e−
1
2y
2
dy.
If we apply D
W˜t
to both sides of the equation then we have by the QCD chain rule
(Theorem 3.1 in [1]) and by the QCD invariance under change of measure that
D
W˜t
c˜ (t,Wt) =
1√
2π (T − t)e
− 12
(
Wt−
∫T
t λsds−K√
T−t
)2
= p
(
T − t,Wt −
∫ T
t
λsds−K
)
,
(3.8)
almost surely, where p(t, x) is the Normal density as in Notation A.1. This means
that, under our assumptions, the digital portfolio is given by
∆t = e
− ∫ T
t
r(s)dsa−1t P
−1
t p
(
T − t,Wt −
∫ T
t
λsds−K
)
.(3.9)
Many option prices that are not standard Malliavin differentiable (not in D1,2) may
be handled similarly.
3.3. Identifying the chaos expansion of the Brownian indicator. We now
apply the QCD variant of Stroock formula in Theorem 1.2 together with either
Theorem 2.1 (i) in [1] or Theorem 3.1 in [1] (the QCD fundamental theorem of
calculus or chain rule) to identify the integrands of the chaos expansion of F =
I[K,∞) (WT ).
First, we make the following simplifying observation about the normal density
and its partial derivatives in x given by (A.2).
Lemma 3.1. Assume that the Brownian motion W starts at x ∈ R. Then, for
any given y ∈ R and n ∈ {0, 1, 2, . . .}, p(n)2 (T − t,Wt, y) is a W -martingale for
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0 ≤ t < T and
(3.10) p
(n)
2 (T − t,Wt, y)−p(n)2 (T, x, y) =
∫ t
0
p
(n+1)
2 (T − r,Wr, y) dWr; 0 ≤ t < T,
almost surely. In particular, Ep
(n)
2 (T − t,Wt, y) = p(n)2 (T, x, y) for any 0 ≤ t < T
and DWtp
(n)
2 (T − t,Wt, y) = p(n+1)2 (T − t,Wt, y) for all 0 ≤ t < T almost surely.
Proof. First, we use induction to establish the simple fact that
(3.11) ∂1p
(n)
2 (t, x, y) =
1
2
∂222p
(n)
2 (t, x, y) , ∀ n = 0, 1, 2, . . . .
The assertion is trivially true for n = 0 since p(t, x, y) is the fundamental solution
to the heat equation; in particular, ∂1p (t, x, y) =
1
2∂
2
22p (t, x, y). Fix an arbitrary
n ∈ {0, 1, 2, . . .}, and assume (3.11) holds for n. We then have
∂1p
(n+1)
2 (t, x, y) = ∂2∂1p
(n)
2 (t, x, y) = ∂2
[
1
2
∂222p
(n)
2 (t, x, y)
]
=
1
2
∂222p
(n+1)
2 (t, x, y) ,
(3.12)
proving (3.11) for every n ∈ {0, 1, 2, . . .}.
Now, by Itoˆ’s rule and (3.11) we have that for any given y ∈ R and n ∈
{0, 1, 2, . . .}
p
(n)
2 (T − t,Wt, y)− p(n)2 (T, x, y) = −
∫ t
0
∂1p
(n)
2 (T − r,Wr , y)dr
+
∫ t
0
∂2p
(n)
2 (T − r,Wr, y) dWr
+
1
2
∫ t
0
∂222p
(n)
2 (T − r,Wr, y) dr
=
∫ t
0
p
(n+1)
2 (T − r,Wr, y) dWr.
(3.13)
The expectation assertion is trivially obtained by taking expectations on both sides
of (3.13), and the DW assertion follows either by applying DWt to both sides of
(3.13) and using Theorem 2.1 (i) in [1] (the QCD fundamental theorem of calculus)
or by applying DWt to p
(n)
2 (T − t,Wt, y) and using Theorem 3.1 in [1] (the QCD
chain rule).
We immediately get the following corollary
Corollary 3.1 (The chaos expansion of the Brownian indicator). The Brownian
indicator for a Brownian motion W starting at x ∈ R has chaos expansion
F := I[K,∞) (WT ) =
∞∑
n=0
Jn (gn) ,
where J0(g0) = g0 = EF = P [WT > K] and gn(t1, . . . , tn) = p
(n−1)
2 (T, x − K) =
∂n−12 p(T, x − K) for all (t1, . . . , tn) ∈ {(t1, t2, ..., tn) ; 0 < t1 ≤ t2 ≤ ... ≤ tn < T }
and n ≥ 1.
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Proof. Recall that by Proposition 3.1 and by the QCD fundamental theorem of
stochastic calculus, Theorem 2.1 in [1], we have
DWtE
[
I[K,∞) (WT ) |Ft
]
=
exp
[
−(Wt−K)2
2(T−t)
]
√
2π (T − t) = p (T − t,Wt −K) ; 0 < t < T,
almost surely. Then, by Theorem 1.2 and iterated use of Lemma 3.1 we get
gn(t1, . . . , tn) = E
[
DWt1
E
[
. . .DWtnE
[
I[K,∞) (WT )
∣∣∣Ftn] · · · ∣∣∣Ft1]] .
= Ep
(n−1)
2 (T − t1,Wt1 −K) = p(n−1)2 (T, x−K),
(3.14)
for n ≥ 1, and the statement for n = 0 is trivial, proving our claim.
Three observations are worth making here
(i) even though the Brownian indicator I[K,∞) (WT ) is not classically Malliavin
differentiable (not in D1,2), we can easily use the quadratic covariation
differentiation theory in [1] and Theorem 1.2 to obtain its chaos expansion
coefficients gn for every n.
(ii) of course, (3.14) may be rewritten in terms of Hermite polynomials by
realizing that if the nth Hermite polynomial is defined by
Hn (x) =
(−1)n√
n!
e
x2
2
dn
dxn
(
e
−x2
2
)
; n ≥ 1,
then
p
(n)
2 (t, x) = (−1)n
√
n!t−n/2p (t, x)Hn
(
x√
t
)
, n ≥ 1
(iii) equation (3.4) in Remark 3.2 gives us
DWtnE
[
I[K,∞) (WT )
∣∣∣Ftn] = p (T − tn,Wtn −K) ,
and (3.10) obviates the need for any further dealing with the DW derivative
of the conditional expectations in (3.14) (since p
(n)
2 (T−t,Wt, y) is a martin-
gale in t for every n); and we were able to apply DWt to p (T − t,Wt −K)
and its spatial derivatives directly using Theorem 3.1 in [1] (the QCD chain
rule).
We now end with a differentiating under the conditional expectation result.
3.3.1. A conditional QCD chain rule. In many cases, we have
DWtE [f (WT ) |Ft] = E [f ′ (WT ) |Ft] , ∀ 0 < t < T.
In this subsubsection, we give such a conditional QCD chain rule, whose proof
follows from the QCD fundamental theorem of stochastic calculus and the QCD
chain rule given by Theorem 2.1 and Theorem 3.1 in [1], respectively. Now, setting
n = 0 in (3.13) followed by Theorem 2.1 in [1] (the QCD fundamental theorem of
stochastic calculus), and noting that p
(1)
2 (t, x, y) = − ∂∂yp (t, x, y), we obtain that—
almost surely—the pair p (T − t,Wt, y) and DWtp (T − t,Wt, y) are continuous in t
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on [0, T − ǫ] for every 0 < ǫ < T and are given by
p (T − t,Wt, y)− p(T, x, y) =
∫ t
0
− ∂
∂y
p (T − r,Wr , y)dWr ,
DWtp (T − t,Wt, y) = −
∂
∂y
p (T − t,Wt, y)
=
(y −Wt)√
2π (T − t)3
e−
(Wt−y)
2
2(T−t) ,
(3.15)
Another needed ingredient is a standard stochastic Fubini result, which we specialize
to our situation and state for the convenience of the reader (see Dole´an-Dade [9],
Jacod [17] (The´ore`me 5.44), and van Neerven et al. [27] for more general statements
and proofs).
Lemma 3.2. Suppose X : [0, T )×R×Ω→ R is B([0, T ))×B(R)×F -measurable.
If Xy := {X(s, y, ω); (s, ω) ∈ [0, T )× Ω} is in Ppr,loc2 (W|[0,T0]) for every y ∈ R
and every 0 < T0 < T ; if
∫
R
X(s, y, ω)dy ∈ Ppr,loc2 (W|[0,T0]) for every 0 < T0 < T ;
and if
(3.16)
∫ ∞
−∞
∣∣∣∣∫ t
0
X(s, y, ω)dWs
∣∣∣∣ dy <∞; ∀ 0 < t < T, almost surely
then ∫ ∞
−∞
∫ t
0
X(s, y, ω)dWsdy
=
∫ t
0
∫ ∞
−∞
X(s, y, ω)dydWs; ∀ 0 < t < T, almost surely.
(3.17)
As a corollary, we get
Corollary 3.2. Suppose X(s, y, ω) = f (y)DWsp (T − s,Ws, y), where f : R → R
is a continuous function such that
∫ t
0
[∫
R
X(s, y, ω)dy
]2
ds <∞ ∀ 0 < t < T almost
surely and E |f(WT )| < ∞. Then, the conditions of Lemma 3.2, including (3.16),
are satisfied and∫ ∞
−∞
∫ t
0
f (y)DWsp (T − s,Ws, y) dWsdy
=
∫ t
0
∫ ∞
−∞
f (y)DWsp (T − s,Ws, y) dydWs; ∀ 0 < t < T, almost surely.
(3.18)
Proof. We only need to verify (3.16). The L1 condition E |f(WT )| < ∞, the
Markov property, (3.15), and the fact that p (t, x, y) > 0 for all t, x, and y mean
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that
∞ > E [|f (WT )| |Ft] + E |f (WT )| =
∫ ∞
−∞
|f (y)| p (T − t,Wt, y) dy
+
∫ ∞
−∞
|f (y)| p (T, x, y) dy
≥
∫ ∞
−∞
|f (y)|
∣∣∣∣∫ t
0
DWsp (T − s,Ws, y) dWs
∣∣∣∣ dy
=
∫ ∞
−∞
∣∣∣∣∫ t
0
f (y)DWsp (T − s,Ws, y) dWs
∣∣∣∣ dy
(3.19)
for all 0 < t < T almost surely, verifying (3.16).
Lemma 3.3 (Conditional QCD chain rule). Assume that f ∈ C1 (R;R) and that∫ t
0
[∫
R
f (y)DWsp (T − s,Ws, y) dy
]2
ds <∞; 0 < t < T almost surely,
E |f ′ (WT )| <∞ and E |f(WT )| <∞.
(3.20)
Then, almost surely,
DWtE [f (WT ) |Ft] = E [f ′ (WT ) |Ft] , ∀ 0 < t < T.
Proof. By the Markov property, integration by parts, equation (3.15), Theorem
2.1 (i) in [1], Corollary 3.2, (3.15) again, and the Markov property again, we obtain
E [f ′ (WT ) |Ft] =
∫ ∞
−∞
f ′ (y) p (T − t,Wt, y) dy = −
∫ ∞
−∞
f (y)
∂
∂y
p (T − t,Wt, y)dy
=
∫ ∞
−∞
f (y)DWtp (T − t,Wt, y) dy = DWt
∫ t
0
∫ ∞
−∞
f (y)DWsp (T − s,Ws, y)dydWs
= DWt
∫ ∞
−∞
f (y)
∫ t
0
DWsp (T − s,Ws, y)dWsdy
= DWt
[∫ ∞
−∞
f (y) p (T − t,Wt, y)dy −
∫ ∞
−∞
f (y) p (T, x, y) dy
]
= DWtE [f (WT ) |Ft]
for every 0 < t < T almost surely. This completes the proof of our assertion.
Remark 3.3. It is also easy to apply Theorem 1.2 (b), (3.8), and Lemma 3.3 to
get the chaos expansion coefficients in I[K,∞) =
∑∞
n=0 J˜n (gn) , where J˜n denotes
the n-fold iterated Wiener integral with respect to W˜ over the set Sn. We leave
this to the interested reader.
20 HASSAN ALLOUBA AND RAMIRO FONTES
Appendix A. Notation, definitions, and a brief review of Girsanov’s
theorem and the quadratic covariation of processes
Notation A.1. For typesetting and aesthetic reasons, we alternate freely between
Xt and X(t) to denote any stochastic process X evaluated at t. We denote by
p(t, x, y) the Normal density exp
[
−(x−y)2
2t
]
/
√
2πt, and we define p(t, x) = p(t, x, 0).
Also, for a function f of d variables x1, . . . , xd we denote the nth order derivative
in the kth variable by ∂nk f(x1, . . . , xd). I.e.,
(A.1) ∂nk f(x1, . . . , xd) =
∂n
∂xnk
f(x1, . . . , xd); k = 1, . . . , d, n = 0, 1, 2, . . .
with ∂0kf(x1, . . . , xd) = f(x1, . . . , xd) for any k = 1, . . . , d. Finally, we use
p
(n)
1 (t, x, y) := ∂
n
1 p(t, x, y) =
∂n
∂tn
exp
[
−(x−y)2
2t
]
√
2πt
; n = 0, 1, 2, . . .
p
(n)
2 (t, x, y) := ∂
n
2 p(t, x, y) =
∂n
∂xn
exp
[
−(x−y)2
2t
]
√
2πt
; n = 0, 1, 2, . . .
(A.2)
Definition A.1 (Integrand Classes). Let P2
(
W|[0,T ]
)
be the class of processes
X : [0, T ]× Ω→ R such that
(1) X is measurable: (t, ω) → X (t, ω) is B([0, T ]) × F measurable, where
B([0, T ]) denotes the Borel σ-algebra on [0, T ],
(2) X is {Ft}-adapted: Xt ∈ Ft, for every t ∈ [0, T ],
(3) E
[∫ T
0
X2 (s, ω)ds
]
<∞.
The class P
pr
2
(
W|[0,T ]
)
⊂ P2
(
W|[0,T ]
)
is obtained from P2
(
W|[0,T ]
)
by leaving
condition (3) unchanged and replacing the measurability and adaptability require-
ments in (1) and (2) by the stronger requirement of progressive measurability with
respect to the filtration {Ft}:
(t, ω)→ X (t, ω) is B([0, t])×Ft measurable for each t ∈ [0, T ].
The classes Ploc2 (W|[0,T ]) and P
pr,loc
2 (W|[0,T ]) are obtained from P2
(
W|[0,T ]
)
and
P
pr
2
(
W|[0,T ]
)
, respectively, by replacing condition (3) with the weaker condition
(A.3) P
[∫ T
0
X2 (s, ω) ds <∞
]
= 1.
Definition A.2 (Almost indistinguishability and indistinguishability). Suppose
X,Y : Ω× [0, T ]→ R are two stochastic processes on a probability space (Ω,F ,P)
such that
Yt (ω) = Xt (ω) ; t ∈ [0, T ] \ Z(ω), ω ∈ Ω∗.(A.4)
holds for some subset Ω∗ ⊂ Ω, with P (Ω∗) = 1 for a collection of zero Lebesgue-
measure random sets {Z(ω);ω ∈ Ω∗}. Then, we say that X and Y are almost
indistinguishable versions of each other. X and Y are indistinguishable if Z(ω) = φ
(the empty set) for each ω ∈ Ω∗, and we write X = Y a.s. If Yt(ω) is defined
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only for (ω, t) where t ∈ [0, T ] \ Z(ω) and ω ∈ Ω∗ and if the stochastic process
X : Ω× [0, T ]→ R satisfies (A.4), then X is said to be an almost indistinguishable
extension of Y . Any such extension X of Y is denoted by Y aie.
Remark A.1. It is clear that two stochastic processes X,Y : Ω × [0, T ] → R on
(Ω,F ,P) are almost indistinguishable versions of one another iff
(A.5)
∫ T
0
|X(t)− Y (t)|2 dt = 0, a.s. P.
It is also obvious that two almost indistinguishable extensions of Y , Y aie1 and Y
aie
2
are almost indistinguishable versions of one another and hence satisfy (A.5).
We assume the same setup as the classical Girsanov change of measure theo-
rem, which we now combine with the subsequently discovered Novikov sufficient
condition (see e.g., [19, 25]).
Theorem A.1 (Girsanov 1960 and Novikov 1972). Let λ = {λt,Ft : t ∈ [0, T ]} ∈
P
pr,loc
2 (W|[0,T ]). Define
Zt = exp
{
−
∫ t
0
λ (u)dW (u)− 1
2
∫ t
0
λ2 (u) du
}
,
W˜t =Wt +
∫ t
0
λ (u) du; 0 ≤ t ≤ T
and assume that either one of the two following conditions hold
(A.6) (i) E
∫ T
0
λ2uZ
2
udu <∞ or (ii) E
[
exp
(
1
2
∫ T
0
λ2sds
)]
<∞.
Then Z = {Zt,Ft; 0 ≤ t ≤ T } is a martingale, E [Zt] = 1 for 0 ≤ t ≤ T , and if P˜
is defined by the recipe
dP˜
dP
= ZT ,
then P˜ is a probability measure on FT and the process W˜ =
{
W˜t,Ft; 0 ≤ t ≤ T
}
is a Brownian motion on the probability space (Ω,FT , {Ft}, P˜).
We denote by E˜ the expectation taken with respect to P˜. We use the following
standard result regarding the behavior of conditional expectations under change of
measure (see page 193 of [19])
Lemma A.1 (Bayes Rule). If 0 ≤ s ≤ t ≤ T and F is an Ft-measurable random
variable such that E˜ |F | <∞. If Z is a martingale, then
E˜ [F |Fs] = 1
Zs
E [FZt|Fs] a.s. P and P˜.
We now recall the definition of the covariation process of two processes. We
denote by
P→ convergence in probability under the probability measure P.
Definition A.3. Two real-valued processes X,Y on a probability space (Ω,F ,P)
have finite quadratic covariation iff there exists a finite process 〈X,Y 〉 such that
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for every t > 0 and every sequence {Tn} of partitions of [0, t]—Tn = {t0, t1, . . . , tn}
with 0 = t0 < t1 < · · · < tn = t—such that the mesh limit limn→∞ |Tn| = 0
(A.7) V 2t (X,Y,Tn) :=
n∑
k=1
(
Xtk −Xtk−1
) (
Ytk − Ytk−1
) P→ 〈X,Y 〉t as n→∞.
The process 〈X,Y 〉 is called the quadratic covariation of X and Y . The process
〈X,X〉 (the case X ≡ Y ) is called the quadratic variation of X .
When we want to emphasize the role of P in the definition of 〈X,Y 〉, we write
〈X,Y 〉P. It is then a simple matter to see the following invariance-under-equivalent-
change-of-measure property of the process 〈·, ·〉.
Lemma A.2. Let T > 0 be fixed but arbitrary. Suppose X and Y are two real-
valued adapted processes defined on the interval [0, T ] and on the probability space
(Ω,F , {Ft},P); and suppose that a probability measure P˜ is defined on FT and is
equivalent to the restriction of P to FT . If either one of 〈X,Y 〉P or 〈X,Y 〉P˜ is finite
on [0, T ], then so is the other and
(A.8) 〈X,Y 〉Pt = 〈X,Y 〉P˜t ; a.s. P and P˜, ∀ 0 < t ≤ T.
I.e., they are modifications of one another under both P and P˜. In particular, if P˜
is the Girsanov probability measure in Theorem A.1 with λ satisfying (A.6)((i) or
(ii)) and if X and Y are continuous semimartingales, then 〈X,Y 〉P and 〈X,Y 〉P˜
are indistinguishable under both P and P˜:
P
[
〈X,Y 〉Pt = 〈X,Y 〉P˜t ; 0 ≤ t ≤ T
]
= 1 = P˜
[
〈X,Y 〉Pt = 〈X,Y 〉P˜t ; 0 ≤ t ≤ T
]
.
Proof. Let Zn,t := V
2
t (X,Y,Tn); then by Definition A.3, elementary measure
theory, and the equivalence of P and P˜ we have
Zt = 〈X,Y 〉Pt is finite ⇐⇒ Zn,t
P→ Zt as n→∞
⇐⇒ for every subsequence {Znk,t}k there is a further subsequence
{
Znkl ,t
}
l
such that P
[
lim
l→∞
Znkl ,t = Zt
]
= 1 = P˜
[
lim
l→∞
Znkl ,t = Zt
]
⇐⇒ Zn,t P˜→ Zt as n→∞.
for every fixed 0 < t ≤ T and (A.8) follows. If X and Y are continuous semimartin-
gales, λ satisfies (A.6) ((i) or (ii)), and P˜ is Girsanov’s probability measure given
in Theorem A.1; then both 〈X,Y 〉P and 〈X,Y 〉P˜ are modifications of one another
and are both almost surely (P and P˜) continuous and hence indistinguishable under
both P and P˜.
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Appendix B. Briefly on chaos expansion and standard Malliavin’s
derivative versions of Clark-Ocone Formulas
Let F ∈ L2 (Ω,FT ,P) be an L2 and FT -measurable random variable, with chaos
expansion
F =
∞∑
n=0
In
(
fˆn
)
,
where In is the n-fold iterated Itoˆ-Wiener integral over [0, T ]
n
In
(
fˆn
)
=
∫
[0,T ]n
fˆn (t1, ..., tn) dWt1dWt2 ...dWtn−1dWtn
and fˆn ∈ Lˆ2 ([0, T ]n), where Lˆ2 ([0, T ]n) is the space of symmetric Borel determin-
istic square integrable functions. Then, we have the isometry
(B.1) ‖F‖2L2(Ω,P) =
∞∑
n=0
n!
∥∥∥fˆn∥∥∥2
L2([0,T ]n)
=
∞∑
n=0
E
[
In
(
fˆ
)]2
We say that F ∈ D1,2 if
(B.2) ‖F‖2
D1,2
:=
∞∑
n=1
nn!
∥∥∥fˆn∥∥∥2
L2([0,T ]n)
<∞.
For F ∈ D1,2, we define the Malliavin derivativeDtF of F at time t as the expansion
DtF =
∞∑
n=1
nIn−1
(
fˆn(·, t)
)
; t ∈ [0, T ],
where In−1
(
fˆn(·, t)
)
is the (n − 1) fold iterated integral of fˆ(t1, . . . , tn−1, t) with
respect to the first n − 1 variables t1, . . . , tn−1 and tn = t left as a parameter.
Observe that
‖F‖2
D1,2
=
∞∑
n=1
∫ T
0
n2(n− 1)!
∥∥∥fˆn(·, t)∥∥∥2
L2([0,T ]n−1)
dt
=
∫ T
0
E
∞∑
n=1
n2
[
In−1
(
fˆn(·, t)
)]2
dt =
∫ T
0
E (DtF )
2 dt
= ‖D·F‖2L2(Ω×[0,T ],P×λ) ,
(B.3)
where we used the fact that E [In(g)]
2
= n! ‖g‖2L2([0,T ]n) along with the isometry in
(B.1) and where λ is Lebesgue’s measure on [0, T ].
Theorem B.1 (The Standard Malliavin derivative Clark-Ocone formula). Let F ∈
D1,2 be FT -measurable. Then
F = E [F ] +
∫ T
0
E [DtF |Ft] dWt; a.s. P.
The standard Clark-Ocone formula under change of measure (COM), using Malli-
avin’s derivative, was introduced in [22]. For the sake of comparison we include it
in the next theorem (see [12] page 46).
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Theorem B.2 (The standard Malliavin derivative Clark-Ocone formula under
COM). Suppose F is FT measurable, F ∈ D1,2, and that
(B.4) E˜ [|F |] <∞,
(B.5) E˜
[∫ T
0
|DtF |2 dt
]
<∞,
(B.6) E˜
|F | ∫ T
0
(∫ T
0
DtλsdWs +
∫ T
0
(Dtλs) λsds
)2
dt
 <∞,
where Dt is the Malliavin derivative. Then,
(B.7) F = E˜ [F ] +
∫ T
0
E˜
[(
DtF − F
∫ T
t
DtλsdW˜s
)∣∣∣∣∣Ft
]
dW˜t.
Appendix C. Frequent acronyms and notations key
I. Acronyms
(1) BM: Brownian motion,
(2) QCD: quadratic covariation derivative (see Allouba’s article [1]).
(3) RCLL (or cadlag): right continuous with left limits.
II. Notations
(1) DW : the QCD process,
(2) DWt : the QCD at time t,
(3) E˜: the expectation taken with respect to Girsanov’s changed proba-
bility measure P˜,
(4) ∂nk , p
(n)
1 (t, x, y), p
(n)
2 (t, x, y): see Notation A.1,
(5) 〈X,Y 〉: the quadratic covariation processs of the processes X and Y
(Definition A.3),
(6) P2
(
W|[0,T ]
)
, P
pr
2
(
W|[0,T ]
)
, Ploc2 (W|[0,T ]), andP
pr,loc
2 (W|[0,T ]): stan-
dard classes of integrands with respect to the BM W on the interval
[0, T ] (Definition A.1),
(7) Sn: the simplex Sn = {(t1, t2, ..., tn) ; 0 ≤ t1 ≤ t2 ≤ ... ≤ tn ≤ T } ⊂
[0, T ]n.
(8) D1,2: Malliavin’s standard space of differentiable random variables
whose Malliavin derivative is in L2 (see (B.2) and (B.3) for precise
statements).
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