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SUMMARY
Calculations involving the electronic structure of matterprovides valuable insight
in understanding and predicting a wide range of materials properties. Over the course of
the last few decades, Density Functional Theory (DFT) has been a reliable and popular ab-
initio method. The plane-wave basis is commonly employed for solving the DFT problem.
However, the need for periodicity limits the effectivenessof the plane-wave basis in study-
ing localized or partially periodic systems. Furthermore,efficient utilization of modern
large-scale computer architectures is particularly challenging due to the non-locality of the
basis. Real-space methods for solving the DFT problem provide an attractive alternative.
In this work we present an accurate and efficient real-space formulation and parallel
implementation of Density Functional Theory (DFT) for performing ab-initio simulations
of isolated clusters (molecules and nanostructures), periodic (infinite crystals) and partially
periodic systems (slabs and nanowires). Using the finite-diff rence representation, local
reformulation of the electrostatics, the Chebyshev polynomial filtered self-consistent field
iteration, and a reformulation of the non-local component of the force, we develop SPARC
(Simulation Package for Ab-initio Real-space Calculations), a framework that enables the
efficient evaluation of energies and atomic forces to withinchemical accuracies in DFT.
Through selected examples consisting of a variety of elements, we demonstrate that the de-
veloped framework obtains exponential convergence in energy and forces with domain size;
systematic convergence in the energy and forces with mesh-size to reference plane-wave
result at comparably high rates; forces that are consistentwith the energy, both free from
any noticeable ‘egg-box’ effect; and accurate ground-state properties including equilibrium
geometries and vibrational spectra. We also demonstrate the weak and strong scaling be-
havior of SPARC and compare with well-established and optimized plane-wave and other
x
real-space implementations of DFT for systems consisting up to thousands of electrons.
Overall, the developed framework is able to accurately and efficiently simulate the elec-
tronic structure of a wide range of material systems and represents an attractive alternative




Electronic structure calculations play an important part in modeling complex phenomena
that are deemed too complicated to be accurately described by classical theories. Such
problems typically arise when the underlying phenomena involves formation and/or break-
ing of chemical bonds, or when the desired property explicitly depends on the electronic
ground state of the system. The key challenge for electronicstru ture theory is to be able to
provide universal methods that accurately describe real systems in nature [70]. These the-
ories and methods should make possible the analysis of general problems and accurately
describe the fundamental underlying mechanisms that describ a system.
The past few decades has seen a tremendous rise in the popularity of Density Functional
Theory (DFT), an electronic structure theory developed by Hohenberg, Kohn, and Sham
[52, 62]. This has been extensively used for understanding and predicting a wide range of
materials properties [57, 112, 63, 56]. This popularity of DFT is primarily due to the fact
that it is free from any empirical parameters by virtue of itsorigins in the first principles
of quantum mechanics and has high accuracy to cost ratio whencompared to other such
ab-initio theories [81, 58]. However, the efficient solution f the DFT problem still remains
a formidable task. In particular, the orthogonality constraint on the Kohn-Sham orbitals in
combination with the substantial number of basis functionsrequired per atom results in a
cubic scaling with respect to the number of atoms [108, 22] that is accompanied by a large
prefactor. Furthermore, the need for orthogonality gives rise to substantial amount of global
communication in parallel computations, which hinders parallel scalability. Consequently,
the size of physical systems accessible to DFT has been severely r stricted, particularly
in the context of ab initio molecular dynamics [72, 65], wherein one complete simulation
1
regularly requires the solution of the Kohn-Sham equationste to hundreds of thousands
of times.
A large majority of the DFT codes commonly used today utilizeth plane-wave ba-
sis for discretizing the Kohn-Sham equations [64, 93, 43, 39, 71, 55, 46]. This forms a
complete and orthonormal set that is independent of the atomic positions, provides spectral
convergence with respect to basis size, and enables the effici nt evaluation of convolutions
through the Fast Fourier Transform (FFT) [27, 67] and hence an attractive choice. Addi-
tionally, effective preconditioners are readily available due to the diagonal representation
of the Laplacian operator in this setting [85, 54]. However,there are a few notable dis-
advantages of the plane-wave basis. Firstly, the need for periodic boundary conditions
limits its effectiveness in the study of non-periodic and localized systems such as clus-
ters and defects, requiring the introduction of artificial supercell periodicity [34, 92, 99]
1. Furthermore, the non-locality of plane-waves make them unsuitable for the develop-
ment of approaches that scale linearly with respect to the number of atoms [41, 16], and
makes parallelization over modern large-scale, distributed-memory computer architectures
particularly challenging [14, 105]. These characteristics of plane-wave methods are also
inherited by the recently developed spectral scheme for isolated clusters [7], which is the
analogue of plane-waves in the spherical setting.
Due to the aforementined limitations of the plane-wave basis, a number of recents
efforts have been directed towards the development of real-sp ce DFT implementations.
These include discretizations based on finite-differences[25, 23, 18, 31, 95], finite-elements
[82, 107, 104, 100, 78, 29, 20, 10], wavelets [4, 26, 35, 30], periodic sinc functions [96], ba-
sis splines (B-splines) [15], non-uniform rational B-splines (NURBS) [73], and mesh-free
maximum entropy basis functions [98].However, despite the success of real-space methods
in overcoming many of the aforementioned limitations—particularly in the development of
1Plane-wave implementations of Density Functional Theory fstudying isolated charged clusters using




techniques that scale linearly with respect to the number ofat ms [96, 15, 61]—plane-
wave approaches still remain the preferred choice for practical DFT computations. This is
mainly because real-space implementations are unable to consistently outperform the well-
optimized plane-wave codes on the modest computational resou ces commonly available
to researchers, while simultaneously achieving the chemical a curacy desired inDFT cal-
culations(Appendix D). Furthermore, the functionality provided by plane-wave codes is
significantly larger than their real-space counterparts, having been under development for
a longer period of time.
In this work, we present an accurate and efficient finite-difference formulation and par-
allel implementation of DFT for isolated clusters, periodic and partially periodic systems.
We name the developed framework SPARC (Simulation Package for Ab-initio Real-space
Calculations)[37, 38]. The main motivation of this work is to be able to simulate the several
classes of interesting systems with different types of boundary conditions from an ab-initio
perspective. The approach employed includes a local reformulation of the electrostatics,
the Chebyshev polynomial filtered self-consistent field iteration, and a reformulation of the
non-local component of the atomic force, which allows for the efficient evaluation of accu-
rate energies and atomic forces within the finite-difference representation.The incorpora-
tion of local reformulation of electrostatics differentiates SPARC from existing real-space
packages[109, 23].Through a wide variety of examples, we demonstrate that SPARC
obtains exponential convergence in energies and forces with domain size; high rates of
convergence in the energy and forces to reference plane-wavresults on refining the dis-
cretization; forces that are consistent with the energy, both eing free from any noticeable
‘egg-box’ effect; and accurate ground-state properties (e.g. quilibrium geometries and
vibrational spectra). Moreover, SPARC displays similar weak and strong scaling as well-
established and optimized plane-wave codes, but with a significa tly smaller prefactor.
3
1.1 Organization
The organization of this thesis is as follows:
In chapter 1, we give the motivation of this work and a brief overview of electronic
structure theories. We briefly discuss the Schrödinger equation, Hartree Fock and post
Hartree Fock theories and the key ideas of Density Functional Theory.
In chapter 2, we discuss an efficient real space formulation of Density Functional The-
ory for Isolated Clusters. We first present the mathematicalbackground of density func-
tional theory for isolated clusters followed by detailed discussion on a higher order finite
difference formulation and parallel implementation of DFT. Next we verify the accuracy
and efficiency of this formulation using selected examples and compare with existing plane-
wave approaches.
In chapter 3, we discuss an efficient real space formulation of Density Functional The-
ory for periodic systems. We first present the mathematical background of density func-
tional theory in a periodic setting followed by detailed discu sion on higher order finite
difference formulation using nonuniform mesh and parallelimplementation of DFT. Next
we verify the accuracy of this formulation using selected examples and compare with ex-
isting plane-wave approaches.
In chapter 4, we extend the formulations for isolated clusters and periodic systems to
partially periodic system. We present a discussion regarding the implementation and verify
the accuracy and efficiency of this formulation using a slab and wire as examples.
in Chapter 5, we finally conclude and discuss a few future directions of research.
4
1.2 A brief overview of Ab-initio theories
The Schrödinger equation is fundamental in describing the quantum mechanical behavior
of matter. For a system ofN atoms andNe electrons, under Born-Oppenheimer approxi-
mation [32], the time independent version is an eigenvalue problem given by


























|rn − RI |
,
Ψ = Ψ(x1,x2, . . . ,xNe) , (1)
whereH is the Hamiltonian of the system and the first term is due to thekin tic energy of
electrons, the second term is due to the electrostatic interactions among the electrons and
the third is due to the interactions among the electrons and the nuclei. The wavefunctionΨ
is an eigenfunction ofH corresponding to the eigenvalueE. Here we denotexi = (ri, si),
ri ∈ R3 are the spatial coordinates andsi is the spin of theith electron of the system. The
atomic positions are denoted byRI ∈ R3 and the corresponding nuclear charges areZI .
From Eqn. 1, we observe that the wavefunctions belong to a3Ne dimensional space.
This results in a tremendously complex problem that makes it’s solution intractable for
systems of more than a few atoms. Therefore one of the major focus f research has been
to develop approximate methods for calculating the quantummechanical state of a system.
The most popular ab-initio methods include the Hartree-Fock, post Hartree-Fock methods
and Density Functional Theory (DFT).
The Hartree-Fock theory (HFT) approximately solves the electronic Schrödinger equa-
tion by expressing the wavefunction as a single Slater determinant. This is mathematically
equivalent to assuming that each electron interacts only with an average charge cloud of
the other electrons. The Hartree-Fock method does not take into account the correlated
motion of electrons and hence introduces an error in the total energy of the system, which
is about the order of1 eV per electron pair in a bond or lone pair [102]. Post Hartree-Fock
methods systematically improve upon Hartree-Fock theory by expanding the wavefunction
5
using a linear combination of more than one Slater determinant or by adding perturbative
corrections. However, these improvements come at huge additional costs which limit their
solution to tens of atoms.
The seminal work of Hohenberg and Kohn provides a pathway forefficiently modeling
the electronic structure of matter. The line of thought involving density functional theory
is different from the Hartree-Fock and post Hartree-Fock methods. The first Hohenberg-
Kohn theorem essentially proves that the ground state properties of a many electron system
depend only on the ground state electronic density. The second Hohenberg-Kohn theo-
rem states that the correct ground state density for a systemi the one that minimizes the
total energy of the system. This is essentially a reformulation of the problem of solving
the Schrödinger equation for one3Ne dimensional wavefunction to the problem of solving
for the ground state electron density,ρ in three dimensional space. Thus Density Func-
tional Theory reduces the dimensionality of the problem, thereby greatly decreasing the
computational effort. DFT improves upon HFT by including anapproximate treatment of
the correlated motions of the electrons. This is computation lly much less expensive than
Hartree-Fock and post Hartree-Fock methods.
In DFT, the electronic kinetic energy is a functional of the el ctron density. However
the explicit functional describing the kinetic energy of electrons is unknown. Orbital-Free
Density Functional Theory (OF-DFT) represents a simplifiedv rsion of DFT, wherein the
electronic kinetic energy is modeled using a functional of the electron density, designed so
as to match the linear-response of a homogeneous electron gas. This provides an accurate
description of elements whose electronic structure resembles a free electron gas, e.g. Alu-
minum and Magnesium. However extending OF-DFT for covalently bonded materials and
molecular systems still remain a formidable task. Kohn-Sham Density Functional Theory
(refered to as DFT henceforth) on the otherhand expresses the electronic kinetic energy in
terms of individual orbitals corresponding to each electron. This provides a more accurate
description of material properties and finds a wider applicability in ab-initio modeling. In
6





Consider an isolated system ofN atoms comprising of nuclei with valence charges
{Z1, Z2, . . . , ZN} and a total ofNe valence electrons.Neglecting spin, the system’s free
energy in Density Functional Theory (DFT) [52, 62, 75] is of the form
F(Ψ, g,R) = Ts(Ψ, g) + Exc(ρ) +K(Ψ, g,R) + Eel(ρ,R) − TS(g) , (2)
whereΨ = {ψ1, ψ2, . . . , ψNs} is the collection of orbitals with occupations
g = {g1, g2, . . . , gNs}, R = {R1,R2, . . . ,RN} is the position of the nuclei,ρ is the
electron density, andT is the electronic temperature. The electron density itselfd pends








The first term in Eqn. 2 denotes the kinetic energy of the non-iteracting electrons, the
second term corresponds to the exchange-correlation energy, the third term signifies the
non-local pseudopotential energy, the fourth term represents the electrostatic energy, and
the final term accounts for the contribution of the electronic entropy to the free energy.
Electronic kinetic energy In Kohn-Sham DFT, the electronic kinetic energy can be writ-
ten in terms of the orbitals and their occupations as







ψn(x)∇2ψn(x) dx . (4)
Exchange-correlation energy Since the exact form of the exchange-correlation energy
is unknown, a number of approximations have been developed,th most popular ones being
8
the Local Density Approximation (LDA) [62] and the Generalized Gradient Approximation




εxc(ρ(x))ρ(x) dx , (5)
whereεxc(ρ) = εx(ρ) + εc(ρ) is the sum of the exchange and correlation per particle of a
uniform electron gas.
Non-local pseudopotential energy The non-local pseudopotential energy can be written
as

















where we have employed the Kleinman-Bylander [59] separable form for the pseudopoten-








χJlm(x,RJ) = uJlm(x,RJ) (VJl(x,RJ) − VJ(x,RJ)) , (7)
whereuJlm denote the isolated atom pseudowavefunctions andVJl represent the angular
momentum dependent pseudopotentials, withl andm signifying the azimuthal and mag-
netic quantum numbers, respectively. In addition,VJ designate the local components of
the pseudopotentials, and are typically set to be one of the angul r momentum dependent
components.



























|RI − RJ |
,
(8)
where the first term is the classical interaction energy of the electron density, also referred
to as the Hartree energy. The second term is the interaction energy between the electron
density and the nuclei, and the third term is the repulsion energy between the nuclei.
9
Electronic entropy The electronic entropy accounts for the partial orbital occupations,





(gn log gn + (1 − gn) log(1 − gn)) , (9)
wherekB is the Boltzmann constant.














gn = Ne . (11)
In this staggered scheme, the electronic ground-state as describ d by the above equation
needs to be computed for every configuration of the nuclei encou tered during the geometry
optimization represented by Eqn. 10.
2.2 Real-space formulation
In this section, we describe the real-space formulation andparallel finite-difference imple-
mentation of Density Functional Theory (DFT) for isolated clusters. This represents the
first component of the first principles code referred to as SPARC, an acronym representing
Simulation Package for Ab-initio Real-space Calculations.
Electrostatic reformulation The electrostatic energy as presented in Eqn. 8 is inherently
non-local, whereby a direct real-space implementation scale asO(N2) with respect to the
number of atoms. Moreover, it is inefficient in the context ofparallel computing since a
large amount of interprocessor communication is required.We overcome this by adopting











(ρ(x) + b(x,R))φ(x,R) dx
}
−Eself(R) + Ec(R) , (12)
10
whereφ is referred to as the electrostatic potential, andb is the total pseudocharge density











bJ (x,RJ) dx = ZJ ,
(13)
wherebJ denotes the pseudocharge density of theJ th nucleus that generates the potential










bJ(x,RJ)VJ(x,RJ) dx . (14)
The last term—identically zero for non-overlapping pseudocharge densities—corrects for
the error in the repulsive energy when the pseudocharge densities overlap. The explicit
expression forEc can be found in Appendix A.
Electronic ground-state The electronic ground-state for a given position of nuclei is
determined by the variational problem in Eqn. 11. The corresponding Euler-Lagrange




∇2 + Vxc + φ+ Vnl
)






















∇2φ(x,R) = ρ(x) + b(x,R) ,















is the non-local pseudopotential operator, andλf is the Fermi energy.
The electronic ground-state is determined using the Self-Consistent Field (SCF) method
[97]. Specifically, the non-linear eigenvalue problem described in Eqn. 15 is solved using
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a fixed-point iteration—accelerated using mixing/extrapol ti n schemes [28, 69, 89, 9]—
with respect to the potentialVeff = Vxc + φ. In each iteration of the SCF method, the elec-
tron density is calculated by solving for the eigenfunctions f the linearized Hamiltonian,
and the effective potential is evaluated by solving the Poisson equation for the electrostatic
potential. Indeed, the calculation of the orthonormal Kohn-Sham orbitals scales asymptot-
ically asO(N3) with respect to the number of atoms. In order to overcome thisrestrictive
scaling,O(N) approaches [41, 16] will be subsequently developed and imple ented into
SPARC.























(gn log gn + (1 − gn) log(1 − gn)) , (17)
whereEself andEc are as defined in Eqns. 14 and 92, respectively.
Atomic forces Once the electronic ground-state has been determined, the atomic forces


























The first term is the local component of the force [99], and thesecond term—expression
presented in Appendix A—represents the electrostatic corre tion in the forces when the
pseudocharge densities overlap [101]. The final term, whichrepresents the non-local com-
ponent of the atomic force, has been obtained by transferring the derivative on the non-local
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projectors (with respect to the atomic position) to the orbitals (with respect to space) [50].
This strategy has been adopted since the orbitals are typicall much smoother than the
projectors, which enables more accurate atomic forces to beobtained [90].
Overview of SPARC SPARC has been implemented in the framework of the Portable,
Extensible Toolkit for scientific computations (PETSc) [5,6] suite of data structures and
routines. The electronic and structural ground-states forisolated clusters are determined


























Figure 1: Outline of ground-state DFT simulations in SPARC for isolated clusters.
2.3 Finite-difference implementation
The simulations are performed on a cuboidal domainΩ with boundary∂Ω and sides of
lengthL1, L2 andL3. The domainΩ is discretized using a uniform finite-difference grid
with spacingh such thatL1 = n1h, L2 = n2h andL3 = n3h, wheren1, n2, n3 ∈ N, N
being the set of all natural numbers. Each node in the finite-diff rence grid is indexed by
(i, j, k), wherei = 1, 2, . . . , n1, j = 1, 2, . . . , n2 andk = 1, 2, . . . , n3. We approximate the
14















wheref (i,j,k) represents the value of the functionf at the node(i, j, k). The weightswp are















(no − p)!(no + p)!
, p = 1, 2, . . . , no. (20)










(f (i+p,j,k) − f (i−p,j,k))ê1 +
(f (i,j+p,k) − f (i,j−p,k))ê2 + (f (i,j,k+p) − f (i,j,k−p))ê3
)
, (21)






(no − p)!(no + p)!
, p = 1, 2, . . . , no. (22)
These finite-difference expressions for the Laplacian and gra ient representO(h2no) accu-
rate approximations. We enforce zero Dirichlet boundary conditions by settingf (i,j,k) = 0
for any index that does not correspond to a node in the finite-diff rence grid. While per-
forming spatial integrations, we assume that the functionf is constant in a cube of sideh
around each grid point, i.e.,
ˆ
Ω











The Euler-Lagrange equation discretized in the finite-difference framework is obtained by
taking variations of the discrete free energy with the integrals represented using the integra-



































Henceforth, we denote the Hamiltonian matrix resulting from the above discretization
by H ∈ RNd×Nd, whereNd = n1 × n2 × n3 is the total number of finite-difference nodes
used to discretizeΩ. In addition, we represent the eigenvalues ofH arranged in ascending
order byλ1, λ2, . . . , λNd. We store the discrete Laplacian in compressed row format, and
store the discrete orbitals as the columns of the dense matrix Ψ ∈ RNd×Ns. During parallel




Ωp, whereΩp denotes the domain local
to thepth processor, andnp is the total number of processors. The specific choice ofΩp
corresponds to the PETSc default for structured grids.
2.3.1 Pseudocharge density generation and self energy calculation
In each step of geometry optimization, the pseudocharge densities are assigned to the grid







































Since each radially symmetric pseudopotentialVJ matches the Coulomb potential outside
some prespecified cutoff radiusrcJ , the continuous pseudocharge densitybJ has compact
support in a sphere of radiusrcJ centered atRJ . This is not the case for the corresponding
discrete pseudocharge densityb(i,j,k)J , which actually has infinite extent due to the use of
the finite-difference Laplacian (Eqn. 25). However,b(i,j,k)J has exponential decay away
from RJ (Appendix C), which allows for truncation at some suitably chosen radiusrbJ .
It is worth noting that even though the discrete pseudocharge densities may overlap, as
long as there is no overlap between the continuous pseudocharge densities, the electrostatic
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correction to the energy and forces (i.e.,Ec andfJ,c) both rapidly converge to zero as the
mesh is refined. This is a consequence of the finite-difference Laplacian being used to
assign the pseudocharge densities on to the mesh, with the corresp nding inverse operation
being performed during the solution of the Poisson equationin Eqn. 15.
We calculate the total pseudocharge densityb(i,j,k) and the corresponding self energy
Ehself using the approach outlined in Algorithm 1. Specifically, wefirst determine the
overlap ofΩrb
J
with the processor domainsΩp, whereΩrb
J
denotes the cube with side of
length2rbJ centered on theJ
th atom. We have chosen a cube rather than a sphere due to
its simplicity and efficiency within the Euclidean finite-difference discretization. The value
of rbJ for every type of atom—determined at the start of the complete DFT simulation—

























< εb . (27)
While describing Algorithm 1, we use the subscriptss ande to denote the starting and
ending indices ofΩrb
J
∩Ωp 6= ∅, respectively. In this overlap region (and an additional2n0
points in each direction), we interpolateV (i,j,k)J on to the finite-difference grid using cubic-
splines [1]. Next, we utilize Eqns. 25 and 26 to computeb(i,j,k) andEh,pself , whereE
h,p
self is
the contribution of thepth processor to the self energy. Finally, we sum the contributions
from all the processors to obtain the total self energyEhself .
The local and independent nature of the aforedescribed computations ensure that they
possess good weak and strong parallel scalability. However, th approach as presented
here is formally slightly worse thanO(N) with respect to the number of atoms. In order
to achieve perfectO(N) scaling, the atoms need to be suitably distributed amongst the
processors (inO(N) time), whereby each processor is only required to go over thelocal
subset of atoms. However, for the modest system sizes studied in ab-initio calculations,
the adopted approach is both simple and efficient. Moreover,this part of the calculation
constitutes a very minor fraction of the total computational effort.
17
Algorithm 1: Pseudocharge density generation and self energy calculation
Input : R, VJ , andrbJ
b(i,j,k) = 0, Eh,pself = 0
for J = 1 . . . N do
if Ωrb
J
∩ Ωp 6= ∅ then
Determine starting and ending indicesis, ie, js, je, ks, ke for Ωrb
J
∩ Ωp
DetermineV (i,j,k)J ∀ i ∈ [is − no, ie + no], j ∈ [js − no, je + no],
k ∈ [ks − no, ke + no]
b
(i,j,k)




, b(i,j,k) = b(i,j,k) + b(i,j,k)J ∀ i ∈ [is, ie], j ∈ [js, je],
















Output : b(i,j,k) andEhself
2.3.2 Electrostatic potential calculation
The electrostatic potentialφ—solution to the Poisson problem in Eqn. 15 on all of space
R3—needs to be computed in each iteration of the SCF method as part of the linearized
HamiltonianH . However, since all calculations are restricted toΩ, appropriate bound-
ary conditions need to be prescribed on∂Ω in order to minimize the finite-domain effect.
Indeed, the simplest choice of zero Dirichlet boundary conditions can result in very slow
convergence with domain size, as is evident from the discussion that follows. The electro-










|x − x′| dx
′ , (28)
where the exponential decay of the electron densityρ and total pseudochargeb has been
used to restrict the integral toΩ. On performing a multipole expansion of the kernel1/|x−





















(ρ(x′) + b(x′))dx′ , (29)
18
whereYlm are the real spherical harmonics. It can therefore be deduced that unlikeρ andb,
in generalφ only has algebraic decay away from the cluster. Therefore, significant errors
can result when zero Dirichlet boundary conditions are employed, particularly for systems
with net charge and/or dipole moment. In order to mitigate this, we adopt the procedure
described below.







= ρ(i,j,k) + b(i,j,k) − d(i,j,k) , (30)










χ(i+p,j,k)φ(i+p,j,k) + χ(i−p,j,k)φ(i−p,j,k) + χ(i,j+p,k)φ(i,j+p,k)
+ χ(i,j−p,k)φ(i,j−p,k) + χ(i,j,k+p)φ(i,j,k+p) + χ(i,j,k−p)φ(i,j,k−p)
)
. (31)
In the above expression,wp are the finite-difference weights given by Eqn. 20, andχ is the
indicator function that takes values of0 and1 when the index does and does not belong to
the finite-difference grid, respectively. The values ofφ(i,j,k) corresponding toχ(i,j,k) = 1



























|x(r,s,t)|lY (r,s,t)lm (ρ(r,s,t) + b(r,s,t)) . (33)
It is worth noting that the evaluation ofQlm is independent of the position at which
the electrostatic potential needs to be evaluated. Therefor , the cost of calculating the
compensating charge isO(Nd) + O(N2/3d ), which makes its scalingO(N) with respect to
the number of atoms. The associated prefactors are insignifica t sincelmax is typically very
small, andd(i,j,k) only needs to be computed for grid points which lie within a distance of
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(no−1)h from the boundary∂Ω. Therefore, the electrostatic potentialφ can be determined
in O(N) time when sophisticated preconditioners like multigrid [47] are employed for
solving the linear system in Eqn. 30. The above strategy is expected to minimize the finite-
domain effect resulting from the slow decay of the electrostatic potential, which is indeed
verified by the results presented in Section 3.4.
2.3.3 Electron density calculation
In each iteration of the SCF method, the electron density corresponding to the linearized
HamiltonianH needs to be evaluated. This is typically the most computation lly expen-
sive step in DFT calculations. In this work, we utilize the Chebyshev filtered subspace
iteration (CheFSI) [110, 109] to compute approximations tothe lowestNs eigenvalues and
corresponding eigenvectors ofH. This choice of eigensolver is motivated by the minimal
orthogonalization and computer memory costs compared to other eigensolvers commonly
employed in electronic structure calculations, e.g. Locally Optimal Block Preconditioned
Conjugate Gradient (LOBPCG) [60]. Moreover, the lack of efficient real-space precondi-
tioners limits the effectiveness of diagonalization approaches like LOBPCG in the current
setting. In fact, CheFSI has been found to outperform LOBPCGfor large scale computa-
tions even in the context of plane-waves [68].
The CheFSI algorithm as implemented in SPARC consists of three main steps. First,
we filter the guess orbitalsΨ using Chebyshev polynomials:






whereΨf represents the collection of filtered orbitals, andCm denotes the Chebyshev
polynomial of degreem. In addition,e = (λNd − λc)/2 andc = (λNd + λc)/2, where
λc signifies the cutoff chosen for the Chebyshev polynomial filter. The central idea of this
technique is to use the rapid growth of Chebyshev polynomials outside the interval[−1, 1]
to dampen all the eigencomponents corresponding to eigenvalues l rger thanλc. The matrix
pm(H) is not explicitly determined, rather its product withΨ is computed using the three
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term recurrence relation of Chebyshev polynomials, as outlined in Algorithm 2.
Algorithm 2: Chebyshev filtering























Ψ = Ψf ; Ψf = Ψ̃f ; σ = σ2−σ2
Output : Ψf
Next, we project onto the filtered basisΨf to arrive at the generalized eigenproblem:
Hsyn = λnMsyn , n = 1, 2, . . .Ns , (35)
whose eigenvalues represent approximations to those of theHamiltonianH. The dense
matricesHs,Ms ∈ RNs×Ns are obtained using the relations
Hs = Ψ
T
f HΨf , Ms = Ψ
T
f Ψf . (36)
After solving the eigenproblem in Eqn. 35, we calculate the Fermi energyλf by enforcing













Finally, we perform the subspace rotation
Ψ = ΨfY , (38)
where the columns of the matrixY ∈ RNs×Ns contain the eigenvectorsyn. The columns
of Ψ so obtained represent approximations to the eigenvectors of H, which are then used










whereψ(i,j,k)n are extracted from thenth column ofΨ.
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In the very first SCF iteration of the complete DFT simulation, we start with a randomly
generatedΨ, and repeat the steps in CheFSI—without calculating/updating the electron
density—multiple times (∼ 3) [111]. This allows us to obtain a good approximation of
the electron density for the second SCF iteration. In principle, this can be achieved by
performing the CheFSI steps only once but with a higher degree Chebyshev polynomial
m. However, in practice this causes the orbitals to become linearly dependent, which is
prevented in the current procedure by the orthogonalization step within CheFSI. In every
subsequent SCF iteration, we perform the CheFSI steps only once with the subspace rotated
Ψ from the previous step as the initial guess. Overall, the calcul tion of the electron density
scales asO(NsNd)+O(N2sNd)+O(N3s ), which makes itO(N3) with respect to the number
of atoms.
2.3.4 Free energy calculation
We approximate the integrals in Eqn. 17 using the integration rule in Eqn. 23 to arrive at



























(gn log gn + (1 − gn) log(1 − gn)) , (40)
whereEhself is the discrete self energy of the pseudocharges (Eqn. 26), andE
h
c is the discrete
repulsive energy correction due to overlapping pseudocharges (Eqn. 95). The evaluation of
F̂h scales asO(Nd), and thereforeO(N) with respect to the number of atoms. Even
though the free energy needs to be calculated only after the electronic/structural ground-
state is determined, it is computed during each step of the SCF method, as is common
practice in electronic structure calculations.We remark that for GGA approximation of the
exchange-correlation energy, the derivative of the electron density at the finite-difference
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grid points can be calculated by directly applying the gradient on the electron density using
Eqn. 21.
2.3.5 Atomic forces calculation








wherefhJ,loc is the discrete local component of the force,f
h
J,c is the discrete electrostatic
correction for overlapping pseudocharges, andfhJ,nloc is the discrete non-local component
of the force. Below, we present expressions forfhJ,loc andf
h
J,nloc, and discuss their evaluation
in SPARC. The expression forfhJ,c can be found in Eqn. 96, and its evaluation progresses
along similar lines asfhJ,loc.

















(φ(i,j,k) − V (i,j,k)J ) , (42)
where the integral in Eqn. 18 has been approximated using thein egration rule in Eqn.
23. The calculation ofhJ,loc proceeds as outlined in Algorithm 3. Specifically,V
(i,j,k)
J is
interpolated on to the finite-difference grid in the overlapregionΩrb
J
∩ Ωp 6= ∅ (and an
additional4n0 points in each direction) using cubic-splines, from whichb
(i,j,k)
J is calcu-
lated using Eqn. 25. Subsequently,fh,pJ,loc—contribution of thep
th processor to the local
component of the force—is calculated using Eqn. 42. Finally, the contributions from all
processors are summed to simultaneously obtainfhJ,loc for all the atoms.
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Algorithm 3: Calculation of the local component of the atomic force.
Input : R, φ(i,j,k), VJ , andrbJ
for J = 1 . . . N do
if Ωrb
J
∩ Ωp 6= ∅ then
Determine starting and ending indicesis, ie, js, je, ks, ke for Ωrb
J
∩ Ωp
DetermineV (i,j,k)J ∀ i ∈ [is − 2no, ie + 2no], j ∈ [js − 2no, je + 2no],
k ∈ [ks − 2no, ke + 2no]
b
(i,j,k)
J = − 14π∇2hVJ
∣
∣
(i,j,k) ∀ i ∈ [is − no, ie + no], j ∈ [js − no, je + no],

































































Again, the integral in Eqn. 18 has been approximated using the integration rule in Eqn.
23. The calculation ofhJ,nloc in SPARC proceeds as summarized in Algorithm 4. We first
determine the overlap ofΩrc
J
with the processor domainsΩp, whereΩrc
J
denotes the cube
with side of length2rcJ centered on theJ
th atom. The value ofrcJ corresponds to the
maximum cutoff radius amongst the non-local components of the pseudopotential for the
J th atom. We have chosen a cube rather than a sphere due to its simplicity and efficiency
within the Euclidean finite-difference discretization. While describing Algorithm 4, we use
the subscripts ande to denote the starting and ending indices ofΩrc
J
∩Ωp 6= ∅, respectively.
In this overlap region, we interpolate the radial components of the projectorsχ(i,j,k)Jlm on to
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the finite-difference grid using cubic-splines. Next, we utilize Eqn. 44 to determineY pJnlm
andWpJnlm, which represent the contributions of thep
th processor toYJnlm andWJnlm,
respectively. Finally, we sum the contributions from all the processors to obtainYJnlm and
WJnlm, which are then used to calculatefhJ,nloc using Eqn. 43 .
Algorithm 4: Calculation of the non-local component of the atomic force
Input : R, ψ(i,j,k)n , γJl, χJlm, andrcJ
Y pJnlm = 0, W
p
Jnlm = 0
for J = 1 . . . N do
if Ωrc
J
∩ Ωp 6= ∅ then
Determine starting and ending indicesis, ie, js, je, ks, ke for Ωrc
J
∩ Ωp
Determineχ(i,j,k)Jlm ∀ i ∈ [is, ie], j ∈ [js, je], k ∈ [ks, ke]



















Jlm ∀ i ∈ [is, ie], j ∈ [js, je],
















2.4 Examples and Results
In this section, we verify the proposed finite-difference formulation and parallel implemen-
tation of DFT for isolated clusters—first component of SPARC(Simulation Package for
Ab-initio Real-space Calculations)—through selected examples. In all the simulations, we
utilize a twelfth-order accurate finite-difference discretization(no = 6), the Perdew-Wang
parametrization [86] of the correlation energy calculatedby Ceperley-Alder [24], a smear-
ing ofkBT = 1×10−3 Ha, and norm-conserving Troullier-Martins pseudopotentials [103].
The values of cutoff radii for the non-local projectors and the choice of local component of
the pseudopotentials are specified in Appendix B.
We truncate the discrete multipole expansion presented in Eqn. 32 atlmax = 6. We
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solve the linear system in Eqn. 30—discrete form of the Poisson problem in Eqn. 15—
using theConjugate Gradient method (CG) [49]with the block-Jacobi preconditioner [42].
In the CheFSI method, we determine the extremal eigenvaluesof the HamiltonianH using
a few iterations of the Lanczos method [66], set the number ofstates to beNs = Ne/2+30,
utilize a polynomial of degreem = 20 for Chebyshev filtering, and choose the filter cutoff
λc to be the previous iteration’s Fermi energy plus0.1 Ha. Further, we solve the generalized
eigenproblem in Eqn. 35 using the QR algorithm [106] as impleented in LAPACK [3].
We calculate the Fermi energy—root of the constraint in Eqn.37—using Brent’s method
[91]. We use Anderson mixing [2] with relaxation parameter of 0.3 and mixing history
of 7 for accelerating the convergence of the Self-Consistent Field (SCF) method. Finally,
we employ the Polak-Ribiere variant of non-linear conjugate gradients with a secant line
search [94] for performing geometry optimization.
In this work, we define chemical accuracy as the error of0.001 Ha/atom in energy
and0.001 Ha/Bohr in forces, defined with respect to the converged ABINIT results. In
all the calculations, the energy and forces are converged towithin the chemical accuracy.
Wherever applicable, the results obtained by SPARC are compared to the well established
plane-wave code ABINIT [43, 45, 44]. The error in energy is defined as the difference
in the magnitude, and the error in forces is defined to be the maximum difference in any
component on any atom. The simulations are performed on a computer cluster consisting
of 16 nodes with the following configuration: Altus 1804i Server -4P Interlagos Node,
Quad AMD Opteron 6276, 16C, 2.3 GHz, 128GB, DDR3-1333 ECC, 80GB SSD, MLC,
2.5" HCA, Mellanox ConnectX 2, 1-port QSFP, QDR, memfree, CentOS, Version 5, and
connected through InfiniBand cable.
2.4.1 Convergence with domain size
We first verify the convergence of the computed energy and atomic forces with respect
to the size of the domainΩ. We choose the carbon monoxide (CO) and water (H2O)
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molecules as representative examples, with the C-O and O-H bond lengths reduced and in-
creased by8% from their equilibrium values as determined by ABINIT, respctively. The
polar nature of the molecules and their deliberate asymmetric positioning withinΩ ensure
that any finite-domain effects are exaggerated. In Fig. 2, wepresent convergence of the
energy and atomic forces forh = 0.2 Bohr as{L1, L2, L3} is increased from{12, 12, 12}
Bohr to{18, 18, 18} Bohr, with the results obtained for{L1, L2, L3} = {40, 40, 40} Bohr
used as reference. We observe exponential convergence of both the energy and the forces
to well below accuracies desired in DFT calculations. In fact, even a domain size of
{L1, L2, L3} = {12, 12, 12} is sufficient to obtain chemical accuracy in both energy and
forces. The corresponding electron density contours for H2O are plotted in Fig. 3. Overall,
these results demonstrate the efficacy of SPARC’s electrosta ic formulation in minimizing
the finite-domain effect for isolated clusters.
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Figure 3: In-plane electron density contours for the H2O molecule.
2.4.2 Convergence with spatial discretization
We next verify the convergence of the computed energy and atomic forces with respect
to the finite-difference mesh-size. As representative examples, we choose the icosahe-
dral Platinum (Pt13), icosahedral Gold (Au13), and β-Aminoisobutyric acid tri-TMS II
(C13H33NO2Si3) clusters with domain sizes of{L1, L2, L3} = {36, 36, 36}, {40, 40, 40}
and{42, 38, 34} Bohr, respectively. All errors are defined with respect to ABINIT, wherein
we employ plane-wave cutoffs of42, 42, and68 Ha along with domain sizes of{L1, L2, L3} =
{42, 42, 42}, {42, 42, 42}, and{50, 46, 42} Bohr for Pt13, Au13, and C13H33NO2Si3, re-
spectively. The resulting reference energies and forces are converged to within5.0 × 10−6
Ha/atom and5.0 × 10−6 Ha/Bohr, respectively. In Fig. 4, we plot error in the SPARC
energy and forces with respect to the mesh size, from which its clear that there is system-
atic convergence of both energies and forces. On performinga fit to the data, we obtain
average convergence rates of approximatelyO(h9) in the energy andO(h8) in the forces.
In doing so, the chemical accuracy desired in density functio al theory calculations is read-
ily attained. In Fig. 5, we present the computed isosurfaces for Au13 and C13H33NO2Si3.
29
Overall, we conclude that SPARC is able to obtain high convergence rates in both the DFT
energy and atomic forces, which contributes to its accuracyand efficiency. Moreover, the
energy and forces converge at comparable rates, without need of additional measures such




















































Figure 4: Convergence of the energy and atomic forces with respect to mesh size to refer-




Figure 5: Electron density isosurface forρ = 0.05 Bohr−3
2.4.3 Ground state properties
We now verify that the ground-state properties of isolated clusters can be accurately deter-
mined using SPARC. For this purpose, we select the Hydrogen (H2), Nitrogen (N2), and
Oxygen (O2) molecules, a domain size of{L1, L2, L3} = {24, 24, 24}Bohr, and mesh-size
of h = 0.2 Bohr. We begin by evaluating the energy and force as a functioof interatomic
distance, the results of which are presented in Fig. 6. Specifically, we plot the energy as a
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function of bond length along with its cubic spline fit in Fig.6a, and the computed inter-
atomic force and the derivative of the cubic spline fit to the en rgy in Fig. 6b. The evident
agreement demonstrates that the computed energy and atomicforces are indeed consis-
tent. Moreover, there is no noticeable ‘egg-box’ effect [17]—a phenomenon arising due































(a) Computed energy and its cubic spline fit
Bond length (Bohr)

























(b) Computed force and the derivative of the cubic spline fit to the energy
Figure 6: Variation in the computed energy and atomic force as a function of interatomic
distance for the H2, N2, and O2 molecules.
Next, we use the above results to calculate the vibrational frequency for the H2, N2, and
34











wherec is the speed of light,k is the derivative of the cubic spline fit to the force at the
equilibrium bond length, andµ is the reduced mass of the system. In ABINIT, we choose
a domain size of{L1, L2, L3} = {30, 30, 30} Bohr for all three systems and planewave
cutoffs of 32 Ha, 40 Ha, and38 Ha for H2, N2, and O2, respectively. From the results
presented in Table 1, we observe that there is excellent agreement between SPARC and
ABINIT, with the maximum difference in the vibrational frequency being8 cm−1. There is
also good agreement between DFT and experiment, highlightin the accuracy of DFT as an
ab-initio theory. These results further verify that SPARC is able to obtain accurate atomic
forces, a critical feature for both structural relaxationsa d ab-initio molecular dynamics.
Table 1: Vibrational frequency incm−1 for the H2, N2, and O2 molecules.
Molecule SPARC ABINIT Experiment [53, 11]
H2 4007 4014 4401
N2 2448 2456 2358
O2 1649 1642 1580
Finally, we randomly perturb the atomic positions in the three molecules such that the
interatomic distance differs by up to15 percent from the equilibrium bond length. We
maximize generality by ensuring that the resulting systemsare not aligned with any of the
coordinate axes. In Table 2, we present the results of the geometry optimization by SPARC,
and compare them with ABINIT for the aforementioned choice of parameters. We observe
that there is very good agreement between SPARC and ABINIT, with the maximum differ-
ence in the energy being0.0007 Ha/atom, and the maximum difference in the equilibrium
bond length being0.001 Bohr. These results are also in excellent agreement with thedata
plotted in Fig. 6. Overall the results indicate that SPARC isable to accurately determine
ground state properties for isolated clusters.
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Table 2: Ground state energy and equilibrium configuration fr the H2, N2, and O2
molecules.
Molecule
Energy (Ha/atom) Bond length (Bohr)
SPARC ABINIT SPARC ABINIT
H2 −0.5682 −0.5681 1.437 1.437
N2 −9.9463 −9.9460 2.049 2.049
O2 −15.8717 −15.8710 2.226 2.227
2.4.4 Scaling and performance
In previous subsections, we have verified the accuracy of SPARC by comparing with the
well-established plane-wave code ABINIT. We now investigate the efficiency of SPARC
relative to ABINIT, for which we choose bulk-terminated Silicon nanoclusters passivated
by Hydrogen as representative examples. In all the calculations, we utilize a mesh-size of
h = 0.5 Bohr in SPARC, and a planewave energy cutoff of16 Ha in ABINIT. Further,
we employ a vacuum of5 Bohr in both SPARC and ABINIT. We choose all the other
parameters so as to obtain the chemical accuracy of0.001 Ha/atom in the energy and0.001
Ha/Bohr in the atomic force. All the times reported here include the calculation of the
electronic ground-state as well as the atomic force.
First, we compare the strong scaling of SPARC with ABINIT forthe Si275H172 cluster.
We utilize2, 8, 64, 128, 512, and640 cores for performing the simulation using SPARC. We
use6, 9, 37, 296, 592, and666 cores for ABINIT, which it suggests are optimal in the range
of cores considered here. In Fig. 7a, we present the wall timefor an electronic ground-state
calculation (19 SCF iterations),taken by SPARC and ABINIT as the number of processors
is increased. We observe that both SPARC and ABINIT display similar trends with respect
to strong scaling.Specifically, the SPARC and ABINIT curves are close to being parallel,
with no further reduction in wall time observed after approximately700 cores for SPARC
and600 cores for ABINIT.However, the prefactors are significantly different, with SPARC
being able to outperform ABINIT by up to factors of6.8.
Next, we compare the weak scaling of SPARC with ABINIT for theSi29H36, Si71H84,
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Si275H172, Si525H276, and Si849H372 nanoclusters. The number of electrons in these systems
range from152 (Si29H36) to 3768 (Si849H372). For both SPARC and ABINIT, we fix the
number of electrons per core to be approximately160, and select at most4 cores from
every compute node. In Figure 7b, we present the results so obtained for the variation in
total CPU time versus the number of electrons. We observe similar scaling for both codes,
with O(N2.51e ) for SPARC andO(N2.75e ) for ABINIT . However, the prefactor for SPARC
is again noticeably lower, with speedups over ABINIT ranging from factors of3 to 7.
We observe that for our calculations, Chebyshev filtering isthe predominant part, con-
suming70 to 80 percent of the total wall time. The subspace projection steptakes6 to
19 percent and the subspace rotation step takes1.16 to 9.5 percent of the total wall time.
The fraction of total wall time increases with system size for these two methods. The per-
centage of total wall time taken by Poisson solution decreases from6.6 percent for Si29H36
cluster to0.5 percent for Si849H372 cluster. The fraction of time taken by atomic force cal-
culation step decreases from1.3 percent to0.16 percent as the system size increases from
Si29H36 to Si849H372 cluster. The parts of the calculation not involving the application of
the Hamiltonian operator (initialization, pseudocharge calculation, eigenproblem solution,













































Figure 7: Strong and weak scaling behavior for hydrogen passiv ted silicon nanoclusters.
The system utilized for strong scaling is Si275H172. The systems employed for weak scaling
are Si29H36, Si71H84, Si275H172, Si525H276 and Si849H372.
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Finally, we compare the minimum wall time achievable by SPARC and ABINIT for
the aforementioned nanoclusters with the exception of Si849H372, for which the resources
currently available to us are insufficient. While performing this study, we restrict the max-
imum number of electrons per computational core to160. In SPARC, we choose the num-
ber of cores as multiples of64, whereas we select the number of cores and parallelization
scheme in ABINIT as suggested by it. We present the results soobtained in Table 4. We
observe that SPARC is able to achieve smaller wall times by factors larger than6.8 com-
pared to ABINIT for all the systems considered. In particular, SPARC requires a factor of
approximately7.0 less wall time than ABINIT for the Si525H276 nanocluster. Overall, these
results indicate that SPARC is a highly efficient DFT formulation and implementation that
is highly competitive with well-optimized plane-wave codes.
Table 3: Minimum wall time in minutes for hydrogen passivated silicon nanoclusters. The
number in brackets represents the number of cores on which the minimum wall time is
achieved.
System SPARC ABINIT
Si29H36 0.69 (128) 7.3 (106)
Si71H84 1.15 (320) 8.10 (321)
Si275H172 7.39 (704) 50.6 (666)





Consider a unit cellΩ with N atoms and a total ofNe valence electrons. Let the nuclei
be positioned atR = {R1,R2, . . . ,RN} and possess valence charges{Z1, Z2, . . . , ZN},
respectively. Neglecting spin, the system’s free energy inDe sity Functional Theory (DFT)
[52, 62] can be written as
F(Ψ, g,R) = Ts(Ψ, g) + Exc(ρ) +K(Ψ, g,R) + Eel(ρ,R) − TS(g) , (46)
whereΨ = {ψ1, ψ2, . . . , ψNs} is the collection of orbitals with occupations
g = {g1, g2, . . . , gNs}, ρ is the electron density, andT is the electronic temperature. The







gn(k)|ψn(x,k)|2 dk , (47)
wherek denotes the Bloch wavevector, and
ffl
BZ
signifies the volume average over the
Brillouin zone. In Eqn. 46, the first term is the electronic kinetic energy, the second term is
the exchange-correlation energy, the third term is the non-local pseudopotential energy, the
fourth term is the total electrostatic energy, and the final term is the entropic contribution
arising from the partial occupations of the orbitals.
Electronic kinetic energy In Kohn-Sham DFT, the kinetic energy of the non-interacting
electrons takes the form










n(x,k)∇2ψn(x,k) dxdk . (48)
where the superscript∗ denotes the complex conjugate.
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Exchange-correlation energy The exact form of the exchange-correlation energy is cur-
rently unknown. Therefore, a number of approximations havebe n developed, including




εxc(ρ(x))ρ(x) dx , (49)
whereεxc(ρ) = εx(ρ) + εc(ρ) is the sum of the exchange and correlation per particle of a
uniform electron gas.
Non-local pseudopotential energy The non-local pseudopotential energy within the Kleinman-

































where the summation indexJ runs over all atoms inΩ, and the summation indexJ ′ runs
over theJ th atom and its periodic images. In addition, the coefficientsγJl and projection








χJ ′lm(x,RJ ′) = uJ ′lm(x,RJ ′) (VJ ′l(x,RJ ′) − VJ ′(x,RJ ′)) . (52)
Above,uJ ′lm are the isolated atom pseudowavefunctions,VJ ′l are the angular momentum
dependent pseudopotentials, andVJ ′ are the local components of the pseudopotentials, with
l andm signifying the azimuthal and magnetic quantum numbers, respectively.



























where the first term—referred to as the Hartree energy—is theclassical interaction energy
of the electron density, the second term is the interaction energy between the electron den-
sity and the nuclei, and the third term is the repulsion energy between the nuclei. The
summation indexI runs over all atoms inR3, i.e., all the atoms inΩ and their periodic
images.








(gn(k) log gn(k) + (1 − gn(k)) log(1 − gn(k))) dk , (54)
wherekB is the Boltzmann constant.
















gn(k) dk = Ne .
(56)
In this staggered approach, the electronic ground-state asd scribed by the above equation
needs to be computed for every configuration of the nuclei encou tered during the geometry
optimization represented by Eqn. 55.
3.2 Real-space formulation
In this section, we describe the real-space formulation andparallel finite-difference imple-
mentation of Density Functional Theory (DFT) for periodic systems.
Electrostatic reformulation The non-locality of the electrostatic energy in Eqn. 53
makes its direct real-space evaluation scale asO(N2) with respect to the number of atoms.
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Furthermore, the individual components diverge in periodic systems. To overcome this, we











(ρ(x) + b(x,R))φ(x,R) dx
}
−Eself (R) + Ec(R) , (57)
whereφ denotes the electrostatic potential. In addition,b represents the total pseudocharge










b(x,R) dx = −Ne ,
ˆ
R3
bI(x,RI) dx = ZI , (59)
where the summation indexI runs over all atoms inR3, andbI is the pseudocharge density
of the I th nucleus that generates the potentialVI . The second to last term in Eqn. 57








bI(x,RI)VI(x,RI) dx . (60)
The last termEc, whose explicit expression can be found in Appendix A, corrects for the
error in the repulsive energy when the pseudocharge densitis overlap.
Electronic ground-state The electronic ground-state for a given position of nuclei is
governed by the constrained minimization problem in Eqn. 56. On taking the first variation







∇2 − ik.∇ + 1
2
|k|2 + Vxc + φ+ e−ik.xVnleik.x
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gn(k)|un(x,k)|2 dk , −
1
4π




−1, u is a function that is periodic on the unit cell,H is the Hamiltonian
operator,Vxc = δExc/δρ is the exchange-correlation potential,λf is the Fermi energy, and

























Above, the summation indexJ runs over all atoms inΩ, and the summation indexJ ′ runs
over theJ th atom and its periodic images.
The electronic ground-state is determined by solving the non-linear eigenvalue problem
in Eqn. 62 using the Self-Consistent Field (SCF) method [97]. Specifically, a fixed-point
iteration is performed with respect to the potentialVeff = Vxc + φ, which is further ac-
celerated using mixing/extrapolation schemes [28, 69, 89,9]. In each iteration of the SCF
method, the electrostatic potential is calculated by solving the Poisson equation, and the
electron density is determined by computing the eigenfunctio s of the linearized Hamilto-
nian. The orthogonality requirement amongst the Kohn-Shamorbitals makes such a proce-
dure scale asymptotically asO(N3) with respect to the number of atoms, which severely
limits the size of systems that can be studied. To overcome this restrictive scaling,O(N)
approaches [41, 16] will be subsequently developed and imple ented into SPARC.



























(gn(k) log gn(k) + (1 − gn(k)) log(1 − gn(k))) dk ,
whereEself andEc are as defined in Eqns. 60 and 97, respectively.
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Atomic forces Once the electronic ground-state has been determined, the atomic forces


































∇ψn(x,k)eik.(RJ−RJ′)χ∗J ′lm(x,RJ ′) dx
)]
dk ,
where the summation indexJ ′ runs over theJ th atom and its periodic images, andℜ[.]
denotes the real part of the bracketed expression. The first term is the local component
of the force [99], the second term corrects for overlapping pseudocharge densities [101]
(Appendix A), and the final term is the non-local component obtained by transferring the
derivative on the projectors (with respect to the atomic position) to the orbitals (with respect
to space) [50]. This strategy is employed since the orbitalsare generally much smoother
than the projectors, and therefore more accurate forces canbe obtained for a given dis-
cretization [90].
Overview of SPARC The approach adopted for determining the ground-state is outlined
in Fig. 8, whose key components are discussed in detail in thesubsections below.
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Geometry Optimization






















Figure 8: Outline of ground-state DFT simulations in SPARC for periodic systems.
3.3 Finite-difference implementation
We discretize the unit cellΩ—cuboidal in shape with sides of lengthL1, L2 andL3—
using a non uniform finite-difference grid with spacingsh1, h2, h3 such thatL1 = n1h1,
L2 = n2h2 andL3 = n3h3 (n1, n2, n3 ∈ N, N : set of all natural numbers).We designate
each finite-difference node using an index of the form(i, j, k), wherei = 1, 2, . . . , n1,












(i+p,j,k) + f (i−p,j,k)) + wp,2(f
(i,j+p,k) + f (i,j−p,k))
+ wp,3(f
(i,j,k+p) + f (i,j,k−p))
)
, (66)
















(no − p)!(no + p)!
, p = 1, 2, . . . , no , s = 1, 2, 3. (67)










(i+p,j,k) − f (i−p,j,k))ê1 + w̃p,2(f (i,j+p,k) − f (i,j−p,k))ê2
+ w̃p,3(f
(i,j,k+p) − f (i,j,k−p))ê3
)
, (68)






(no − p)!(no + p)!
, p = 1, 2, . . . , no , s = 1, 2, 3. (69)
We employ the trapezoidal rule for performing spatial integrations, i.e.,
ˆ
Ω










f (i,j,k) , (70)












































where the summation indexJ runs over all atoms inΩ, and the summation indexJ ′ runs
over theJ th atom and its periodic images. We enforce periodic boundary conditions onΩ
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by mapping any index that does not correspond to a node in the finit -difference grid to its
periodic image withinΩ.
Henceforth, we denote the discrete Hamiltonian matrix as a function of the Bloch
wavevectork by H(k) ∈ CNd×Nd, whereNd = n1 × n2 × n3 is the total number of
finite-difference nodes. In addition, we represent the eigenvalues ofH(k) arranged in as-
cending order byλ1(k), λ2(k), . . . , λNd(k). We storeH(k) and other sparse matrices in
compressed row format, and store the discrete cell periodicpart of the orbitals as columns





Ωp, whereΩp denotes the domain local to thepth processor, andnp is the to-
tal number of processors. The specific choice ofΩp corresponds to the PETSc default for
structured grids.
3.3.1 Pseudocharge density generation and self energy calculation
In each structural relaxation step, the finite-difference Laplacian is used to assign the pseu-
















where the summation indexI runs over all atoms inR3. The discrete form of the pseu-
docharge densitybI has exponential decay away fromRI , as demonstrated in Appendix B.
This allows for its truncation at some suitably chosen radiusrbI , without appreciable loss of





















In Algorithm 5, we outline the calculation ofb(i,j,k) andEhself , as implemented in
SPARC. For theJ th atom inΩ, we determineΩrb
J′
∩Ωp (with s ande denoting the starting
and ending indices) for atoms which haveΩrb
J′
∩ Ω 6= ∅. Here, the indexJ ′ signifies the
J th atom and its periodic images.Further,Ωrb
J′






3,J centered on theJ
′th atom andΩp represents the domain local to the
pth processor. We have chosenΩrb
J′
to be a cuboid rather than a sphere due to its simplic-
ity and efficiency within the Euclidean finite-difference discretization. The values ofrb1,J ,
rb2,J andr
b



























< εb , (74)
where the summation indexJ ′ runs over theJ th atom and its periodic images. In the
overlap region so established, we interpolate the values ofV (i,j,k)J ′ on to the finite-difference
grid using cubic-splines [1]. Next, we determineb(i,j,k) andEh,pself—contribution of thep
th
processor to the self energy—using Eqns. 72 and 73, respectively. Finally, we calculate the
total self energyEhself by summing the contributions from all the processors.
Algorithm 5: Pseudocharge density generation and self energy calculation
Input : R, VJ , andrbJ
b(i,j,k) = 0, Eh,pself = 0
for J = 1 . . . N do
for J ′ = J th atom and its periodic images for whichΩrb
J′
∩ Ω 6= ∅ do
Determineis, ie, js, je, ks, ke of Ωrb
J′
∩ Ωp
DetermineV (i,j,k)J ′ ∀ i ∈ [is − no, ie + no], j ∈ [js − no, je + no],
k ∈ [ks − no, ke + no]
b
(i,j,k)




, b(i,j,k) = b(i,j,k) + b(i,j,k)J ′ ∀ i ∈ [is, ie],
















Output : b(i,j,k) andEhself
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3.3.2 Brillouin zone integration








wherefb ≡ f(kb). Here,kb andwb (b = 1, 2, . . .Nk) denote the nodes and weights for
integration, respectively. The specific choice ofkb is commonly referred to as Brillouin
zone sampling.
3.3.3 Electron density calculation
On employing the Brillouin zone integration scheme described y Eqn. 75, the electron









In each SCF iteration, we calculate the electron density using the Chebyshev-filtered sub-
space iteration (CheFSI) method [110, 109], wherein we compute approximations to the
eigenvectors corresponding to the lowestNs eigenvalues ofHb, b = 1, 2, . . .Nk. This
choice of eigensolver is motivated by the minimal orthogonalization and computer memory
costs compared to other alternatives commonly employed in electronic structure calcula-
tions, e.g. Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) [60].
The implementation of the CheFSI algorithm in SPARC consists of hree main compo-
nents. First, we use the rapid growth of Chebyshev polynomials outside the interval[−1, 1]
to filter out the unwanted eigencomponents fromUb:





, b = 1, 2, . . . , Nk , (77)
where the columns ofUbf represent the filtered cell periodic part of the orbitals, and Cm
denotes the Chebyshev polynomial of degreem. Additionally, eb = (λNdb − λc)/2 and
cb = (λNdb + λc)/2, whereλc is the filter cutoff. Rather than explicitly compute the matrix
pmb(Hb), its product withUb is determined using the three term recurrence relation for
Chebyshev polynomials.
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Next, projecting onto the filtered basisUbf , we arrive at the generalized eigenproblem:
H̃bynb = λnbM̃bynb , n = 1, 2, . . .Ns , b = 1, 2, . . . , Nk , (78)
whereλnb represent approximations to the eigenvalues ofHb, and the dense matrices
H̃b, M̃b ∈ CNs×Ns are determined as
H̃b = U
∗T
bf HbUbf , M̃b = U
∗T
bf Ubf . (79)
After eigendecomposing Eqn. 78 at all thek-points, the Fermi energyλf is calculated by
















Finally, we perform the subspace rotation
Ub = UbfYb , b = 1, 2, . . . , Nk , (81)
where the columns of the matrixYb ∈ CNs×Ns contain the eigenvectorsynb. The columns
of Ub so obtained represent approximations to the eigenvectors of Hb. The electron density








wbgnb|u(i,j,k)nb |2 , (82)
where the values ofu(i,j,k)nb are extracted from then
th column ofUb.
We start the very first SCF iteration of the complete DFT simulation with a randomly
generated guess forUb (b = 1, 2, . . . , Nk), and perform the CheFSI steps multiple times
[111] without calculating/updating the electron density.This allows us to obtain a good
approximation of the electron density for the second SCF iteration. For every subsequent
SCF iteration, we perform the CheFSI steps only once, and usethe rotatedUb from the
previous step as the initial guess. Overall, the calculation of the electron density scales
asO(NkNsNd) + O(NkN2sNd) + O(NkN3s ), which makes itO(N3) with respect to the
number of atoms.
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3.3.4 Free energy calculation
On approximating the spatial and Brillouin zone integrals using Eqns. 70 and 75, respec-


































wb (gnb log gnb + (1 − gnb) log(1 − gnb)) , (83)
whereEhself is the discrete self energy (Eqn. 73), andE
h
c is the discrete repulsive en-
ergy correction for overlapping pseudocharges (Eqn. 101).The evaluation ofF̂h scales as
O(Nd), and thereforeO(N) with respect to the number of atoms.
3.3.5 Atomic forces calculation








wherefhJ,loc is the discrete local component,f
h
J,c is the discrete correction corresponding
to overlapping pseudocharges, andfhJ,nloc is the discrete non-local component of the force.
Below, we discuss the evaluation offhJ,loc andf
h




Local component On approximating the spatial integral using Eqn. 70, the discrete local

















(φ(i,j,k) − V (i,j,k)J ′ ) , (85)
where the summation indexJ ′ runs over theJ th atom and its periodic images. The cal-
culation of fhJ,loc in SPARC is outlined in Algorithm 6, which proceeds as follows. For
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theJ th atom inΩ, we determineΩrb
J′
∩ Ωp (with s ande denoting the starting and end-
ing indices) for atoms which haveΩrb
J′
∩ Ω 6= ∅. Here, the indexJ ′ signifies theJ th
atom and its periodic images. In this overlap region, the values ofV (i,j,k)J ′ are interpolated
on to the finite-difference grid using cubic-splines, from which b(i,j,k)J ′ is calculated using
Eqn. 72. Subsequently,fh,pJ,loc—contribution of thep
th processor to the local component of
the force—is calculated using Eqn. 85. Finally, the contributions from all processors are
summed to simultaneously obtainfhJ,loc for all the atoms.
Algorithm 6: Calculation of the local component of the atomic force.
Input : R, φ(i,j,k), VJ , andrbJ




for J ′ = J th atom and its periodic images for whichΩrb
J′
∩ Ω 6= ∅ do
Determineis, ie, js, je, ks, ke of Ωrb
J′
∩ Ωp
DetermineV (i,j,k)J ′ ∀ i ∈ [is − no, ie + no], j ∈ [js − no, je + no], and
k ∈ [ks − no, ke + no]
b
(i,j,k)
J ′ = − 14π∇2hVJ ′
∣
∣
























Non-local component On approximating the spatial integral using Eqn. 70, the discrete
















































J ′lm . (88)
The calculation of hJ,nloc in SPARC is outlined in Algorithm 7, which proceeds as follows.
For theJ th atom inΩ, we determineΩrc
J′
∩ Ωp (with s ande denoting the starting and
ending indices) for atoms which haveΩrc
J′
∩ Ω 6= ∅. Here, the indexJ ′ represents the
J th atom and its periodic images. In addition,Ωrc
J′
denotes the cube with side of length
2rcJ centered on theJ
′th atom. We have chosenΩrc
J′
to be a cube rather than a sphere
due to its simplicity and efficiency within the Euclidean finite-difference discretization. In
the overlap region so determined, we interpolate the radialcomponents of the projectors
χ
(i,j,k)
J ′lm on to the finite-difference grid using cubic-splines. Next,we utilize Eqns. 87 and 88
to determineY pJnlm andW
p
Jnlm, respectively, which represent the contributions of thep
th
processor toYJnlm andWJnlm, respectively. Finally, we sum the contributions from all the
processors to obtainYJnlm andWJnlm, which are then used to calculatefhJ,nloc using Eqn.
86 .
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Algorithm 7: Calculation of the non-local component of the atomic force
Input : R, ψ(i,j,k)n , γJl, χJlm, andrcJ
Y pJnblm = 0, W
p
Jnblm = 0
for J = 1 . . . N do
for J ′ = J th atom and its periodic images for whichΩrc
J′
∩ Ω 6= ∅ do
Determine starting and ending indicesis, ie, js, je, ks, ke for Ωrc
J′
∩ Ωp
Determineχ(i,j,k)J ′lm ∀ i ∈ [is, ie], j ∈ [js, je], k ∈ [ks, ke]






J ′lm ∀ i ∈ [is, ie],











J ′lm ∀ i ∈ [is, ie],


















3.4 Examples and Results
In this section, we verify the accuracy and efficiency of SPARC (Simulation Package for
Ab-initio Real-space Calculations) for periodic Density Functional Theory (DFT) calcula-
tions. In all examples, we utilize a twelfth-order accuratefinite-difference discretization,
the Perdew-Wang parametrization [86] of the correlation energy calculated by Ceperley-
Alder [24], norm-conserving Troullier-Martins pseudopotentials [103], and a smearing of
kBT = 0.01 Ha. The cutoff radii for the non-local projectors and the local omponent of
the pseudopotentials are listed in Appendix B. The Monkhorst-Pack [77] grid is used for
performing integrations over the Brillouin zone. Unless specified otherwise, the simula-
tions correspond tok =[0.0 0.0 0.0] (Γ-point).
We solve the linear system corresponding to the Poisson problem using the block-Jacobi
preconditioned [42] minimal residual method (MINRES) [80]. Within the CheFSI ap-
proach, we utilize a polynomial of degreem = 20 for Chebyshev filtering; the Lanczos
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method [66] for calculating the extremal eigenvalues of theHamiltonianHb; and LA-
PACK’s [3] implementation of the QR algorithm [106] for solving the subspace eigen-
problem in Eqn. 78. We calculate the Fermi energy using Brent’s method [91], and use
Anderson extrapolation [2] with relaxation parameter of0.3 and mixing history of7 for
accelerating the convergence of the SCF method. Finally, weemploy the Polak-Ribiere
variant of non-linear conjugate gradients with a secant line search [94] for geometry opti-
mization.
All the results presented here are converged to within the chemical accuracy of0.001
Ha/atom in the energy and0.001 Ha/Bohr in the forces. Wherever applicable, the re-
sults obtained by SPARC are compared to the well-established plane-wave code ABINIT
[43, 45, 44]. The error in energy is defined to be the difference i the magnitude, and the
error in forces is defined to be the maximum difference in any component. All simulations
are performed on a computer cluster consisting of16 nodes with the following configura-
tion: Altus 1804i Server - 4P Interlagos Node, Quad AMD Opteron 6276, 16C, 2.3 GHz,
128GB, DDR3-1333 ECC, 80GB SSD, MLC, 2.5" HCA, Mellanox ConnectX 2, 1-port
QSFP, QDR, memfree, CentOS, Version 5, and connected througInfiniBand cable.
3.4.1 Convergence with discretization
First, we verify convergence of the energy and atomic forcescomputed by SPARC with
respect to spatial discretization. For this study, we choose three examples:2 × 2 × 2
unit cells of lithium hydride with lattice constant of7.37 Bohr and corner lithium atom
perturbed by [0.57 0.43 0.37] Bohr; 2 × 2 × 2 unit cells of silicon with lattice constant of
10.68 Bohr and corner atom perturbed by [0.93 0.50 0.20] Bohr; and2 × 2 × 2 unit cells
of gold with lattice constant of8.0 Bohr, one of the domain face-centered atoms perturbed
by [0.85 0.50 0.30] Bohr, and1 × 1 × 2 Brillouin zone integration. All errors are defined
with respect to ABINIT, wherein we employ plane-wave cutoffs o 46, 40, and46 Ha for
lithium hydride, silicon, and gold, respectively, which results in energy and forces that are
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converged to within5 × 10−6 Ha/atom and5 × 10−6 Ha/Bohr, respectively.
It is clear from Fig. 22—plots of the error in energy and atomic forces with respect
to mesh-size—that there is systematic convergence to the reference plane-wave result. On
performing a fit to the data, we obtain average convergence rates of approximatelyO(h10)
in the energy andO(h9) in the forces. In doing so, the chemical accuracy desired in
electronic structure calculations is readily attained. These results demonstrate that SPARC
is able to obtain high convergence rates in both the energy and forces, which contributes to
its accuracy and efficiency. Moreover, they converge at comparable rates, without need of


















































Figure 9: Convergence of the energy and atomic forces with respect to mesh size to refer-
ence planewave result for the lithium hydride, silicon, andgold systems.
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3.4.2 Bulk properties
We now verify the ability of SPARC to accurately calculate material bulk properties. We
select silicon—8-atom unit cell with4× 4× 4 Brillouin zone integration—as the represen-
tative example. In SPARC, we use a mesh-size ofh = 0.407 Bohr. We compare the results
with ABINIT, wherein we choose a plane-wave energy cutoff of40 Ha, which results in
energies that are converged to within5 × 10−6 Ha/atom. In Fig. 10, we plot the energy so
computed by SPARC and ABINIT as a function of the lattice consta t. We observe that
there is very good agreement between SPARC and ABINIT, with the curves being practi-
cally indistinguishable. From a cubic fit to the data, we find that the predicted equilibrium
lattice constant, energy, and bulk modulus are in agreementto wi hin 0.003 Bohr,1× 10−5
Ha/atom, and0.18 GPa, respectively.
Lattice constant (Bohr)






















Figure 10: Variation of energy with lattice constant for silicon.
Next, we compare the band structure plot at the equilibrium lattice constants determined
above, i.e.,10.157 Bohr for SPARC and10.160 Bohr for ABINIT. Specifically, we choose
theL− Γ −X − Γ circuit, whose coordinates in terms of the reciprocal lattice vectors are
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[−0.5 0.5 0.5], [0.0 0.0 0.0], [1.0 0.0 0.0], and [1.0 1.0 1.0], respectively. We discretize the
L − Γ, Γ − X, andX − Γ line segments into10, 12, and17 divisions, respectively. At
each resultingk-point, we determine the band structure (at the electronic ground-state) in
SPARC by repeating the CheFSI steps until convergence. In Fig. 11, we present the band
structure plot so computed by SPARC and compare it with that calculated by ABINIT.
It is clear that there is very good agreement, with the curvesbeing nearly identical. In
particular, the HOMO eigenvalue, LUMO eigenvalue, and bandg p are in agreement to
within 7 × 10−5 Ha,1 × 10−5 Ha, and6 × 10−5 Ha, respectively.




















Figure 11: Band structure plot for silicon.
3.4.3 Geometry optimization
We now verify the capacity of SPARC to perform accurate geometry optimizations. To do
so, we first check the consistency of the atomic forces with the energy. As representative
examples, we select single unit cells of lithium and siliconwith lattice constants of6.59
Bohr and10.16 Bohr, respectively, and discretize them using mesh sizes ofh = 0.287 Bohr
and0.248 Bohr, respectively. In Fig. 12, we plot the variation in energy and force when the
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body centered lithium atom is displaced along the body diagon l, and one of the face cen-
tered silicon atoms is displaced along the face diagonal. Specifically, in Fig. 12a, we plot
the computed energy and its curve fit using cubic splines. In Fig. 12b, we plot the computed
atomic force and the derivative of the cubic spline fit to the en rgy. The evident agreement
demonstrates that the computed energy and atomic forces areinde d consistent. Moreover,
there is no noticeable ‘egg-box’ effect [17]—a phenomenon arising due to the breaking of
the translational symmetry—at meshes required for obtaining chemical accuracies.
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Displacement (Bohr)






























(a) Computed energy and its cubic spline fit
Displacement (Bohr)

























(b) Computed force and the derivative of the cubic spline fit to the energy
Figure 12: Variation in the energy and atomic force as a functio of atomic displacement.
In lithium, the body centered lithium atom is displaced along the body diagonal. In silicon,
one of the face centered silicon atoms is displaced along theface diagonal.
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Next, we determine the overall ground-state using SPARC fortw systems:3 × 3 × 3
unit cells of lithium and2×2×2 unit cells of silicon, both with a vacancy. We compare the
results with ABINIT, wherein we use plane wave cutoffs of30 Ha and40 Ha for lithium
and silicon, respectively, which results in energy and forces that are converged to within
5×10−6 Ha/atom and5×10−6 Ha/Bohr, respectively. We calculate the vacancy formation
energyEvf using the relation [40]
Evf = F0
(









F0(N, 0,Ω) , (89)
whereF0(N, nv,Ω) denotes the energy of the system inΩ with N occupied lattice sites
andnv vacancies. The vacancy formation energies so computed by SPARC and ABINIT
are in agreement to within8 × 10−5 Ha. In addition, the fully relaxed atomic positions
differ by no more than0.01 Bohr. The contours of electron density on the mid-plane of
these systems are plotted in Fig. 13. Overall we conclude that SPARC is able to accurately
perform geometry optimization. Furthermore, the quality of at mic forces makes it suitable






















(b) 2 × 2 × 2 unit cells of silicon with a vacancy
Figure 13: Mid-plane electron density contours.
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3.4.4 Scaling and Performance
Having verified the accuracy of SPARC relative to ABINIT in previous subsections, we
now compare their efficiency. As representative systems, wechoosen×n×n (n ∈ N) unit
cells of aluminum with a vacancy. In SPARC, we employ a mesh-size ofh = 0.778 Bohr
and Chebyshev polynomial filter of degree15. In ABINIT, we use a plane-wave energy
cutoff of 9 Ha. We choose all the other parameters in both codes so as to achieve an overall
accuracy of5×10−4 Ha/atom and5×10−4 Ha/Bohr in the energy and forces, respectively.
The times reported here include the calculation of the electronic ground-state as well as the
atomic forces.
First, we compare the strong scaling of SPARC with ABINIT for6×6×6 FCC unit cells
of aluminum with a vacancy. We utilize4, 8, 64, 144, 480, and576 cores for performing
the simulation with ABINIT, which it suggests is optimal in the range of1 to 1000 cores.
For SPARC, we select4, 8, 27, 384, 512 and640 cores. In Fig. 14a, we plot the wall time
taken by SPARC and ABINIT as a function of the number of processors. We observe that
both SPARC and ABINIT display similar trends with respect tostrong scaling, with curves
being close to parallel and no further reduction in wall timeobserved after approximately
640 cores. However, the prefactors of SPARC are up to a factor of5 smaller than ABINIT.
Next, we compare the weak scaling of SPARC with ABINIT for3 × 3 × 3, 4 × 4 × 4,
5×5×5, 6×6×6, and7×7×7 unit cells of aluminum, each with a vacancy. The number
of electrons in these systems range from321 to 4116. For both SPARC and ABINIT, we fix
the number of electrons per core to be approximately96, and choose at most4 cores from
every compute node. In Figure 14b, we present the results so obtained for the variation in
total CPU time versus the number of electrons. We again observe similar scaling for both
SPARC (O(N3.48e )) and ABINIT (O(N3.67e )). However, the prefactor for SPARC is again
noticeably smaller, with speedups over ABINIT ranging fromfactors of2.5 to 10. We note
that the worse thanO(N3e ) scaling of both SPARC and ABINIT is a consequence of the
increase in the number of SCF iterations with system size. Infact, the average time per
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Figure 14: Strong and weak scaling for SPARC and ABINIT. The system utilized for strong
scaling is6× 6× 6 FCC unit cells of aluminum with a vacancy. The systems employed for
weak scaling are3 × 3 × 3, 4 × 4 × 4, 5 × 5 × 5, 6 × 6 × 6, and7 × 7 × 7 unit cells of
aluminum, each with a vacancy.
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Finally, we compare the minimum wall time achievable by SPARC and ABINIT for the
aforementioned aluminum systems. We restrict the maximum nber of electrons per core
to 96. In SPARC, we choose the number of cores as multiples of32, whereas we select the
number of cores and parallelization scheme in ABINIT that itsuggests are optimal. In Table
4, we present the results for the minimum wall time so achieved. We observe that SPARC
outperforms ABINIT by factors larger than2.5 for all the systems considered. In particular,
SPARC requires a factor of approximately5 less wall time for the largest system. Overall,
we conclude that SPARC is a highly efficient DFT formulation and implementation that is
very competitive with currently existing highly optimizedplane-wave codes.
Table 4: Minimum wall time in minutes forn× n× n FCC unit cells of aluminum with a
vacancy. The number in brackets denotes the number of cores on which the minimum wall
time is achieved.
System SPARC ABINIT
3 × 3 × 3 0.43 (64) 1.77 (188)
4 × 4 × 4 1.69 (96) 5.67 (320)
5 × 5 × 5 6.99 (256) 17.42 (396)
6 × 6 × 6 20.98 (640) 113.87 (480)
7 × 7 × 7 79.15 (704) 398.77 (795)
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CHAPTER IV
PARTIALLY PERIODIC SYSTEMS: SLABS AND WIRES
4.1 Formulation and implementation
In this chapter we extend the formulation developed in chapters 2 and 3 for partially pe-
riodic systems. The two cases of partial periodic systems include 1) Periodic boundary
conditions in two directions and nonperiodic boundary condition in the third direction. 2)
Periodic boundary condition in one direction and nonperiodic boundary condition in the
second and third directions.
The formulation and implementation for periodic systems can be extended to partially
periodic systems by considering the periodic images of atoms nly in the direction(s) of
periodicity. We restrict the component to the Block wavevector (k) in the nonperiodic
direction to be zero. We enforce zero Dirichlet boundary conditions in the nonperiodic
direction(s) on the periodic part of the orbitals (un x,k)) and the electrostatic potential
(φ(x)). Within the finite-difference implementation, we enforcezero Dirichlet boundary
conditions in the nonperiodic direction(s) by settingf (i,j,k) = 0 for any index that does not
correspond to a node in the finite difference grid. In the periodic direction(s), we map any
index not corresponding to a node in the finite-difference grid to its periodic image withΩ.
4.2 Examples and results
In this section, we verify SPARC for partially periodic systems through selected examples.
In all the simulations, we utilize a twelfth-order accuratefinite-difference discretization
(no = 6), the Perdew-Wang parametrization [86] of the correlation energy calculated by
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Ceperley-Alder [24], a smearing ofkBT = 1 × 10−2 Ha, and norm-conserving Troullier-
Martins pseudopotentials [103]. The Monkhorst-Pack [77] grid is used for performing in-
tegrations over the Brillouin zone. We solve the linear system corresponding to the Poisson
problem using the block-Jacobi preconditioned [42] minimal residual method (MINRES)
[80]. Within the CheFSI approach, we utilize a polynomial ofdegreem = 20 for Cheby-
shev filtering; the Lanczos method [66] for calculating the extremal eigenvalues of the
HamiltonianHb; and LAPACK’s [3] implementation of the QR algorithm [106] for solv-
ing the subspace eigenproblem in Eqn. 78. We calculate the Fermi energy using Brent’s
method [91], and use Anderson extrapolation [2] with relaxation parameter of0.2 and mix-
ing history of12 for accelerating the convergence of the SCF method.
4.2.1 Convergence with domain size
We first verify the convergence of the computed energy and atomic forces with respect to
the size of the domainΩ. We choose1 × 1 × 5 aluminum slab (Al22) and(100) silicon
nanowire of radius (R=15 Bohr) and length (L = 10.16 Bohr) (Si57) as representative ex-
amples of a slab and a wire respectively. For Al22, we use a lattice constant of7.78 Bohr,
utilize a mesh spacing of0.6 Bohr and considerx andy as periodic directions andz as
the nonperiodic direction. For Si57, we use a lattice constant of10.16 Bohr, utilize a mesh
spacing of0.407 Bohr and considerx to be the periodic direction andy andz as the non-
periodic directions. In Fig. 15b, we present convergence ofthe energy and atomic forces
as the vacuum length in the nonperiodic directions is increased from4.55 Bohr to 9.35
Bohr for Al22 and from4.10 Bohr to8.90 Bohr for Si57, with the results obtained for18
Bohr vacuum length used as reference. We observe exponential convergence of both the
energy and the forces to well below accuracies desired in DFTcalculations. In fact, even
a vacuum length of6.5 Bohr is sufficient to obtain chemical accuracy in both energyand
forces. Overall, these results demonstrate the efficacy of SPARC’s capability to efficiently
model slabs and wires without issues of interacting periodic images that typically arise
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when periodic boundary conditions are used to model partially periodic systems.
Vacuum (Bohr)







































Figure 15: Convergence of energy and atomic forces with respect to domain size for Al22
slab and Si57 nanowire.
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Figure 16: Electron density contours on slices through a(001) slab of FCC Aluminum.
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We now verify the accuracy of a two dimensional periodic calculation. For this purpose, we
choose1×1×5 unit cells of aluminum, a domain size of{L1, L2, L3} = {7.78, 7.78, 52.8}
Bohr and mesh-size ofh = 0.6 Bohr. We determine the electronic ground-state using
SPARC with periodic boundary conditions in thex andy directions and nonperiodic bound-
ary condition in thez direction. We compare the results with ABINIT, wherein we usa
domain size of{L1, L2, L3} = {7.78, 7.78, 64.0}Bohr and plane wave cutoff of30 Ha. We





whereF0,slab denotes the energy of the slab withN atoms andF0,bulk is the energy of an
atom in the bulk. The(001) surface energies so computed by SPARC and ABINIT are
in agreement to within7 × 10−7 Ha/Bohr2. Furthermore, the computed atomic forces are
accurate to within3 × 10−4 Ha/Bohr. In Fig. 16 we plot the electron density contour on
slices through a(001) slab of FCC Aluminum.
4.2.3 Silicon nanowire: One dimensional periodic calculation
Here we verify the accuracy of a one dimensional periodic calul tion. For this pur-
pose, we choose a(100) silicon nanowire of radius (R = 15 Bohr) and length (L = 10.16
Bohr) (Si57), a domain size of{L1, L2, L3} = {10.16, 40.8, 40.8} Bohr, mesh-size of
h = 0.407 Bohr. We determine the electronic ground-state using SPARCwith periodic
boundary conditions in thex direction and nonperiodic boundary condition in they and
z directions. We compare the results with ABINIT, wherein we use a domain size of
{L1, L2, L3} = {10.16, 64.0, 64.0} Bohr and plane wave cutoff of40 Ha. The computed
energies and atomic forces are accurate to within3× 10−5 Ha/atom and2× 10−4 Ha/Bohr.
In Fig. 17, we plot the electron density contours on slices through a(100) wire of Silicon.




























Figure 17: Electron density contours on slices through a(100) wire of silicon.
whereδ is the dirac delta distribution. In Fig. 18, we present the density of states plot for
the nanowire so computed by SPARC and compare it with ABINIT.It is clear that there is
very good agreement between the SPARC and ABINIT.
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Figure 18: Density of states for a(100) wire of silicon.
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CHAPTER V
CONCLUDING REMARKS AND FUTURE DIRECTIONS
This thesis presents an accurate and efficient finite-difference formulation and parallel im-
plementation of Density Functional Theory (DFT) for isolated clusters, periodic and par-
tially periodic systems. By employing the Chebyshev polynomial filtered self-consistent
field iteration in conjunction with the reformulation of theelectrostatics and the non-local
component of the atomic force, we have developed a frameworkusing the finite-difference
representation wherein energies and forces can be efficiently evaluated to within the chem-
ical accuracies desired in electronic structure calculations. We name this developed frame-
work as SPARC (Simulation Package for Ab-initio Real-spaceCalculations). Through a
variety of examples consisting of both light and heavy elements, we have demonstrated that
SPARC obtains exponential convergence in energies and forces with domain size; system-
atic convergence in the energy and forces with respect to spatial discretization at compa-
rably high rates to reference plane-wave results; forces that are consistent with the energy,
both being free from any noticeable ‘egg-box’ effect; and accurate ground-state properties
like equilibrium energies, geometries and vibrational spectra. Moreover, we have shown
that the weak and strong parallel scaling of SPARC is very similar to well-established and
optimized plane-wave codes for systems consisting of up to thousands of electrons, but
with a significantly smaller prefactor. The potential for significant improvement of SPARC
include the incorporation of efficient and parallel scalable eigendecomposition techniques
for the solution of the subspace eigenvalue problem, which is expected to become the dom-
inant cost for systems consisting of tens of thousands of electrons.
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5.1 Future directions
The developed computational framework provides a foundation for pursuing large-scale
ab-initio simulations efficiently. Here we shortly discussa few future directions.
Design and discovery of new materials The developed framework is capable of effi-
ciently simulating nanostructures of different elements across the periodic table. There-
fore, first principles based design and discovery of novel nanostructures by performing a
systematic search for new materials among clusters of different kinds of atoms is an im-
portant avenue of research. Incorporating ideas of symmetry r duction within the current
framework is likely to be useful and will further accelerateth search.
Nanomechanics Ab-initio simulations provide further insights into the behavior of nanos-
tructures. Some of the potential applications include strain engineering of nanomaterials,
stability of nano structures, flexoelectricity. In particular, the capability of the developed
framework to accurately model partially periodic systems makes it an effective tool for
ab-initio simulations of 2D and 1D materials. Incorporating recently developed idea of ab-
initio simulation of bending [8] into the developed framework pens up a completely new
avenue of research and a plethora of applications.
Ab-initio molecular dynamics Integrating Molecular Dynamics (MD) algorithms into
the developed framework will enable the study of propagatina system through time. The
current framework is expected to be competitive in simulating longer time scales for ab-
initio MD.
Crystal defects Defects play a vital role in rendering interesting and important properties
to solids. For example dislocations give rise to plasticity, vacancies give rise to creep, spall
and radiation aging, dopants affect semiconducting properties. The electronic structure of
the core, discrete effects of the lattice and the long range elastic fields play important part
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in influencing the properties exhibited by defects [99]. Thecapability to model different
boundary conditions within the developed real-space framework promotes the development
of methods to study materials defects from an ab-initio persctive.
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APPENDIX A
ELECTROSTATIC CORRECTION FOR OVERLAPPING
PSEUDOCHARGE DENSITIES
A.1 Norperiodic formulation
In ab-initio calculations, even if the pseudopotential approximation is employed, the repul-
sive energy is still calculated with the nuclei treated as point charges. The electrostatic for-
mulation employed in this work does not make this distinction, resulting in disagreement
with convention for overlapping pseudocharge densities. The correction to the repulsive



































Additionally, b̃ denotes the reference pseudocharge density, andb̃J represents the spher-
ically symmetric and compactly supported reference chargedensity of theJ th nucleus that











b̃J (x,RJ) dx = ZJ .
(94)
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The discrete form of the repulsive energy correction is obtained by approximating the inte-



































whereV (i,j,k)c is obtained by using Eqn. 93.




















+ bJ(x,RJ)∇VJ(x,RJ) − b̃J (x,RJ)∇ṼJ(x,RJ)
]
dx ,

















































We choosẽV to be the potential that has previously been employed for generati g neutral-
izing densities in all-electron calculations [84].
It is worth noting that it is indeed possible to correct for the error in repulsive energy and
the corresponding force by only considering the pseudocharges that overlap. However, this
requires the creation of neighbor lists, which need to be updated at every relaxation step.
In SPARC, we employ the corrections in Eqns. 95 and 96 becauseof th ir simplicity and
accuracy in the context of our electrostatic formulation, and their efficiency in the setting
of scalable high performance computing.
In Fig. 19, we present the magnitude of the repulsive energy corre tion and the cor-
rection in the atomic force as a function of the interatomic distance for the N2, and O2
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molecules for mesh-size ofh = 0.2 Bohr. The values of the repulsive energy correction and
the correction in the atomic force at the equilibrium bond length is4.5731× 10−4 Ha/atom
















































Figure 19: Variation in the magnitude of repulsive energy correction and the correction in
the atomic force as a function of interatomic distance for the N2, and O2 molecules.
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A.2 Periodic formulation























b̃I(x,RI)ṼI(x,RI) dx , (97)








In addition, b̃ denotes the reference pseudocharge density, andb̃I represents the spheri-
cally symmetric and compactly supported reference charge density of theI th nucleus that










b̃(x,R) dx = −Ne ,
ˆ
R3
b̃I(x,RI) dx = ZI . (100)
































where the integrals have been approximated using the trapezoidal rule in Eqn. 70. The
solution of Eqn. 98 is accurate to within a constant, which isdetermined by evaluating
∑
I(VI(x,RI) − ṼI(x,RI)) at any point in space.











Vc(x,R) − ṼJ ′(x,RJ ′)
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+ ∇bJ ′(x,RJ ′) (Vc(x,R) + VJ ′(x,RJ ′))
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+ bJ ′(x,RJ ′)∇VJ ′(x,RJ ′) (102)
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In Table 5, we list the cutoff radii (rcJ ) used for generating the different angular momentum
components within the Troullier-Martins pseudopotential. We choose thel = 0 pseudopo-
tential component as local in all the simulations.
Table 5: Cutoff radii for non-local projectors within the Troullier-Martins pseudopotential.
Atom type
Radial cutoff (Bohr)
l = 0 l = 1 l = 2
H 1.25 − −
Li 2.40 2.40 −
C 1.50 1.54 −
N 1.50 1.50 −
O 1.45 1.45 −
Al 2.60 2.60 −
Si 1.80 1.80 1.80
Pt 2.45 2.45 2.45
Au 2.60 2.60 2.60
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APPENDIX C
PROPERTIES OF THE DISCRETE PSEUDOCHARGE DENSITY
The continuous pseudocharge density for the atom positioned atRJ has compact support in
a sphere of radiusrcJ centered atRJ , wherer
c
J is the cutoff radius for the local component of
the pseudopotential. Though the corresponding discrete psudocharge density has infinite
extent, it still possesses exponential decay. This is evident from Fig. 20, where we plot the
normalized error in the net enclosed charge as a function of the pseudocharge radiusrbJ for
a mesh-size ofh = 0.5 Bohr. It is clear that a suitable finite truncation radius canindeed
be chosen such that there is no significant loss of accuracy.
Pseudocharge radius (Bohr)
















Figure 20: Normalized error in the net enclosed charge as a function of pseudocharge
radius. The results for carbon and nitrogen are identical tooxygen.
In this work, we choose the truncation radiusrbJ for each pseudocharge density such that
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Eqn. 74 is satisfied to within a tolerance ofεb = 10−8. In Fig. 21, we plot therbJ required
to achieve this desired accuracy as a function of mesh-size.It is clear that as the mesh
becomes finer,rbJ becomes smaller, withr
b
J → rcJ ash → 0. The slight non-monotonicity
of the curves plotted in Fig. 21 is due to the fact thatrbJ is chosen to be a multiple of the

































Figure 21: Variation of pseudocharge radius as a function ofmesh spacing. The results for
carbon and nitrogen are identical to oxygen.
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APPENDIX D
COMPARISON WITH EXISTING REAL-SPACE CODES
We compare the convergence of energies and atomic forces with respect to the finite differ-
ence mesh-size for SPARC, PARSEC and OCTOPUS. For the comparisons, we use the lat-
est released versions of PARSEC (version 1.3.6) and OCTOPUS(version 5.0.1). As a rep-
resentative example we choose the Si29H36 cluster and the central Silicon atom perturbed
by [0.4 0.3 0.6] Bohr. All errors are defined with respect to ABINIT, whereinwe employ
plane-wave cutoffs of30 Ha along with domain sizes of{L1, L2, L3} = {42, 42, 42} Bohr.
The resulting reference energies and forces are converged to within5.0×10−6 Ha/atom and
5.0 × 10−6 Ha/Bohr respectively. In Fig 22 we plot error in energy and forces calculated
using SPARC, PARSEC and OCTOPUS, with respect to mesh size. We observe that there
is a systematic convergence of both energies and forces for SPARC and OCTOPUS. For
PARSEC, the rate of decrease in error reduces from0.5 mesh onwards. On performing a
fit to the data, we obtain average convergence rates ofO(h8.85) for SPARC,O(h7.15) for
PARSEC andO(h8.64) for OCTOPUS in energy andO(h9.62) for SPARC,O(h10.05) for


















































Figure 22: Convergence of the energy and atomic forces with respect to mesh size to refer-
ence planewave result for the Si29H36 cluster.
Next, we compare the scaling and performance of SPARC, PARSEC, OCTOPUS and
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ABINIT. For this study, we use mesh spacing of0.5 Bohr for SPARC,0.5 Bohr for OCTO-
PUS and0.5 and0.3 Bohr (mesh giving chemical accuracy in forces) for PARSEC. We use
the planewave energy cutoff of16 Ha in ABINIT. We choose all other parameters so as to
obtain the chemical accuracy of0.001 Ha/atom in energy and0.001 Ha/Bohr in the atomic
force. For all our comparisons, we exclude the time for the first SCF iteration.
We first compare the strong scaling of the different codes forthe Si275H172 cluster.
For SPARC and ABINIT, We utilize the same number cores as usedin the strong scaling
study discussed in Section 2.4.4 and we use a maximum of640 cores for PARSEC and
704 cores for OCTOPUS. In Fig. 23a, we present the wall time for anelectronic ground-
state calculation taken by SPARC, PARSEC, OCTOPUS and ABINIT as the number of
processors is increased. We observe that SPARC outperformsPARSEC by upto factors of
21 for 0.5 Bohr mesh size and221 for 0.3 Bohr mesh size, OCTOPUS by up to factors of
14 and ABINIT by up to factors of6.8.
Next, we compare the weak scaling of SPARC, PARSEC, OCTOPUS and ABINIT.
We choose the Si29H36, Si71H84, Si275H172, Si525H276 and Si849H372 nanoclusters for this
study. For all the codes, we fix the number of electrons per core to be approximately160,
and select at most4 cores from every compute node. In Fig. 23b, we present the results
so obtained for the variation in total CPU time versus the number of electrons. We ob-
serve scaling ofO(N2.54e ) for SPARC,O(N3e ) for PARSEC,O(N3.19e ) for OCTOPUS and
O(N2.75e ) for ABINIT. Finally, we compare the minimum wall time achievable by SPARC,
PARSEC, OCTOPUS and ABINIT for the aforementioned nanoclusters with the exception
of Si849H372, for which the resources currently available to us are insufficient. We present
the results so obtained in Table 6. We observe that SPARC is able to achieve smaller wall
times by factors larger than5.8 compared PARSEC (0.5 Bohr mesh size),34 compared to
PARSEC (0.3 Bohr mesh size),5.1 compared to OCTOPUS and6.8 compared to ABINIT
for all the systems considered. In particular, SPARC requires a factor of approximately21.4
less wall time than PARSEC (0.5 Bohr mesh size),12.6 less wall time than OCTOPUS and
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7.0 less wall time than ABINIT for the Si525H276 nanocluster. Overall, these results indi-
cate that SPARC is a highly efficient DFT formulation and implementation that is highly
competitive with both well-optimized real-space and plane-wave codes.
Table 6: Minimum wall time in minutes achieved by SPARC, PARSEC, OCTOPUS and
ABINIT for hydrogen passivated silicon nanoclusters. The number in brackets represents
the number of cores on which the minimum wall time is achieved.
System SPARC PARSEC PARSEC OCTOPUS ABINIT
0.5 Bohr 0.5 Bohr 0.3 Bohr 0.5 Bohr
Si29H36 0.55 (128) 3.22 (8) 18.92 (16) 2.8 (256) 6.25 (106)
Si71H84 0.96 (320) 10.32 (64) 50.53 (64) 10.15 (512) 6.70 (321)
Si275H172 6.39 (704) 121.96 (512) 1046.00 (128) 92.78 (1024) 43.76 (666)















































Figure 23: Comparison of strong and weak scaling behavior amng different Density Func-
tional Theory codes for hydrogen passivated silicon nanoclusters. The system utilized for
strong scaling is Si275H172. The systems employed for weak scaling are Si29H36, Si71H84,
Si275H172, Si525H276 and Si849H372.
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