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COHERENT STATES, YANG-MILLS THEORY, AND
REDUCTION
BRIAN C. HALL
Abstract. This paper explains the ideas behind a joint work with Bruce
Driver on the quantization of Yang-Mills theory on a spacetime cylinder, with
an emphasis on the notions of coherent states and reduction.
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1. Introduction
The quantization of Yang-Mills theory is an important example of the quantiza-
tion of reduced Hamiltonian systems. This paper concerns the simplest non-trivial
case of quantized Yang-Mills theory, namely, pure Yang-Mills on a spacetime cylin-
der. Most of this paper is an exposition of a joint work [DH1] with Bruce Driver,
with an emphasis on the concepts rather than the mathematical technicalities.
Driver and I use as our main tool the Segal–Bargmann transform, or equiva-
lently, coherent states. We reach two main conclusions. First, upon reduction the
ordinary coherent states on the space of connections become the generalized coher-
ent states in the sense of [H1] on the finite-dimensional compact structure group.
Second, coherent states provide a way to make rigorous the generally accepted idea
that upon reduction the Laplacian for the infinite-dimensional space of connections
becomes the Laplacian on the structure group. In the rest of the introduction I
give a schematic description of the the paper. More details are found in the body
of the paper and in [DH1].
Driver and I use the canonical quantization approach rather than the path-
integral approach, and we work in the temporal gauge. As stated, we assume that
spacetime is a cylinder, namely, S1 × R. We fix a compact connected structure
Date: Summer 1999.
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group K, which I will assume here is simple connected, with Lie algebra k. The
configuration space for the classical theory is the space A of k-valued connection
1-forms over the spatial circle. The gauge group G, consisting of maps of the spatial
circle into K, acts naturally on A. The based gauge group G0, consisting of gauge
transformations that equal the identity at one fixed point in the spatial circle, acts
freely on A, and the quotient A/G0 is simply the compact structure group K. This
reflects that in this simple case the only gauge-invariant quantity is the holonomy
of a connection around the spatial circle.
Meanwhile we have the complexification of A, namely, AC = A + iA, which is
identifiable with the cotangent bundle ofA and is the phase space for the unreduced
system. We have also the complexification KC of the structure group K, which is
identifiable with the cotangent bundle ofK. HereKC is the unique simply connected
complex Lie group whose Lie algebra is k + ik. One defines in the obvious way the
(based) complexified gauge group G0,C, which acts holomorphically on AC. The
quotient AC/G0,C is KC. This is the reduced phase space for the theory.
Now we have the ordinary Segal–Bargmann tranform for A, which maps from
an L2 space of functions on A to an L2 space of holomorphic functions on AC.
Much more recently there is a generalized Segal–Bargmann transform for K [H1],
which maps from an L2 space of functions on K to an L2 space of holomorphic
functions on KC. The gist of [DH1] is that the ordinary Segal–Bargmann transform
for A, when restricted to the gauge-invariant subspace is precisely the generalized
Segal-Bargann transform for A/G0 = K. To say the same thing in the language
of coherent states, taking the ordinary coherent states for A and projecting them
onto the gauge-invariant subspace gives the generalized coherent states forK (in the
sense of [H1]). So [DH1] gives a new way of understanding the generalized Segal–
Bargmann transform (or generalized coherent states) for a compact Lie group K.
There is another purpose to the paper [DH1]. The Segal–Bargmann transform
for A may be expressed in terms of the Laplacian ∆A for A. The generalized
Segal–Bargmann transform for K is expressed in a precisely parallel way in terms
of the Laplacian for K. Thus the result that the Segal–Bargmann transform for A
becomes the generalized Segal–Bargmann transform for K when restricted to the
gauge-invariant subspace, this result gives a mathematically precise meaning to the
following generally accepted principle.
On the gauge-invariant subspace, ∆A reduces to∆K .(1)
Driver and I wish to interpret Theorem 5.2 of [DH1] as a mathematically rigorous
version of this principle, which, as explained below, does not really make mathe-
matical sense as written. Since there is no spatial curvature when space is one-
dimensional, the Hamiltonian for our theory is just a multiple of ∆A. So we may
say that upon restriction to the gauge-invariant subspace the Hamiltonian becomes
a multiple of ∆K .
I discuss two additional points. First, I discuss why, even at a formal level,
∆A should go to ∆K on the invariant subspace. For the general situation of a
manifold modulo an isometric group action, even in the finite-dimensional case, the
Laplacians before and after reduction do not agree. So beyond the technicalities
associated to the infinite-dimensionality, something special is happening in this case.
Second, I consider the possibility of doing things in the opposite order, namely, first
passing to the reduced phase space KC, and then constructing coherent states by
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means of geometric quantization. It turns out that the two procedures give the
same answer, provided that on includes as part of the geometric quantization the
mysterious “half-form correction.”
Acknowledgments. The idea of deriving the generalized Segal–Bargmann trans-
form from the infinite-dimensional ordinary Segal–Bargmann transform is due to L.
Gross and P. Malliavin [GM]. However, [GM] was not intended to be about Yang-
Mills theory. What I am here calling the gauge group G0 they call the loop group,
and its action in [GM] is not unitary. To get the Yang-Mills interpretation that we
were striving for, Driver and I modified the approach of Gross and Malliavin so as
to make the action of G0 unitary. (More precisely, we take a certain limit under
which the action of G0 becomes formally unitary.)
The idea that the generalized coherent states for K could be obtained from the
ordinary coherent states for A by reduction is due to K. Wren [W]. Wren uses the
“Rieffel induction” approach proposed by Landsman [L1] and carried out in the
abelian case by Landsman and Wren [LW]. See also the exposition in the book of
Landsman [L2, IV.3.7]. I describe in Section 5 the relationship of our results to
those of Wren.
I am endebted to Bruce Driver for clarifying to me many aspects of what is
discussed here. I also acknowledge valuable discussions with Andrew Dancer, and
I thank Dan Freed for a valuable suggestion regarding the half-form correction.
2. Classical Yang-Mills theory on a spacetime cylinder
Yang-Mills theory on a spacetime cylinder is an exactly solvable model [R]. Nev-
ertheless, I believe that there are things to learn here, both classically and quantum
mechanically, by comparing what happens before gauge symmetry is imposed to
what happens afterward. I begin with the classical theory, borrowing heavily from
the treatment of Landsman [L2].
We work on the spacetime manifold S1 × R, with S1 being space and R time.
Fix a connected compact Lie group K, the structure group, which for simplicity
I take to be simply connected, and fix an Ad-invariant inner product on the Lie
algebra k ofK. We work in the temporal gauge, which has the advantage of allowing
the classical Yang-Mills equations to be put into Hamiltonian form. The temporal
gauge is only a partial gauge-fixing, leaving still a large gauge group G, namely the
group of mappings of the space manifold S1 into the structure group K. Note that
the gauge group is just a loop group in this case. I will concern myself only with
the based gauge group G0, consisting of maps of S1 into K which equal the identity
at one fixed point in S1. The remaining gauge symmetry can easily be added later.
In the temporal gauge, the Yang-Mills equations have a configuration space A
consisting of connections on the space manifold. The connections are 1-forms with
values in the Lie algebra k. Since our space manifold is one-dimensional, we may
think of the connections as k-valued functions. There is a natural norm on A given
by
‖A‖2 =
∫ 1
0
|A (τ)|2 dτ, A ∈ A.
Here S1 is the interval [0, 1] with ends identified, and |A (τ)|2 is computed using
the inner product on k. The norm allows us to define a distance function
d (A,B) := ‖A−B‖ .
4 BRIAN C. HALL
The gauge group G0 acts on A by
(g ·A)τ = gτAτg−1τ − g−1τ
dg
dτ
.(2)
The map A→ gAg−1 is linear, invertible, and norm-preserving, hence a “rotation”
ofA. So the action of each g ∈ G0 is distance-preserving, a combination of a rotation
and a translation in A.
The phase space of the theory is the cotangent bundle of A, T ∗(A) ∼= A + A.
The action of G0 on A extends in a natural way to an action on A+A given by
g · (A,P ) = (g · A, gPg−1) .
So the translation part of (2) affects only the “position”A and not the “momentum”
P.
The Yang-Mills equations take place in the phase space A + A and have three
parts. First we have a dynamical part. The equations of motion are just Hamilton’s
equations, for the Hamiltonian function
H (A+ iP ) =
1
2
‖P‖2 .
Normally there would be another term involving the curvature of A, but that term
is necessarily zero in this case, since S1 is one-dimensional. Thus the solutions of
Hamilton’s equations are embarassingly easy to write down: the general solution is
(A (t) , P (t)) = (A0 + tP0, P0) .
This is just free motion in A. Observe that the Hamiltonian H is invariant under
the action of G0 on A+A.
Second we have a constraint part. This says that the solutions (trajectories in
A+A) have to lie in a certain set, which I will denote J−1 (0) , which is “the zero set
of the moment mapping for the action of G0.” I will not repeat here the formulas,
which may be found for example in [DH1, Sect. 2]. This constraint is of a simple
sort, in that J−1 (0) is invariant under the dynamics and under the action of G0
on A+A. So the constraint does not alter the dynamics, it merely restricts us to
certain special solutions of the original equations of motion.
Third we have a philosophical part. This says that the only functions on phase
space that are physically observable are ones that are gauge-invariant.
The last two points together say that we may as well think of the dynamics as tak-
ing place in J−1 (0) /G0, which is the same as T ∗(A/G0) . This is Marsden–Weinstein
or symplectic reduction. Since the Hamiltonian function H is G0-invariant, it makes
sense as a function on J−1 (0) /G0.
Now, we are in a very simple situation, with the space manifold being just a
circle. In this case two connections are gauge-equivalent if and only if they have
the same holonomy around the spatial circle. So the orbits of G0 are labeled by
the holonomy h (A) of a connection A around the circle, where for A ∈ A, h (A) is
an element of the structure group K. It is easily seen that any x ∈ K can be the
holonomy of some A, and so we have
A/G0 ∼= K.
Thus
J−1 (0) /G0 ∼= T ∗(A/G0) ∼= T ∗(K) .
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After this reduction, the dynamics become geodesic motion in K. The geodesics
may be written explicitly as xetXwith x ∈ K and X ∈ k.
We require one last discussion before turning to the quantum theory. We may
think of A+A as the complex vector space AC = A+ iA, in the same way that we
think of T ∗(R) ∼= R+ R as C. We may then think of elements of AC as functions
(or 1-forms) with values in the complexified Lie algebra kC = k + ik. The action of
G0 extends to an action on AC by
(g · Z)τ = gτZτg−1τ − g−1τ
dg
dτ
,
where Z : [0, 1] → kC. Note that the translation part in in the real direction; that
is, g−1τ
dg
dτ is in A. One can think of elements of AC as complex connections and
thus define their holonomy. But the holonomy now takes values in the complexified
group KC, where KC is the unique simply connected complex Lie group with Lie
algebra k + ik. For example, if K = SU(n) then KC = SL(n;C). The complexified
(based) gauge group G0,C is then the group of based loops with values in KC. The
same reasoning as on A shows that the only G0,C-invariant quantity on AC is the
holonomy; so AC/G0,C = KC.
It turns out that restricting to the zero set of the moment mapping and then
dividing out by the action of G0 gives the same result as working on the whole phase
space and then dividing out by the action of G0,C. Thus
J−1 (0) /G0 = AC/G0,C = KC.
On the other hand, we have already said that J−1 (0) /G0 is identifiable with T ∗(K) .
So we have a natural identification
KC ∼= T ∗(K) .
This is explained in detail in Section 6 and the resulting identification is given there
explicitly.
3. Formal and semiformal quantization
In this section we will see what is involved in trying to quantize this system. This
discussion will set the stage for the entrance of the Segal–Bargmann transform and
the coherent states in the next two sections.
Let us first try to quantize our Yang-Mills example at a purely formal level,
that is, without worrying too much whether our formulas make sense. I want to
do the quantization before the reduction by G0. If we did the reduction before
the quantization, then we would have a finite-dimensional system, which is easily
quantized. So it is of interest to do the quantization first and see if this gives the
same result. See [R], where quantization is done after the reduction, and [Di], where
quantization is done before the reduction.
Since our system has a configuration space A, we may formally take our unre-
duced quantum Hilbert space to be
L2 (A,DA) ,
where DA is the fictitious Lebesgue measure on A. The quantization of the con-
straint equation (see [DH1, Sect. 2]) then imposes the condition that our wave
functions be G0-invariant. Note that the quantization of the second part of the
classical theory (the constraint) automatically incorporates the third part as well
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(the G0-invariance). So we want the reduced (physical) quantum Hilbert space to
be
L2 (A,DA)G0 := {f ∈ L2 (A,DA) |f (g · A) = f (A) , ∀g,A} .
Recall that in our example, in which space is a circle, two connections are G0-
equivalent if and only if they have the same holonomy around the spatial circle.
That means that a G0-invariant function must be of the form
f (A) = φ (h (A)) ,(3)
where h (A) ∈ K is the holonomy of A and where φ is a function on the structure
group K. Furthermore, as we shall see more clearly in the next section, it is reason-
able to think that for a function of the form (3), integrating |f (A)|2 with respect
to DA is the same as integrating |φ (g)|2 with respect to a multiple of the Haar
measure on K. Thus
L2 (A,DA)G0 ∼= L2 (K,C · dg) ,(4)
for some (probably infinite) constant C. This is our physical Hilbert space.
Next we consider the Hamiltonian. Formally quantizing the function 12 ‖P‖2 in
the usual way gives
Hˆ = −~
2
2
∆A = −~
2
2
∞∑
k=1
∂2
∂x2k
,(5)
where the xk’s are coordinates with respect to an orthonormal basis of A. We must
now try to determine how Hˆ acts on the G0-invariant subspace. In light of what
happens when performing the reduction before the quantization, it is reasonable to
guess that on the invariant subspace ∆A reduces to ∆K , that is,
∆A [φ (h (A))] = (∆Kφ) (h (A)) .(6)
(See also [Di, W].) If we accept this and if we ignore the infinite constant C in (4)
then we conclude that our quantum Hilbert space is
L2 (K, dx)
and our Hamiltonian is
Hˆ = −~
2
2
∆K .
This concludes the formal quantization of our system.
We now begin to consider how to make this mathematically precise. One ap-
proach is to forget about the measure theory (i.e. the Hilbert space) and to try to
prove (6). As it turns out, the answer is basis-dependent–choosing different bases
in (5) will give different answers. Another way of saying this is that the matrix
of second derivatives of a function f of the form (3) is in general non-trace-class.
However, if one uses the most obvious sort of basis, then indeed it turns out that
(5) is true. See the appendix of [DH1].
Even without the problem of basis-dependence, the above approach is unsat-
isfying because we would like to define Hˆ as an operator in some Hilbert space.
Since Lebesgue measure DA does not actually exist, one reasonable procedure is
to “approximate” DA by a Gaussian measure dPs (A) with large variance s. This
means that Ps is formally given by the expression
dPs (A) = cse
−‖A‖2/2sDA,
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where cs is supposed to be a normalization constant that makes the total integral
one. Formally as s → ∞ we get back a multiple of Lebesgue measure DA. The
measure Ps does exist rigorously, provided that one allows sufficiently non-smooth
connections.
There is good news and bad news with this approach. First the good news. 1)
Even though the connections in the support of Ps are not smooth, the holonomy of
such a connection makes sense, as the solution to a stochastic differential equation.
2) If we define the gauge-invariant subspace to be
L2 (A, Ps)G0 = {f | for all g ∈ G0, f (g ·A) = f (A) for Ps-almost every A} ,
then the Gross ergodicity theorem [G2] asserts that L2 (A, Ps)G0 is precisely what
we expect, namely, the space of functions of the form f (A) = φ (h (A)) , with φ a
function on K. 3) There is a natural dense subspace of L2 (A, Ps) on which ∆A is
unambiguously defined, consisting of smooth cylinder functions. Here a cylinder
function is one which depends on only finitely many of the infinitely many variables
in A. See [DH1, Defn. 4.2].
Note that the map which takes f (A) to f (g · A) is not unitary, because the
measure Ps is not invariant under the action of G0. Driver and I wish to avoid
“unitarizing” the action of G0, because if we did unitarize then there would be
no gauge-invariant subspace. See [DH2]. Instead of unitarizing the action for a
fixed value of s, we will eventually let s tend to infinity, at which point unitarity is
formally recovered.
The bad news about this approach is that ∆A is not a closable operator, and
that functions of the holonomy are not cylinder functions. This means that if we
approximate φ (h (A)) by cylinder functions, then the value of ∆Aφ (h (A)) depends
on the choice of approximating sequence. So we still have a major problem in
making mathematical sense out of the quantization.
4. The Segal–Bargmann transform to the rescue
In this section I will explain how the Segal–Bargmann transform can be used
to make sense out of the quantization. At the same time, we will see how the
generalized Segal–Bargmann transform for the structure group K arises from the
restriction of the ordinary Segal–Bargmann transform for the gauge-invariant sub-
space. Although it is technically easier to describe the quantization in terms of the
Segal–Bargmann transform, there is a formally equivalent description in terms of
coherent states, as I will explain in the next section. See [B, S1, S2, S3] and also
[BSZ, H6] for results on the ordinary Segal–Bargmann transform.
Let me explain the normalization of the Segal–Bargmann transform that I wish
to use, first for the finite-dimensional space Rd. Let H (Cd) denote the space of
holomorphic (complex analytic) functions on Cd. For any positive constant ~, define
C~ : L
2
(
R
d, dx
)→ H (Cd)
by the formula
C~f (z) = (2pi~)
−d/2
∫
Rd
e−(z−q)
2/2~f (q) dx, z ∈ Cd.(7)
Here (z − q)2 means Σ (zk − qk)2 . If we restrict attention to z ∈ Rd, then this is the
standard expression for the solution of the heat equation ∂u/∂~ = 12∆u, at time ~
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with initial condition f. Thus we may write
C~f = analytic continuation of e
~∆/2f.
Here e~∆/2f is just a mnemonic for the solution of the heat equation with initial
condition f, and the analytic continuation is in the space variable (analytic contin-
uation from Rd to Cd). Because ~ is playing the role of time in the heat equation,
it is tempting call this parameter t instead of ~; this is what we do in [DH1].
Now let ν~ be the measure on C
d given by
dν~ (z) = (pi~)
−d/2
e−(Im z)
2/~dz,
where dz refers to the 2d-dimensional Lebesgue measure on Cd.
Theorem 1 (Segal-Bargmann transform). For each positive value of ~, C~ is a
unitary map of L2
(
Rd, dq
)
onto HL2 (Cd, ν~) , where HL2 denotes the space of
entire holomorphic functions on Cd which are square-integrable with respect to ν~.
This is not quite the form of the transform given by either Segal or Bargmann.
Comparing to Bargmann’s map A (and taking ~ = 1 since that is what Bargmann
does) we have
C1f (z) = (4pi)
−d/4
e−z
2/4Af
(
z√
2
)
.
The factor in front of Af converts from the measure in [B] to the measure ν~ that
I am using, and also emphasizes the role of the heat equation. The factor of
√
2
accounts for the difference between Bargmann’s convention that z = (q + ip) /
√
2
and my convention that z = q + ip, which is preferable for me because on a more
general manifold, the map z → z/√2 does not make sense.
The C~ form of the Segal–Bargmann transform has the advantage of making
explicit the symmetries of position-space. The measure dq on Rd and the measure
ν~ on C
d are both invariant under rotations and translations of q-space, and the
transform commutes with rotations and translations of q-space. Since a gauge
transformation is just a combination of a rotation and a translation, this property
of C~ will be useful.
On the other hand, as it stands this form of the Segal–Bargmann transform does
not permit taking the infinite-dimensional limit, as we must do if we want to quan-
tize A, since neither dq nor ν~ makes sense when d tends to infinity. Fortunately,
it is not too hard to fix this problem by adding a little bit of Gaussian-ness to our
measures in the q-directions. It turns out that if we do this correctly, then we can
keep the same formula for the Segal–Bargmann transform while making a small
change in the measures, and still have a unitary map.
Theorem 2. For all s > ~/2, let Ps denote the measure on R
d given by
dPs (q) = (2pis)
−d/2
e−q
2/2sdq
and let Ms,~ denote the measure on C
d given by
dMs,~ (q + ip) = (pi~)
−d/2 (pir)−d/2 e−q
2/re−p
2/~,
where r = 2s− ~. Then the map Ss,~ : L2
(
Rd, Ps
)→ H (Cd) given by
Ss,~f = analytic continuation of e
~∆/2f
is a unitary map of L2
(
R
d, Ps
)
onto HL2(Cd,Ms,~).
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If we multiply the measures on both sides by (2pis)
d/2
and then let s → ∞
we recover the C~ version of the transform. On the other hand, for any finite
value of s it is possible to let d → ∞ to get a transform that is applicable to
our gauge-theory example. So we consider L2 (A, Ps) , where Ps is the Gaussian
measure on A described in Section 3, which is just the infinite-dimensional limit of
the measures Ps on R
d. We consider also the Gaussian measure Ms,~ on AC that
is the infinite-dimensional limit of the corresponding measures on Cd.
We then work with cylinder functions in L2 (A, Ps) , that is, functions that
depend on only finitely many of the infinitely many variables in A. (See [DH1, Defn.
4.2].) On such functions the Segal–Bargmann transform makes sense, since on such
functions ∆A reduces to the Laplacian for some finite-dimensional space. It then fol-
lows from Theorem 2 that the Segal–Bargmann transform Ss,~ is an isometric map
of the space of cylinder functions in L2 (A, Ps) into HL2 (AC,Ms,~) . This trans-
form extends by continuity to a unitary map of L2 (A, Ps) onto HL2 (AC,Ms,~) .
Recall that ∆A by itself is a non-closable operator as a map of L
2 (A, Ps) to itself.
Considering e~∆A/2 as a map from L2 (A, Ps) to itself will not help matters. But
by considering e~∆A/2 followed by analytic continuation, as a map from L2 (A, Ps)
to HL2 (AC,Ms,~) , we get a map which is not only closable but continuous (even
isometric). It then makes perfect sense to apply this operator (the Segal–Bargmann
transform) to functions of the holonomy.
The following theorem summarizes the above discussion.
Theorem 3. For all s > ~/2 the map Ss,~ given by
Ss,~f = analytic continuation of e
~∆A/2f
makes sense and is isometric on cylinder functions, and extends by continuity to a
unitary map of L2 (A, Ps) onto HL2 (AC,Ms,~) .
We are now ready to state the main result (Theorem 5.2) of [DH1].
Theorem 4. Suppose f ∈ L2(A, P˜s) is of the form
f (A) = φ (h (A))
where φ is a function on K. Then there exists a unique holomorphic function Φ on
KC such that
Ss,~f (C) = Φ (hC (C)) .
The function Φ is given by
Φ = analytic continuation e~∆K/2φ.
Note that in light of the definition of Ss,~ , this result says that on the gauge-
invariant subspace, e~∆A/2 (followed by analytic continuation) reduces to e~∆K/2
(followed by analytic continuation). Thus Theorem 4 is a formally equivalent to
the principle (1) with which we started.
Now, the gauge-invariant subspace L2 (A, Ps)G0 consists of functions of the form
f (A) = φ (h (A)) , with φ a function on K. It may be shown that∫
A
|φ (h (A))|2 dPs (A) =
∫
K
|φ (x)|2 ρs (x) dx,
where ρs is the heat kernel at the identity on K at time s. Similarly,∫
AC
|Φ (hC (Z))|2 dMs,~ (Z) =
∫
KC
|Φ (g)|2 µs,~ (g) dg,
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where µs,~ is a suitable heat kernel on KC and dg is Haar measure on KC. So the
gauge-invariant subspace on the real side is identifiable with L2 (K, ρs (x) dx) and
on the complex side with HL2 (KC, µs,~ (g) dg) . So we have the following commu-
tative diagram in which all maps are unitary.
L2 (A, Ps)G0 e~∆A/2−−−−→ HL2(AC,Ms,~)G0
l l
L2 (K, ρs (x) dx) e
~∆K/2−−−−→ HL2(KC, µs,~ (g)dg)
(8)
The horizontal maps contain an implicit analytic continuation.
This result embodies a rigorous version of the principle (1) and also shows that
a form of the Segal–Bargmann transform for A can descend to a Segal–Bargmann
transform for A/G0 = K. But so far we still have the regularization parameter s,
which we are supposed to remove by letting it tend to infinity. On the full space
L2 (A, Ps) or HL2(AC,Ms,~) the limit s→∞ does not exist; this was the point of
putting in the s in the first place. But on the gauge-invariant subspaces, identified
with functions on K or KC, the limit does exist. As s → ∞, the heat kernel
measure ρs on K converges to normalized Haar measure on K. This confirms our
earlier conjecture that the fictitious Lebesgue measure on A (formally the s → ∞
limit of Ps) pushes forward to the Haar measure on K. Meanwhile, the measure
µs,~ converges as s → ∞ to a certain measure I call ν~, which coincides with the
“K-averaged heat kernel measure” of [H1]. So taking the limit in the bottom line
of (8) gives
L2 (K, dx) e~∆K/2−−−−→ HL2(KC, µs,~)(9)
This supports the expected conclusion that our reduced quantum Hilbert space is
L2 (K, dx) and that the quantum Hamiltonian is
(−~2/2)∆K . It further shows that
the generalized Segal–Bargmann transform for K, as given in (9), arises naturally
from the ordinary Segal–Bargmann transform for the space of connections, upon
restriction to the gauge-invariant subspace. The transform in (9) is precisely the
K-invariant form of the transform which was previously constructed in [H1] from
a purely finite-dimensional point of view.
5. Coherent states: from AC to KC
Let us now reformulate the results of the last section in terms of coherent states.
Klauder and Skagerstam [KS] think of coherent states as a collection of states ψα
in some Hilbert space, labeled by points some parameter space X such that there
is a resolution of the identity
I =
∫
X
|ψα〉 〈ψα| dν (α)(10)
for some measure ν on X. One may then define a “coherent state transform,” that
is, a linear map C : H → L2 (X, ν) given by taking the inner product of a vector
in H with each of the coherent states:
C (v) (α) = 〈ψα |v 〉 .
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The resolution of the identity implies that∫
X
|〈ψα |v 〉|2 dν (α) =
∫
X
〈v |ψα 〉 〈ψα |v 〉 dν (α)
= 〈v|
∫
X
|ψα〉 〈ψα| dν (α) |v〉
= 〈v |v 〉 .
Thus the resolution of the identity (10) is at least formally equivalent to the state-
ment that C is an isometric linear map. Note that C is only isometric but not
unitary; in all the interesting cases the image of C is a proper subspace of L2 (X, ν) ,
which may be characterized by a certain reproducing kernel condition. Although
the resolution of the identity looks on the surface like an orthonormal basis expan-
sion, it is in fact quite different. The coherent states are typically non-orthogonal
and “overcomplete.” The overcompleteness is reflected in the fact that C does not
map onto L2 (X, ν) .
As an example, consider the finite-dimensional Segal–Bargmann transform, in
my normalization. The coherent states are then the states ψz ∈ L2 (Rn, dx) given
by
ψz (x) = (2pi~)
−n/2
e−(z¯−x)
2/2~, z ∈ Cn.
This means that the coherent state transform is given by
(C~f) (z) = 〈ψz |f 〉L2(Rn,dx) =
∫
Rn
(2pi~)
−n/2
e−(z−x)
2/2~f (x) dx,
as above. In this case the parameter space X is Cn and the measure on X is
the measure ν~ of the last section. The overcompleteness of the coherent states
means here that the image of C~ is not all of L
2 (Cn, ν) , but only the holomorphic
subspace.
Next consider what happens to a set of coherent states under reduction. Suppose
we have a set of coherent states in a Hilbert space H, satisfying a resolution of the
identity (10). Then suppose that V is a closed subspace of H and that P is the
orthogonal projection onto V. Since P 2 = P ∗ = P, (10) gives
P = PIP =
∫
X
|Pψα〉 〈Pψα| dν (α) .
Thus by projecting each coherent state into V we get a resolution of the identity
(and hence a coherent state transform) for the subspace V. Note that at the moment
the parameter space for the coherent states, and the measure on it, are unchanged
by the projection. However, it may happen that certain sets of distinct coherent
states become the same after the projection is applied. In that case we may reduce
(or “collapse”) the parameter space X by identifying any two parameters α and β
for which Pψα = Pψβ . The measure ν then pushes forward to a measure ν˜ on the
reduced parameter space X˜.
This is what happens in our Yang-Mills case. We have states ψ
(s)
Z ∈ L2 (A, Ps)
defined by the condition that
Ss,~f (z) =
〈
ψ
(s)
Z
∣∣∣ f〉
L2(A,Ps)
,(11)
where now the parameter space, that is, the set of Z’s, is the space AC of complex-
ified connections. I suppress the dependence of ψ
(s)
Z on ~. We want to project the
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ψZ ’s onto the gauge-invariant subspace, that is, onto the space of functions of the
form φ (h (A)) . The projection amounts to the same thing as restricting attention
in (11) to f ’s of the form f (A) = φ (h (A)) . For such f ’s, Theorem 4 tells us that〈
ψ
(s)
Z
∣∣∣ f〉 = [Ss,~ (φ ◦ h)] (Z)
= Φ (hC (Z)) ,
where Φ is the analytic continuation to KC of e
~∆K/2φ. We see then that for f in
the invariant subspace, the right side of (11) depends only on the holonomy of Z.
Thus upon projection into the gauge-invariant subspace the parameter space for
the coherent states collapses from AC to AC/G0,C = KC.
If we identify the gauge-invariant subspace with L2 (K, ρs) as in the previous
section, then the reduced coherent states are the vectors ψ˜
(s)
g ∈ L2 (K, ρs) , with
g ∈ KC, given by
ψ˜(s)g (x) =
ρ~ (gx−1)
ρs (x)
, g ∈ KC,
so that, as required, we have
〈
ψ˜(s)g
∣∣∣φ〉
L2(K,ρs)
=
∫
K
ρ~
(
gx−1
)
ρs (x)
φ (x) ρs (x) dx
= Φ(g) .
Here ρ~
(
gx−1
)
refers to the analytic continuation of the heat kernel from K to KC,
and for g ∈ K, the convolution ∫K ρ~ (gx−1)φ (x) dx is nothing but (e~∆K/2φ) (g) .
The ψ˜
(s)
g satisfy a resolution of the identity with respect to the measure µs,~ on
KC. This measure is the one which is naturally induced from the measure Ms,~ on
AC, upon reduction from AC to KC. That is, µs,~ is the “push-forward” of Ms,~
fromAC to KC, under the map hC. Now, as s→∞, ρs (x) converges to the constant
function 1. Thus we obtain in the limit coherent states ψ˜g ∈ L2 (K, dx) given by
ψ˜g (x) := lim
s→∞
ψ˜(s)g (x) = ρ~ (gx
−1), g ∈ KC.(12)
These satisfy the following resolution of the identity:
I =
∫
KC
∣∣∣ψ˜g
〉〈
ψ˜g
∣∣∣ dν~ (g) ,
where ν~ = lims→∞ µs,~. The measure ν~ coincides with the “K-averaged heat
kernel measure” of [H1].
Although we are “supposed to” let s→∞, we get a well-defined coherent state
theory for any s > ~/2. The case s = ~, as well as the limiting case s → ∞, had
previously been described in [H1]. For other values of s we get something new,
which I investigate from a finite-dimensional point of view in [H5].
Let me compare the above results to those in the paper of Wren [W], which moti-
vated Driver and me to develop our paper [DH1]. Wren uses the “Rieffel induction”
method proposed by Landsman [L1], applied to this same problem of Yang-Mills
theory on a spacetime cylinder. The commutative case was considered previously
by Landsman and Wren in [LW]. Wren uses a fixed Gaussian measure and a “uni-
tarized” action of the gauge group. In this approach there is no gauge-invariant
subspace (see [DH2]) and so an integration over the gauge group is used to define
a reduced Hilbert space, which substitutes for the gauge-invariant subspace. Wren
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shows that the reduced Hilbert space can be identified with L2 (K, dx) and further
shows that under the reduction map the ordinary coherent states map precisely to
the coherent states ψ˜g in (12). So the appearance of these coherent states in [DH1]
was expected on the basis of Wren’s results.
The paper [DH1] set out to understand better two issues raised by [W]. First,
because in [W] there is no true gauge-invariant subspace to project onto, the resolu-
tion of the identity for the classical coherent states does not survive the reduction.
That is, Rieffel induction does not tell you what the right measure is to get a reso-
lution of the identity. Of course, the relevant measure had already been described
in [H1], but it would be nice not to have to know this ahead of time. By contrast,
in our approach the measure ν~ arises naturally by pushing forward the Gaussian
measure Ms,~ to KC and then letting s tend to infinity. Second, the calculation in
[W] concerning the reduction of the Hamiltonian is non-rigorous, mainly because
the unconstrained Hamiltonian is not well-defined. Driver and I used the Segal–
Bargmann transform in order to get some form of the Hamiltonian ∆A to make
rigorous sense.
Finally, let me mention that the generalized coherent states on K are do not
fall into the framework of Perelomov [P], because there does not seem to be in the
compact group case anything analogous to the irreducible unitary representation
of the Heisenberg group on L2 (Rn).
6. Identification of T ∗(K) with KC
I am thinking ofK as the configuration space for the reduced classical Yang-Mills
theory, and of KC as the corresponding phase space. For this to be sensible, there
should be an identification of KC with the standard phase space overK, namely the
cotangent bundle T ∗(K) . In this section I will explain how such an identification
comes out of the reduction process. The resulting identification coincides with the
one described in [H3, H4] from an intrinsic point of view.
So let us see what comes out of the reduction process. From the symplectic point
of view we have the Marsden–Weinstein symplectic quotient J−1 (0) /G0. Since the
action of G0 on AC = T ∗(A) arises from an action of G0 on the configuration space
A, general principles tell us that J−1 (0) /G0 coincides with T ∗(A/G0) = T ∗(K) .
On the other hand, from the complex point of view we may analytically continue
the action of G0 on AC to get an action of G0,C on AC. Dividing out by this action
gives AC/G0,C = KC. But in this case there is a natural identification of J−1 (0) /G0
with AC/G0,C: each orbit of G0,C intersects J−1 (0) in precisely one G0-orbit. This
may be seen from [L2].
This result is not a coincidence. In general, given a Ka¨hler manifold M (in our
example AC) and an action of a group G that preserves both the complex and
symplectic structure of M, we may analytically continue to get an action of GC on
M, an action which preserves the complex but not the symplectic structure of M.
Then if J−1 (0) is the moment mapping for the action of G, one expects that
J−1 (0) /G =M/GC.(13)
This would mean that for each orbit O of GC in M the intersection of O with
J−1 (0) is precisely a single G-orbit. Now, (13) is not actually true in general, but
only with various provisos and qualifications. (See [Ki, MFK].) Still, this is an
important idea and in our case it works out exactly.
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So putting everything together we have the following identifications.
AC/G0,C = J−1 (0) /G0 = T ∗(A/G0)
l l
KC T
∗(K)
If one does the calculations, one obtains the following explicit identification of
T ∗(K) with KC. First, use left-translation to trivialize the cotangent bundle, so
that T ∗(K) ∼= K × k∗. Then use the inner product on k to identify K × k∗ with
K × k. Finally map from K × k to KC by the map
Φ (x, Y ) = xeiY , x ∈ K, Y ∈ k.(14)
The map Φ is a diffeomorphism of K × k onto KC, and Φ−1 is called the polar
decomposition of KC.
For example, suppose K = SU(n) so that KC = SL(n;C). Then given g ∈
SL (n;C) we may use the standard polar decomposition for matrices to write
g = xp
with x unitary and p positive. Since det g = 1 it follows that detx = det p = 1.
Then p has a unique self-adjoint logarithm ξ, which will have trace zero. Letting
Y = ξ/i we have
g = xeiY
with Y skew and trace zero, so Y ∈ su (n) .
Now in [H3] (see also [H4]) I argued from an intrinsic, finite-dimensional point
of view that the above identification of T ∗(K) with KC was natural. The argument
was based on the notion of “adapted complex structures.” There is a good reason
that the reduction argument gives the same identification as the adapted complex
structures do. Suppose X is a finite-dimensional compact Riemannian manifold
such that T ∗(X) has a global adapted complex structure, and suppose G is a
compact Lie group which acts freely and isometrically on X. Then a result of R.
Aguilar [A] says that T ∗(X/G) has a global adapted complex structure and that
this complex structure coincides with the one inherited from T ∗(X) by means of
reduction. We have the same sort of situation here, with X = A and G = G0.
Of course, G0 is not compact and A is neither comact nor finite-dimensional, but
nevertheless what happens is reasonable in light of Aguilar’s result.
7. Reduction of the Laplacian
Why should ∆A correspond to ∆K on gauge-invariant functions? Let us strip
away the infinite-dimensional technicalities and consider the analogous question in
finitely many dimensions. Suppose X is a finite-dimensional connected Riemannian
manifold and suppose G is a Lie group that acts by isometries on X. For simplicity
I will assume that G is compact and that G acts freely on X. Then X/G is again
a manifold, which has a unique Riemannian metric such that the quotient map
q : X → X/G is a Riemannian submersion. This means that at each point x ∈ X ,
the differential of q is an isometry when restricted to the orthogonal complement
of the tangent space to the G-orbit through x.
Given this metric onX/G we may consider the Laplace-Beltrami operator ∆X/G.
For a smooth function f on X/G we may ask whether
(
∆X/Gf
) ◦ q coincides with
∆X (f ◦ q) . This amounts to asking whether ∆X and ∆X/G agree on theG-invariant
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subspace of C∞ (X) . Since ∆X commutes with isometries, it will at least preserve
the G-invariant subspace.
The answer in general is no, ∆X and ∆X/G do not agree on C
∞ (X)
G
. For
example, consider SO (2) acting on R2 \ {0} by rotations. The quotient manifold
is diffeomorphic to (0,∞) , with the point r ∈ (0,∞) corresponding to the orbit
x2+y2 = r2 in R2\{0} . The induced metric on (0,∞) is the usual metric on (0,∞)
as a subset of R. So the Laplace-Beltrami operator on (0,∞) is just d2/dr2. On the
other hand, the formula for the two-dimensional Laplacian on radial functions is(
∂2
∂x2
+
∂2
∂y2
)
f
(√
x2 + y2
)
=
[
d2f (r)
dr2
+
1
r
df (r)
dr
]∣∣∣∣
r=
√
x2+y2
.(15)
The source of the trouble is the discrepancy between the intrinsic volume measure
dr on (0,∞) and the push-forward of the volume measure from R2 \ {0} , which is
2pir dr.
In general, each G-orbit in X inherits a natural Riemannian metric from X ,
and we may compute the total volume of this orbit with respect to the associated
Riemannian volume measure. The function Vol (G · x) on X/G measures the dis-
crepancy between the intrinsic volume measure on X/G and the push-forward of
the volume measure on X. The two Laplacians on C∞ (X)
G
will be related by the
formula
∆X = ∆X/G +∇ (logVol (G · x)) · ∇.(16)
(The gradient may be thought of as that for X/G, although this coincides in a
natural sense with that for X, on G-invariant functions.) Formula (15) is a special
case of (16) with volume factor 2pir. So the two Laplacians agree if and only if the
G-orbits all have the same volume.
Let us return, then, to the case of A/G0. By considering the appendix of [DH1]
it is easily seen that the metric on K that makes the map h : A → K a Riemannian
submersion is simply the bi-invariant metric on K induced by the inner product
on k. (We use on A the metric coming from the L2 norm as in Section 2.) So in
light of (16) the statement that ∆A and ∆K agree on the G0-invariant subspace is
formally equivalent to the statement that all the G0-orbits have the same volume.
But again from [DH1] it may be seen that there exist isometries of A that map any
G0-orbit to any other, so formally all should have the same volume.
To look at it another way, we need to see that the (fictitious) volume measure
DA on A pushes forward to a multiple of the Haar measure on K. Accepting Ps
as an approximation to DA, this pushes forward to the measure ρs (x) dx, which
indeed converges to dx as s tends to infinity. It should be noted, however, that
nothing so simple is likely to happen in higher-dimensional Yang-Mills theory. See
for example [Ga].
8. Does quantization commute with reduction?
When quantizing a reduced Hamiltonian system such as Yang-Mills theory, one
may ask whether the quantization should be done before or after the reduction. If
we were very optimistic, we might hope that it doesn’t matter, that one gets the
same answer either way. If this were so, we could say that quantization commutes
with reduction. Of course the question of whether quantization commutes with
reduction may well depend on the system being quantized and on how one interprets
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the question. I want to consider this question from the point of view of geometric
quantization and I want specifically to compare the Segal–Bargmann space obtained
by first quantizing AC and then reducing by G0 to the one obtained by directly
quantizing KC.
In geometric quantization [Wo] one begins with a symplectic manifold (M,ω)
and constructs over M a Hermitian complex line bundle L with connection, whose
curvature form is iω/~. If M is a cotangent bundle then such a bundle exists and
may be taken to be topologically and Hermitianly trivial (though the connection
is necessarily non-trivial). The “prequantum Hilbert space” is then the space of
sections of L which are square-integrable with respect to the symplectic volume
measure on M. To obtain the “quantum Hilbert space” one picks a “polarization”
and restricts to the space of square-integrable polarized sections of L. If M is a
Ka¨hler manifold, i.e. it has a complex structure which is compatible in a natural
sense with ω, then there is a natural Ka¨hler polarization. In that case L may be
given the structure of a holomorphic line bundle and the quantum Hilbert space
becomes the space of square-integrable holomorphic sections of L.
In the caseM = Cn the resulting bundle is holomorphically trivial. So by choos-
ing a nowhere vanishing holomorphic section, the space of holomorphic sections of
L may be identified with the space of holomorphic functions on Cn. This nowhere
vanishing section will not, however, have constant norm. This means that the inner
product on the space of holomorphic functions will be an L2 inner product with
respect to a measure which is Lebesgue measure times the norm-squared of the
trivializing section. Working this out we get simply the Segal–Bargmann space,
with different normalizations of the space coming from different possible choices of
the trivializing section. The construction depends on Planck’s constant ~. In sum-
mary: applying geometric quantization to Cn, using a Ka¨hler polarization, yields
the Segal–Bargmann space.
To apply geometric quantization to the infinite-dimensional space AC we may
try to quantize Cn and then let n tend to infinity. For this to make sense with my
normalization, we need to add the additional parameter s. So we obtain the Segal–
Bargmann spaceHL2(AC,Ms,~).We then want to reduce by the action of G0, which
amounts to restricting to the space of functions in HL2(AC,Ms,~) which are G0-
invariant, and thus by analyticity, G0,C-invariant. The resulting space is identifiable
with HL2(KC, µs,~). Finally, letting s tend to infinity we obtain HL2 (KC, ν~) . It is
therefore reasonable to say that HL2 (KC, ν~) is the space obtained by quantizing
AC and then reducing by G0.
Meanwhile, we may apply geometric quantization directly to KC. I do this calcu-
lation in [H4] and find that geometric quantization yields the space HL2 (KC, γ~) ,
where γ~ and ν~ are related by the formula
dν~ (g) = a~u (g) dγ~ (g) .(17)
Here a~ is an irrelevant constant and u is a function which is non-constant except
when K is commutative. So it seems that quantizing KC directly does not yield the
same answer. However, this is not the end of the story. One can quantize KC tak-
ing into account the “half-form correction” (also known as the “metaplectic correc-
tion”). This “corrected” quantization yields an extra factor in the measure, a factor
that coincides precisely with the factor u (g) in (17)! On the other hand, in the
Cn case the half-form correction does not affect the answer, so even with the half-
form correction we would get HL2(AC,Ms,~) and then ultimately HL2 (KC, ν~) . So
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our conclusion is the following: In this example, if we use geometric quantization
with a Ka¨hler polarization and the half-form correction, quantization does in fact
commute with reduction.
Let me conclude by mentioning a related setting in which one can ask whether
quantization commutes with reduction. In an influential paper [GS], Guillemin and
Sternberg consider the geometric quantization of a compact Ka¨hler manifold M.
They assume then that there is an action of a compact group G onM that preserves
the complex structure and the symplectic structure of M and they consider as
well the Marsden–Weinstein quotient MG := J−1 (0) /G, where J is the moment
mapping for the action of G. Under certain conditions they show that there is a
natural invertible linear map between on the one hand the G-invariant subspace
of the quantum Hilbert space over M and on the other hand the quantum Hilbert
space over MG. They interpret this result as a form of quantization commuting
with reduction.
However, Guillemin and Sternberg do not show that this invertible linear map is
unitary, and indeed there seems to be no reason that it should be in general. So in
their setting we may say that quantization fails to commute unitarily with reduc-
tion. Dan Freed [F] has suggested to me that inclusion of the half-form correction in
the quantization might the map unitary, and indeed our Yang-Mills example seems
to confirm this. (It was Freed’s suggestion that led me to work out that u is just
the half-form correction.) After all, upon inclusion of the half-form correction we
get the same measure (except for an irrelevant overall constant) and therefore the
same inner product whether quantizing before or after the reduction. Nevertheless,
I do not believe that one will get a unitary correspondence in general. So we are
left with the following open question.
Given a Ka¨hler manifold M with an action of a group G, under what
conditions on M and G will quantization commute unitarily with re-
duction?
Although the question may be considered with or without the half-form correc-
tion, what little evidence there is so far suggests that the answer is more likely to
be yes if the half-form correction is included.
9. Notes
Section 2. One should say something about the degree of smoothness assumed
on the connections and gauge transformations. Although it does not matter so
much at the classical level, it seems natural to take the space of connections to
be the Hilbert space of square-integrable connections. This amounts to completing
A with respect to the natural norm, the one which appears in the formula for
the classical Hamiltonian. We may then take the gauge group to be the largest
group whose action on A makes sense. This is the group of “finite energy” gauge
transformations, namely, the ones for which
∥∥g−1 dg∥∥ is finite. It is easily shown
that in our example of a spatial circle, two square-integrable connections are related
by a finite energy gauge (based) gauge transformation if and only if they have the
same holonomy. In the quantized theory we will be forced to consider a larger space
of connections.
Section 3. The measure Ps is a Gaussian measure, about which there is an
extensive theory. For example, see [G1, K, GJ]. The distinctive feature of Gaussian
measures on infinite-dimensional spaces is the presence of two different spaces, a
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Hilbert space H whose norm enters the formal expression for the measure, and
a larger topological vector space B on which the measure lives. Although one
should think of the Gaussian measure as being canonically associated to H, the
measure lives on B, and H is a measure-zero subspace. In our example H is the
space of square-integrable connections and B is a suitable space of distributional
connections. Since the elements of B are highly non-smooth, the holonomy must
be defined as the solution of a stochastic differential equation.
If one glosses over questions of smoothness, the Gross ergodicity theorem [G2]
sounds as if it ought to be trivial. But we have just said that we must enlarge the
space of connections in order for the measure Ps to exist. Unfortunately, we may not
correspondingly enlarge the gauge group without losing the quasi-invariance of the
measure Ps under the action of G0, without which the definition of L2 (A, Ps)G0 does
not make sense. So we end up unavoidably in a situation in which two connections
with the same holonomy are not necessarily G0-equivalent, because the would-be
gauge transformation is not smooth enough to be in G0. It was the “J-perp” theorem,
which arose as a corollary of Gross’s proof of the ergodicity theorem, which led him
to suggest to me to look for an analog of the Segal–Bargmann transform on K.
Section 4. Driver and I define the holomorphic subspace of L2 (AC,Ms,~) to
be the L2 closure of the space of holomorphic cylinder functions. An important
question then is whether a function of the form F (Z) = Φ (hC (Z)) , with Φ ∈
HL2 (KC, µs,~) , is in this holomorphic subspace. The answer is yes, but the proof
that we give is indirect.
I am defining HL2 (AC,Ms,~)G0 to be the image of L2 (A, Ps)G0 under the Segal–
Bargmann transform. Certainly every element of HL2 (AC,Ms,~)G0 is actual invari-
ant under the action of G0 on AC. The converse is probably true as well, namely
that every element of HL2 (AC,Ms,~) which is G0-invariant is in the image of
L2 (A, Ps)G0 , but we have not proved this.
Section 5. Except when s = ~ the coherent states ψ
(s)
Z in L
2 (A, Ps) are non-
normalizable states. When s = ~, the coherent states ψ
(s)
Z are normalizable states
provided that Z is a square-integrable (complex) connection [HS, Sect. 2.3]. But
even then the measure M~,~ does not live on the space of square-integrable con-
nections, and so it is a bit delicate to formulate the resolution of the identity.
This shows that it is technically easier to formulate things in terms of the Segal–
Bargmann transform instead of the coherent states. Nevertheless, we may think
continue to think of unitarity for the Segal–Bargmann transform as formally equiv-
alent to a resolution of the identity for the coherent states.
Section 6. There are several obstructions to (13) holding in general. One needs
some condition to guarantee that the analytic continuation of the G-action exists
globally. Even when it does, one needs to worry about the possibility of “unstable
points,” that is points whose GC-orbit does not intersect the zero set of the moment
mapping, and about the possibility that the GC-orbits may not be closed. In the
case of a cotangent bundle of a compact Riemannian manifold whose cotangent
bundle admits a global adapted complex structure, none of these problems actually
arises. See [A, Sect. 7].
Section 8. I jumping to conclusions about the correct action of the gauge group
G0 on the Segal–Bargmann space HL2(AC,Ms,~). One should properly use geo-
metric quantization to determine this action. To do this, we restrict first to the
finite-dimensional space HL2 (Cn, ν~) and then consider the action of the group of
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rotations and translations of Rn on this space. Going through the calculations, on
finds that with my normalization these rotations and translations act in the obvious
way, namely, by composing a function in HL2 (Cn, ν~) with the rotation or trans-
lation. Note that this holds only for rotations and translations in the x-directions.
Now we have said that the action of G0 on A consists just of a rotation and a
translation. So, taking HL2(AC,Ms,~) as the best approximation of HL2 (Cn, ν~)
when n =∞, it is reasonable to say that the action of G0 on HL2(AC,Ms,~) should
be just F (Z)→ F (g−1 · Z) .
There is a large body of work extending the results of [GS]; see for example the
survey article of Sjamaar [Sj].
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