Abstract Turbulent fluctuations in magnetohydrodynamic (MHD) flows can become strongly anisotropic or even quasi-2D under the action of an applied magnetic field. We investigate this phenomenon in the case of low magnetic Reynolds numbers. It has been found in earlier DNS and LES of homogeneous turbulence that the degree of anisotropy is predominantly determined by the value of the magnetic interaction parameter and only slightly depends on the Reynolds number, type of large-scale dynamics, and the length scale. Furthermore, it has been demonstrated that the dynamic Smagorinsky model is capable of self-adjustment to the effects of anisotropy. In this paper, we capitalize on these results and propose a simple and effective generalization of the traditional non-dynamic Smagorinsky model to the case of anisotropic MHD turbulence.
field can be fully resolved in the DNS-like manner. The task of modeling the turbulent velocity fluctuations at smaller scales reduces to the problem addressed in this paper.
We will consider incompressible flows and, for simplicity, assume that the applied magnetic field is uniform and vertical B = Be z . In the low-R m case, the MHD equations can be significantly simplified by applying the quasi-static approximation [2] . The perturbations of the magnetic field induced by fluid motions are small in comparison with the imposed magnetic field and can be neglected. They can also be approximately assumed to adjust instantaneously to the velocity perturbations. In the result of these approximations, the Lorentz force is expressed as a linear functional of velocity. The governing equations can be represented in a closed form as
where ∆ −1 is the reciprocal Laplace operator that stands for a solution of the Poisson equation for the electric potential with proper boundary conditions. The non-dimensional form of (2) contains two dimensionless parameters, one of which is the Reynolds number Re ≡ uL/ν and another is the magnetic interaction parameter N ≡ σ B 2 L/ρu that estimates the ratio between the Lorentz and inertia forces. We focus on MHD turbulence far from the walls and consider the implications of the special properties resulting from the presence of the Lorentz force term in (2) for large-eddy simulations. Such properties have been relatively thoroughly studied in analytical, experimental, and numerical works (see, for example, [3] [4] [5] [6] ). It has been understood that in unbounded flows the direct effect of the magnetic field is twofold. First, there is an additional turbulence suppression via Joule dissipation of induced electric currents. Second, the flow acquires axisymmetric anisotropy with flow structures elongated in the direction of the magnetic field. The nature of the anisotropy becomes transparent if we use the Fourier transform to write the rate of the Joule dissipation of a mode u(k, t) as
where θ is the angle between the wavenumber vector k and the magnetic field B. The Joule dissipation tends to eliminate the velocity gradients along the magnetic field lines, thus leading to elongation of flow structures. The flow approaches 2D form with zero parallel gradients at N → ∞, although it has been argued in [7] that the proper term is "quasi-two-dimensionality" due to the inevitable elliptic and shear flow instabilities of the 2D structures. Furthermore, pure two-dimensionality is impossible in the presence of walls non-parallel to the magnetic field (see, e.g., [8] ). Only the anisotropy of gradients is directly affected by the magnetic field. Another type of anisotropy referring to inequality between the velocity components (anisotropy of the Reynolds stress tensor) can follow from the action of the magnetic field indirectly, through the nonlinear interaction mechanism. Other indirect effects include the suppression of the nonlinear energy transfer between the length scales and the associated increase of the inertial range slope of the energy power spectrum (approaching k −3 in quasi-2D flows at high N ).
The focus of the present paper is on the efficient LES modeling of anisotropic MHD turbulence. The term "efficiency" is understood in a broader sense to include the model's accuracy, breadth of applicability, and low computational cost. More precisely, we would like to develop a model that could be applied to MHD flows with -Accuracy comparable with the accuracy achieved for non-magnetic flows at similar Re and numerical resolution. -Applicability range 0 ≤ N < ∞, i.e., for the entire spectrum of MHD flows, from nearly isotropic to quasi-2D. -Lowest possible computational cost, preferably not exceeding the computational cost of models commonly used in the non-magnetic case.
In the next section, we discuss the properties of the anisotropic MHD turbulence and review the earlier modeling attempts. The discussion serves as a basis for Sect. 3, where we investigate the possibility of a simple generalization of the Smagorinsky closure model to the MHD case by assuming a functional dependency of the Smagorinsky constant on a single anisotropy parameter. The final remarks are given in Sect. 4.
Modeling of anisotropic MHD turbulence: results of earlier studies
A detailed study of the anisotropy of homogeneous MHD turbulence at low R m was conducted in [6] . DNS and LES computations were performed in a wide range of Re and N . In order to achieve a statistically steady flow, the artificial forcef(k) = α(k)û(k) was applied to the large scale modes with 1.5 ≤ k ≤ 3.1. The coefficients α were determined at each time step so as to provide the total work by forcing equal to a prescribed constant 0 according to
where N forced is the number of the forced modes. This led to statistically steady states, in which the total (viscous plus magnetic) dissipation rate fluctuated only slightly around 0 . In order to reveal the possible effect of the large-scale dynamics, two types of forcing were used, one isotropic with the energy input equally divided among the forced modes and another purely 2D with the energy input limited to the modes with k⊥B. Below we identify these two types as 3D and 2D forcing, respectively.
The main results of [6] deal with the transformation of turbulent fluctuations at intermediate and small length scales. The scale-dependent gradient anisotropy was estimated using
where the sums are over all wavenumber vectors in the shell k − 1/2 < |k| ≤ k + 1/2, and µ(k), E(k) are the power spectra of the magnetic dissipation rate and kinetic energy. The scaling factor in (4) uses the Joule damping time τ ≡ ρ/σ B 2 and is chosen so that g(k) = 1 in an isotropic flow and g(k) = 0 in a purely 2D flow with zero magnetic dissipation. It has been found that at all k outside the range of artificial forcing, g(k) is a remarkably robust function of the magnetic interaction parameter N . The influence of the length scale, Re, and the details of the largescale dynamics (dictated by the different types of the forcing) is much weaker. Similar, although slightly less pronounced behavior was observed for the scale-related anisotropy of velocity components.
Another result of [6] important for the present discussion concerns the meaning of the coefficients
where · · · stands for the volume averaging. Averaging over the entire computational domain was applied in [6] following the assumption of spatial homogeneity. It should be replaced by some local averaging in the inhomogeneous flows. The coefficients (5) are equal to one in an isotropic flow (see [9] ) and zero in a purely 2D flow uniform in the direction of the magnetic field, and are usually close to each other in anisotropic flows so that any of them can be used to evaluate the anisotropy. In our study, G 22 and G 32 are calculated and averaged to a single coefficient G = (G 22 + G 32 )/2. Formally, G is an integral characteristic of the gradient anisotropy. One could think of it as related to the large energy-containing scales of the flow. In fact, however, it was demonstrated in [6] that the dominant contribution into G is from the intermediate length scales smaller than those where the forcing is applied but larger than the typical scale of LES cut-off. As a result, G was found to be close to the scale-dependent anisotropy coefficient g(k) in the range of its scale invariance and insensitive to the details of large-scale dynamics, Reynolds number, and the use of LES models. G can be considered as a reasonably accurate measure of anisotropy in the intermediate scale range.
LES modeling of decaying and forced homogeneous MHD turbulence was conducted in [10] and [6] , respectively. The Smagorinsky eddy viscosity closure hypothesis was used in both cases with the subgridscale stress tensor τ i j expressed through the rate-of-strain tensor of filtered velocity field S i j as
where ∆ is the filter width and C S is the Smagorinsky constant. The conclusion of both studies, achieved through the a-posteriori comparison with the results of high resolution DNS, was that the Smagorinsky model is overdissipative if used in its simple form with constant C S . Substantially better agreement with the DNS results was achieved when the constant C S was determined using the dynamic procedure [11, 12] . In the procedure, a second "test" filter with the width ∆ > ∆ is applied to the computed flow field. It is assumed that the relation (6) holds for both the main and the test length scales. This leads to the formula for determining the Smagorinsky constant based on the flow conditions [12] 
where L i j = u i u j − u i u j is the Leonard tensor, and
The fact that the simple Smagorinsky model with constant C S is inadequate in the case of MHD flows with high N is quite expectable. The values used for C S (between 0.01 and 0.0324 depending on the type and width of the filter and the strength of mean shear [13] ) do not take into account the flow transformation caused by the applied magnetic field (anisotropy, suppressed nonlinear energy transfer, and steepened energy spectrum). All these factors lead to reduction of the subgrid-scale energy dissipation and, thus, require reduction of C S .
The better accuracy of the dynamic model is, too, not entirely surprising. The model has demonstrated its ability to remedy the overdissipation problem in other situations characterized by reduced SGS dissipation, for example in the laminar-turbulent transition. The physical and mathematical reasons for the accuracy are, however, unclear. Albeit the formula (7) can be derived from the assumption of scale similarity, the assumption itself is invalid in many cases where the dynamic model demonstrated its superiority (for example in the transitional flows or flows at moderate Reynolds numbers). In general, the a-posteriori accuracy of the model can not be convincingly related to its accurate representation of any particular aspect of the behavior of subgrid-scale fluctuations [14] . An alternative, clearly not exhaustive explanation was proposed in [15] , where the dynamic procedure was shown to minimize the dependency of modeled quantities on the filter width.
For these reasons, we refrain from attributing the accuracy of the dynamic model in the MHD case to some physical features of the flow (although it can be argued that the scale invariance of the anisotropy is relevant). Instead, the next section presents an attempt to capitalize on the demonstrated ability of the dynamic model to modify C S in accordance to the flow transformation. We try to develop a simple formula for C S that would mimic the dynamic modification.
It can be argued that the isotropic eddy viscosity relation (6) is itself invalid in the case of a strongly anisotropic MHD flow since, as was demonstrated in [16] , the anisotropies of the tensors τ i j and S i j are very different. We tested several generalizations of the dynamic Smagorinsky model based on the eddy viscosity formulas with one or two dynamically adjustable anisotropy corrections. None of them showed discernibly better agreement with the DNS results than the conventional dynamic model. It seems that simple reduction of C S is sufficient to account for the effect of the imposed magnetic field.
Smagorinsky constant as a function of anisotropy parameters
For our purposes, the discussion of the previous section can be reduced to the following two hypotheses, which, although not fully proven, received substantial factual support in computations [10] and [6] .
1. The dynamic adjustment of C S is sufficient to account for anisotropy and other aspects of the flow transformation caused by the imposed magnetic field. No other modification of the Smagorinsky closure is needed to keep the accuracy of the model at the same level as in the isotropic case. 2. The variation of C S caused by the magnetic field can be adequately described by a function of a single scalar parameter, such as the anisotropy coefficient (5) or the magnetic interaction parameter N .
In this section we try to capitalize on the hypotheses and obtain the relations C S = C S (N ) and C S = C S (G). One can speculate on which of the two dependencies, C S (N ) or C S (G), is preferable. There is no strong preference in the case of homogeneous turbulence, where, as shown in [6] and confirmed by our computations discussed below, G can approximately be considered a one-to-one function of N . In the real flows, where N is evaluated based on the size of the flow domain and some constant characteristic velocity, its effective value can change in space (for example because of variation of B) or time (for example in the case of decaying flow). The relation C S = C S (G) seems, therefore, preferable as one based on a universal anisotropy characteristic that can be evaluated locally, both in space and time.
Below we present the results of a series of LES computations of homogeneous MHD turbulence in a box of dimensions 2π × 2π × 4π with periodic boundary conditions. The dynamic Smagorinsky model is used as a subgrid-scale closure. The numerical method is pseudo-spectral based on the fully de-aliased fast Fourier transform. The flow is artificially forced at 1.5 ≤ k ≤ 3.1 with the 3D and 2D types of forcing described in the beginning of the previous section (see [6] for more details). Each numerical experiment starts with non-magnetic calculations that last long enough to produce a fully developed turbulent flow. Then, at t = t 0 , the magnetic field B is applied and kept constant till the flow transformation is complete, after which the flow statistics are collected and averaged over several (at least, 3) eddy turnover times T = L(t 0 )/u(t 0 ). The Reynolds number Re and the magnetic interaction parameter N are evaluated in the isotropic flow at t = t 0 using the integral length scale L and the rms velocity u. The experiments are conducted at 0 ≤ N ≤ 10 and Re = 700, 2,500, and 6,500. Two numerical resolutions with 64 × 64 × 128 and 32 × 32 × 64 spectral functions are used. The filtering width ∆ of the LES closure is defined as the grid step. Further details of the computational procedure can be found in [6] . Figure 1 illustrates the typical temporal evolution of the flows. The results obtained with 3D forcing at Re = 2,500 and N = 0, 1, 5, and 10 with the numerical resolution of 64 × 64 × 128 are shown. After the introduction of the magnetic field, the global characteristics such as the total resolved energy, rate of resolved viscous dissipation or the anisotropy coefficient G evolve rapidly until they stabilize at new levels corresponding to the forced anisotropic flows. The Smagorinsky constant evolves in the same way but, as can be seen from comparison between the Fig. 1a-c , its evolution to new levels is slower.
Power spectra of the flow energy E(k), resolved viscous (k) and magnetic µ(k) dissipation rates were obtained at the equilibrium stages of each flow. Several flow fields separated by more than one isotropic eddy turnover time from each other were used for the time-averaged spectra, examples of which are presented in Fig. 2 . One can see how the increase in the strength of the magnetic field (growth of N ) leads to steeper curves E(k) and µ(k) and reduction of viscous dissipation at small scales. The scale-dependent anisotropy coefficient g(k) demonstrates the behavior observed and analyzed in [6] , i.e., scale-independence outside the forced range. At the strongest magnetic field (at N = 10) the flow becomes strongly anisotropic but not purely 2D as shown by small but non-zero values of g(k) and non-vanishing magnetic dissipation. Figure 3 shows the effect of the magnetic field on the resolved viscous and magnetic dissipation rates and µ and the subgrid-scale dissipation rate SG S in fully developed flows. Time-and volume-averaged rates obtained at different Re, types of forcing, and numerical resolution are shown. The numerical experiments are staged in such a way that the total dissipation rate is constant, i.e., + µ + SG S = 0 = 0.5. One can see that at relatively large Reynolds numbers used in the simulations, the resolved scales are responsible for only a small fraction of the total viscous dissipation. is less than 0.16 0 at zero magnetic field and decreases with N . For the non-magnetic runs, the dissipation is caused predominantly by the Smagorinsky term. In the presence of the magnetic field, µ increases with N and SG S decreases, respectively, although it never drops below 0.1 0 .
It is interesting that the role played by the SGS model grows if the 2D forcing is applied (see Fig. 3c ). The reasons for that are our requirement of constant total dissipation and the strong anisotropy induced by the Fig. 3 forcing at the large length scales. This results in decrease of the magnetic dissipation rate at these scales and so of the total dissipation rate µ leading to the growth of SG S .
The flow anisotropy was estimated using the global coefficient G and the scale-dependent coefficient g(k max ) taken at the length scale of the filter width. Again, time-averaging over several eddy turnover times was applied. One can see in Fig. 4a , b that both coefficients decrease rapidly at small and moderate N and somewhat slower at stronger fields with N > 3. The flow becomes strongly anisotropic but remains essentially 3D.
An important feature of curves in Fig. 4a , b is their closeness to each other. This is quite remarkable considering the fact that the curves are obtained for substantially different Reynolds numbers, forcing mechanisms, and numerical resolutions. Moreover, as can be seen in Fig. 4c , G is nearly equal to g(k max ) and, thus, to coefficients g(k) at any other k outside the range of forced length scales (see Fig. 2c ). Our calculations confirm the conclusions obtained in [6] on the basis of the DNS and LES computations at lower Reynolds numbers. The anisotropy properties of the turbulent fluctuations are nearly scale-independent, insensitive to the large scale dynamics and the magnitude of the Reynolds number and are determined by the magnetic interaction parameter N or another parameter, such as the integral anisotropy coefficient G.
The main results are presented in Fig. 5 , which shows the dependence of the volume-and time-averaged Smagorinsky constant C S on the anisotropy characteristics. As in the previous figures, data obtained at different Reynolds numbers, forcing mechanisms, and numerical resolutions are plotted. The constant decreases with the strength of the magnetic field as represented by increasing N or decreasing anisotropy coefficients.
The results support the second of our hypotheses. The curves in Fig. 5 are quite close to each other. The Smagorinsky constant can be considered a function of N , G, or g(k max ) with a reasonable degree of accuracy. One can see in Fig. 5b that the agreement is particularly good for the function C S = C S (G). Requiring that C S attains its isotropic value at G = 1 and zero in a purely 2D flow at G = 0 we can approximate the data in Fig. 5b by a simple linear relation
shown by the bold line. Here C S0 is the Smagorinsky constant corresponding to the isotropic non-magnetic flow. It is about 0.011 in our calculations but can have different values in other cases depending on type of the flow and type and width of the filter. In order to test the formula (8) we conducted simple numerical experiments. Forced flows with Re = 2,500 and numerical resolution 64 × 64 × 128 were computed using the dynamic Smagorinsky model, simple Smagorinsky model with constant C S = C S0 , and the modification of the Smagorinsky model with constant C S adjusted at each time step according to (8) . Each run started with the same isotropic initial velocity field. Calculations were performed for N = 1 and N = 5. After completion of transitional periods, the statistics were collected and time-averaged for the fully established anisotropic flows.
The results are presented in Fig. 6 . One can see that the adjustment (8) results in almost exact reproduction of the spectra of energy and dissipation rates of flows obtained with the dynamic Smagorinsky model. On the contrary, the spectra calculated with the Smagorinsky model with constant C S are noticeably, albeit not very strongly, different, with typical over-dissipative suppression at large k.
It must be stressed that such an excellent agreement between the dynamic model and the model with adjusted C S is observed only for statistically steady periods of the flow evolution. The situation during the transient periods is quite different as illustrated by our test simulations of decaying turbulence. In the simulations, a fully developed forced non-magnetic flow is used as an initial conditions. At the moment t = t 0 , the magnetic field is applied, and the forcing is discontinued, after which the flow is allowed to decay freely for several turnover times simultaneously developing anisotropy. Figure 7 shows the results of the dynamic LES of the process for N = 1 and N = 5. One can see in Fig. 7a , b that both G, which represents C S /C S0 determined according to (8) , and the dynamically determined C S /C S0 decrease with time as the flow becomes anisotropic but at very different rates. Initially, the decay rate for the dynamic C S is almost zero, whereas the anisotropy coefficient drops rapidly. At later stages, C S decays faster than G but remains significantly larger than predicted by (8) . This is further illustrated in Fig. 7c . Similar delay in the modification of the Smagorinsky constant is demonstrated by the forced flows during the transitional stages of their development (see Fig. 1b, c) .
One can be tempted by a simple explanation that the generation of dimensional anisotropy is an essentially linear process governed by the Joule dissipation (3). Its typical time scale is the Joule damping time τ ≡ ρ/σ B 2 . On the other hand, the variation of the Smagorinsky constant is associated with the nonlinear process of establishing new correlations between the turbulent rate of strain and stress tensors occurring at the time scale of the eddy turnover time T = L/u. One can expect slower evolution of C S at N = T /τ > 1. The explanation, albeit possibly relevant, is clearly an oversimplification. In particular, it does not explain the delay in the development of C S at N = 1 (see Fig. 7 ).
The simulations of decaying homogeneous flows did not allow us to clearly separate between the results of the dynamic model, model with constant C S and model (8) . The curves of E(t), (t), and µ(t) were found to be very close to each other. More definitive testing is required to identify the effect of the delay in development of C S on the accuracy of the model. This can be done in simulations of more realistic evolving flows, for example, of a free mixing layer.
Concluding remarks
We performed a series of LES of forced and decaying homogeneous MHD turbulence at low magnetic Reynolds number. Analyzing the flow properties in a wide range of the hydrodynamic Reynolds number and magnetic interaction parameter and at different large-scale dynamics and filter widths we found a clear confirmation that the effect of the dynamic adjustment of the Smagorinsky constant can be accurately approximated by a simple linear function of the global coefficient of gradient anisotropy.
Apart from purely theoretical interest, the relation has clear practical value. Calculation of C S in the dynamic model approximately doubles the amount of computations in comparison with the standard Smagorinsky model. 1 This is undesirable in simulations of industrial processes such as, for example, the Czochralski growth of large crystals or continuous steel casting, the tasks computationally challenging even with the simplest turbulence models. With quantified dependence of C S on G one could still use the standard model but avoid its over-dissipative character by adjusting C S to the strength of the flow anisotropy.
We found that the adjustment formula cannot be used in transient processes because development of anisotropy occurs at a faster rate than the modification of the Smagorinsky constant. Furthermore, the formula was obtained for homogeneous turbulence and may prove inaccurate in the presence of mean shear or rotation. It is possible that improved correlations can be developed for such situations but they are likely to be also more complex and less universal than our simple formula. Their advantage over the dynamic model is, thus, far from being obvious.
