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"The ideas of economists and political philosophers, both when they are right and when they are wrong are more powerful than is commonly understood. Indeed, the world is ruled by little else. Practical men, who believe themselves to be quite exempt from any intellectual influences, are usually slaves of some defunct economist." --John Maynard Keynes
Introduction
If the economics profession holds as much sway as Keynes famously attributed to it, it in literary styles , media slant in newspapers (Gentzkow and Shapiro, 2010) , and bargaining power in US-American Indian treaties (Spirling, 2010) .
This project utilizes all full-length monographs published in seven top journals in the field of economics from 1960-2010. The text is organized in a relational database, mapped to various characteristics of each article (author, year, journal, etc.) and the entire corpus, as well as cuts of the data by the specific characteristics, is analyzed. The main result is that, similar to results found in Card and DellaVigna (2013) , the majority of fields in economics have maintained a relatively constant level of attention over the years. A major exception, however, is macroeconomics which, as in Kim et al. (2006) has shown a decreased level of attention over the past few decades, across all the major journals; at the same time, more refined analysis finds that the microfoundations of published macroeconomic papers have increased. Other interesting results include evidence for an increasing level of mathematization of economics over the decades, and for Agricultural and Natural Resource Economics to be an outlier as compared to the other fields, with significantly higher co-authorship versus solo authorship levels.
Literature Review
There is a rich history of self-reflection in the academic economics literature. Numerous authors have tried to analyze what researchers do, what topics they tend to focus on, and what (if any) practical impact economics research has had (Scroggs, 1975; Granger, 1994 ; Medema and Samuels, 1996; Cropper, 2000; Fuchs, 2002; Pardey and Smith, 2004; Sen, 2007; Hamermesh, 2013) . A related, similarly self-introspective theme in the economics literature involves studies of academic departments (Colander, 1989) , academic journals (Hawkins et al., 1973; Eagly, 1975 analysis, however, the possibility now exists to empirically summarize and test scores of research articles for topical themes in consistent, objective ways. One of the contributions of this paper, therefore, is its unique methodological take (i.e. text analysis) on a historically popular topic.
Some of the earliest research involving computer-aided 1 textual analysis was done in the fields of psychology (Sexton et al., 1999) and communications (Stephen, 1999 (Tetlock, 2007) , but textual analysis in the economics literature is still in its infancy.
Those textual analyses that have been published in the social sciences literatures appear to take one of two forms: exploratory studies, or analytical investigations. Exploratory studies do not purport to prove specific hypotheses stated a priori, instead, they involve frequency and pattern analysis in order to objectively analyze a range of text in the hopes of uncovering intriguing results that may then lead to analytical investigations with appropriate hypotheses.
For example, textual analysis of the top academic journals in the field of communications (Stephen, 1999) was able to highlight which subtopics within the field received the most published attention, in which years, and from which specific journals. 2 A subsequent analytical investigation (Stephen, 2000) of these research articles focused more specifically on the question 1 Non-computer-aided text analysis has a much longer history. William Gladstone, for example, used it in the late 1800s to predict that the ancient Greeks were color blind (Dedrick, 1998) ; he did this by tallying the color words found in works by Homer and noted that particular colors never appeared. 2 Similar sorts of exploratory studies of the literature have been done in other fields, including psychology (Ellis et al, 1988) , and health studies (Duncan, 1991) .
of whether there was gender bias in published academic research in the communications field.
An explanatory approach is taken with this project where we begin without any stated a prior hypotheses, and proceed with frequency analysis towards a few tentative, perhaps suggestive conclusions from the data. 3
Data
The data for this project constitutes 20,321 articles published in the following seven top- The articles in JEP and JEL are typically unrefereed and the topics and articles chosen are heavily editor influenced. We could have left JEP and JEL out of the analysis, but we left them in because they continuously rank highly in all available lists of academic journal rankings. The goal of this paper is to discern top foci of academic economists' attention -not necessarily its quality, importance, or optimality -and as such what these journals produce seems relevant. In addition, because in the empirical section we break most of the results down by journal, leaving JEP and JEL in doesn't affect any of the disaggregated results.
All of the articles published in the seven journals studied, for the years 1960-2010, is in the database. The corpus includes everything research-oriented that has been published in English, 4 including full-length monographs, full-length book reviews, and comments and replies. 5 Entries not included in the dataset include editor's notes, conference announcements and programs, auditor's reports, and other similar non-research focused entries. Special symposium articles are included. 6 Given these criteria the corpus includes 20,321 articles, some descriptive information for which can be found in Tables 1-3 .
One of the criticisms of earlier research on publication trends in the economics literature is that the limited sample sizes they are usually based upon is so small; one benefit of this research is that this is not the case. This dataset is extensive enough that it can be fruitfully analyzed from a number of different angles, including by year, by journal, by monograph type, 7 or by degree of co-authorship for example. It may be that interesting trends emerge from an analysis of the entire corpus, but it may also be that particular years or time periods also exhibit distinctive trends. A large originating dataset will be useful for analyzing specific cuts of the 4 Some of these journals, especially in earlier years, included the occasional article in French or German. 5 To be clear, short book reviews and indexes, for example as appear primarily in the Journal of Economic Literature (JEL), are not included. 6 It is worth noting, however, that the American Economic Review's annual Papers and Proceedings issue is not included. 7 Articles less than 5 pages in length are generally comments and replies, while articles greater than 5 pages in length are more often full-length research papers or book reviews. dataset. A second contribution of this paper, therefore, is the uniquely long time span comprehensively studied.
Article, Abstract, or Title?
Previous research investigating academic trends from published research articles (Stephen, 2000; Stephen, 1999; Ellis, 1988) didn't use the entire published monograph, but focused solely on the abstracts, or sometimes even just the titles. Doing so leads to a much smaller, more manageable text database, as well as faster computer processing times, but there is a fear that focusing solely on abstracts or titles might miss the larger picture of what a research article is about. In this analysis, therefore, the entire corpus of text is analyzed, as well as just the abstracts, and just the titles for comparison purposes. 8 Each analysis has distinct advantages and disadvantages.
For example, analyzing the entire research articles may give a complete picture of concepts and foci covered, however, it gives shorter shrift to articles with a substantial amount of mathematical notation. Mathematical notation is simply skipped over and ignored by the algorithms utilized in this analysis, so if an article highlights a concept through mathematical notation, that emphasis is missed. For an article that instead gets all its points across in pure narrative, such a problem does not occur.
Focusing on an analysis of abstracts alone is one way around this problem. Abstracts tend not to have any mathematical notation in them whatsoever, and by definition they outline the important points of a research article. An analysis of abstracts alone may give a more balanced overview of research foci in economics. However, one drawback to focusing on abstracts alone is that some articles are not published with abstracts, particularly smaller articles, replies, comments, and notes. 9 It should be kept in mind, therefore, that the results from an analysis of abstracts alone is weighted towards the larger, more in-depth research articles.
Finally, an analysis of titles alone allows, in some sense, an equal weighting across all the articles in the dataset. All articles have a title, and all titles are roughly the same length. Some are notoriously short (for example the infamous "Elephants" article by Kremer and Morcom (2000)), but for the most part, analyzing titles alone is a way to dispense with mathematical notation as well as equally weight every observation in the dataset.
Figures 1-3 present frequency analyses on the database of text from the three methods of analysis described above (Articles, Abstracts, and Titles). Frequency distributions of most texts seem to follow a power law, whereby there is a long tail of words (to the right of the graph) that appear very few times, and a few words that dominate (the left side of the graph), and this appears to be true for these text databases as well. 10 What this tells us is that all inquiries into the three text databases are dominated by key words, and that the majority of the words in any given body of text are actually used rather infrequently. This is helpful with regards to the textual analysis as it allows one to focus on a smaller body of words -the ones that occur with more frequency -in the analysis. In Figure 1 for example, on the entire corpus of text, there are really only about 1,000 words (out of around 16,000) that occur with a significant degree of repetition across the cases. In Figure 2 , it is approximately 500 words, and in Figure 3 , the Titles database, it is only about 250 words. Note that the most common word in the Articles corpus is "model" and it appears 439,646 times. The most common word in the Abstracts and Titles corpora is also "model," appearing 10,806 and 1,586 times respectively. This is one indicator that whichever way we analyze the research, through the entire body of the articles, the abstracts alone, or just the titles, we find some common results. Other comparisons were also computed as a check on the comparability of text analysis method, including the percentages of top keywords and key phrases 11 in common and levels of keyword and key phrase case correlation (i.e. commonality across cases and not just in terms of total frequencies). There were a few notable differences, such as that Titles had a higher prevalence of "comment," "note," and "reply" in them, and that
Articles had a higher prevalence of proper names in them, but otherwise many of the top frequencies were common across the method of analysis.
We feel comfortable, therefore, in the analysis which follows concentrating on the results from the Articles corpus. Everything is analyzed across the three corpora, but because there were few differences of note, for brevity's sake the results displayed come from the Articles database alone.
Methodology & Results
We begin the analysis into research foci of published academic research by creating topic dictionaries whose lists of keywords and key phrases are considered representative of welldefined fields in economics. 12 These "bag-of-word" model dictionaries were created through a complete compilation of the disparate keyword lists assigned to field categories in the Journal of Economic Literature (JEL) Classification System. 13 The JEL system is composed of twenty distinct field categories, however one category (Y -Miscellaneous) contains no keywords so it was dropped from the analysis. The remaining 19 categories contained a total of 4,800 keywords/phrases, of which Table 4 gives a per category breakdown. 14 The keywords themselves can be found at the JEL Classification System website.
These lists, or bag-of-word subject dictionaries, were applied to the text database to arrive at composite frequencies of use. 15 Figure 4 shows category frequency of use over the and Kim et al. (2006) , whereby the relative share of publications in specific disciplines has held steady over long time spans. 16 However, there are a few exceptions, the most noteworthy of which is Macroeconomics (E), which beginning in the early 1970s suffered a steady and appreciable decline in research attention. 17 The decline for Macroeconomics (E) in Figure 5 is significant across the decades, at the 1% level. The economics profession has been roundly criticized in the media and lay literature for failing to foresee and predict the 2007 recession and associated financial crises; the fact that research attention in the field of Macroeconomics had appreciably declined in the years before these crises may be noteworthy. 18 A bit of further exploration of this topic uncovers another interesting trend. Of the published articles containing macroeconomics content, a check on the simultaneous level of microeconomics content reveals that while macroeconomics research overall has been on the decline, macroeconomics papers with "microfoundation" content (as measured by JEL category D keyword analysis) appears to be on the rise. Figure 6 Kim et al. (2006) did find a similar effect for Macroeconomics, but they found a declining effect for Microeconomics too, which we did not. 18 Note that Financial Economics (G) also shows a statistically significant decline in research attention across three of the four decades (from the 1960s to the 1970s, the 1970s to the 1980s, and the 1990s to 2000s).
Journals:
Next we investigate research foci across the specific journals over time. Figure 7 shows graphs for each journal of all the 19 topic categories, but with Macroeconomics (E) again bolded for easy discernibility. 19 This figure shows that the general decline in Macroeconomics published research is common across all the journals under study, and isn't the result of one or two specific journals greatly changing focus. For whatever reason, Macroeconomics has been losing publishing space to other fields across the top academic general interest journals. Moving on from Macroeconomics, there are too many categories (19) to repeat a figure similar to Figure 7 for each of the distinct categories, so instead we highlight just a few other interesting trends. Figure 9 , for example, is a graph of each journal, this time of Mathematical Methods (C) alone so its trend can be easily discerned. The graphs illustrate an increasing level of mathematization of economics over the decades, for the majority of the journals under study.
AER, for examples, sees a 56% increase in mathematical keyword and key phrase use from 1960 to 2010, JEL sees a 66% increase, JEP a 53% increase, JPE a 49% increase, QJE an 82% increase, and RES a whopping 200% increase. Only the journal Econometrica shows any decline in mathematization over the time period under study, and likely this is because it had a high level of mathematization to begin with, relative to the other journals. Comprehensively, significance tests over the decades show an increase in mathematization at the 1% level from the 1970s to the 1980s, and from the 1980s to the 1990s (there was also an increase from the 1960s to the 1970s, but it was not statistically significant). Whether this increase in mathematization is a good or bad development is left for another debate, but the published research record does appear to confirm the trend.
Taking advantage of the unique methodology utilized in this paper, Figure 10 illustrates some of the specific keywords in JEL category C that had the most gain (and loss) over the time span studied. From these results it appears that mathematical methods as applied to game theory led the gain in JEL category C's increasing research attention, while input-output models, IO, and linear programming applications experienced significant declines. Figure 11 illustrates what has been happening in Microeconomics (D), the most prevalent research category in the set of research articles overall. The graphs confirm a trend that is common for most of the other nineteen categories, that its share of research in the top general interest journals has, for the most part, been constant; not just in total, but across the distinct journals as well. This begs the question as to why the specific categories of research are being given the consistent levels of attention that they are -is it a direct result of the types of research articles initially submitted for review and publication? Or, is it a result of editor tastes, tastes which seem to be consistent across the decades as well as across the journals? Where is this division of research attention coming from, and why?
Page Length:
Next we consider research type by page length. In our dataset there are articles as short as a single page (generally a note or comment), and longer monographs up to as many as ninetynine pages. In looking at page length we make the implicit assumption that longer articles are more in-depth articles. In this section, therefore, we investigate whether certain subjects receive more in-depth (as proxied by a page length greater than five) research attention than others, and how this may have changed over time. Over time, the frequency of term use across shorter and longer research articles, per research category, shows no significant differences. Figure 13 provides the graphs for the 20 The differences between shorter and longer articles for the other research categories averages 11%. The graphs for most of the rest of the research categories are similar to those found in Figure 12 in that there is no discernible difference in frequency of term use between shorter and longer articles. Two exceptions, however, are for Teaching (A) and History of Economic Thought (B). Figure 14 shows the graphs for these categories over time, and they display a distinctly unique trend where the level of shorter articles steadily declines, while the frequency of term use in longer articles increases. They both cross in the early 1980s. These two categories (A and B) , alone among all the research categories, appear to be undergoing changes in research attention such that in the last few decades they are getting more attention in in-depth articles, and notably less in shorter comment and notice articles.
Number of Authors:
Finally, we consider research category by co-authorship level. The purpose is to investigate whether groups of authors investigate different topics significantly more or less than solo authors. Are there research topics that tend to lend themselves more to co-authorship?
Perhaps as a result of social networking effects in particular fields?
The majority of articles in the dataset are solo authored (62%), but we do see coauthorship levels with as many as ten co-authors. In Figure 15 we group all papers written by two or more people as co-authored and graph a comparison of research category focus by solo and co-authorship levels. The results, as with Figure 12 , do not show significant differences between the categories, and as well mimic overall research focus rates as illustrated in Figure 4 .
While there are many more categories that are dominated by solo-authored articles over coauthored ones (12 out of the 19 categories), that is likely a reflection of the fact that solo authored articles simply dominate the dataset. Overall, the conclusion appears to be that solo authors and co-authors appear to investigate economics research topics at similar levels; there is no dominance for co-authorship in particular fields.
We do note, however, that there is one rather unique outlier: Agricultural and Natural
Resource Economics (Q), which has a rate of co-authorship 50% higher than solo authorship.
The reason for this anomaly is not immediately obvious. Agricultural Economics has been a thriving field for a long time, but Natural Resource Economics is a relatively young subfield, with seminal papers having been written as recently as the 1970s. The dominance of coauthorship levels in this category may be a result of the fact that more papers have been written in it later in the time span under study, and in recent decades co-authorship levels overall have risen (Hamermesh, 2014) .
When we look at frequencies of term use in solo authored and co-authored articles over time, for nearly all of the research categories under study term usage has remained relatively stable in solo authored articles, however, it has tended to increase in co-authored articles. Figure   16 provides a flavor, with graphs of the three particular research categories we have been A few conclusions can be drawn. First, that Microeconomics dominates the research attention in the economics profession, and by a significant margin. The next most researched field is Labor Economics, and after that Macroeconomics. The rest of the 19 fields studied receive less attention than these three.
A second conclusion is that, while Macroeconomics may be one of the top three most the competitive structure of the journal publishing field that none of these journals appears to have developed a comparative advantage in specific research foci? Or is it that the journals have developed specializations, just in something other than research foci (maybe publishing times)?
A worthwhile future research agenda would be to investigate not just the levels of research attention in particular journals, but the optimality of such divisions. Why do we study what we study, and should that change?
Another important area for future research attention would be to investigate not just the amount of research attention dedicated to distinct fields, but also the relative importance of that attention. Extending the current dataset by coupling it with citation information, or journal impact factors over time, would allow an investigation not just into levels of research attention, but into levels of impact as well.
Finally, the text-based dataset gathered for this research is rich enough that many reviewers have suggested additional, somewhat tangential questions to the task at hand that could be asked of it, including: Are there spikes in certain words after major economic and political developments, such as international treaties and oil shocks? How well does economic research track policy measurements, such as GDP and inflation? Can the words used in top research papers trace genealogies of research influence? The plan is to address many of these questions, and more, in future research papers. 
