ABSTRACT Job shop scheduling problem (JSP) is a combinatorial optimization problem, which has been widely studied due to its strong theoretical and background for application. However, in previous studies on the traditional JSP, the optimization objective is mainly relative to time, such as makespan, flow time, tardiness, earliness, and workload. With the advent of green manufacturing, energy consumption should be considered in the JSP. Therefore, a low-carbon JSP is studied in this paper. Due to the NP-hard nature, a meta-heuristic algorithm, bat algorithm (BA), is considered in this paper. According to the characteristics of the problem, a kind of bi-population-based discrete BA (BDBA) is proposed to minimize the sum of the energy consumption cost and the completion-time cost. A parallel searching mechanism is first introduced to the algorithm, by which the population is divided into two sub-populations to, respectively, adjust the job permutation and the processing speed of each machine. Three communication strategies are used to implement the cooperation between the sub-populations. In addition, due to the fact that the original BA was developed to deal with the continuous problems, a modified discrete updating approach is proposed to make the BA algorithm directly work in a discrete domain. Finally, extensive simulations have been conducted to test the effectiveness of the proposed BDBA algorithm. The experimental data demonstrate that the proposed BDBA is effective in solving the low-carbon JSP under study.
I. INTRODUCTION
In recent years, environmental deterioration (such as climate change and global warming) has been paid more and more attention. As a dominant energy consumer, the manufacturing industry is accountable for about 33% of the global energy consumption [1] . Hence, effective energy-saving measures are increasingly needed to balance the economic development and environmental protection, which is the key challenge for the long-term sustainable manufacturing. To achieve this goal, some researchers focus on designing innovative manufacturing machines, equipment or processes [2] , [3] . However, due to the considerable financial requirements, this method may not be very appropriate for small to medium sized companies. On the other hand, from the system-level perspective, some operational approaches (such as production scheduling and planning) can be significant drivers in energy consumption reduction [4] . These approaches have been proven to be more efficient in energy consumption reduction with a modest investment, and more easily to be applied to the existing manufacturing systems [5] .
Since the 1950s, many production scheduling problems have been studied. However, these previous researches have primarily focused on the production efficiency with the consideration of some traditional time-related objectives (e.g., makespan, flow time, tardiness, earliness and workload, etc.), while ignoring the environmental metrics (e.g., energy consumption, carbon footprint and CO 2 emission, etc.) [6] . Among these studies, the job shop scheduling problem (JSP) has been widely concerned due to its strong theoretical and background for application. In the real life, many problems can be considered as a job shop scheduling problem, such as production scheduling in workshop, departure/arrival times in logistic systems, the delivery times of orders in a company, and so on. However, the low-carbon job shop scheduling problem with the consideration of energy consumption is not fully studied at present. Therefore, in this study, job shop is chosen as a manufacturing type for the low-carbon scheduling problem.
After the promotion of green manufacturing, the lowcarbon scheduling with the consideration of environmental metrics has gradually caught many scholars' attention. Compared with the traditional production scheduling problem, there are relatively few literature about the low-carbon scheduling problem. Mouzon and Yildirim [7] considered a single machine scheduling problem to minimize the total energy consumption and the total tardiness. The decisionmaker has to determine the timing and length of turn off/turn on operation and obtain a sequence of jobs. To achieve this goal, a new greedy randomized adaptive search algorithm was used to obtain an approximate Pareto front. Liu et al. [8] established a multi-objective optimization model to minimize the total CO 2 emissions and the total completion time in a single-machine system. Then a non-dominated sorting genetic algorithm II (NSGA-II) was designed to solve the model. Shrouf et al. [9] built a mathematical model to minimize the energy consumption cost in a single machine system by considering variable energy prices. Che et al. [10] addressed a single-machine scheduling problem with timedependent electricity tariffs to minimize the total electricity cost. A greedy insertion heuristic was developed for the established continuous-time mixed-integer linear programming model. Rubaiee et al. [11] studied a non-preemptive scheduling problem in a single-machine system to minimize the total tardiness and the total energy cost under time-ofuse (TOU) electricity tariffs. Several genetic algorithms were developed to solve a mixed-integer multi-objective mathematical programming model. Dai et al. [12] modeled a flexible flow shop scheduling problem based on the energyefficient mechanism. An improved genetic-simulated annealing algorithm was adopted to optimize the makespan and the total energy consumption. Luo et al. [13] proposed an ant colony optimization algorithm (ACO) considering both production efficiency and electric power cost (EPC) under time-of-use (TOU) strategy. Zhang et al. [14] developed a time-indexed integer programming model to minimize the electricity cost and the carbon footprint under time-of-use tariffs. Lin et al. [15] developed a multi-objective teachinglearning-based optimization algorithm (TLBO) for processing parameter optimization and flow-shop scheduling with the objective to minimize the makespan and the carbon footprint. Tang et al. [16] addressed the dynamic flexible flow shop scheduling problem with the objective of reducing the makespan and the energy consumption. An improved particle swarm optimization was developed to obtain the Pareto optimal solution. Lu et al. [17] investigated an energyefficient permutation flow shop scheduling problem (PFSP) with sequence-dependent setup and controllable transportation time. A hybrid multi-objective backtracking search algorithm was presented to optimize the makespan and the energy consumption. Wang and Wang [18] investigated an energy-efficient scheduling of a distributed permutation flow shop with the criterion to minimize the makespan and the total energy consumption. By considering the complexity of the problem, a knowledge-based cooperative algorithm was designed to solve the problem. Lei et al. [19] proposed a teachers' teaching-learning-based optimization (TTLBO) to minimize the total energy consumption and the total tardiness in a hybrid flow shop.
As observed from the reviewed literature above, the lowcarbon scheduling problems mainly focus on the singlemachine or flow shop systems. Due to the importance of JSP, it is more practical for considering the problem with environmental metrics. However, by contrast, researches on the low-carbon job shop scheduling problem are not enough. Liu et al. [4] established a bi-objective model to minimize the total electricity consumption and the total weighted tardiness in a job shop environment. A non-dominant sorting genetic algorithm was employed to obtain the Pareto front. Jiang et al. [20] investigated an energy-efficient job shop scheduling problem with the objective of minimizing the total cost of energy-consumption and tardiness and proposed a grey wolf optimization algorithm with double-searching mode. May et al. [21] studied the effects of production scheduling aimed towards improving productive and environmental performances in a job shop environment. A green genetic algorithm was designed for the assessment of multiobjective problems. Kawaguchi and Fukuyama [22] considered a job shop scheduling problem with the objective of minimizing the makespan and the total secondary energy costs. An improved parallel reactive tabu search was proposed to obtain not only the optimal production scheduling but also the optimal operation of energy plants. In these researches, the addition of environmental factors increases the number of variables and constraints and makes the problem more complex than the traditional JSP. More researches need be carried out on the low-carbon JSP, and some realistic constraints should be added to the problem. In some real-life manufacturing systems, such as the CNC machines for mechanical processing, machines can work at different speeds. When machine works at a higher speed, the processing time decreases but the amount of energy consumption increases, and when machine works at a lower speed, the processing time increases while the amount of energy consumption decreases [5] . This provides an opportunity to control the energy consumption in the workshop. In such a problem, the speed of machine affects the processing time and energy consumption. Therefore, it should be taken as an independent decision-making variable, which is not considered in the above low-carbon JSP. As far as the authors' knowledge, the low-carbon job shop scheduling problem with variable machine speed is not fully investigated. Jiang et al. [5] considered a job shop scheduling problem with adjustable speeds of machines to minimize the sum of the energy consumption cost and the completion-time cost. An improved whale optimization algorithm (IWOA) was developed to solve the problem. Escamilla et al. [23] addressed an energy-efficiency job shop scheduling problem where the machine can work at different speed rates with consuming different amounts of energy. A genetic algorithm was developed to solve this scheduling problem. Since the traditional JSP is an NP-hard problem, the low-carbon JSP is also very difficult to be solved. It is well-known that meta-heuristics are effective in solving the production scheduling problems. Therefore, more effective and efficient meta-heuristic algorithms for the lowcarbon JSP are highly desirable.
In recent years, more and more swarm-based intelligence optimization algorithms are gradually developed [24] . Bat algorithm (BA) is a relatively new paradigm firstly proposed by Yang [25] to optimize continuous problems. As a swarmbased intelligence algorithm, BA has been adopted to solve various optimization problems, such as global engineering optimization [26] , feature selection [27] , traveling salesman problem [28] , maximum power point tracking for photovoltaic systems [29] , and flexible job shop scheduling problem [30] , and so on. Nevertheless, to the best of the authors' knowledge, the BA algorithm has never been applied to the low-carbon JSP. This is one of the motivations behind using the BA algorithm in this study. The important reasons which have motivated the using of BA are its own merits like fast execution, few parameters and ease of implementation. In this study, to solve the low-carbon JSP, a bi-population based discrete bat algorithm (BDBA) is proposed in this paper. The main contribution of this study are as follows: (1) a parallel searching mechanism is proposed to divide the population into two sub-populations, which can exchange their information to implement the cooperation during the evolutionary process; (2) a modified discrete updating approach is proposed to make the BA algorithm directly search in a discrete domain. Finally, extensive experimental data demonstrate the effectiveness of the proposed algorithm for the problem under study.
The rest of this paper is organized as follows: Problem description of the low-carbon JSP is addressed in Section II. Overview of the original BA algorithm is described in Section III. Implementation of the BDBA algorithm is shown in Section IV. Experimental results and the findings of this study are reported in Section V.
II. PROBLEM DESCRIPTION
In this study, the low-carbon JSP can be explained as follows: n jobs are assumed to be processed on m machines in a job shop. Here, the main difference of the low-carbon JSP from the traditional JSP is that the adjustable speed level of each machine is considered. That is, one machine processes a job with a finite and discrete speed set v = {v 1 
The higher the speed selected for a machine, the shorter the processing time of the job processed on it. There exists a basic processing time q jk when job j is processed on machine k. In other words, a machine processing at a higher speed will reduce the processing time, but increase the energy consumption cost.
Some additional assumptions are listed as follows: Machines and jobs are available at zero time; Each machine can not process more than one operation at the same time; Any job can only be processed on one machine at a time; Non-preemption is allowed once a job starts on a machine; Setup time and breakdown of machines are neglected; The speed of a machine can not be adjusted when a job is being processed on it; For a machine, it will not be stopped until all jobs on it are completed. When the machine is waiting for process, it runs on a stand-by mode with energy consumption cost per unit time SE k . Here, the optimization objective is aiming to minimize the sum of energy-consumption cost and completion-time cost.
In Equation (1), F means the optimization objective. x jkd is a 0-1 variable, if job j is processed on machine k with speedlevel d, x jkd = 1; otherwise, x jkd = 0. D k means the number of adjustable speed levels of machine k. C k denotes the final completion time of machine k. W k represents the total workload of machine k. C max defines the makespan of the workshop. ρ is the cost coefficient relevant to the makespan. With regard to the mathematical model, the readers may consult the study of Jiang et al. [5] .
III. OVERVIEW OF ORIGINAL BAT ALGORITHM
In the nature, micro-bats use the echolocation system to detect prey, avoid obstacles and locate the roosting places [25] . BA is a nature-inspired evolutionary algorithm on the basis of the echolocation behavior of micro-bats.
In the search process of the original BA algorithm, each bat updates its position and velocity according to Equations (2)- (4), where f i is the pulse frequency of bat i, f min and f max represent the minimum and maximum values, x t i and v t i define the individual position and the velocity of bat i at generation t, x * is the global best position found so far.
After updating the position, a random number rand is generated. If it is greater than the pulse emission rate r i , a new position will be generated around the current best solutions following Equation (5).
where ε ∈ [−1, 1] is a random number, while A t = A t i is the average loudness at generate t. VOLUME 7, 2019 If a random number rand is less than A i and F(x i ) < F(x * ), the new solution will be accepted, and the pulse emission rate r i and loudness A i are varied following Equations (6) and (7), i.e., the loudness A i is decreased, and the pulse emission rate r i is increased. λ (0 < λ < 1) and γ (γ > 0) are constant.
The detailed steps of the original bat algorithm [24] can be described as follows:
Step 1: Randomly initialize the bat population with a predefined size.
Step 2: For each bat x i , initialize the velocity v i , the pulse emission rate r i and loudness A i .
Step 3: Generate new solutions following Equations (2) ∼(4).
Step 4: If rand > r i , select a solution among the best solutions and generate a new individual around the best one.
Step 5: If rand < A i and F(x i ) < F(x * ) are met, accept the new solution, and increase r i and reduce A i .
Step 6: Rank the bats and find out the best individual.
Step 7: Check the stopping criterion. If met, output the optimum and end the procedure; otherwise, go to Step 3.
IV. IMPLEMENTATION OF THE PROPOSED BDBA A. ENCODING AND DECODING APPROACH
Like other meta-heuristic algorithms, the first step of designing the algorithm is to define an encoding approach. According to the description above, there are two sub-problems involved in the problem under study, i.e., job sequencing and speed-level selection. The decision-maker has to select a processing speed for each job and determine a job permutation on each machine. Thus, a job-speed-based encoding method can be used to represent the scheduling solution. The solution can be divided into two parts. The first part defines the job permutation on each machine, and the second represents the speed level selected for processing each job.
Taking a 3 × 2 × 3 low-carbon JSP into account, three jobs are supposed to be processed on two machines, and three speed-levels are considered for each job on machines. The scheduling solution can be illustrated by Fig.1 . In the job sequencing part, elements with the same values represent different operations of the same job. In the speed-level selection part, elements represent the selected speed level for processing jobs. O ik represents the kth operation of job i. In this study, the initial population is randomly generated according to the encoding method. To acquire a feasible scheduling scheme, the decoding process is adopted as follows:
(1) Scanning the job permutation from left to right, and find the speed level for processing each operation on machines. (2) The first operation in the job permutation part is first scheduled, and then the second one is done and so on; each operation is processed in the earliest available time on its assigned machine. This procedure is repeated until a scheduling scheme is obtained.
B. PARALLEL SEARCHING MECHANISM
In a parallel structure, several groups are generated by dividing the population into sub-populations, which evolve independently and exchange the information during the evolutionary process. This mechanism results in the reduction of the population size for each sub-population and the implementation of cooperation between sub-populations [6] , [31] . As mentioned above, the low-carbon JSP consists of two sub-problems. The optimization function can be optimized by adjusting the job permutation and speed-level selection. However, it may be unnecessary to modify the two vectors of a certain solution simultaneously in every iteration, especially for the local search [31] . Therefore, in the proposed BDBA, the population is divided into two sub-populations (PJ and PS) of the same size to adjust the job permutation and the speed-level selection respectively. Before dividing the population, all the individuals are sequenced in an ascending order according to their fitness values. Then, the first individual is assigned to PJ , the second is assigned to PS, the third is assigned to PJ , and so on. In regular iterations, a commutation strategy will be conducted to implement the cooperation between the sub-populations after every fixed number of iterations iter. The commutation strategy can be classified into three types as below.
W-B: the worst agent of a sub-population is replaced by the best agent of the another sub-population.
R-R: a randomly selected agent of a sub-population is replaced by a randomly selected agent of the another subpopulation.
R-B: a randomly selected agent of a sub-population is replaced by the best agent of the another sub-population.
C. DISCRETE INDIVIDUAL UPDATING METHOD
The original BA was designed to deal with continuous optimization problems. However, the low-carbon JSP is a discrete optimization problem. Therefore, Equations (2)- (4) cannot be directly adopted to the problem under study. By considering this situation, some modifications are designed for the BA algorithm.
Seen from Equation (3), v t i depends on the v i in the time step t − 1, the difference between the bat i and the current best position and the pulse frequency f i . It is obvious that this parameter cannot be directly adopted in our algorithm. Here, we modify the velocity based on a crossover operator between each individual and the current best solution, which can be represented by Equation (8) .
where CR defines the crossover operation between x t−1 i and x * , and c is the crossover rate. If a random number rand < c, two different crossover methods are respectively performed to PJ and PS. Here, the job-based crossover (JBX) is applied to the job permutation in PJ , and the multi-point crossover (MPX) is adopted to the speed-level selection in PS.
FIGURE 2. JBX crossover operation.
The steps of the JBX is shown in Fig.2 and described as follows:
Step 1: Create two job subsets SS 1 and SS 2 .
Step 2:Some jobs are randomly selected into SS 1 , and the others are filled into SS 2 .
Step 3: Copy the jobs in SS 1 from Parent 1 to Child 1, and copy the jobs in SS 2 from Parent 2 to Child 2, and maintain their original positions.
Step 4: Copy the jobs in SS 2 from Parent 2 to Child 1 and copy the jobs in SS 1 from Parent 1 to Child 2, and keep their positions.
The steps of the MPX is shown in Fig.3 and described as follows:
Step 1: Randomly create a 0-1 set BL.
Step 2: Copy the speed level in the same place with '1' in set BL from Parent 1 to Child 1 and from Parent 2 to Child 2.
Step 3: Exchange the rest numbers in Parent 1 and Parent 2 to obtain Child 1 and Child 2.
Furthermore, in the original BA, new solutions are generated following Equation (4). As previously mentioned, it cannot be applied directly to the low-carbon JSP. For this reason, we present a modification of it in Equation (9).
where MU defines a mutation operator, and w is the mutation rate. If a random number rand < w, two different mutation methods are respectively performed to PJ and PS. In this study, a swap mutation is conducted to the job permutation in PJ , and a single-point mutation is applied to the speed-level selection in PS.
For the swap mutation, two operations belonging to different jobs are randomly selected from the job permutation scheme, and then the position of the selected operations are swapped to obtain a new solution.
For the single-point mutation, an operation with more than one alternative speed level is randomly selected from the speed level selection scheme, and then a different speed level is randomly selected to replace the original one.
D. NEIGHBORHOOD STRUCTHRE
In every iteration of the original BA, a random number rand is generated after updating the position. If rand is greater than the pulse emission rate r i , a new position is generated around the current best solution. According to the characteristics of the low-carbon JSP, two types of neighborhood structures are respectively adopted in PJ and PS. When rand < r i , a new solution is obtained by randomly performing one of the neighborhood structures to the current best solution.
(1) Neighborhood structures for job permutation Swap: A new neighboring solution is obtained according to the above swap mutation method.
Insert: Randomly choose two operations O 1 and O 2 , and then insert O 2 before O 1 .
Inverse: Randomly choose two positions, and then invert the order of the elements between the two selected positions.
(2) Neighborhood structures for speed level selection Random selection: A new neighboring solution is obtained according to the above single-point mutation method.
Slow down: Randomly choose an operation with more than one alternative speed level. Then the lowest speed level is chosen to take the place of the original one.
Speed up: Randomly choose an operation with more than one alternative speed level. Then the highest speed level is chosen to take the place of the original one.
E. UPDATING APPROACH OF PULSE EMISSION RATE AND LOUDNESS
In the original BA, the pulse emission rate r i and loudness A i are used to control the intensive local search [32] . Each individual has its own pulse emission rate r i , which is initially set be a positive and small value and will increase to 1. In this study, the method proposed by Luo et al. [32] is used to update the value of r i , which is shown in Equation (10) . Following this method, the algorithm can not only quickly exploit near the current optimal solution in the early iteration to accelerate VOLUME 7, 2019 the convergence speed, but also can mainly focus on diversity in later stage and can avoid the premature. For the loudness A i , the updating method is expressed by Equation (11), where F max and F min are the maximum and the minimum fitness values in the current population. In Equation (11) , the loudness is relative to the solution quality of individual. The individual with a good fitness will be reserved for the next iteration.
The pseudo-code of the proposed BDBA is shown in Fig.4 . 
V. RESULTS AND DISCUSSION
In this section, extensive experiments are conducted to test the performance of the proposed BDBA algorithm. The algorithm is implemented in FORTRAN language and run on a VMware Workstation Pro 14 with 2GB main memory under WinXP. Here, 68 instances are used to validate the effectiveness of the BDBA in Tables 1 and 2 . These instances include two classes:
(1) The benchmark instances FT06, FT10, FT20 and LA01-LA40 were respectively designed by Fisher and Thompson [33] and Lawrence [34] . (2) The instances RM01-RM25 are randomly generated, where processing times of operations are drawn from a [5, 100] uniform distribution, and the processing routing of each job is generated at random. For each instance, 10 independent replications are conducted by different algorithms. Here, the original processing times are taken as the basic processing times. The speed of a machine for processing an operation can be selected from 
, where ξ k is drown from a [2, 4] uniform distribution. The stand-by energy consumption cost per unit time of machine k can be obtained by SE k = ξ k /4. In addition, the completion time cost per unit time ρ is set to be 15.0.
To validate the effectiveness, the proposed BDBA algorithm with different communication strategies i.e., BDBA(W-B), BDBA(R-R) and BDBA(R-B), are compared with genetic algorithm (GA) [23] , improved whale optimization algorithm (IWOA) [5] , and single-population discrete bat algorithm (SDBA). In this paper, the parallel searching strategy is used to improve the performance of the algorithm, where the population is divided into two sub-populations. Here, the SDBA represents the discrete bat algorithm, where only a single-population is involved during the evolutionary process. In Tables 1 and 2 , 'Best' is the best value obtained by each algorithm in the ten runs. 'Avg' defines the average results of the ten runs. 'SD' is the standard deviation of computational results obtained by ten runs. 'ARPD' represents the average relative percent deviation, which is represented
L, where 'L' is the number of runs, 'Min' is the minimum result among all the conducted experiments, Alg l is the obtained value in the lth run by an algorithm. 'Time' is the average computational time (in seconds) in the ten runs. In addition, 'Mean' defines the average results obtained by each algorithm for all the instances. Boldface represents the optimal value obtained by all the compared algorithms. For the parameters of the compared algorithms, GA and IWOA are set as the same values in [5] . In the GA, the population size is 200, the maximum iteration is 2000, the crossover rate is 0.8, and the mutation rate is 0.1. In the IWOA, the population size is 200, and the maximum iteration is 2000. To facilitate the comparison, parameters of BDBA and SDBA are set as follows: In the BDBA, the size of each sub-population is 100, the maximum iteration is 2000, the crossover rate is 0.8, the mutation rate is 0.1, and the information exchanging parameter iter is 20; In the SDBA, the population size is 200, and the maximum iteration is 2000, the crossover rate is 0.8, and the mutation rate is 0.1.
Seen from the computational results in Table 1 , it can be easily concluded that: (1) In comparisons of the 'Best' value, the BDBA(R-R) algorithm yields 23 optimal values out of 68 instances, which is better than the other compared algorithms. The second best algorithm, namely BDBA(R-B), obtains 20 optimal values. According to the last row of Table 1 , the BDBA(R-R) algorithm obtains the lowest mean value of Best among all the compared algorithms. (2) In comparisons of the 'Avg' value, the BDBA(R-R) algorithm obtains 25 optimal values out of 68 instances. The second best algorithm, namely BDBA(R-B), only obtained 17 optimal values. According to the last row of Table 1 , the BDBA(R-R) algorithm obtains the lowest mean value of Avg among all the compared algorithms. (3) In comparisons of the 'SD' value, the IWOA algorithm yields 27 optimal values, which is more than the other compared algorithms. According to the last row of Table 1 , the GA algorithm obtains the lowest mean value of SD among all the compared algorithms. For the proposed BDBAs, BDBA(R-R) outperforms the other two algorithms. (4) In comparisons of the 'ARPD' value, the BDBA(R-R) algorithm yields 25 optimal values, which is more than the other compared algorithms. According to the last row of Table 1 , the BDBA(R-R) algorithm obtains the lowest mean value of ARPD among all the compared algorithms. (5) In comparisons of the 'Time' value, GA spends the shortest time among the compared algorithms. The proposed BDBAs spend the shorter time than SDBA and IWOA.
An analysis of variance (ANOVA) test is performed in Table 2 , where the compared algorithms are viewed as levels and ARPD is taken as the response variable. The results show that there are significant differences among the algorithms because p-value is equal to zero. 
VI. CONCLUSIONS
In this paper, a kind of bi-population based discrete bat algorithm (BDBA) is developed to solve the low-carbon job shop scheduling problem with the consideration of energy consumption. The main contribution of this study are shown as follows: (1) a parallel searching mechanism is proposed to divide the population into two sub-popualtions, which can exchange their information to implement the cooperation during the evolutionary process; (2) a modified discrete updating approaches are proposed to make the algorithm work directly in a discrete domain.
Extensive experiments are carried out to test the performance of the proposed BDBA. The comparison data show that: (1) the parallel search mechanism is effective for improving the performance of the algorithm. (2) the proposed BDBA(R-R) algorithm can obtain better results for most of the considered indicators, such as Best, Avg and ARPD. (3) For the three different BDBAs, the BDBA(R-R) performs better than the other two algorithms with a little longer computational time.
In the future work, some constraints will be considered in the low-carbon JSP, such as flexible processing routing, variable energy prices, and renewable energy, and so on. In addition, the low-carbon scheduling problem will be extended to some complex workshops, such as flexible job shop and assembly job shop, and so on.
