Recent work has shown that in the setting of continuous maps on a locally compact metric space the spectrum of the Conley index can be used to conclude that the dynamics of an invariant set is at least as complicated as that of full shift dynamics on two symbols, that is, a horseshoe. In this paper, one considers which spectra are possible and then produce examples which clearly delineate which spectral conditions do or do not allow one to conclude the existence of a horseshoe.
Introduction
In a series of papers 3, 7, 2], ever more general conditions have been provided under which one can prove that an isolated invariant set is semi-conjugate to the full shift dynamics on two symbols. The purpose of this paper is to show that the process cannot be generalized further.
To be more precise, recall that given a topological space X and a continuous function f : X ! X, a set S X is invariant if f(S) = S. For N X its maximal invariant set is de ned by Inv(N; f) := fx 2 N j 9 fx n g 1 n=?1 N such that x n+1 = f(x n ) and x 0 = xg:
A compact set N X is an isolating neighborhood if Inv(N; f) int(N). An invariant set S is isolated if there exists an isolating neighborhood N such that S = Inv(N; f). Finally, given an isolating neighborhood N a pair of disjoint compact subsets fN 0 ; N 1 g forms a decomposition of N if N = N 0 N 1 . Throughout this paper, given such a decomposition, let S := Inv(N; f) and S i := Inv(N i ; f) for i = 0; 1.
The above mentioned theorems of 3, 7, 2] all take the following form. Given an isolating neighborhood N with decomposition fN 0 ; N 1 g and the appropriate cohomological information there exist a continuous surjective map : S ! + 2 := fa = (a n ) 1 n=0 j a n 2 f0; 1gg and a positive integer d such that T = f d ;
where T : + 2 ! + 2 is the shift map (T (a)) n = a n+1 :
Furthermore, if x 2 ?1 (a) then f dn (x) 2 N an . In other words, the decomposition provides the sets upon which the symbolic dynamics is de ned. The cohomological information is obtained via the Conley index which associates to each isolated invariant set S a graded vector space CH (S) and a graded linear automorphism (S) : CH (S) ! CH (S) . The focus of this paper is on determining the possible structure of the dynamics on S, given the spectrum of (S) and (S i ), i = 0; 1. For this, we will make use of the following notation. Given a linear operator M, let (M) denote, the set of eigenvalues of M where the eigenvalues are repeated according to their multiplicity. Given two sets A and B, their amalgamation A q B is obtained by taking the union of A and B, but by treating elements common to both A and B as distinct elements in A q B.
Finally, two types of sets play an important role in our analysis. A set of complex numbers Q is a power set if there exist x 2 Z and n 2 Z + , n > 1, such that Q = fz 2 C j z n = xg: A set of complex numbers Q is cyclic if for some I 2 Z + , Q = I i=1 Q i , where Q i is a power set, for all i = 1; : : : ; I, and for all i 6 = j, Q i \ Q j = ;. One of the objectives of this paper is to show that this theorem is sharp. More precisely, given any other assumption concerning the relationship between the spectra, there exist examples for which S n (S 0 S 1 ) consists of only a nite number of orbits.
>From Theorem 1.1 there are only two possibilities which need to be considered
or ( q (S 0 )) q ( q (S 1 )) is strictly contained in ( q (S)) and := ( q (S)) n ( ( q (S 0 )) q ( q (S 1 )))
is cyclic.
To fully understand the implications of these conditions we need (a) to know what constraints exist on the spectra and (b) to have a general procedure by which we can take spectral data and produce examples. The latter point is the heart of Section 4.
With regard to (a), as will be explained further in Section 2, for any isolated invariant set S, ( (S)) consists of the non-zero spectrum of a cohomology map.
Therefore, we have the following result. Proposition 1.2 For any isolated invariant set S and for any n 2 Z, ( n (S)) is an admissible set.
Observe that it is possible for ( n (S)) = ;. In Section 5, we shall prove a converse result. Theorem 1.3 Given any admissible set P and a positive integer q, there exist a set X R q+2 , a C 1 -di eomorphism f : X ! f(X) X and an isolating neighborhood N X such that S = Inv(N; f) is hyperbolic and ( n (S)) = P if n = q, ; otherwise.
Our interest, however, is in the relationship between ( (S)) and ( (S i )), i = 0; 1. Again, given the description of (S) in Section 2, the following is clear. Proposition 1.4 Let f : X ! X be a continuous function on a locally compact metric space. Assume N X is an isolating neighborhood with decomposition N 0 and N 1 . Then for all n 2 Z + , tr( n (S 0 )) + tr( n (S 1 )) = tr( n (S)):
It remains an open question whether this is the only constraint on the spectra.
In other words, given admissible sets P and P i , i = 0; 1 satisfying the relation
do there exist a locally compact metric space X, a continuous function f : X ! X, and an isolating neighborhood N X with decomposition fN 0 ; N 1 g such that ( (S)) = P and ( (S i )) = P i ; i = 0; 1 ?
The following is a partial result in this direction. Observe that Proposition 1.4
implies: if ( n (S 0 )) q ( n (S 1 )) ( n (S)), then X 2 = 0;
where := ( n (S)) n ( ( n (S 0 )) q ( n (S 1 ))). Proposition 1.5 Let P; P 0 and P 1 be admissible sets such that P 0 q P 1 P and X 2Pn(P 0 qP 1 ) = 0:
Then, given a positive integer q, there exist a set X R q+2 , a C 1 -di eomorphism f : X ! f(X) X and an isolating neighborhood N X with decomposition N 0
and N 1 such that S = Inv(N; f) is hyperbolic, ( n (S)) = P if n = q, ; otherwise and ( n (S i )) = P i if n = q, ; otherwise.
With these results as background, we return to the spectral conditions of (1) and (2) . To understand the implications of (1), we need the following concept. Given an attractor-repeller decomposition of N, (S 0 ; S 1 ) forms an attractor-repeller decomposition for S. Observe that by de nition, if x 2 S, then there exists a sequence fx n g S such that x n+1 = f(x n ) and x 0 = x. In the setting of an attractor-repeller pair, if x 2 S, then either x 2 S 0 S 1 or lim n!1 dist(x n ; S 0 ) = 0 and lim n!?1 dist(x n ; S 1 ) = 0; where x 0 := x and x n+1 := f(x n ).
The relationship between the spectra of the Conley index for attractor-repeller pairs and that of the entire invariant set is fairly simple. ( n (S 0 )) q ( n (S 1 )) = ( n (S)); for all n 2 Z.
We are interested in understanding to what extent the converse of this theorem holds. The following result follows directly from Theorem 1.3. Theorem 1.7 Given admissible sets P 0 and P 1 and a positive integer q, there exist a set X R q+2 , a C 1 -di eomorphism f : X ! f(X) X, and an isolating neighborhood N X with an attractor-repeller decomposition (N 0 ; N 1 ) such that S is hyperbolic, ( q (S i )) = P i ; i = 0; 1; and for all n 2 Z + , ( n (S)) = ( n (S 0 )) q ( n (S 1 )):
Turning now to (2) we shall prove the following result.
Theorem 1.8 Let P and P i , i = 0; 1 be admissible sets such that := P n(P 0 qP 1 ) is cyclic and let q be a positive integer. Then, there exist a set X R q+2 , a C 1 -di eomorphism f : X ! f(X) X, and an isolating neighborhood N X with a decomposition fN 0 ; N 1 g such that S is hyperbolic, ( n (S i )) = P i if n = q, ; otherwise and ( n (S)) = P if n = q, ; otherwise, and S n(S 0 S 1 ) consists of a nite collection of periodic orbits with minimal period k, where k 2 E .
Notice that Theorem 1.7 and Theorem 1.8 demonstrate Theorem 1.1 is sharp. Moreover, the conclusion of Theorem 1.8 applies to continuous maps for which (2) is cyclic. This shows that we are st ill able to determine a non-trivial lower bound for the dynamics. The proof makes use of the Lefschetz number (to be de ned in Section 2) which requires an additional constraint on the space X.
In the de nition of cyclic set, the uniqueness of the decomposition was not required. In the next result, we will also impose an extra condition on a cyclic set. A cyclic set Q which is of the form Q = I i=1 Q i , for some I 2 Z + and Q i a power set, is called irreducible if for any (i 1 ; : : : ; i I?1 ) 2 f1; : : : ; Ig I?1 , I?1 s=1 Q is is not a power set. Theorem 1.9 Let f : X ! X be a continuous function on a locally compact ENR metric space. Assume that fN 0 ; N 1 g form a decomposition of an isolating neighborhood N X. If for some positive integer q, ( n (S)) = ( n (S 0 )) = ( n (S 1 )) = ; for n 6 = q and := ( q (S)) n ( ( q (S 0 )) q ( q (S 1 )))
is an irreducible cyclic set. Then either Except for Theorem 1.9, the results stated above take the form of examples in which index information permits simple symbolic dynamics with respect to the decomposition fN 0 ; N 1 g. However, it is important that the reader not be lulled into believing that the index information can be used to obtain upper bounds on the complexity of the dynamics on S. To emphasize this point we state the following proposition which will be proven in Section 6. Proposition 1.10 Let P; P 0 and P 1 be admissible sets such that P 0 q P 1 P and X 2Pn(P 0 qP 1 ) = 0:
Then, given a positive integer q there exist a set X R q+2 , a C 1 -di eomorphism f : X ! f(X) X and an isolating neighborhood N X such that S = Inv(N; f)
is hyperbolic, ( n (S)) = P if n = q, ; otherwise and ( n (S i )) = P i if n = q, ; otherwise.
Furthermore, there exist an isolated invariant subset S 0 S and a continuous surjective map : S 0 ! + 2 such that restricted to S 0
The outline of this paper is as follows. Section 2 provides a brief review of the Conley index theory. Section 3 is devoted to the proof of Theorem 1.9 and Section 4 contains the key result to de ne the examples. The proof is constructive. In Section 5, this construction is then modi ed in appropriate ways to prove Proposition 1.5, Theorems 1.3, 1.7 and 1.8. Finally, the last section contains the proof of Proposition 1.10.
The Conley Index
The characterization of the Conley index used in the results stated in the Introduction is due to M. Mrozek 4] and is de ned as follows. An index pair for an isolated invariant set S with respect to a continuous map f consists of a pair of compact sets (N; L) satisfying: The problem with using Mrozek's approach for the proof is that it is extremely di cult to compare the spectra of the indices of di erent isolated invariant sets. For this reason, we need to turn to an extension of the Conley index given by Szymczak 8 ]. An outline of his approach is given below but the reader is referred to 8] for further details. In the proof of Theorem 1.9, we need to be able to compute the Lefschetz number of the Conley index. Therefore the question that arises is given S, an isolated invariant set for a continuous map f de ned on a locally compact metric space X, h (S; f) is of nite type? M. Mrozek 5] showed that for an ANR metric space (CH (S); (S)) is of nite type. Since we are also interested in determining xed points via index information we will follow A. Szymczak and assume X is an ENR space. For proofs of the results, we refer 7, Lemma 7.2].
3 Proof of Theorem 1.9
We start brie y reviewing the notation introduced in 2] which was used to generate and discuss products of matrices. Let ! = (! 0 ; : : : ; ! k ) 2 f0; 1g k+1 . 
The following proposition provides for the existence of the non-nilpotent matrices which will give the desired periodic points. Given a linear map M, let (M) denote the nonzero spectrum of M. 
In order to have a better understanding of the above equality, the right-hand side of equation (4) shall be written in terms of the eigenvalues of A(!). To do this, some notation needs to be introduced. Let G := f! 1 ; : : : ; ! k g, for some positive integer k. For ! t 2 G , let (A(! t )) = f 1 (! t ); : : : ; q(!t) (! t )g; where q(! t ) denotes the cardinality of the multiset (A(! t )). Therefore, equation
De ne p = Q k t=1 p(! t ) and take the p th power of both sides of the equality above.
This leads to
where p t = Q j6 =t p(! j ). Since the roots of the polynomial in the left-hand side of (5) are 1= ij , we have
where m t ij is a non-negative integer. To nish, one needs to verify which restrictions the above inequality imposes on k, p(! t ) and m t ij : Notice that if there exists t 0 such that p(! t 0 ) 6 = r i for all i, then (1= ij ) 1=p(!t 0 ) is a root of the polynomial in the left-hand side of (6), but this is a contradiction. 
Spectral data and dynamics
The next result shows how algebra can be realized in dynamics. Its proof is constructive and it will be used to generate the set of examples needed in the proofs of Propositions 1.5 and 1.10 and Theorems 1.3, 1.7 and 1.8. The nal step is to characterize the induced map F q N;L : Since F is the product of the map f and an expansion map, the index information one obtains is exactly that from the map f. The additional dimensions added do not provide any new invariant set to the map F. In fact, as in the case q = 1, the spectrum of the index automorphism q (S f0g) is (M).
5 Proofs of Proposition 1.5, Theorems 1.3, 1.7 and 1.8
In the examples we need to construct, we will make use of the following matrix where Id m denotes the m m identity matrix.
Proof of Theorem 1.3. Let p be an integral polynomial for which the set of non-zero roots is P and apply Proposition 4.1 to the matrix C p .
Proof of Proposition 1.5. Let p i , i = 0; 1 and % be an integral polynomials for which the set of non-zero roots is P i and P n (P 0 q P 1 ), respectively. Suppose Now, it follows as the previous proof.
Proof of Theorem 1.8. Since P n(P 0 qP 1 ) is a cyclic set, there exist s 2 Z + , r i 2 Z + , r i > 1 for i = 1; : : : ; s, and i 2 Z such that P n (P 0 q P 1 ) := q s i=1 f ij j r i ij = i ; j = 1; : : : ; r i g: Consider the r i r i matrix C % i , where % i (x) = x r i ? i ; i = 1; : : : ; s. As before, p i , i = 0; 1, denotes the integral polynomial for which the set of non-zero roots is P i .
We assume C p i is a k i k i matrix. Finally, let t = k 0 + l + k 1 , where l = P s i=1 r i .
Three t t matrices are de ned as follows. Set Moreover, (f r i ) n (x) 2 K ij 0 for all non-negative n. Since K ij 0 is compact, f r i n (x) ! x; where x 2 K ij 0 : Since f r i (n+1) (x) also converges to x and f r i is continuous, f r i (x) = x: Moreover, there does not exist a non-negative integer k, k < r i , such that f k (x) = x. In fact, if k < r i , then f k (x) 6 2 K ij 0 , which is a contradiction. 6 Proof of Proposition 1.10
We start with the following example. Let
! be a union of squares in R 2 as pictured in Figure 1 . Consider a C 1 -di eomorphism f : X ! f(X) X de ned as follows. On 3 i=1 Q i and S 2 the de nition of f is as in Figure 1 . We require that f(R 3 ) S 2 . Moreover, it is also required that f(R 1 ) S 1 , f(R 2 ) S 3 , f(S 1 ) R 1 , and f(S 2 ) R 2 , f(S 3 ) R 1 .
An isolating neighborhood for f is N = 
If N 0 := Q 1 and N 1 := Q 2 Q 3 , then fN 0 ; N 1 g is a decomposition for N. Moreover, ( n (S)) = ( n (S 0 )) = ( n (S 1 )) = ;:
However a horseshoe is still present. More precisely, integral polynomials for which the multiset of nonzero roots is P i and P n (P 0 q P 1 ),
respectively. Suppose C % is an l l matrix and C p i is a k i k i matrix and K is the matrix de ned in ( ( q (S 11 )) = (P 11 M): By Proposition 6.1, S 11 is semiconjugate to + 2 . Therefore, to nish the proof of the result, de ne S 0 := S 11 .
