INTRODUCTION
The advent of ultrafast lasers has recently spurred significant advances in biomedicine [1, 2] and micro/nano manufacturing [3] [4] [5] [6] , with specific applications including near-infrared optical imaging [7] [8] [9] , plasma-mediated ablation [10] [11] [12] [13] , removal of cancerous tumors via laser-induced hyperthermia [14, 15] , and laser tissue welding [16, 17] . Numerical modeling of ultrafast radiative transfer can provide a realistic alternative to experimentation, especially for in vivo applications, where the safety of the living subject is of the highest priority. In order to determine radiant energy propagation with ultrafast speed of light, accurate solutions of the transient equation of radiative transfer (TERT) are required [18] . The integro-differential nature of the governing equation makes analytic solution nearly impossible, save for extremely simplified cases, and thus, use of numerical methods, such as the Discrete-Ordinates Method (DOM) and Finite Volume Method (FVM), are the desired approach.
The DOM was considered for ultrafast radiative transfer in a 1-D planar medium by Mitra and Kumar [19] . Guo and Kumar [18, 20] first developed the transient DOM (TDOM) for ultrafast radiative transfer to 2-D and 3-D Cartesian coordinates. Kim and Guo [17] further implemented the TDOM to investigate ultrafast laser propagation in 2-D axisymmetric cylindrical media. Sakami et al. [21] analyzed ultra-short light pulse propagation in a 2-D rectangular medium using the TDOM. Further, Das et al. [22] compared DOM predictions of ultrafast laser propagation through tissue phantoms with experimental results, finding accurate agreement. Akamatsu and Guo [23] analyzed ultrafast radiative transfer in a highly-scattering 3-D medium subjected to pulse train irradiation, following the superposition treatment introduced by Guo and Kumar [20] . It is worthy of mentioning the discovery of ray effect and false scattering with DOM by Chai et al. [24] . Recent works by Hunter and Guo [25, 26] discovered the new angularfalse scattering errors after DOM discretization.
The first implementation of the FVM to determine ultrafast radiative transfer in a 1-D slab is found in Chai [27] . Further works by Chai and co-authors extended use of the FVM for ultrafast radiative transfer to both 2-D [28] and 3-D [29] geometries, in which results were found to compare accurately to both TDOM and integral method results. Muthukumaran and Mishra [30, 31] investigated the interaction of both singlepulse and pulse-train irradiation on both 1-D and 2-D anisotropic media, while Rahmani et al. [32] investigated the prediction of ultrafast radiant energy transfer with the FVM using a generalized computational grid, introducing a novel method of treating control angle overhang. Mishra et al. [33] compared ultrafast radiative transfer predictions generated using the 3-D DOM and FVM to validate accuracy and efficiency. The FVM and DOM have been applied to solve the TERT on numerous occasions, and are generally praised for their combined accuracy and computational efficiency.
When radiative scattering is anisotropic, angular discretization inherent in numerical methods leads to a lack of scattered energy conservation [34] , resulting in vastly inaccurate radiative transfer predictions [25, 26, 35] . While traditional phasefunction normalization techniques could correct this deviation, they would produce angular false scattering errors [25, 26] , where the scattering phase-function is artificially altered such that the original radiative properties of the problem are distorted. Using a technique developed by the present authors [25, 26, [36] [37] [38] , angular false scattering can be effectively minimized by accurate conservation of both diffuse scattered energy and diffuse phase-function asymmetry factor. However, for ultrafast laser applications involving irradiation by collimated laser incidence, additional treatment must be applied to ensure that ballistic scattered energy and asymmetry factor are additionally conserved [36] [37] [38] .
In this study, the impact of ballistic phase-function normalization on ultrafast radiative transfer in a 3-D cubic enclosure is analyzed using both the FVM and the DOM. 
DISCRETIZATION OF TERT
The ultrafast wave-propagation of radiation intensity I in a gray, absorbingemitting and anisotropically scattering medium can be expressed as follows, using general vector notation:
In the preceding TERT, , , is the radiant intensity at a given spatial location and time propagating in radiation direction , is the speed of light in the medium, and ! and ! are the absorption and scattering coefficients of the medium, respectively.
Addition of the time derivative term on the left-hand side of the equation is an addition
to the steady-state ERT, which represents wave propagation of radiant energy at the speed of light. The governing equation is both integro-differential in nature and a hyperbolic wave equation, making analytic solution nearly impossible for physically realistic cases.
Using a control-volume approach, Eq. (1) can be integrated over arbitrary spatial control volume Δ and discrete solid angle ΔΩ ! [39] , where discrete radiation direction denotes the centroid of solid angle ΔΩ ! , defined by both azimuthal angle and polar angle [29, 40] . Integrating Eq. (1), and applying the divergence theorem, leads to the following discretized form of the ERT:
where = 1,2, … , . In the summation, ! ! represents radiative intensity in discrete direction at control-volume face , ! is the surface area of control-volume face , and ! ! is the directional weight of discrete direction at control-volume face , evaluated as follows:
where is a unit vector normal to control-volume surface .
The radiative source term ! in Eq. (2) can be expressed as follows:
In the preceding, the in-scattering integral in the governing equation has been approximated using discrete summations over all radiation directions. In the first summation of diffuse radiation, Φ ! ! ! is the average scattering phase function between two discrete solid angles ! ! and ΔΩ ! , which can be calculated using the following formula:
The necessity of using an averaged scattering phase function will be discussed shortly.
The second summation in Eq. (4) represents in-scattering of all possible directions of ballistic radiation represented by the summation parameter B. This term becomes critical in applications involving irradiation by collimated solar or laser incidence, or a focused ballistic laser beam cone. In this summation, ! is the magnitude of ballistic irradiance (incident heat flux) at a given medium location, and Φ ! ! ! is the ballistic scattering phase function between the direction of ballistic incidence ! ! and arbitrary discrete direction ! .
The Mie phase function Φ is generally highly oscillatory in nature, making exact implementation in numerical schemes difficult. As a means of easing numerical computation, approximations to the Mie phase function are commonly implemented.
For highly-anisotropic scattering, the Henyey-Greenstein (HG) approximation is widely accepted as a suitable approximation:
where Θ is the scattering angle between the incoming and scattered radiation directions, and the phase function asymmetry factor is a measure of the average cosine of scattering angle.
The choice of discrete directions for the FVM is generally arbitrary. This is in stark contrast to the DOM, where the discrete direction choice is restricted due to the necessity of satisfying directional moment conditions. For this study, the ! -FVM angular discretization, introduced by Kim and Huh [41] , is implemented, due to its ability to produce highly-uniform solid angles. This method employs = ( + 2) discrete directions, similar to the DOM ! and ! -! quadrature.
Additional details on the discretization of the TERT and solution procedure using the FVM are not presented here, for brevity, but are available in references [29, 42] .
Details on DOM discretization are not provided here, but are available in references [20, 38] .
PHASE FUNCTION NORMALIZATION
When numerical methods are implemented to solve Eq. (1), it is well documented and established that directional discretization of the continuous angular variation must preserve scattered energy conservation in the system, i.e. the following relations must hold:
where Eq. (7a) accounts for the scattering of diffuse radiative intensity, and Eq. (7b) accounts for the scattering of the ballistic component of radiative intensity ! . It should be noted that the direction of ballistic incidence ! ! may not coincide with any of the discrete directions inherent in the FVM quadrature set, and thus this additional energy conservation equation is required.
For anisotropic scattering, Eqs. (7a-b) may not be explicitly satisfied after directional discretization [43] . Lack of energy conservation in the system has been previously shown to produce inaccurate radiative transfer results [35] . Chui et al. [43] overcame this by introducing a solid-angle splitting technique, in which each discrete solid angle ! is sub-divided into numerous sub-angles ΔΩ ! ! . The total scattered energy between two arbitrary solid angles is determined by averaging the energy scattered between the corresponding smaller sub-angles. Using the splitting technique, the average scattering phase function presented in Eq. (5) can be approximated as follows:
where ! ! ! ! ! is the discrete scattering phase function between sub-angles ! ! ! and ! ! , and ! and ! ! are the total number sub-angles used to divide solid angles ! and ΔΩ ! ! , respectively. After application of averaging, the conditions of Eqs. (7a-b) can be rewritten as follows:
Assuming that every solid angle is sub-divided into a sufficient number of sub-angles, the diffuse scattered energy condition of Eq. (9a) has been shown to be accurately conserved regardless of phase-function type.
For problems involving the ultrafast propagation of ballistic incidence, it is crucial to investigate the impact of solid-angle splitting of the FVM quadrature on the conservation of ballistic scattered energy in the system (given by satisfaction of Eq.
(9b)). Figure 1 displays the deviation of ballistic scattered energy conservation in percentage difference between the discretized ballistic scattered energy summation value and the theoretical conservation value of unity, after FVM discretization using = 48, 80, 120, and 168 discrete directions. Each solid angle is sub-divided into ( !" x !" ) sub-angles, with !" = !" , ranging from (4 x 4) to (24 x 24) total divisions. Ballistic scattered energy values determined using Eq. (9b) are presented for the ballistic radiation direction with polar angle = 0° (i.e., ! ! = 0! + 0! + 1 ) using the HG phase function approximation with = 0.9300. The deviations seen in Figure 1 will differ slightly depending on the exact direction of ballistic incidence, although the overall behavior is similar. Hence, for brevity, values only for the vertical ballistic incident direction are presented.
For a given number of discrete directions , increases in solid-angle splitting density result in convergence of the deviations in discretized ballistic scattered energy towards zero. In order to obtain conservation within 0.5%, splitting levels of ( !! x !" ) = (24 x 24), (24 x 24), (16 x 16), and (12 x 12) are required for = 48, 80, 120, and 168, respectively. At high solid-angle splitting of (24 x 24), the deviations from scattered energy conservation are less than 0.5%, indicating that use of sufficient solid-angle splitting is able to conserve ballistic scattered energy effectively after FVM directional discretization without additional treatment.
In addition to conservation of scattered energy in the system, directional discretization should also maintain the overall phase-function asymmetry factor, in order to ensure that the original radiative properties of the medium in question are unaltered [25] . To ensure that this is the case for both diffuse and ballistic incidence, the following relations should hold:
where Θ ! ! ! is the scattering angle between incoming discrete direction ! and scattered direction , and Θ ! ! ! is the scattering angle between the direction of ballistic incidence and scattered direction .
For the same directional quadratures and splitting levels as Figure 1 , Figure 2 presents the deviation in ballistic asymmetry factor, or the discrepancy in Eq. (10b), after directional discretization. For low solid-angle splitting, deviations in asymmetry factor after directional discretization are noticeable for all quadratures. As splitting is increased, the discretized ballistic asymmetry factor values start to converge towards the prescribed value, but then overshoot and tend to underpredict. For example, when (24 x 24) splitting is used, the discretized values are 0.9144, 0.9230, 0.9264, and 0.9280 for the four quadrature levels, indicating that while ballistic scattered energy is effectively conserved using this splitting level (as shown in Fig. 1 ), deviations in ballistic asymmetry factor still arise. This discrepancy between prescribed and discretized ballistic asymmetry factor in the FVM has gone largely unnoticed, as the splitting technique was assumed to accurately conserve asymmetry factor [42] as well as scattered energy.
Additionally, as a comparison, the percent difference in ballistic asymmetry factor is presented for the DOM using the ! -! quadrature set [44] . A disadvantage of the DOM is that solid-angle splitting is not possible, so phase-function normalization is required to conserve ballistic scattered energy. To solely conserve ballistic scattered energy, the phase-function normalization technique of Kim and Lee [34] can be applied to the ballistic scattering phase function. However, as can be seen in Figure 2 , application of ballistic scattered energy normalization in the DOM is unable to also conserve ballistic asymmetry factor accurately. The splitting technique of the FVM allows for more accurate conservation than the DOM is able to achieve for similar quadrature. However, since discrepancies exist in discretized for all quadratures and splitting levels, additional treatment is required in order to accurately predict ultrafast ballistic radiative transfer.
The deviations in ballistic asymmetry factor for the FVM with high solid-angle splitting are minimal. However, small errors in discretized ballistic phase-function asymmetry factor can produce significant errors in radiative transfer predictions. Errors in radiative transfer predictions spawning from a lack of asymmetry factor conservation have been recognized as a second type of false-scattering due to angular discretization, or "angular false-scattering" [25, 26, 37, 38] . According to the isotropic scaling law [45, 46] , the change in scattering effect is manifested in the difference in (1-). So, for the FVM (24 x 24) splitting as seen in Figure 2 , the actual change in scattering effect due to these minimal decreases in are 22.3%, 10.0%, 5.13%, and 2.88%, respectively, indicating that even minimal discrepancies in discretized can have a significant impact on the scattering effect in the medium. To minimize said errors, additional phasefunction treatment is required to ensure satisfaction of Eq. (9b) and Eq. (10b) simultaneously.
In order to ensure that diffuse scattered energy and asymmetry factor are effectively conserved after directional discretization, Hunter and Guo [25, 26] introduced a phase-function normalization technique, by which the average diffuse scattering phase function is normalized in the following manner:
where the normalization parameters ! ! ! are such that Φ ! ! ! satisfies Eq. (9a) and Eq.
(10a), respectively. As previously noted in In order to ensure conservation of ballistic scattered energy and asymmetry factor, the following phase-function normalization procedure can be applied:
where the normalization parameters ! ! ! are generally independent of the diffuse parameters ! ! ! in Eq. (11) . Eqs. (12b) and (12c) guarantee satisfaction of Eqs. (9b) and
(10b), respectively. Eqs. (12a-c) represent an underdetermined system, and thus the minimum-norm solution, or solution with the minimum error, will provide the ballistic normalization parameters ! ! ! that will most accurately guarantee conservation of ballistic scattered energy and asymmetry factor after directional discretization. It should be made clear, however, that while the minimum-norm solution is the solution with minimum error, the actual value of the minimum-norm must be considered to determine reliability of said solution. normalizing the diffuse phase function was presented in references [25, 26, 38] .
RESULTS AND DISCUSSION
The first test problem involves ultrafast radiative transfer in an anisotropically scattering ( = 0.9300) medium, with all walls of the enclosure taken as cold and black.
The optical thickness of the medium is taken as = 1.0, and the medium is purely scattering ( = 1.0). The boundary wall at * = 0 is irradiated by a normal, collimated incidence with unity intensity, and the energy propagation through the medium is visualized by investigating heat flux at the centerline of the opposing wall, or ( * , * = 0.5, * = 1.0). For this benchmark problem, reference steady-state Monte Carlo solutions are available in Collin et. al [42] . Comparison between the time-dependent FVM and DOM predictions with and without the ballistic phase function normalization, and comparison with these steady-state MC solutions will help to illustrate the necessity for accurate conservation of Eq. (9b) and (10b). For both quadratures, DOM heat fluxes generated without ballistic asymmetry factor conservation deviate greatly from all other profiles, including the reference MC solution at large * , due to DOM discretization altering ballistic asymmetry factor from = 0.9300 to = 0.8364 and 0.8822 for = 80 and 168, respectively. Artificial reduction of asymmetry factor results in lower values of heat flux, as energy does not scatter as strongly toward the enclosure wall. Application of Hunter and Guo's normalization technique is able to conserve the ballistic asymmetry factor after DOM discretization, reducing heat flux discrepancies between DOM and MC from ~4-7% to ~0.5% at the wall center ( * = 0.50) for both direction numbers. Near the wall, noticeable differences between the generated profiles and the reference MC solution exist, which can be attributed to both spatial and angular discretization [38] . However, accurate conformity far from the wall indicates the accuracy improvement due to ballistic out-scattered energy and asymmetry factor conservation.
For all non-dimensional times, DOM profiles generated with Hunter and Guo's normalization conform accurately to FVM profiles generated using the same normalization technique within 1-2%. The conformity of the two different numerical methods to one another, as well as the accuracy when compared to reference MC solutions, reinforces the premise that conservation of ballistic scattered energy and asymmetry factor simultaneously will result in improved accuracy of ultrafast radiative transfer predictions in anisotropically scattering media.
Heat flux profiles generated using the FVM without ballistic normalization and with solid-angle splitting of (6 x 6) and (24 x 24) are also presented in Figures 3(a-b) . For = 80, the percent difference between the (6 x 6) non-normalized FVM and the normalized FVM at * = 0.5 is 1.30%, 1.82%, and 2.11% for * = 1.05, 1.20, and 3.00, respectively. Increasing splitting to (24 x 24) reduces these differences to 0.94%, 0.88%, and 0.72%, corresponding to more accurate conservation of ballistic scattered energy and asymmetry factor. biological tissue medium so that numerical simulations will be accurate in predicting experimental results. The divergence of heat flux can be calculated using the following formula:
where is the incident radiation.
For the analyses in Figures 5-8 , the cubic enclosure and spatial grid are identical to those investigated in the first test problem. The optical properties are assumed to be that of human dermis [48] : = 18.97, = 0.9858. The asymmetry factor of the medium is taken as = 0.9300. As in the first test problem, the surface at * = 0 is irradiated by a normal, collimated incidence of unity intensity. The remaining walls and medium are taken to be cold. At * = 0, a Fresnel reflection boundary condition is imposed [17] to account for refractive index mismatch between the surrounding air and tissue. The surface at * = 0 is taken to be a specular reflector. All other enclosure walls are taken as diffuse reflectors, with diffuse reflectivity taken to be 0.5 due to the highly scattering optical thickness of turbid tissue and the theory of random walk [18, 20] . For the lower quadrature of = 80, the impact of solid-angle splitting for the FVM without normalization can be clearly witnessed in Figure 5a . The energy deposition calculated using (6 x 6) FVM with no normalization overpredicts the FVM using Hunter and Guo's technique by maximums of 11.51%, 4.82%, and 4.78% at * = 0.45, 1.50, and 8.50, respectively, corresponding to a discretized = 0.9658.
Additionally, increases in time reduce the discrepancy caused by a lack of ballistic energy and asymmetry factor conservation. Increasing splitting to (24 x 24) reduces these errors to 7.35%, 2.09%, and 1.13% at * = 0.45, 1.50, and 8.50, respectively, corresponding to discretized = 0.9280. Minimal deviations in discretized asymmetry factor result in larger error at small * , but minimal error as the steady-state condition is approached. Accurate conformity between normalized FVM and DOM is witnessed for locations and times where energy deposition is non-negligible, with a maximum difference of 1.5% occurring at * = 8.50.
The results in Figure 5b follow similar patterns to those seen in Figure 5a . Energy deposition determined using DOM with energy-only normalization overpredicts DOM with Hunter and Guo's normalization by ~5% near the source, and underpredicts by between 6-17% near the far wall, indicating a reduction in the discrepancies witnessed in Figure 5a due to more accurate conservation of discretized ballistic asymmetry factor ( = 0.8822) with higher discrete direction number.
Increase in discrete direction number reduces the error caused by a lack of solidangle splitting in the FVM. FVM energy deposition profiles generated without normalization using (6 x 6) solid-angle splitting result in maximum differences of 3.04%, 1.85%, and 1.83% for * = 0.45, 1.50, and 8.50, respectively, while (24 x 24) splitting reduces errors to 1.74%, 0.95%, and 0.43%, respectively. While these errors are minimal, use of (24 x 24) for = 168 reduces computational efficiency by 99.93% as compared to normalized FVM with (4 x 4) splitting, as seen in Table 1 , while producing nearly identical results. Finally, when comparing normalized DOM and FVM, the overall differences in energy deposition are reduced from those seen in Figure 5a , with a maximum difference of 0.35% occurring for * = 8.50.
Expanding on the results seen in Figure 5a It is important to mention that the positive spatial differencing scheme is known to suffer from both spatial false scattering (i.e., numerical smearing), as well as numerical overshoot/undershoot. A recent study published by the current authors examines both the individual and combined impacts of numerical smearing, ray effect, and angular false scattering errors due to lack of normalization in the discrete ordinates method [49] . It was found that, for highly anisotropic scattering, numerical smearing errors inherent in the positive spatial differencing scheme are much less significant than angular false scattering errors resulting from lack of phase-function asymmetry factor conservation, and thus the errors shown in the previous figures are not significantly impacted by other error sources.
CONCLUSIONS
The necessity of implementing proper normalization for anisotropic scattering situations involving ballistic incidence is investigated, and the following conclusions can be drawn from this study:
(1) Ballistic phase-function normalization is required for the DOM at all quadratures to ensure that the overall asymmetry factor is conserved. Non-conservation of ballistic asymmetry factor results in drastically altered DOM heat fluxes and energy depositions.
(2) The commonly implemented technique of solid-angle splitting for the FVM phase function treatment is able to accurately conserve ballistic scattered energy, provided that a sufficient splitting density is used. However, small deviations in ballistic asymmetry factor conservation still persist.
(3) DOM and FVM results generated with Hunter and Guo's normalization technique, which guarantees conservation of ballistic and diffuse asymmetry factor and scattered energy, conform accurately to each other and to reference steady-state MC results.
(4) Increasing the density of solid-angle splitting for the FVM reduces the discrepancy in ballistic asymmetry factor, leading to minimal differences between nonnormalized and normalized FVM heat flux and energy deposition profiles. However, high solid-angle splitting is extremely detrimental to computational efficiency. Use of normalization can greatly reduce computational costs while maintaining excellent accuracy.
(5) Improper ballistic treatment can lead to large deviations in energy deposition in a tissue-like medium subject to collimated irradiation such as in laser therapy. Hunter and Guo's ballistic normalization is an efficient method to improve treatment of anisotropic scattering in laser radiation transfer, as extreme refinement of FVM angular solid-angle splitting is not required to produce accurate solutions. This is of paramount importance in the practice of 3-D radiative heat transfer computations. 
NOMENCLATURE

