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1. Introduction
In recent years critical point theory has been extensively applied in showing the existence of solutions for certain types
of difference equations. In some cases the multiplicity is also considered. To mention a few papers [1–4], see also for
example, [5,6,1,7]. Mainly the mountain pass methodology is applied, the linking theorem is involved and the Palais–Smale
type condition is assumed. The Morse theory, the three critical point theorem due to Brezis and many others have also been
applied. It is obvious that most interesting and important for applications are problems arising mainly from evaluation of
boundary value problems for differential equations which can be written as Au = λf (u), where A is a certain matrix and f
a nonlinear function (see [8] and the references therein). For example, let us consider the following difference equation
∆2uk−1 = λg (k, uk) , k ∈ {1, 2, . . . , n} (1.1)
with a positive parameter λ and a continuous nonlinearity g : {1, 2, . . . , n} × R→ R and which is subject to conditions
u0 = un+1 = 0.
Such a type of difference equation may arise from evaluating the Dirichlet boundary value problem
d2
dt2
u = λh (t, u) , 0 < t < 1, u (0) = u(1) = 0
where h : [0, 1]× R→ R is continuous and g = h at discrete points (after the change of scale).
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With a positive definite N × N real symmetric matrix
A =

2 −1 0 · · · 0
−1 2 −1 · · · 0
· · · · · · · · · · · · · · ·
0 · · · −1 2 −1
0 · · · 0 −1 2

N×N
and with f = [f1, . . . , fN ] problem (1.1) can be written into a form
Au = λf (u). (1.2)
In case of the application of a variationalmethod solutions to (1.2) correspond to the critical points to the following functional
J(u) = 1
2
(u, Au)− λ
n∑
k=1
∫ uk
0
fk(s)ds. (1.3)
Assuming that for any z ∈ R, and k ∈ {1, . . . , n}
Fk(z) =
∫ z
0
fk(s)ds (1.4)
exist. However, it seems interesting to investigate the existence of critical points to somehow dual functional
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au), u ∈ R
n. (1.5)
This is the main aim of this note. In this paper we will consider system (1.2) under the following assumptions apart from
growth conditions imposed of f .
M1 A = (aij)(n×n) is a n × n positive definite matrix with eigenvalues λ1, λ2, . . . , λn ordered as 0 < λ1 ≤ λ2 ≤ · · · ≤ λn,
and the corresponding orthonormal eigenvectors ξ1, ξ2, . . . , ξn;
M2 fi : R→ R, for i = 1, . . . , n, are continuous functions.
In the sequel we will assume that M1, M2 are satisfied without further recalling them. For a given λ > 0, a column of
vector u = (u1, u2, . . . , un)T ∈ Rn is said to be a solution corresponding to λ if substitution of λ and u into (1.2) renders
it an identity. For any z ∈ R and k ∈ [1, n] by continuity we see that (1.4) holds. Functionals (1.3), (1.5) have the same
critical points but these are reached through variational methods with different types of assumptions imposed on the non-
linear term f . However, the usage of functional (1.5) instead of (1.3) allows for obtaining different results. Our results are
somewhat dual to those of [8]. See Section 4 for some details.
The paper is organized as follows. Firstly we provide the existence results which we need for the proofs of main results
and next we state and prove our existence theorems. Some comments and remarks conclude the paper.
2. Auxiliary results
In order to obtain our results, we need (like in [8]) monotone operator principle, the critical point theory and the Morse
theory. For the sake of convenience, we now list some necessary definitions and lemmas.
Lemma 2.1 (Strongly Monotone Operator Principle [9]). Let E be a real Banach space. Suppose that T : E → E∗ is continuous
operator and there exist c > 0 such that
(Tu− Tv, u− v) ≥ c‖u− v‖2, u, v ∈ E,
here (·, ·) denotes the duality pairing between E∗ and E. Then T : E → E∗ is homeomorphism between E and E∗.
The following principle can be also applied in investigating the existence of solutions for difference equations. Note that
the Dirichlet problem for differential equation cannot be treated with the below theorem.
Theorem 2.1 ([10]). Let X be a finite dimensional real Banach space and let T : X → X∗ be a continuous operator. Suppose that
there exist a function r : (0,∞)→ R such that limt→∞ r (t) = +∞ and that inequality
(T (x) , x) ≥ r (‖x‖X ) ‖x‖X
holds for all x ∈ X. Then for each f ∈ X∗ equation T (x) = f has at least one solution.
In what follows E denotes the real Banach space, E∗ its dual, (·, ·) denotes the duality pairing between E∗ and E. Let
J ∈ C1(E,R).
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Lemma 2.2 ([11]). If the functional J : E → R is weakly lower semicontinuous and coercive, i.e. lim‖x‖→∞ J(x) = +∞, then
there exist x0 such that infx∈E J(x0) = J(x). Moreover, if J has bounded linear Gâteaux derivative on E, the x0 is also a critical
point of J , i.e. J
′
(x0) = 0.
Let J : E → R be differentiable and let c ∈ R.
Definition 2.1. For any sequence {un} ⊂ E, if {J(un)} is bounded and J ′(un) → 0 as n → ∞ posses a convergent
subsequence, then we say J satisfies Palais–Smale condition — (PS) condition for short.
Definition 2.2. We say that J satisfies a (PS)c condition if the existence of a sequence {un} ⊂ E such that
J (un)→ c and J ′ (un)→ 0 (strongly in E∗)
as n→∞, implies that {un} has a convergent subsequence.
Lemma 2.3 (Mountain Pass Lemma [11]). Let J ∈ C1(E,R) satisfies (PS) condition. Suppose that
(i) J(0) = 0;
(ii) there exist ρ > 0 and α > 0 such that J(u) ≥ α for all u ∈ E with ‖u‖ = ρ;
(iii) there exist u1 in E with ‖u1‖ ≥ ρ such that J(u1) < α.
Then J has a critical value c ≥ α. Moreover, c can be characterized as
inf
g∈Γ maxu∈g([1,0])
J(u),
where Γ = {g ∈ C([1, 0], E) : g(0) = 0, g(1) = u1}.
Lemma 2.4 (Linking Theorem [12]). Let E = V ⊕ X be a real Banach space with dim V < ∞. Let ρ > r > 0 and let z ∈ X be
such that ‖z‖ = r. Define
M = {u = y+ λz : ‖u‖ ≤ ρ, λ ≥ 0, y ∈ V },
M0 = {u = y+ λz : y ∈ V , ‖u‖ = ρ, λ ≥ 0, or ‖u‖ ≤ ρ, λ = 0},
N = {u ∈ X : ‖u‖ = r}.
Let J ∈ C1(E,R) be such that
b = inf
u∈N J(u) > a = maxu∈M0 J(u).
If J satisfies (PS) c condition with
c = inf
γ∈Γ maxu∈M
J(γ (u)), Γ = {γ ∈ C(M, E) : γ |M0 = id},
then c is a critical value of J .
Now we recall some notions and results in Morse theory.
Definition 2.3 ([13]). Let Jc = {u ∈ E : J(u) ≤ c}, let u be an isolated critical point of J with J(u) = c and let U be n
neighborhood of u, containing the unique critical point. We call
Cq(J, u) = Hq(Jc ∩ U, Jc ∩ U \ {u})
the qth group of J at u, q = 0, 1, 2, . . ., where Hq(·, ·) stands for the qth singular relative homology group with integer
coefficients. We say that u is nontrivial critical point of J , if at least one of its critical groups is nontrivial.
Lemma 2.5 ([13]). Let 0 be a critical point of J with J(0) = 0. Assume that J has a local linking at 0 with respect to
E = V1 ⊕ V2, k = dim V1 <∞, that is, there exist ρ > 0 small, such that
J(u) ≤ 0, u ∈ V1, ‖u‖ ≤ ρ
J(u) > 0, u ∈ V2, 0 < ‖u‖ ≤ ρ.
Then Ck(J, 0) 6∼= 0. That is, 0 is a homological nontrivial critical point of J .
Lemma 2.6 ([11]). Assume that J satisfies (PS) condition and is bounded from below. If J has a critical point that is homological
nontrivial and is not the minimize of J , then J has at least three critical points.
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3. Main results
In this section we shall state and prove our main results. We assume that any k ∈ {1, . . . , n}
F1 there exist ak > 0 such that lim inf|z|→∞ Fk(z)z2 > ak, for z ∈ R;
F2 there exist bk > 0 such that lim sup|z|→∞
Fk(z)
z2
< bk, for z ∈ R;
F3 there exist ck > 0 such that lim inf|z|→0 fk(z)z > ck, for z ∈ R;
F4 there exist dk > 0 such that Fk(z) ≤ dkz2, for z ∈ R;
F5 there exist µ ∈ ( 12 ,∞) andM > 0 such that Fk(z) ≥ µzfk(z), for |z| ≥ M;
F6 there exist δ, Ak, Bk ∈ (0,+∞) and an integer i ≥ 1, which satisfy Ak > Bk > λiλi+1 Ak > 0, such that Bkz2 ≤ Fk(z) ≤ Akz2,
for all |z| ≤ δ;
F7 there exist pk > 0 such that
(
fk(z1)− fk(z2)
)
(z1 − z2) ≥ pk|z1 − z2|2 for z1, z2 ∈ R;
F8 there exist qk > 0 such that fk(z)z ≥ qk|z|2 for z ∈ R.
We see that assumption (F7) requires a property that is called a uniform monotonicity, while the weaker assumption
(F8) does not require fk to be monotone.
Let us denote a = min1≤k≤n{ak}, b = max1≤k≤n{bk}, c = min1≤k≤n{ck}, d = max1≤k≤n{dk}, p = min1≤k≤n{pk},
q = min1≤k≤n{qk}, A = max1≤k≤n{Ak} and B = min1≤k≤n{Bk}.
We will assume that inequalities 2b < c, 2d < c and a > B are satisfied without further recalling them.
Lemma 3.1. Let f satisfy (F1). For all λ ∈ ( λn2a ,∞), we have
(i) J is coercive on Rn;
(ii) J satisfies (PS) condition.
Proof. (i) Since lim inf|z|→∞ Fk(z)z2 > ak > 0, there exists M > 0 such that Fk(z) > akz
2 for |z| > M , k ∈ {1, . . . , n}. Since
z → Fk(z)− akz2 is continuous on [−M,M], Fk(z)− akz2 > −c for some constant c > 0 for all z ∈ [−M,M]. Consequently
we get that Fk(z) > akz2 − c , for all z ∈ R, k ∈ {1, . . . , n}, so
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≥ λ
n∑
k=1
(aku2k − c)−
1
2
λn‖u‖2
= λa‖u‖2 − λcn− 1
2
λn‖u‖2
=
(
λa− 1
2
λn
)
‖u‖2 − λcn→∞, as ‖u‖ → ∞,
so J is coercive on Rn.
(ii) It follows from (i) that if J(um) (where um = (um1 , um2 , . . . , umn ),m ∈ N) is bounded, then {um} is bounded in Rn, which
implies that {um} has a convergent subsequence. 
Lemma 3.2. Let f satisfy (F5). For all λ > 0, J satisfies (PS) condition.
Proof. Since z → Fk(z)− µzfk(z) is continuous on [−M,M], there exist c > 0 such that
Fk(z) ≥ µzfk(z)− c z ∈ [−M,M].
By (F5) we get
Fk(z) ≥ µzfk(z)− c, z ∈ R. (3.1)
Let {um} ⊂ Rn (where um = (um1 , um2 , . . . , umn )) with |J(um)| ≤ C∗ for m ∈ N, where C∗ > 0 is a constant number, and
J
′
(um) = λf (um)− Aum → 0. Notice that
(J
′
(um), um) = (λf (um)− Aum, um) = λ
n∑
k=1
fk
(
umk
)
umk − (Aum, um).
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By (3.1)
C∗ ≥ J(um) = λ
n∑
k=1
∫ umk
0
fk(s)ds− 12 (u
m, Aum)
= λ
n∑
k=1
Fk
(
umk
)− 1
2
(um, Aum)
≥ λ
n∑
k=1
(
µumk fk
(
umk
)− c)− 1
2
(um, Aum)
= µ
(
(J ′(um), um)+ (um, Aum)
)
− λnc − 1
2
(um, Aum)
≥
(
µ− 1
2
)
λ1‖um‖2 − µ‖J ′(um)‖‖um‖ − λnc.
Since J
′
(um) = λf (um)− Aum → 0, there exist N0 ∈ N such that
C∗ ≥
(
µ− 1
2
)
λ1‖um‖2 − µ‖um‖ − λnc, m > N0,
and this implies that {um} ⊂ Rn is bounded and thus {um} has a convergent subsequence. 
Theorem 3.2. If f satisfies (F7), then for λ ∈ ( λnp ,∞), (1.2) has a unique solution in Rn.
Proof. Define an operator K : Rn → Rn by Ku = λf (u)− Au. We see that K is continuous. By (F7) we get for u, v ∈ Rn that
(Ku− Kv, u− v) =
(
λ
(
f (u)− f (v))− (Au− Av), u− v)
= λ(u− v)T (f (u)− f (v))− (u− v)TA(u− v)
≥ λ
n∑
k=1
(uk − vk)
(
fk(uk)− fk(vk)
)− λn‖u− v‖2
≥ λp
n∑
k=1
|uk − vk|2 − λn‖u− v‖2
≥ (λp− λn)‖u− v‖2.
Thus K is strongly monotone operator. And then Lemma 2.1 implies that Ku = 0 has a unique solution u∗ ∈ Rn. 
The application of Theorem 2.1 will complement the result obtained with a use of strong monotone principle.
Theorem 3.3. Suppose that (F8) holds, then for all λ ∈ ( λnq ,∞) Eq. (1.2) has at least one solution.
Proof. We again define an operator K as in the proof of Theorem 3.2. Further we see that for any u ∈ Rn by (F8) it follows
that
(λf (u)− Au, u) = (λf (u) , u)− (Au, u)
≥ (λq− λn) ‖u‖ ‖u‖ .
Thus we put r (t) = (λq− λn) t and for λq− λn > 0 the result follows by Theorem 2.1. 
Theorem 3.4. If f satisfies (F1), then for λ ∈ ( λn2a ,∞), (1.2) has at least one solution in Rn.
Proof. We shall verify that functional J(u) = λ∑nk=1 ∫ uk0 fk(s)ds − 12 (u, Au) has a critical point u ∈ Rn. J is coercive
(Lemma 3.1) and weakly semicontinuous. J is Gâteaux differentiable so it has a critical point on Rn which solves (1.2). 
Theorem 3.5. If f satisfies (F2), (F3) and (F5), then for λ ∈ ( λnc , λn2b ), problem (1.2) has at least nonzero solution in Rn.
Proof. We will verify that functional J (defined by (1.5)) satisfies the conditions of Lemma 2.3 (Mountain pass lemma).
From λ ∈ ( λnc , λn2b ), there exist ε > 0, such that λnc + ε ≤ λ < λn2b .
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Since lim inf|z|→0 fk(z)z > ck for k ∈ {1, . . . , n}, there exists δ > 0 such that fk(z) > ckz for z ∈ [0, δ] and fk(z) < ckz for
z ∈ [−δ, 0] and k ∈ {1, . . . , n}. So it follows that
Fk(z) =
∫ z
0
fk(s)ds ≥ 12 ckz
2, |z| ≤ δ, k ∈ {1, . . . , n}. (3.2)
Let α = 12 cεδ2, then ‖u‖ = δ for all u ∈ ∂Bδ , where Bδ = {u ∈ Rn : ‖u‖ < δ}. So by (3.2), we have
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≥ λ
n∑
k=1
Fk(uk)− 12λn‖u‖
2
≥ λ
n∑
k=1
1
2
cku2k −
1
2
λn‖u‖2
≥ 1
2
λc‖u‖2 − 1
2
λn‖u‖2
≥ 1
2
cε‖u‖2, u ∈ ∂Bδ.
This implies that infu∈∂Bδ J(u) ≥ 12 cεδ2 = α > 0.
It is obvious that J(0) = 0.
On the other hand, by lim sup|z|→∞
Fk(z)
z2
< bk, for z ∈ R, k ∈ {1, . . . , n}, we get that exists C > 0 such that
Fk(z) < bkz2 + C , for z ∈ R, k ∈ {1, . . . , n}. So
J(sξn) = λ
n∑
k=1
∫ (sξn)k
0
fk(t)dt − 12 (sξn, Asξn)
= λ
n∑
k=1
Fk(s(ξn)k)− 12λns
2
≤ λ
n∑
k=1
(bk(s(ξn)k)2 + C)− 12λns
2
≤
(
bλ− 1
2
λn
)
s2 + nλC →−∞, s→∞.
Then there exists a sufficiently large s0 > δ such that u = s0ξn ∈ Rn, u 6∈ B¯δ, and J(u) < 0.
From Lemma 3.2, J satisfies (PS) condition so by Mountain pass lemmawith ρ = δ, J has a critical value c∗ > 0, i.e. there
exists u∗ ∈ Rn such that J(u∗) = c∗ and J ′(u∗) = λf (u∗)− Au∗ = 0. It is obvious that u∗ 6= 0 since J(0) = 0. 
Theorem 3.6. Assume that conditions (F3), (F4) and (F5) hold. Then for λ ∈ ( λic , λi+12d ], Eq. (1.2) has at least one nonzero solution
in Rn.
Proof. Nowwewill verify that functional J (defined by (1.5)) satisfies the conditions of Lemma 2.4 (Linking theorem). From
Lemma 3.2, J satisfies (PS)c condition.
From λ ∈ ( λic , λi+12d ], there exist ε > 0, such that λic + ε ≤ λ ≤ λi+12d .
From (F3), there exists δ > 0 such that fk(z) > ckz for z ∈ [0, δ] and fk(z) < ckz for z ∈ [−δ, 0] and k ∈ {1, . . . , n}. So it
follows (3.2) (Fk(z) =
∫ z
0 fk(s)ds ≥ 12 ckz2, |z| ≤ δ, k ∈ {1, . . . , n}).
Let α = 12 cεδ2, then ‖u‖ = δ for all u ∈ ∂Bδ , where Bδ = {u ∈ Rn : ‖u‖ < δ}.
Let V1 = span{ξ1, ξ2, . . . , ξi} (i < n), V2 = V⊥1 . So by (3.2), we have on V1 that
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≥ λ
n∑
k=1
1
2
cku2k −
1
2
λi‖u‖2
≥ 1
2
λc‖u‖2 − 1
2
λi‖u‖2
≥ 1
2
cε‖u‖2, u ∈ ∂Bδ.
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This implies that infu∈V1∩∂Bδ J(u) ≥ 12 cεδ2 = α > 0.
By condition (F4), we get on V2
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≤ λ
n∑
k=1
dku2k −
1
2
λi+1‖u‖2
≤
(
λd− 1
2
λi+1
)
‖u‖2 ≤ 0.
Define β = δξi. Let R > 0. By (F4) Fk(R) ≤ dkR2 and Fk(−R) ≤ dkR2 for k ∈ {1, . . . , n}. And then there exists C1 > 0 such
that Fk(R)R−1/µ ≤ C1 and Fk(−R)R−1/µ ≤ C1 for k ∈ {1, . . . , n}. Now by (F5), for z ≥ R and k ∈ {1, . . . , n}, we have that(
Fk(z)
z1/µ
)′
z
= fk(z)z
1/µ − 1/µ · z1/µ−1Fk(z)
z2/µ
= µzfk(z)− Fk(z)
µz1/µ+1
≤ 0.
So
Fk(z)
z1/µ
≤ Fk(R)
R1/µ
≤ C1, z ≥ R, k ∈ [1, n].
Thus implies that Fk(z) ≤ |z|1/µC1 for z ≥ R. Similarly, we can prove that Fk(z) ≤ |z|1/µC1 for z ≤ −R. Since Fk(z)−C1|z|1/µ
is continuous on [−R, R], there exists C2 > 0 such that Fk(z)− C1|z|1/µ ≤ C2 on [−R, R]. Thus
Fk(z) ≤ C1|z|1/µ + C2. (3.3)
From (3.3) we get
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≤ λ
n∑
k=1
(C1|uk|1/µ + C2)− 12 (u, Au)
≤ λC1‖u‖1/µ1/µ + λnC2 −
1
2
(u, Au),
where ‖u‖1/µ denoted the norm (∑nk=1(uk)1/µ)µ in Rn. Since, on Rn all norm are equivalent, there exists D > 0 such that
‖u‖1/µ ≤ D‖u‖, u ∈ Rn. So for u ∈ V2 ⊕ R1β we have
J(u) ≤ λC1‖u‖1/µ1/µ + λnC2 −
1
2
(u, Au)
≤ λC1D1/µ‖u‖1/µ + λnC2 − 12λi‖u‖
2.
And therefore we have
J(u)→−∞ as u ∈ V2 ⊕ R1β and ‖u‖ → ∞.
Hence there exists r > δ such that
b = inf
u∈V1∩∂Bδ
J(u) ≥ α > 0 = max
u∈M0
J(u),
where
M0 = {u = y+ γ β : y ∈ V2, ‖u‖ = r and γ ≥ 0, or ‖u‖ ≤ r, and γ = 0}.
Thus, according to linking theorem (Lemma 2.4), J has a critical value c∗ > 0, i.e. there exists v∗ ∈ Rn such that J(v∗) = c∗
and J
′
(v∗) = λf (v∗)− Av∗ = 0. It is obvious that v∗ 6= 0 since J(0) = 0. 
Theorem 3.7. Let f satisfies (F1) and (F6), then for λ ∈ [ λi2B , λi+12A ] ⊂ ( λ12a ,∞) (1.2) has at least two nontrivial solutions.
Proof. By Lemma 3.1 it follows that J is coercive and satisfies (PS) condition, hence J is bounded below.
It is obvious that J(0) = 0.
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Let V1 = span{ξ1, ξ2, . . . , ξi}, (i < n), V2 = V⊥1 . If u ∈ V1, we can assume that for given δ > 0, there is a ρ = δ > 0,
such that
u ∈ V1, ‖u‖ ≤ ρ ⇒ |uk| ≤ δ,
thus by (F6), we have
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≥ λ
n∑
k=1
Bku2k −
1
2
λi‖u‖2
≥
(
λB− 1
2
λi
)
‖u‖2, u ∈ V1, ‖u‖ ≤ ρ.
For u ∈ V2 considering above ρ we still have ‖u‖ ≤ ρ ⇒ |uk| ≤ δ. By (F6) we get
J(u) = λ
n∑
k=1
∫ uk
0
fk(s)ds− 12 (u, Au)
≤ λ
n∑
k=1
Aku2k −
1
2
λi+1‖u‖2
≤
(
λA− 1
2
λi+1
)
‖u‖2, u ∈ V2, ‖u‖ ≤ ρ.
This implies that J has a local linking at 0 with respect to Rn = V1 ⊕ V2. By Lemma 2.5., Ck(J, 0) 6∼= 0, 0 is homological
nontrivial.
If infu∈Rn J(u) ≥ 0, then J(u) = infu∈V2 J(u) = 0, for all u ∈ V2, with ‖u‖ ≤ ρ. So u ∈ V2 with ‖u‖ ≤ ρ are solutions
of (1.2). If infu∈Rn J(u) < 0, then 0 is not a minimizer of J . Now by Lemma 2.6. J has at least three critical points. Thus our
problem (1.2) has at least two nontrivial solutions. 
4. Final comments
As we have already mentioned our results complement those of [8] and are somewhat dual. Now we describe in some
detail what we mean by that. Let us consider for example the existence result obtained by strong monotone principle in [8]
and our Theorem 2.1. The result from [8] reads
Theorem 4.8. If there exist pk > 0 such that (fk(z1)− fk(z2))(z1 − z2) ≤ pk|z1 − z2|2 for z1, z2 ∈ R, k ∈ {1, . . . , n}, then for
λ ∈ (0, λ12p ), where p = max1≤k≤n{pk}, problem (1.2) has unique solution in Rn.
We see that while the results of [8] are reached for small values of a numerical parameter λ, we have the existence
results for all sufficiently large values of a parameter. However the assumptions on the nonlinear terms are different. The
assumption in [8] restricts the growth of the nonlinear term together with some monotonicity while ours concerns the
(uniform) monotonicity. Same situation occurs with our other existence theorems.
We also compare the existence results reached by the critical point theory. Let us turn our attention to Lemma 3.1. In [8]
it is proved that
Lemma 4.3. If there exist ak > 0 such that lim sup|z|→∞
Fk(z)
z2
< ak, for z ∈ R, k ∈ {1, . . . , n} then for λ ∈ ( λn2a ,∞), where
a = max1≤k≤n{ak} we have
(i) J is coercive on Rn;
(ii) J satisfies (PS) condition.
Thus again, our results complement those of [12]. We see that while in [12] the growth had to be quadratic at most, we
must have the growth at least quadratic.
However, this is not the case with the application of the Morse theory. We still obtain a different range of parameter λ
but is still bounded, as can be seen by comparing our Theorem 3.7 with Theorem 3.5 from [8], which reads
Theorem 4.9. If there exist ak > 0 such that lim sup|z|→∞
Fk(z)
z2
< ak, for z ∈ R, k ∈ {1, . . . , n} and if exists δ, Ak, Bk ∈
(0,+∞) and an integer i ≥ 1, which satisfy Ak > Bk > λiλi+1 Ak > 0, such that Bkz2 ≤ Fk(z) ≤ Akz2, for all |z| ≤ δ then for
λ ∈ [ λi2B , λi+12A ] ⊂ (0, λ12a ), (where a = max1≤k≤n{ak}, A = max1≤k≤n{Ak}, B = min1≤k≤n{Bk}) problem (1.2) has at least two
nontrivial solutions.
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We would like to underline that usage of functionals (1.3), (1.5) in order to get critical points (and thus solutions to the
problems considered) seems to be possible only in the case of difference equations.With differential equations, it is the term
connected with the differential operator which must dominate the functional, as can be seen in [11].
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