Abstract. We use exponential sums to study the fractal dimension of the graphs of solutions to linear dispersive PDE. Our techniques apply to Schrödinger, Airy, Boussinesq, the fractional Schrödinger, and the gravity and gravity-capillary water wave equations. We also discuss applications to certain nonlinear dispersive equations.
Introduction
Consider a linear dispersive equation of the form (1) iq t + L ω q = 0, t ∈ R, x ∈ T := R/(2πZ),
Here L ω is a linear symmetric differential operator of the form
where ω : Z → R is the dispersion relation, and q(n) denotes the n th Fourier coefficient of q. The solution of (1) can be written as (2) q(t, x) = e itLω g(x) = n∈Z g(n)e itω(n)+inx .
The key examples are the linear Schrödinger equation, iq t +q xx = 0, with the dispersion relation ω(n) = −n 2 , and the Airy (or linear Korteweg-de Vries (KdV)) equation, q t + q xxx = 0, with ω(n) = n 3 .
In this paper, using exponential sum estimates, we study the fractal dimension of the graphs of solutions of a large class of dispersive PDE. Various aspects of this problem have been considered by many authors, e.g., [BeLe, Os1, Be, BeKl, KaRo, Ro, BMS, Os2, OsCh1, Ol, ChOl1, ErTz1, ErTz2, OsCh2, ChOl2, HoVe, CET, Ve, ErTz3, OlSh, OlTs] . One of our goals is to give a theoretical justification to some observations of Berry [Be] , ChOl2] and Olver-Sheils [OlSh] .
The initial motivation for this question goes back to an 1836 optical experiment by Talbot [Tal] . Talbot studied monochromatic light passing through a diffraction grating and observed that at a certain distance (the so-called Talbot distance) the diffraction pattern reproduces the grating pattern. Moreover at each rational multiple of the Talbot distance the pattern appears to be a finite linear combination of the grating pattern. Berry and his collaborators studied this phenomenon in a series of papers, e.g., [Be, BeKl, BeLe, BMS] . In particular, in [BeKl] , the linear Schrödinger evolution was utilized to model the Talbot effect where time represents distance to the grating. The authors proved that at rational times the solution is a linear combination of finitely many translates of the initial data with the coefficients being Gauss sums, also see [Ta1, Ta2, Ol, OlTs] . This phenomenon is often called quantization in the literature.
In [BeKl] , the authors also observed that the solution at irrational times has a fractal nowhere differentiable profile. In particular for step function initial data at rational times one observes a step function, and a nowhere differentiable function with fractal dimension 3 2 at irrational times. In addition, in [Be] , Berry argued that there should be space slices whose time fractal dimension is 7 4
and diagonal slices with dimension 5 4
. Finally, it was conjectured that this phenomenon should occur even when there is a nonlinear perturbation.
The first mathematically rigorous work in this area is due to Oskolkov. In [Os1,  Proposition 14], he proved that for bounded variation initial data the solution of any linear dispersive PDE on T with a polynomial dispersion relation, in particular the linear Schrödinger and the Airy equations, is a continuous function of x at irrational times. Moreover, if in addition the initial data is continuous, then the solution is a continuous function of space and time. In [KaRo] , Kapitanski and Rodniaski showed that the solution to the linear Schrödinger equation at irrational times belong to a higher regularity Besov space than at rational times. This effect can not be observed in the scale of Sobolev spaces since the linear propagator is unitary. In [Ro] , using the result in [KaRo] , Rodnianski justified Berry's conjecture for the linear Schrödinger evolution proving that for initial data in 1 BV (T) \ H 1 2 + (T), the graph of the real and imaginary parts of the solution has fractal dimension 3 2
at almost every time. In [Os1] , as well as in [KaRo, Ro] , the proof relies on the properties of the following discrete Hilbert transform (3) H(t, x) = p.v.
n =0
1 n e in 2 t+inx .
The fractal dimension claim of [Ro] follow from the observation that for almost every time H(t, x) is C 1 2
− as a function of x.
Several studies in the literature focused on determining the fractal dimension of analogs of (3). Riemann's proposed continuous but nowhere differentiable function,
n 2 ,
1 Throughout the paper we use the notation H r+ (T) to denote the set of functions s>r H s (T), and
. In addition, we use BV (T) to denote the set of bounded variation functions on T.
is essentially the integral of the fundamental solution to the Schrödinger equation, n e itn 2 +inx , along the vertical line x = 0. In analogy to quantization of the Talbot effect, it is well-known that φ is nondifferentiable except at certain rational values of t/(2π) where the corresponding Gauss sum vanishes. In a remarkable paper [Ja] , Jaffard established the multifractality of φ obtaining precise bounds for the Hausdorff dimension of the sets where φ is C α . If one instead fixes a time t = t 0 and integrates the fundamental solution horizontally, then one is lead to the study of H(t 0 , x). The analysis of the fractal dimension of these graphs is more delicate; the only known results are due to Oskolkov and Chakhiev [OsCh2] . In particular, [OsCh2, Corollary 2] states that for almost every x 0 , the function H restricted to the vertical line x = x 0 is C 1 8 − t , which implies the fractal dimension of the graph is at most
(see the proof of Corollary 3.5 below). They also obtained bounds for the Hausdorff dimension of the exceptional set of times at which H(t, x) fails to be C α x for a given α ∈ (0,
2
). One of the main goals of our work is to initiate the study of oblique lines kx + ℓt = c with k, ℓ ∈ Z, as was proposed in [Be] , whilst using the Schrödinger equation to model the Talbot effect.
In [ChCo] , Chamizo and Cordoba considered variations of φ such as
They proved that the fractal dimension of the graph is exactly 2+
1−2a 2k
. We remark that φ a (t) is a regularized analog of the solution of (1) with dispersion relation ω(n) = n k , along the vertical line x = 0, see Remark 2.4 below for further discussion.
In [ErTz1, ErTz2] , using smoothing estimates for the evolution, the first author and Tzirakis extended Oskolkov's [Os1] and Rodnianski's [Ro] results to the KdV and the cubic nonlinear Schrödinger (NLS) equations, in particular they proved that the dimension of the graph for NLS solutions is 3 2 under the conditions above. In [CET, ErTz3] the authors addressed Berry's conjecture on the fractal dimension of the density function |e it∂xx g| 2 and extended Rodnianski's result to higher order dispersive equations with polynomial dispersion relation. In addition they studied applications to the vertex filament equation.
In this paper we first consider the case of polynomial dispersion relations with integer coefficients. In Section 3, we obtain dimension bounds for the graph of solutions restricted to oblique 2 lines in space-time with rational slope:
Theorem 1.1. Let ω be a polynomial of degree d ≥ 2 with integer coefficients. Let g be a non-constant step function. Then for all r ∈ Q and a.e. c, the function
. Moreover, the maximum dimension of the graph of real and imaginary parts of f is in [2 − 1 2d
].
In [Os2] , Oskolkov already studied the linear Schrödinger evolution on oblique lines.
In our notation he proved that the restriction of the function H, (3), to the lines t = Nx + Mπ and x = Nt + Mπ, where M, N are odd integers, is C 1 4 . This result can be extended to the linear Schrödinger evolution provided that the data is chosen carefully 3 depending on the line.
The lower bound in Theorem 1.1 follows from an L 4 argument which applies to more general functions, see Proposition 3.1. A reason for expecting a larger dimension than 3 2
is the observation that g(n) is essentially the Fourier coefficient at frequency ∼ n d for the diagonal slices, which drops the Sobolev index by a factor of d. The lower bound for the dimension implies that the restriction of the solution to such lines cannot be smoother than C 1 2d . However, for r ∈ Q and a.e. c, we prove that the restriction of the solution to the lines t = c − rx is C α d for some α d > 0, which yields an upper bound for the fractal dimension. To do this we obtain exponential sum estimates such as (when
+ǫ , 2 Our method also applies to vertical lines x = x 0 in the polynomial case, see Remark 3.6. . Note that in this result one needs to choose the initial data depending on the oblique line. We also note that our lower bound (Proposition 3.1) applies to this case, and hence the dimension is exactly for r ∈ Q and a.e. c ∈ R. Furthermore, we extend the dimension bounds to cubic NLS and KdV evolutions using nonlinear smoothing estimates from [ErTz1, EGT] . More precisely, we prove Theorem 1.2. Consider the Wick ordered cubic NLS equation
where g is a non-constant step function and ], where D c is the maximum dimension of the graphs of real and imaginary parts of F c .
The statement follows from the d = 2 case of Theorem 1.1 for the linear group, and the following implication of a nonlinear smoothing estimate in [EGT] which is of independent interest: For initial data g ∈ H 1 2 − (T), the solution of (4) satisfies locally in time:
Recall that, because of quantization, the linear evolution cannot even be a continuous function of x at rational times when g is a step function. We also note that a lower bound for the dimension can be obtained for more general data g, see Remark 3.2.
In the case of the KdV equation,
or the Airy equation, a statement similar to Theorem 1.2 is valid: Theorem 1.3. Let g be a non-constant, mean-zero, and real valued step function on the torus. Let u(t, x) solve the Airy equation or the KdV equation (6) with data g. Fix ].
4 We consider the Wick ordered case for simplicity, the result also applies to the regular NLS equation.
In addition, analogous to (5), the smoothing result of [ErTz1] implies that the nonlinear part of the KdV evolution for H 1 2 − data is in C 1 3 − t,x . In Section 3.2 we obtain dimension estimates for space slices in the case of polynomial dispersion relation improving some results of [CET] . In particular, concerning the Airy and KdV evolutions, the authors in [CET] ].
We improve the lower bound:
+ (T) be real valued. Then for a.e. t, the dimension of the graph of both e −t∂xxx g and the solution u(t, ·) of (6) is at least 3 2
.
In Section 4, we obtain dimension estimates for the graphs of equations with nonpolynomial dispersion relations. Olver and his collaborators [Ol, ChOl1, ChOl2, OlSh] provided numerical simulations of the Talbot effect for a large class of dispersive equations. In the case of polynomial dispersion, they numerically confirmed the rational/irrational dichotomy discussed above. An interesting question that the authors raised is the appearance of such phenomena in the case of non-polynomial dispersion relations, ω(n). Important examples are fractional Schödinger/Airy type equa-
gravity water wave equation (ω(n) = n tanh(n)), and the gravity-capillary wave equation (ω(n) = (n + n 3 ) tanh(n)). In Section 4, we obtain dimension bounds for the solution of each of these equations using exponential sum estimates from [Va, GrKo, IwKo, Bo2, He] . For example using van der Corput bounds we obtain
, 2).
5 As in the case of the cubic NLS equation discussed above the dimension bounds for ω(n) = |n| α , α ∈ (1, 2) can be extended to the cubic fractional NLS equation using the smoothing bounds in [DET, EGT] , see Theorem 4.2 below.
For any g ∈ BV (T) and for each t = 0, the linear fractional Schrödinger evolution
This theorem indicates that the rational/irrational dichotomy discussed above is not valid for fractional Schrödinger equation. In particular, the quantization fails as the solution is a continuous function for each t = 0. This statement is not surprising since {t|n| α (mod 1) : n ∈ Z} is uniformly distributed on [0, 1] for noninteger α > 0 and for t = 0, whereas the set {tn 2 (mod 1) : n ∈ Z} is finite for rational t. On the other hand, we observe some dependence on the algebraic nature of time. For example, in
] for a.e. t (characterized by Khinchin-Lévy numbers), see Theorem 4.5 and Remark 4.7. This improves the bound
] that Theorem 1.5 implies, which is valid for each nonzero t. However, it is not clear to us whether this dependence on the algebraic nature of t is an artifact of our methods. For further discussion see Remark 4.7. Finally, we note that for some irrational values of α the bounds given by Theorem 1.5 can be improved by utilizing recent developments on the exponent pair conjecture, see Section 4.3.
1.1. Notation.
• For a family of Banach spaces, B s , with regularity index s, we define
• Recall that the fractal (also known as upper Minkowski or upper box-counting) dimension, dim(E), of a bounded set E is given by lim sup
where N (E, ǫ) is the minimum number of ǫ-balls required to cover E.
• We define D t (ω, g) as the maximum dimension of the graphs of real and imaginary parts of e itLω g as functions of x.
• We say β / ∈ Q is Khinchin-Lévy if there is a strictly increasing sequence {q n } n∈N of natural numbers such that for every ǫ > 0, q n+1 ≤ q 1+ǫ n for all n > N ǫ , and if for each n there is an a n coprime to q n with |β − an qn
. By a theorem of Khinchin [Kh] and Lévy [Le] a.e. β ∈ R is Khinchin-Lévy.
• We write A B to denote A = O(B), and A ∼ B to denote A B and B A. We also write A B c+ to denote for any ǫ > 0, A B c+ǫ with implicit constant depending on ǫ. Similarly, we will use A B c− .
Overview and analytic reduction to exponential sums
We first give a sketch of the basic idea behind the proofs. We consider a solution to a dispersive PDE (1) on T, with dispersion relation ω. The key example is iq t + q xx = 0 with initial data χ [0,π] . For a line L ⊂ T 2 , we are interested in the fractal dimension of the graph of (real or imaginary parts of) q| L (t, x), which will typically lie in the open interval (1, 2). Our goal is to establish this rigorously and provide upper and lower bounds for the fractal dimension. In the above example, it was established in [Ro] that the fractal dimension is exactly 3 2 for a.e. t.
We modify the approach used in [Ro, ErTz2, CET, ErTz3] , also see [Os1, KaRo] .
Recall the simple facts that the graph of a C γ (T) function has fractal dimension ≤ 2−γ,
The theory of Besov spaces (see the discussion around Theorems 2.1 and 2.2 below) allows one to partially reverse this implication, as well as provide lower bounds for the fractal dimension for u| L as long as we can appropriately estimate
in various spaces for (t, x) ∈ L. We seek to improve upon the trivial bound N, which gives a nontrivial bound for the fractal dimension.
To make this idea more precise we utilize the Littlewood-Paley projections
We define the Besov space 7 , B s p,∞ , by the norm:
Recall that for 0 < γ < 1, C γ (T) coincides with B γ ∞,∞ (T), see, e.g., [Tr] , and that if f : T → R is in C γ , then the graph of f has fractal dimension D ≤ 2 − γ. We also have the following theorem of Deliu and Jawerth [DeJa] , also see [ErTz3, Theorem 2.24]:
As a corollary of these statements we have the following theorem. A similar method was used in [KaRo, Ro, ErTz1, CET] ; the new ingredient here is the observation that one can obtain lower bounds for the dimension using L q estimates. This makes Strichartz estimates useful for finding lower bounds on the dimension, see Theorem 3.9.
Theorem 2.2. Let g ∈ BV (T), and let L ω be a symmetric differential operator with dispersion relation ω. Define
e itω(±n)±inx .
i) Fix t and assume that for some 8 γ ∈ (0, 1/2], we have an a priori bound of the form
Then e itLω g ∈ C γ− and hence
ii) Fix t and assume that for some q ∈ (2, ∞] and γ ∈ [0, 1/2], we have an a priori bound of the form
7 In fact one needs to consider Littlewood-Paley projections with smooth cutoffs in this definition for certain statements in the paper, in particular in Theorem 2.1. We will ignore this issue as the upper bounds we have can easily be extended to the smooth case since the smooth projections are uniformly bounded in L p spaces and since the lower bounds follow by interpolation. 8 The range of γ is determined by observing that the
If in addition e itLω g is continuous in x and g ∈ H r+ (T) for some r ≥ , then
Remark 2.3. One way to establish the continuity hypothesis needed in part ii) is to show that part i) holds for some γ > 0. When the dispersion relation is a polynomial, it follows from [Os1, Proposition 14] for irrational values of
Proof. For part i), by Theorem 2.1, it suffices to prove that
Since g ∈ BV (T), we can write
Using the reverse Bernstein inequality 9 and the a priori bounds (7), we obtain H N L ∞ N −γ+ . Since dg is a finite measure, we conclude that e itLω g ∈ B γ− ∞,∞ , which yields part i).
The proof of part ii) is similar. Using the a priori bounds in (8) and the reverse Bernstein inequality we have H N L q N −γ+ , which leads to
On the other hand, since g ∈ H r+ (T), for any s > r
By interpolation we conclude that
Since e itLω g is continuous in x, by Theorem 2.1 we conclude that the dimension of the graph of real or imaginary parts is ≥ 2 − 2r−γq ′ 2−q ′ .
9 Also known as Bohr's Theorem, it states that for any trigonometric polynomial P whose frequency
where the constant C is independent of P, K, and q. See, e.g., [Ka] .
Remark 2.4. An argument similar to the one given in Theorem 2.2 was used by Chamizo and Cordoba in [ChCo, Theorem 3 .1], where they studied
For this range of a, they proved that the fractal dimension of the graph of φ a,k is precisely
Instead of Besov spaces, their result relies on careful estimates on the function f (t) :=
For the upper bound they utilize the mean value theorem and a large sieve inequality. For the lower bound they use an L 4 − L 1 interpolation argument similar to the one given in Theorem 2.2 and Proposition 3.1 below. However, the required bounds hold under the regularity assumption a ≥ (k + 1)/2. Our use of Besov spaces and the fact that we work with a.e. line instead of x = 0 allow us to study the Talbot effect with less regularity, in particular to establish lower and upper bounds when a = 1, see Proposition 3.1, Corollary 3.5, and Remark 3.6.
Equations with polynomial dispersion relations
In this section we consider the case when ω(n) is a polynomial in n of degree d with integer coefficients. First we address the dimension of graphs on oblique and vertical lines. Then, we consider the dimension on space slices.
3.1. Results on oblique lines. In this section we consider the restriction of solutions to oblique lines in space time with rational slope and to vertical lines. We note that Theorem 1.1 follows from Proposition 3.1 and Corollary 3.5 below.
Given c ∈ R, k, ℓ ∈ N with (k, ℓ) = 1, and initial data g, let
Assume that the 2πℓ-periodic function f g,c,k,l defined above is continuous. Then the dimension of the graph of real or imaginary parts of f g,c,k,l is ≥ 2 − 1 2d
for each c
for a.e. c. Proof of Proposition 3.1. Let
Note that F is a 2π-periodic function and the series on the right converges in L 2 (T).
We have
− for infinitely many N.
Since g ∈ BV (T), we have | g(n)| 1 n , which leads to (for sufficiently large N depending on k, ℓ and the coefficients of ω)
We explain the last inequality. First note that h(n) − h(m) is divisible by n − m.
Therefore, the condition in the set definition can be rewritten as
If h(n 1 ) = h(n 2 ) then there are N 1 d choices for n 1 and n 3 and for each fixed n 1 and n 3 , there are O(d) choices for n 2 and n 4 as each is a root of a polynomial of degree d. So we may suppose h(n 1 ) = h(n 2 ). For fixed n 1 and n 2 , there are at most O(N 0+ )
choices for a = n 3 − n 4 by the divisor bound. But
is a non-constant polynomial of degree d − 1 ≥ 1 and so there are at most O(d) choices for n 4 once n 1 , n 2 , and a are fixed. Then n 3 is fixed.
Using the bound above, we conclude that
We now claim that for any c ∈ R, F ∈ H 1 2d
the claim holds for a.e. c. This claim yields the proposition since F ∈ H 1 2d
− .
The required lower bound in L 1 follows from this and the L 4 upper bound above by interpolation.
To see that the claim holds for k = 1, note that the function n → h(n) = ℓn − kω(n)
is one-to-one on Z since k and ℓ are relatively prime. Thus, F (m) = g(n)e iω(n)c for m = h(n), and zero otherwise. This immediately implies the claim since for large n,
For k = 1, let S = h(Z). Using (10) we have
Note that the first sum is infinite for r > 1 2d
since g ∈ H 1 2 + and |m| ∼ |n| d for large n.
Therefore, it suffices to see that the second summand is finite for a.e. c, which follows if it belongs to L 2 (T) as a function of c. We rewrite 10 the second sum as
10 The reordering of the sum can be justified by passing to a subsequence as in the proof of Lemma 2.18 in [ErTz3] .
Note that for each a the inner sum is over at most
is a polynomial of degree d − 1 in j. Therefore, by Plancherel, the L 2 norm can be bounded by the square root of
which is finite provided that r < 3 4d
. This suffices since the H r spaces are nested. In the first inequality we used that g ∈ BV (T), which implies that | g(n)| 
Proof. Let t = c − kx ℓ . We fix 0 < δ < 1 to be chosen later. We aim to show that for a.e. c 
Therefore, the bound (11) holds provided that q ≥ N δ , and thus we may assume
Weyl's bound only takes into account the leading term, so now we use summation by parts,
to get cancellation from the linear term. We have that
In the first inequality we used summation by parts and
In the second inequality we used the bound for β t and wrote n = mq + j, j = 1, 2, ..., q.
Therefore, the bound (11) holds provided that
, and hence we may assume that
. Thus there is a j ∈ Z such that x = 2π j q + β x , where
We now show that for a.e. c and for all sufficiently large N depending on c, the above two cases are indeed the only possible cases. Let c be chosen such that 12 the approximation c = 2π
2+ǫ ) happens finitely often for each ǫ > 0. It is a classical result that this happens for a.e. c (see for instance Problem 1 in Section 1.7 of [StSh] ).
We have that c = 2π
Using the bounds for β x , β t and that q ≤ N δ+ , we obtain (13)
as long as δ < 1 2+2 1−d . Since this inequality can hold only for finitely many N, the claim follows.
12 A slight variation of this argument can be used to prove that the statement holds for all Khinchin- Remark 3.4. i) As a special case of the above, we have that for r ∈ Q and for a.e. c,
Improvements would be of interest. For c = Mπ, M odd and r ∈ Z odd, Oskolkov [Os2] has the optimal bound N 1 2 .
ii) It is evident from the proof of Proposition 3.3 that the same bound is valid for shorter sums:
Using Proposition 3.3 we obtain dimension upper bounds for the function f g,c,k,l (x) =
Corollary 3.5. Let g be a step function, and fix k, ℓ ∈ N with (k, ℓ) = 1. Let ω be a polynomial of degree d with integer coefficients. Then for a.e. c, the 2πℓ-periodic
. In particular, the dimension of the graph of real and imaginary parts is at most 2 −
Proof. Using Proposition 3.3, Remark 3.4, and summation by parts (12), we conclude that for each y ∈ T, and for a.e. c and for large N, we have (with h(n) = ℓn − kω(n)) (14) sup
Here the set of c for which the bound is valid depends on y. Now note that
where H(t, x) = n 1 n e inx+iω(n)t . The bound (14) implies that for each y and a.e. c,
. Therefore, if g is a step function, then for a.e. c, F is a finite sum of C α functions. Thus, F is C α for α <
. Remark 3.6. One can easily adopt the techniques above to understand the restriction of the solutions in the case of polynomial dispersion to vertical lines. In particular, we have for a.e.
The proof is identical to the proof of Proposition 3.3, the only change is we use (13) only for β x . This implies the upper bound 2 − 1 d (2 d +1) for the dimension.
Similarly, the lower bound we have in Proposition 3.1 is valid for a.e. x. Thus, for step function initial data the dimension lies in the interval [2− 1 2d
] for a.e. x.
In the case of Schrödinger evolution, the upper bound above is weaker than the one given in [OsCh2] , which together with our lower bound imply that for step function data, the dimension on almost every vertical line is in [ ].
As it was stated in Theorem 1.2, one can extend these results to certain nonlinear variants:
Proof of Theorem 1.2. Consider the Wick ordered cubic NLS equation (4). The smoothing estimate in [EGT] implies that for g ∈ BV (T) ⊂ H 1 2
Using the Duhamel's formula this implies that N(t, x) ∈ C
Interpolating this with (15) and using Sobolev embedding, we conclude that
This together with (15) imply that N(t, x) ∈ C 1 2 − t,x , locally 13 in t, and hence by Corol- The proof of Theorem 1.3 is similar. The smoothing estimate in [ErTz1] implies that
The argument above leads to N(t, x) ∈ C 1 3 − t,x , which suffices to extend the bounds for the Airy equation (the case d = 3 in Proposition 3.1, Corollary 3.5, and Remark 3.6) to the KdV evolution (6).
3.2. Results on space slices. Suppose ω(n) is a polynomial of degree d with integer coefficients. First, using the recent progress on Vinogradov's mean value theorem, we improve upon some bounds on D t (ω, g) obtained in [CET] (also see [ErTz3] ) for large d. In addition, for the Airy equation, ω(n) = n 3 , we are able to utilize a factorization to improve upon the lower bound for the fractal dimension proving Theorem 1.4.
Theorem 3.7. Let ω(n) be a polynomial of degree d with integer coefficients and leading
is Khinchin-Lévy.
In [CET] , the author obtained the bound
Proof. By Theorem 2.2, it suffices to prove that
Bourgain, Demeter and Guth [BDG] as well as Wooley [Wo] used decoupling and efficient congruencing, respectively, to show the optimal bound (up to the N ǫ )
It turns out that this mean value estimate has applications to individual exponential sums. We let
We may assume without loss of generality that
Theorem 3.8 (Theorem 5.2 in [Va] ). Fix s ∈ N. Suppose that there exist j, a, q with
Applying this with s = d 2
, j = d and using Vinogradov's mean value theorem to
is Khinchin-Lévy. Then, given ǫ > 0, we may choose q ∈ [N, N 1+ǫ ]
and the theorem follows for such t, as
For the Airy equation, we are able to take advantage of a special factorization for cubic polynomials to improve upon the lower bound presented in [CET] . This can also be obtained from Strichartz estimates for Airy equation via Theorem 3.9 below.
We provided Theorem 1.4 as an alternative method, which also gives more exact information on the set of t for which the fractal dimension is at least ).
Proof of Theorem 1.4. The claim for the KdV evolution follows from the statement for Airy and the smoothing estimate in [ErTz1] as in Section 3.1. For the Airy evolution, by Theorem 2.2, it is enough to show for Khinchin-Lévy
and a similar bound for n ∈ [−2N, −N].
Now note that
Letting j = n 1 − n 2 and k = n 2 − n 3 , we rewrite this as
Changing the order of the sums we rewrite
Thus we can estimate the sum by
for any Khinchin-Lévy
finishing the proof. In the last inequality we used Lemma 2.2 in [Va] .
The lower bounds for the dimension can also be obtained using Strichartz estimates.
Note that the statement below does not require that the data is of bounded variation.
Theorem 3.9. Assume that e itLω satisfies a Strichartz estimate of the form
Proof. First of all note that by Sobolev embedding and the continuity of the propagator, e itLω g is a continuous function of x and t. By the Strichartz estimate, we have
Thus for a.e. t, ∂ x r 0 −s− e itLω g L Therefore, the lower bound 2 − r 0 follows. In the case r 0 = 1 2
, one needs to assume in addition that g ∈ BV (T), which by a theorem of Oskolkov [Os1, Proposition 14] implies that e itL g is continuous in x for a.e. t for both Schrödinger and Airy propagators.
Equations with non-polynomial dispersion relations
We start this section by noting that the results for the polynomial dispersion relation apply to some equations with non-polynomial dispersion relation if the dispersion relation is a small perturbation of a polynomial. For example for the Boussinesq equation the dispersion relation is ω(n) = √ n 2 + n 4 = n 2 + r(n), where r(n) = O (1) and r
). Therefore by summation by parts (12) we have Below we study equations with ω(n) = |n| α , α > 0 noninteger. We note applications to water wave equations: For the gravity-capillary wave equation, we have
where |r(n)| 1 and |r
. Therefore, by summation by parts, the bounds we prove below, see Theorem 1.5 and Theorem 4.5, for ω(n) = |n| Similarly, for the gravity water waves ω(n) = n tanh(n), the assertion (for α = 
where α ∈ (0, 2) \ {1}. The case α = 2 is the cubic NLS equation.
In [DET, EGT] smoothing estimates for this equation were established. In particular, for α ∈ (1, 2), Theorem 1.1 in [EGT] 
for t in the local existence interval and for s 1 < α − 1 2
. Therefore, as a function of x,
With this observation we concentrate on the properties of the linear group
We start with the proof of Theorem 1.5 which is a simple corollary of van der Corput bounds and Theorem 2.2 above. In sharp contrast with the case of polynomial dispersion the assertion of this theorem is independent of the algebraic nature of time. This holds since {t|n| α (mod 1) : n ∈ Z} is uniformly distributed on [0, 1] for α ∈ (1, 2) and for t = 0. In Section 4.3 we will discuss possible improvements of this result that hold for almost every time, or for certain values of α ∈ (1, 2).
Proof of Theorem 1.5. Fix α ∈ (0, 2) \ {1}. We claim that for each t = 0
This yields the proposition by Theorem 2.2.
We use the following van der Corput bound, see for example Theorem 8.20 in [IwKo] :
Theorem 4.1. For given real valued f and fixed integer k ≥ 2,
We use this with f (u) = tu α ± ux and Λ ∼ |t|N α−k taking k = 2 for α ≤ fractional Schrödinger evolution (19) on the local existence interval for any
Remark 4.3. In [DET] , it was proved that the fractional Schrödinger evolution e it(−∆) , 2) and for a.e. t.
4.2.
Higher order non-polynomial dispersion relations. In this section we consider dispersion relations ω(n) = |n| α , α ∈ (2, ∞) \ N. The following theorem of HeathBrown [He] , which improves the van der Corput bound above for k ≥ 3, is useful in this range:
Theorem 4.4 ( [He] ). For given real valued f and fixed integer k ≥ 3,
we apply the theorem with k = d + 1 to get
, we apply it with k = d to get
This leads to dimension bounds as above. In particular, it implies that for g ∈ BV (T), e it(−∆) α 2 g is continuous in x for each t = 0, and hence quantization fails for each noninteger α > 0. 4.3. Exponent pair conjecture, and A and B processes. We remark that for irrational α > 0, the theory of exponent pairs (see chapter 3 of [GrKo] or section 8.4
in [IwKo] ) applies. An exponent pair (k, ℓ) as defined in chapter 3 in [GrKo] , would give rise to the bound
The exponent pair conjecture claims that (0, 1/2 + ǫ) is an exponent pair, which would imply square root cancellation. This is a problem central to number theory, as it would imply the Lindelöf hypothesis, the Gauss circle problem, and a host of other famous problems in number theory. Although the conjecture is far from being settled, there are many partial results towards it.
There are two methods, called the A and B processes, which combine to give rise to an infinite family of exponent pairs, see e.g. Chapters 3 and 5 of [GrKo] . For example (
) is an exponent pair, see Chapter 7 of [GrKo] . In order to understand the Riemann zeta function on the critical line, specialized methods have been developed (see Chapter 7 of [GrKo] ), culminating in a recent paper of Bourgain [Bo2] which yields the exponent pair ( Finally, we note that for rational values of α one cannot blindly apply the results on the exponent pair conjecture. However, one may apply the A and B processes directly to improve the bounds discussed above. We give an example of such an argument below
is an integer. Unlike the previous result (Theorem 1.5), the algebraic nature of time will be important in what follows.
In number theory, it is standard to study 1-periodic functions as opposed to 2π-periodic functions that we consider here. To remain consistent with the bounds that we are using from number theory texts that we cite, we scale t and x by 2π. Recall that for θ ∈ R, e(θ) := e 2πiθ . Our goal is to estimate the L ∞ norm of
e(tn α + xn). In particular the bound holds for a.e. t.
Proof. We first use the B-process of Van der Corput, that is Theorem 8.16 in [IwKo] which we state for convenience. 
where c t,r = t 1−r (r − 1) r−1 r −r and C = C(α, t) is a constant. Since the error term is
2 ), we concentrate on the main term above. Our assumption on α ensures that the amplitude function is a polynomial. This finishes the proof of Theorem 4.5.
Remark 4.7. For the sake of discussion, we specialize further to the case α = It follows from the above considerations that the best bound we can obtain for the L ∞ norm of H N is N 3 4 . This shows that for rational t, one cannot use the argument above to improve upon the fractal dimension upper bound of . This is interesting, because just by looking at the original sum n∼N e(tn 3 2 + nx), there does not seem to be an obvious distinction between rational and Khinchin-Lévy t. It is not clear to us whether the fractal dimension should depend on the algebraic nature of t or if this is simply an outcome of the techniques we used.
14 One could also apply (16) to obtain better bounds for r ≥ 7, but this inequality is worse for r = 3 which we consider the most interesting case.
