Given a 2-category A, a 2-functor A F −→ Cat and a distinguished 1-subcategory Σ ⊂ A containing all the objects, a σ-cone for F (with respect to Σ) is a lax cone such that the structural 2-cells corresponding to the arrows of Σ are invertible. The conical σ-limit is the universal (up to isomorphism) σ-cone. The notion of σ-limit generalizes the well known notions of pseudo and lax limit. We consider the fundamental notion of σ-filtered pair (A, Σ) which generalizes the notion of 2-filtered 2-category. We give an explicit construction of σ-filtered σ-colimits of categories, construction which allows computations with these colimits. We then state and prove a basic exactness property of the 2-category of categories, namely, that σ-filtered σ-colimits commute with finite weighted pseudo (or bi) limits. An important corollary of this result is that a σ-filtered σ-colimit of exact category valued 2-functors is exact. This corollary is essential in the 2-dimensional theory of flat and pro-representable 2-functors, that we develop elsewhere.
Introduction.
In this paper we develop an explicit construction of certain colimits of categories, and state and prove an important exactness property of the 2-category Cat of categories, which corresponds to the commutation of filtered colimits with finite limits of sets.
In §1 we recall some necessary background and fix terminology. Given a 2-category A, a 2-functor A F −→ Cat and a distinguished 1-subcategory Σ ⊂ A containing all the objects, a σ-cone for F (with respect to Σ) with vertex E is a lax cone {F A θ A −→ E} A∈A ,
, such that θ f is invertible for every f in Σ. In Definition 1.1 we recall the notion of conical σ-colimit. It is the universal (up to isomorphism, that is, in the "pseudo" sense) σ-cone. Conical σ-limits are special cases of cartesian quasi limits as considered in [6, I,7.9.1 iii)]. For a complete definition of weighted σ-limits in terms of σ-natural transformations we refer the interested reader to [4] . Weighted σ-limits generalize both weighted lax and pseudo-limits as considered in [8, §5] . In Definition 1.3 we recall the fundamental notion of σ-filtered pair (A, Σ) introduced in [4] . This notion relativizes to Σ the definition of bifiltered given in [10] .
In §2, Definition 2.21 and Theorem 2.23, we generalize the construction of 2-filtered pseudo-colimits of categories of [5] and develop an explicit construction of σ-filtered σ-colimits of categories which is essential in many applications. In §3 we recall the notion of finite weight, and prove, Theorem 3.2, that σ-filtered σ-colimits commute with finite wighted pseudo (or bi) limits in Cat.
It is clear that the notion of exact 2-functor should be the preservation up to equivalence of finite weighted bilimits. An important corollary of Theorem 3.2 is that a σ-filtered σ-colimit of Cat valued exact 2-functors is exact. This fact is essential in the theory of flat 2-functors that we develop in [4] .
Background and terminology
We refer the reader to [9] for basic notions on 2-categories. Size issues are not relevant to us here, when it is not clear from the context we indicate the smallness condition if it applies. By Cat we denote the 2-category of (small) categories, with functors as morphisms and natural transformations as 2-cells.
In any 2-category, we use • to denote vertical composition and juxtaposition to denote horizontal composition. We consider juxtaposition more binding than "•", thus αβ • γ means (αβ) • γ. We will abuse notation by writing f instead of id f for arrows f when there is no risk of confusion. For a 2-category A and objects A, B ∈ A, we use the notation A(A, B) to denote the category whose objects are the morphisms between A and B and whose arrows are the 2-cells between those morphisms.
We fix throughout this paper a pair (A, Σ), where Σ is a family of arrows of a 2-category A, containing the identities and closed under composition. We note that this amounts to a 1-subcategory of A containing all the objects. We will use a symbol σ accompanying a concept, it is convenient to think that σ means that the concept is to be taken "relative to Σ". Whenever possible, we'll omit Σ from the notation.
We now give an explicit definition of the concepts of σ-cone and (conical) σ-colimit. For a complete definition of weighted σ-limits in terms of σ-natural transformations we refer the interested reader to [4] . Weighted σ-limits generalize both weighted lax and pseudo-limits as considered in [8, §5] , which correspond respectively to the two extreme cases where Σ consists of only the identities or Σ consists of all the arrows of A. As usual, conical σ-colimits are weighted σ-colimits where the weight is constant at the category 1. An important property of conical σ-colimits is that any weighted σ-colimit can be expressed as a conical σ-colimit, albeit with a different pair (A, Σ) [4] . Definition 1.1. (σ-colimit) Let F : A −→ B be a 2-functor, and E an object of B. A σ-cone for F (with respect to Σ) with vertex E is a lax cone {F A
such that θ f is invertible for every f in Σ. The morphisms between two σ-cones correspond to their morphisms as lax cones. This defines the category Cones Σ σ (F, E). The σ-colimit in B (with respect to Σ) of the 2-functor F : A −→ B is the universal σ-cone,
in the sense that for each E ∈ B, pre-composition with λ is an isomorphism of categories (we omit Σ now)
Since we need them later we make explicit below the equations that lax cones and their morphisms satisfy.
We note that conical σ-limits are special cases of cartesian quasi limits considered by J. W. Gray in [6, I,7.9.1 iii)]. As it is well known for the lax case, there is an op-lax naturality involved in the definition of conical colimits as weighted colimits with weight constant 1. That is the reason why our conical σ-colimits above have the structure 2-cells in the reverse direction than Gray's cartesian quasi colimits. In [6, I,7.11.4 i)] Gray proves that cartesian quasi colimits in Cat exist and gives an explicit construction of them. A dual proof (see [4] for details) shows that σ-colimits in Cat exist and yields the formula, for A
op is the co-2-fibration associated to F , and [(C Σ ) −1 ] indicates that the category of fractions is taken with respect to the arrows (f, ϕ) of Γ F with f ∈ Σ and ϕ an isomorphism (in other words the cartesian arrows over Σ).
However, as it is the case for filtered pseudo-colimits of categories, general categories of fractions are hard to explicitly compute and work with, and a better construction is available under extra hypothesis of filteredness on the domain category, which yield a calculus of fractions [1] . A generalization for dimension 2 is developed in [5] . See [3] where an explicit comparison is made between the construction of [5] and a construction using the calculus of 2-fractions of [11] .
We now consider a fundamental notion introduced in [4] . This notion relativizes to Σ the definition of bifiltered given in [10] , [5, 2.6] . See also the equivalent notion of 2-filtered [5] . We recover these notions when Σ consists of all the arrows of A. 
For a 2-functor ∆ F −→ A, we say that a lax cone θ with vertex E has arrows in Σ if the structure arrows F (i)
−→ E are in Σ for all i ∈ ∆. We refer to a 2-functor ∆ 
A construction of σ-filtered σ-colimits in Cat
In this section we will generalize the construction of 2-filtered pseudo-colimits of categories of [5] , and construct σ-filtered σ-colimits of categories. Let A F −→ Cat a 2-functor, and assume that A is σ-filtered. We will construct the σ-colimit of F in the sense of Definition 1.1.
In a similar way to [5] , we define a quasicategory L σ (F ) and compute the σ-colimit by identifying homotopical premorphisms. We note however that the definition of homotopy of [5] doesn't generalize in a direct way to the σ-case. We note that, in the case where Σ consists of all the arrows of A, the definition here is equivalent to the one in [5] by [5, 1.18 ].
In the same spirit, we note that our proofs of the results in this section and §3 below are not direct generalizations of the proofs that can be found in [5] , [2] . Instead, we prove a general lemma (2.9) from which all of the other results follow. This lemma and its proof are reminiscent of the usual arguing for filtered categories and filtered colimits: one should "go further" in order to obtain the equations one wishes to prove.
1. Objects of L σ (F ) are pairs (x, A), with A ∈ A and x ∈ F A, as in L(F ). With this notation, premorphisms are written as 2-cells F
Premorphisms
C . This allows one to exploit the rich interplay that exists between "real" 2-cells of A and premorphisms or "fake" 2-cells.
/ / (y, B), we say that ξ 1 is homotopical to ξ 2 , and write
:
We refer to the 2-cells (α 1 , α 2 , β 1 , β 2 ) as the homotopy and write
Remark 2.5. Note that for any pair of "real" 2-cells D
considering a σ-cone with arrows in Σ of the diagram given by them (recall Proposition 1.4), we have that there exist (α 1 , α 2 , β 1 , β 2 ) satisfying an equation analogous to (2.4) above, in other words "real 2-cells are always homotopical". Notation 2.6 (cf. [5, 1.7] ). We have the following composition of two 2-cells over a third one
To compose premorphisms α = ξ, β = ζ (cf. [5, 1.10 and above]) we pick γ from a σ-cone with arrows in Σ of the diagram
Given composable premorphisms ξ i , i = 1, 2, 3, the equality
The following lemma is the key to almost all the results of this paper. 
Lemma 2.9. Consider a finite sequence of functors
A F i
−→ Cat (note that we may have
F i = F j for i = j), premorphisms F i x i ? ? ⑧ ⑧ ⑧ ⑧ ξ i ⇓ y i ❄ ❄ ❄ ❄ A i o ❄ ❄ u i ❄ ❄ B i v i ? ? ⑧ ⑧ ⑧ ⑧ C i in L σ (F i )
Assume that a finite number of homotopy equations between these compositions hold (we ask that, for any given equation, the premorphisms on both sides of the equations have the same domain and codomain).
Then there exist E ∈ A, and for each i arrows w i , t i , z i in Σ and 2-cells µ i , ν i , with µ i invertible, fitting as follows
such that if we consider the corresponding premorphisms ξ i , then the equations for the compositions of the ξ i hold in F E. We mean the equations obtained by using composition in F E instead of composition over the 2-cells, and equality instead of homotopy. Moreover,
The arrows w i and t i can be chosen depending only on the objects A i , B i (this means precisely that if
The arrow z i and the 2-cells µ i , ν i can be chosen so that:
ii) Otherwise, i.e. considering only those pairs 
Note that in particular, for every i, j,
Proof. The idea of the proof is to construct a finite 2-diagram △ G −→ A that holds all the information of the premorphisms, the compositions over the 2-cells and the homotopies. We will construct △ (and G) in steps, starting with an empty category and adding objects, arrows and 2-cells. We omit to explicitly add all the identities and all the compositions of the arrows and the 2-cells. We note however that this procedure yields a finite 2-category △ because neither arrows between the same object (loops) nor 2-cells between the same arrow (2-loops) can arise as compositions of the "added" arrows and 2-cells.
Step 0 We begin constructing △ by adding one object for each element of the set {A i , B i } consisting of all the A i and all the B i . Then there is no harm in labeling these objects by A i , B i . The reader should note that, if A i = A j , or A i = B j , or B i = B j , then the same equality holds in △.
Step 1 We now consider all the premorphisms ξ i such that (u i , v i ) = (id, id). We add one new object ⋆ for each element of the set consisting of all the C i in these premorphisms, one new arrow for each element of the set {u i , v i } consisting of all the arrows in these premorphisms, and define G as follows:
We note that, for every premorphism ξ i , there are arrows of △ mapped to u i and v i . We now want to extend this result to all the given compositions of the ξ i over the 2-cells.
Step 2 To simplify the notation, it is convenient to add to the set S of premorphisms {η, ξ, ...} all the ξ i and all the compositions between them appearing in the given premorphisms η, ξ, .... For example, if η = (ξ j • γ ξ i ) • δ ξ m ∈ S, then we add ξ j • γ ξ i to the family. When we use the letters η, ξ we will be referring to premorphisms in this family.
We will modify △ so that 2.11. For each premorphism F
−→ ⋆, that are mapped to u and v respectively. We do as follows:
We modify △, considering one η at a time. We work inductively in the order that the composition is computed. By the Step 1, 2.11 holds for the ξ i . Consider then a composition
Then by the inductive hypothesis we have the diagram
We add one new object ⋆, two new arrows c, d and one new 2-cell to △, and extend G as follows:
Then the arrows ca ′ and db are mapped to ru ′ and sv as desired.
We note that we add one object, two arrows and a 2-cell once for each appearing composition over a 2-cell γ, and not once for each γ. We have to do this because two
· can have the same arrow v i = v j = id but if u i = id = u j then we have chosen two different arrows of △ that map to v i and v j (cf. item 2.ii) in the statement of the lemma). Then the same 2-cell γ may appear in two compositions ξ • γ ξ j and ξ • γ ξ i but must be treated differently in each case.
Step 3 We finally consider each of the homotopy equations η ∼ ξ. By definition, there are 2-cells (α 1 , α 2 , β 1 , β 2 ), with α i invertible i = 1, 2, such that
(2.12)
We know by 2.11 that there are arrows a, b, a ′ , b ′ of △ mapped to u,v,u ′ ,v ′ respectively. We add one object * , four arrows c, d, e, f and four 2-cells to △, and extend G as follows:
: :
We have finished constructing △ and G. By Proposition 1.4 we have a σ-cone (with respect to G −1 (Σ)) θ with arrows in Σ and vertex E, of the diagram △ G −→ A. Using 2.11 we define, for each η η :
Note that in particular we have for each ξ i , the premorphism ξ i as in (2.10) with
a , ν i = θ b ; where the object ⋆ and the arrows a, b were added to △ in step 1. By the construction of △, items 1. and 2. at the end of the lemma hold.
We will show the following two basic properties of the η from which it will follow that the original homotopy equations hold for the ξ i in F E, as desired. Consider two of these premorphisms η, ξ; then A. If the equation η ∼ ξ was one of the homotopy equations, then η = ξ. B. If the composition η • γ ξ appears in one of the given compositions, then η
Using first A and then B, it is easy to show that the homotopy equations between the compositions of the ξ i yield the desired equations in F E between the corresponding compositions of the ξ i . Then it only remains to prove A and B.
Proof of A. The homotopy (α 1 , α 2 , β 1 , β 2 ) : η ⇒ ξ was considered in Step 3 of our construction of △. We refer there for the notation. We claim that
and similarly for ξ. From these equalities it is clear how to show η = ξ using (2.12). So it suffices to prove (2.14). By axioms LC1 and LC2 (see Definition 1.1) we have
Composing with θ −1 e and θ −1 a it follows
From this equation and the corresponding one for β 1 it is immediate to show that the diagrams in equations (2.13) and (2.14) are equal.
Proof of B. The composition η • γ ξ was considered in
Step 2 of the construction of △, we refer there for the notation. We have to show that
By axiom LC1 (see Definition 1.1) it suffices to show
But by axioms LC1 and LC2 we have
Composing this equation with θ −1 a and θ −1 c v ′ it follows (2.15), finishing the proof.
Remark 2.16. We note some facts that follow from the proof of Lemma 2.9 and that will be used later. We consider as in the proof of the lemma (Step 2) the set S = {η, ξ, ...} consisting of all the ξ i and all the compositions of the ξ i that appear in the given compositions, and consider for each η in this family the premorphisms η as in (2.13). Then:
η ⇒ ξ is an homotopy (this is immediate by the definition of homotopy).
If
η • γ ξ is in the set S, then η • γ ξ = η • ξ (
this is item B of the proof).
Remark 2.17. We will loosely say that we apply Lemma 2.9 to a finite family of equations between compositions of premorphisms. We will omit to say that in this case we're considering all appearing premorphisms as the family ξ i and all the compositions appearing in the equations as the set S = {η, ξ, ...}. Proof. Apply Lemma 2.9 to the equations ξ 1 ∼ ξ 2 and ξ 2 ∼ ξ 3 . Then ξ 1 = ξ 2 = ξ 3 , which by remark 2.16, item 1, implies that ξ 1 ∼ ξ 3 . 
Proof. We apply Lemma 2.9 to the premorphisms {ξ 1 , ξ 2 , η 1 , η 2 }, the set S = {ξ 1 , ξ 2 , η 1 , η 2 , η 1 • γ 1 ξ 1 , η 2 • γ 2 ξ 2 } and the equations ξ 1 ∼ ξ 2 , η 1 ∼ η 2 . Then we have
where the equalities are justified by remark 2.16, item 2 and by Lemma 2.9. By remark 2.16, item 1, this implies that 
Proof. We apply Lemma 2.9 to the equations η k ∼ ξ k . In this way we have η k = ξ k , but since all the ξ k share the same (u, v) then all the ξ k are constructed from the ξ k by pasting the same 2-cells µ, ν that we denote by α 2 , β 2 respectively. Similarly, all the η k are constructed from the η k by pasting the same 2-cells that we denote α 1 , β 1 . Then by remark 2.16, item 1, 
Proof. It is immediate to show that λ is a functor, that λ u are natural transformations and axioms LC0, LC1 in Definition 1.1. If u ∈ Σ, then for each x we have the premorphisms
showing that λ u is invertible.
To prove axiom LC2, given A
We consider a σ-cone θ with arrows in Σ with vertex C for the diagram determined by the 2-cell γ (recall Proposition 1.4). Then a simple computation shows that
We will now show the universal property. Note that since σ-colimits exist in Cat [6, I,7.9.1 iii)], [4] , it suffices to show the 1-dimensional property (see [7, (3.4) and below]).
Then if we consider F h =⇒ X a σ-cone, we have to prove that there is a unique functor
The only possible definition on objects is h(x, A) = h A (x), and given any premorphism F
To show that this is well defined, consider a homotopy (α 1 , α 2 , β 1 , β 2 ) : ξ 1 ⇒ ξ 2 , then we compute
The equalities marked with an ( * ) are justified from the following equality and the corresponding equalities for β 1 , α 2 and β 2 , all of which follow immediately from axioms LC1 and LC2.
A basic exactness property of Cat
The following theorem, whose proof will occupy this whole section, generalizes [5, Theorem 2.4] not only to the σ-case but also to all finite weighted bilimits instead of cotensors. The case where Σ consists of all the arrows of A was considered in [2] . We refer to [8] , [12] , [4] among other choices for the definition of the bilimit of a 2-functor A F −→ B weighted by a 2-functor A W −→ Cat. We consider below a simple version of finite weight which is sufficient for our purposes. 
is an equivalence of categories. Observe that the bilimits can be computed in Cat as pseudolimits. Despite that, commutativity holds not up to isomorphism but only up to equivalence, i.e. in the "bi-sense".
As it is known, weighted bilimits can be constructed using bicotensors, biproducts and biequalizers (see [13] ). These bilimits exist in Cat in the stronger pseudo form. Furthermore, the proof in [13] also yields the finite case, see [2, Corollary 6 .12] for a detailed proof of the following: finite weighted bilimits in Cat can be constructed (as pseudo-limits) from finite cotensors, finite 2-products and pseudo-equalizers. Therefore to prove Theorem 3.2 it suffices to check commutativity for these three special kind of limits, which we do in the next three propositions.
The reader may notice that the proofs of these three propositions are somewhat similar, and in fact a direct unified proof of Theorem 3.2 is also possible. This proof is obtained by describing the categories appearing in (3.3) and the action of ♦, using the constructions of σ-filtered σ-colimits in Cat, and the construction of weighted bilimits in Cat. Since the weight W takes values in finite categories, Lemma 2.9 can also be used to prove this general case, but since some computations become much harder than the ones in the particular cases of the three propositions below we have refrained from doing so.
When using Lemma 2.9, we will denote the arrows w i , z i , t i in (2.10) by A −→ E, and so on, this is justified by item 1 in Lemma 2.9.
Finite cotensors. Note that if C, D ∈ Cat, we have {D, C} = C D the category of functors from C to D. Given F : A −→ Cat, and W a category, since cotensors are computed pointwise we have the 2-functor {W, F }(A) = (F A) W , we will denote F W = {W, F }. We have a comparison functor ♦ : L σ (F W ) −→ L σ (F ) W , we describe its action on objects and on arrows.
1. An object in L σ (F W ) is a pair (x, A), where x ∈ F W (A) = (F A) W . This is given by
2. An object in L σ (F ) W is a functor W (x,ϕ) − −− → L σ (F ) given explicitly by:
The naturality equations are, for p
Two premorphisms ξ 1 , ξ 2 are equivalent if there are 2-cells (α 1 , α 2 , β 1 , β 2 ), with α i invertible i = 1, 2, such that
5. An arrow (x, ϕ)
W is a natural transformation between the functors, it consists of a family of premorphisms F
6. The description of ♦ on arrows is (♦(ξ)) k = ξ k for all k ∈ W . [5, 2.4]). σ-filtered σ-colimits commute with finite cotensors in Cat. This means precisely that, for a finite category W , the canonical functor
Proof. We follow the structure of the proof in [5] , but by virtue of previous lemmas the proof here (particularly of item (a)) is simpler.
(a) essentially surjective. Given an object (x, ϕ) in L σ (F ) W as above, we apply Lemma 2.9
to have an object A, arrows A k
These data amount to a factorization (up to isomorphism)
where the functor W y −→ F A is defined by the formulas y k = w k x k , y f = ϕ f , and the identity 2-cells yield the isomorphism (x, ϕ) ∼ = ♦(y, A).
From Proposition 2.22, this implies that ξ ∼ η which concludes the proof.
. We apply Lemma 2.9 to have C and equivalent premorphisms such that the equations
C is a natural transformation. This is so because by item
, thus the naturality equations hold.
2-products. The empty product offers no difficulty and we leave it to the reader. Given
, easily modifiable to our case where a subcategory Σ of arrows is present, though our proof of the following theorem differs substantially from the proof of [2, Theorem 7.10], as we have available the powerful lemmas from section 2.
Proposition 3.5. σ-filtered σ-colimits commute with finite 2-products in Cat. This means precisely that the canonical functor
It is immediate from Proposition 2.22.
We apply Lemma 2.9 to have equivalent premorphisms F
Then (ξ, η) ∼ ( ξ, η) = ♦( ξ, η).
Pseudo-equalizers. We will show that σ-filtered σ-colimits commute with biequalizers in Cat, this is the σ-version of [2, Theorem 7 .19], we give a shorter complete proof. Given 3. The description of ♦ on objects is ♦(x, y, γ, δ) = (x, y, λ A (γ), λ A (δ)), where HA λ A −→ L σ (H) is the inclusion in the σ-colimit. Note that, since λ A (γ) = (id, γ, id) and we usually denote a premorphism (u, ξ, v) just by ξ, we may write ♦(x, y, γ, δ) = (x, y, γ, δ), but we must keep in mind the distinction between premorphisms of L σ (H) and arrows in HA. 
Two premorphisms (ξ 1 , η 1 ) and (ξ 2 , η 2 ) are equivalent if and only if ξ 1 ∼ ξ 2 in L σ (G) and η 1 ∼ η 2 in L σ (H).
6. The description of ♦ on arrows is ♦(ξ, η) = (ξ, η). 
