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1. INTRODUCTION
This work has its origins in two different topics: one in a context derived
from automata theory, in the study of recognizable formal series; and the
other in algebra, in the study of coalgebras. We now indicate briefly a bit
of the background from these two topics.
An important concept in automata theory is that of a recognizable lan-
guage, that is, a language (= set of words in a given alphabet) recognized
(or accepted) by some automaton. This notion has been generalized in two
different directions, each with a large literature. In one direction, one al-
lows multiplicities to be assigned to the words, obtaining (noncommutative)
formal power series (with the set of indeterminates being the alphabet and
with coefficients in a given semiring); recognizable may then be defined in
terms of representations of the free algebra on the alphabet (see [BeR2]).
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In particular, if we are given a finite number, say k, of noncommuting in-
determinates as the alphabet and a field as coefficients, then, as noted in
[R, p. 38], the space of recognizable formal power series may be identified
with the continuous dual coalgebra TV 0 of the tensor algebra TV on a
vector space V of dimension k; moreover [S] the coalgebra TV 0 gives a
realization of the cofree coassociative counital coalgebra on V .
In the other direction of generalization, words in a given alphabet are
generalized to (finite) trees in a given ranked (or graded) alphabet, and
languages are replaced by forests (= sets of trees). A recognizable forest
can be defined in several different (but mostly equivalent) ways as being
recognized (or accepted) by a corresponding type of tree automaton (de-
terministic or nondeterministic, top–down or bottom–up); see [GeS] and
Section 4 below.
A generalization both of recognizable formal power series (for the case
where the coefficient semiring is a field) and of recognizable forests is the
notion of a recognizable formal series on trees. The study of these series
was initiated in [BeR1]; see also [BoL], [BoA], [Bo1, Bo2].
Formal series on trees, or tree series for short, can also be called weighted
forests or weighted tree languages. In studying them, one works over a given
field, always denoted by F in the present paper, and uses a given ranked
alphabet, usually denoted by  in the present paper. Thus  is the disjoint
union 0 ∪1 ∪ · · · : (Unlike [BeR1] and some subsequent papers, we do
not restrict  to be finite.) The trees considered are (in graph–theoretic
terms) finite, rooted, ordered, and with nodes having labels from , where
if a node has p children then its label is in p. More algebraically, trees can
be defined recursively in terms of their height; for the precise definition, see
Section 2 below. In the language of universal algebra [C], a tree is just the
same as an element of the  \X–word algebra (or free magma) on X,
where X is any given subset of 0 (the choice of X reflects the fact that an
element of 0 may be regarded as either a constant or as a generator—the
set of trees will be the same in either case). We shall denote the set of all
the trees by M, or just M for short. A tree series f is just a mapping
from M to F , which is sometimes written as
P
m∈M f mm.
The notion of recognizable tree series generalizes that of recognizable
forest and (for the case over a field) recognizable formal power series. The
definition, as given in [BeR1], uses both the notion of –algebra, that is,
a set S together with a mapping φω x Sp → S for each p ≥ 0 and each
ω in p, and the notion of F––algebra (or linear –algebra [BaB]), that
is, a vector space B together with a p–linear mapping φω x Bp → B (or
equivalently, a linear mapping ⊗pB → B) for each p ≥ 0 and each ω in
p. Then in a natural way M is an –algebra and FM (a vector space with
basis M) is an F––algebra. As in [BeR1], a tree series f xM → F is called
recognizable if there exists a pair B;λ, which we call a recognizer for f ,
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consisting of a finite–dimensional F––algebra B and a linear functional λ
on B such that f = λζB, where ζB denotes the unique –algebra map from
M to B. This is equivalent to saying that the linear extension f of f to FM
annihilates an ideal of FM of finite codimension. Recall the classical result
(see [S]) that if A is an associative algebra with 1 then the space A0 of all
linear functionals on A which annihilate a cofinite ideal is a coassociative
counital coalgebra. This suggests that the space of recognizable tree series,
which we denote by Rec, should have a coalgebra structure.
The appropriate notion of coalgebra here is that of F––coalgebra (or,
for short, –coalgebra, which will always mean F––coalgebra in this pa-
per), which we define to be a vector space C with a linear map 1ω x C →
⊗pC for each ω in p. This definition of –coalgebras includes the case
of noncoassociative coalgebras, that is, the binary case, with  = 2 = 1
(see, for example, [Gr1, ACM, AC, M]), and of course includes the clas-
sical coassociative counital case in which  = 2 ∪ 0 = 1 ∪ ε. An
important distinction from the classical case (already known in the binary
case [M], [Gr2]) is that –coalgebras need not be locally finite (that is, a
finitely generated subcoalgebra need not be finite–dimensional). We shall
show in Sections 3 and 4 that Rec is an –coalgebra, that it is locally
finite, and indeed that it gives (a realization of) the cofree locally finite
 \X–coalgebra on the dual space FX∗ of the vector space FX with
basis X, where X is any subset of 0 .
The definitions mentioned above of Rec and of A0 may be regarded
as bottom–up definitions. There is another construction of A0, a top–down
construction, in terms of representative linear functionals on A (see [Al],
[BlL]), again assuming that A is associative with 1. We recall that a lin-
ear functional f on A is called representative if there exists an elementP
i∈I fi1 ⊗ fi2 (I finite) in A∗ ⊗A∗ such that f ab =
P
i∈Ifi1afi2b for
all a; b in A. It turns out that the elements of the coalgebra A0 are pre-
cisely the representative linear functionals on A. In this vein, we shall
introduce the key notion of representative tree series in Section 3 be-
low, the definition of which involves tree recursion. We shall show that
the space of representative tree series, which we denote Rep, has an
–coalgebra structure, and that Rep gives a realization of the cofree
 \ X–coalgebra on FX∗ where again X is any subset of 0. For a
given X in 0, we shall also consider a certain subcoalgebra of Rep
which gives a realization of the cofree  \ X–coalgebra on FX itself;
we call this subcoalgebra Rep; rfsX. (Here rfsX stands for “recursively
finite support on X”; if X is finite then Rep; rfsX = Rep.) We
shall also show that Rec is the locally finite part of Rep, that is,
a recognizable tree series is representative, while a representative tree se-
ries is recognizable if and only if the subcoalgebra it generates is finite–
dimensional. We shall show in Section 9 that except in the degenerate
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cases when either  = 0 or 0 is empty, Rep is strictly larger than
Rec, and we shall show in Section 10 that Rep is strictly smaller
than the space FM of all tree series except when  = 0 ∪ 1 or 0 is
empty.
We shall also examine the duality between the recognizers B;λ men-
tioned above, which are linear versions of the nondeterministic frontier–to–
root 6X–recognizers in the theory of tree automata [GeS], and the corec-
ognizers which we shall introduce in Section 4, these being linear versions
of the nondeterministic root–to–frontier 6X–recognizers of tree automata
theory.
In the classical case of a linear functional on an associative algebra with
1, the functional is representative if and only if the span of its translates
is finite–dimensional [Al], [BlL]. For tree series the notion of translate in-
volves trees with a single occurrence, as a leaf, of an extra substitution
symbol y (see Section 7 below); we denote the set of such trees by My .
There is a natural action, by substitution at the leaf labelled y, of My on
itself and on M . Under these actions, My is a monoid acting on the set
M . Any element of My in which the leaf labelled y is a child of the root
is called irreducible; the monoid My is a free monoid on the set of its ir-
reducible elements. The action of the monoid My on M gives, dually, a
(right) action of My on the space FM of tree series, with mf t = f mt
for m in My , f in FM , and t in M . The element mf is called a translate of
f (by m). One of our main results, Theorem 7.2, is a characterization by
translates of the property of a tree series being representative. Our result
can be stated most simply when  \ 0 is finite, and in that case the re-
sult says that a tree series f is representative if and only if for every k > 0
the following space is finite–dimensional: the span of the set of all trans-
lates of f by products of at most k irreducibles. As a special case of our
result we obtain the result of [BoL] that a tree series is recognizable if
and only if the span of all of its translates is finite–dimensional (see Corol-
lary 8.3 below). Other consequences include the facts (given in Section 8)
that a subspace of Rep is a subcoalgebra if and only if it is invariant
under translates, and that the subcoalgebra generated by a representative
tree series f consists of the span of the set of all translates of f .
Since we deal in this paper with linear –algebras and linear –
coalgebras, it would be natural to consider also the situation in which 
itself has a linear structure. This leads to the notions of a (linear) op-
erad and algebras and coalgebras over an operad (see [GiK]). Extensions
and applications of some of the results of the present paper to results
on algebras and coalgebras over operads, including results on varieties of
–coalgebras, will be presented in subsequent work. We merely remark
here that the coalgebras considered in the present paper can be considered
as coalgebras over a free nonsymmetric operad.
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2. PRELIMINARIES
Throughout this paper, we take the base field to be a given field F .
In particular, tensor products will always be taken over F . For any vector
space V , the dual space will be denoted by V ∗. If φ x V → W is a linear
map then φ∗ x W ∗ → V ∗ will denote the dual map. If Y is a set, FY
will denote the vector space with basis Y , and FY will denote the vector
space of all functions from Y to F . Also, FY will be identified with FY ∗,
where an element of FY is identified with its extension to a linear map of
FY to F . If V1; : : : ; Vn are vector spaces and Wj is a subspace of Vj for
j = 1; : : : ; n, then W1 ⊗ · · · ⊗Wn will be identified with its canonical image
in V1 ⊗ · · · ⊗ Vn, and V ∗1 ⊗ · · · ⊗ V ∗n will be identified with its canonical
image in V1 ⊗ · · · ⊗ Vn∗ . Also, ⊗pV denotes the p–fold tensor product
V ⊗ · · · ⊗ V , with ⊗0V = F , and similarly for p–fold tensor products of
linear maps.
Throughout the paper,  will denote the ranked set  = 0 ∪ 1 ∪ · · ·
(disjoint union), X will denote a fixed subset of 0, and 6 will denote
the ranked set  \ X = 0 \ X ∪ 1 ∪ · · · (where  \ X denotes the
complement of X in ). We shall regard 6 as an operator domain, that
is, as a set of operator symbols, and shall regard the elements of X as
generators or variables. However, for much of what we do we can ignore
X, or equivalently, we can take X to be empty, so that 6 = . If ω ∈ p
we shall say that omega has arity p or is p–ary. We recall, as mentioned
briefly in Section 1 above, that an –algebra B is a set B with a collection
of mappings in bijective correspondence with  and often denoted by the
same names, where if p > 0 and ω ∈ p, then, as a map, ω x Bp → B
(where Bp denotes the Cartesian product of p copies of B), while if p = 0
and ω ∈ 0, then ω is a mapping of a one–point set 1 to B [C, p.48]. We
shall often identify such a 0–ary ω with an element of B. If A and B are
two –algebras, a homomorphism (or –algebra map) from A to B is a
function µ x A→ B which preserves the operations (by elements of ) in
the usual sense (so that, in particular, µω = ω if ω ∈ 0). The collection
of –algebras and their morphisms forms a category.
We shall use the following realization of the free 6–algebra on the set
X, which we denote by M, or by M for short; its underlying set is
independent of the choice of the subset X of 0. In this construction of M
we shall give a recursive definition of tree, height, and subtree. The elements
of M are called trees. Each tree t will have a uniquely determined height,
denoted ht t, which is a nonnegative integer, and will have a collection of
subtrees, denoted sub t. Every tree is obtained by the following procedure.
The trees of height 0 are the elements of 0, and each such tree has a
unique subtree, namely itself. Suppose that p > 0, that ω ∈ p, and, for i =
1; : : : ; p, that ti is a tree having already been defined, along with its set of
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subtrees. Then the symbol t = ωt1; : : : ; tp is a tree of height ht t = 1+
maxht t1; : : : ; ht tp, while sub t is the disjoint union t ∪ sub t1 ∪
· · · ∪ sub tp. By a leaf of t we mean a subtree of t of height 0. As defined,
the set M of trees is an –algebra, and the underlying 6–algebra of M ,
together with the inclusion map X →M , is clearly a free 6–algebra on the
set X.
By an F––algebra, or linear –algebra [BaB], we shall mean a vector
space A (over F) which is an –algebra such that for each p > 0 and ω
in p, the operation ω (which maps Ap to A) is p–linear. Equivalently,
we may regard ω as a linear map ω x ⊗pA→ A. Also, if ω ∈ 0, we may
regard ω as a linear map from F to A, where ω, regarded as an element of
A, equals ω1. If A and B are two F––algebras, a homomorphism (or F–
–algebra map) from A to B is a linear map which preserves the operations
by elements of . The collection of F––algebras and their morphisms
forms a category. If B is an –algebra then FB is in the obvious way an
F––algebra. In particular, FM is an F–6–algebra, and it is clear that FM ,
together with the inclusion mapping of FX into FM , is a free F–6–algebra
on the vector space FX.
We obtain the definition of a linear –coalgebra, that is, of an F––
coalgebra, or –coalgebra for short, by reversing the arrows in the tensor–
power version of the definition of F––algebra. Thus, as mentioned in the
Introduction, an –coalgebra is a vector space C together with a family of
linear maps 1ω;Cω∈, where if ω ∈ p then 1ω;C is a linear map 1ω;C x
C →⊗pC. We will often write 1ω instead of 1ω;C if there is no danger of
confusion. If C and D are two –coalgebras then a homomorphism (or –
coalgebra map) φ from C to D is a linear map φ x C → D which preserves
the operations, that is, such that for every p ≥ 0, ω in p, and c in C, we
have 1ω;Dφc = ⊗pφ1ω;Cc. With these maps as morphisms, we get
the category of –coalgebras.
We now describe the extension to –coalgebras of some notions which
are well–known in the binary case. A subspace D of an –coalgebra C
is called a sub –coalgebra, or just subcoalgebra for short when there is
no danger of ambiguity, if for every p ≥ 0 and every ω ∈ p, we have
1ω;CD ⊆ ⊗pD. Thus a subcoalgebra is itself in an obvious way an –
coalgebra. It can be seen that the intersection, as well as the sum, of any
collection of subcoalgebras of an –coalgebra is a subcoalgebra. In par-
ticular, we may define the subcoalgebra generated by a subset S of an –
coalgebra C to be the intersection of all subcoalgebras of C containing S.
An –coalgebra D is called locally finite if for every finite subset S of D,
the subcoalgebra of D generated by S is finite–dimensional. If C is an –
coalgebra, the sum of all locally finite subcoalgebras of C is a locally finite
subcoalgebra of C which we call the locally finite part of C and denote by
LocC.
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We now give some examples and remarks pertaining to –coalgebras.
(i) Any coalgebra in the classical sense, that is, an ordinary coas-
sociative counital coalgebra C;1; ε, is a special case of an –coalgebra
with  = 0 ∪2 where 0 = ε while 2 = 1.
(ii) If C is an –coalgebra then, as for classical coalgebras, the dual
space C∗ is a linear –algebra. In the other direction, suppose that A is a
linear –algebra. If A is finite–dimensional then, as in the classical case,
the dual space A∗ is an –coalgebra. For the case when A is infinite–
dimensional, the construction of Rep given below can be generalized to
give an –coalgebra A0, but we will not need that in this paper.
(iii) Let  = 3 = ω1;ω2. If A = A0¯ +A1¯ is a (not necessarily
associative) superalgebra (that is, a Z2–graded linear algebra with a sin-
gle bilinear operation which we denote by juxtaposition) then A1¯ is a lin-
ear –algebra with ω1a; b; c = abc and ω2a; b; c = abc. Dually, if
C = C0¯ + C1¯ is a supercoalgebra, with (binary) comultiplication 1, so that
1Cr¯ ⊆
P
p¯+q¯=r¯ Cp¯ ⊗ Cq¯, then C/C0¯ (∼= C1¯) is an –coalgebra with 1ω1
and 1ω2 induced on the quotient by 1⊗ 11 and 1⊗ 11, respectively.
This example generalizes, in particular to Zn in place of Z2.
Other explicit examples will be given in Sections 4, 5, and 9 below.
3. CONSTRUCTION OF Rep AND COFREE COALGEBRAS
For ω ∈ p, we can regard ω as a linear map ω x ⊗pFM → FM . Then
ω∗ x FM∗ → ⊗p FM∗, with ω∗f t1 ⊗ · · · ⊗ tp = f ωt1; : : : ; tp for
all f ∈ FM and all t1; : : : ; tp ∈M , if p > 0, and with ω∗f = f ω if p = 0.
Recall that by a tree series we mean an element of FM , and that we are
identifying FM with FM∗.
Let R be a subspace of FM . We define subspaces Rt of R, for t in M ,
as follows. If the height ht t of t is 0, then Rt = R. If ht t > 0, with
t = ωt1; : : : ; tp, and if Rs has already been defined for all trees s for
which ht s < ht t, then we define
Rt = r ∈ R x ω∗r ∈ Rt1 ⊗ · · · ⊗ Rtp
(recalling from Section 2 that Rt1 ⊗ · · · ⊗ Rtp is identified with a subspace
of ⊗pFM∗ ). Thus each Rt is a subspace of FM . We define
R-Rep = \
t∈M
Rt;
and say that a tree series f is R–representative if f ∈ R–Rep. Note that
the property of f being R–representative is independent of the choice of
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the subset X of 0. For R = FM we write R–Rep = Rep, and say
that f is representative if f ∈ Rep.
Lemma 3.1. Suppose that R is a subspace of FM , f ∈ R–Rep, p ≥ 0,
and ω ∈ p. Then ω∗f ∈ ⊗pR–Rep.
Proof. If p = 0 then ω∗f = f ω ∈ F = ⊗0R–Rep. Now suppose
that p > 0. For all t1; : : : ; tp in M we have f ∈ Rωt1;:::;tp, and hence ω∗f ∈
Rt1 ⊗ · · · ⊗ Rtp by the definition of Rt for t = ωt1; : : : ; tp. Therefore
ω∗f ∈ \
t1;:::;tp∈M
Rt1 ⊗ · · · ⊗ Rtp
⊆
p\
j=1
\
t∈M
(⊗j−1FM ⊗ Rt ⊗ ⊗p−jFM
⊆
p\
j=1

⊗j−1FM ⊗
 \
t∈M
Rt

⊗ ⊗p−jFM

⊆ ⊗p
 \
t∈M
Rt

= ⊗pR-Rep:
For each p ≥ 0, ω ∈ p, and subspace R ⊆ FM , we can now define
1ω;R-Rep to be the linear map with domain R–Rep and codomain
⊗pR–Rep such that 1ω;R-Repf = ω∗f for all f in R–Rep. When
R = FM we denote this map simply by 1ω.
Corollary 3.2. Rep, with the maps 1ω for ω ∈ , is an –
coalgebra. Moreover, for any subspace R ⊆ FM , R–Rep is the largest
subcoalgebra of Rep contained in R.
We shall consider in particular the special case in which R consists of
those elements of FM which have finite support on X, that is, those elements
f ∈ FM for which x ∈ X x f x 6= 0 is finite. For this R, we shall write
R–Rep = Rep; rfsX and shall say that f in FM has recursively finite
support on X if f ∈ Rep; rfsX.
A cofree –coalgebra on a vector space V is a pair C;pi where C is
an –coalgebra and pi is a linear map from C to V such that if D is an
–coalgebra and φ is a linear map from D to V then there is a unique
–coalgebra map φ from D to C such that piφ = φ. The following two
results can be proved in a more category–theoretical way, but we give a
direct proof here. Recall that X ⊆ 0 and that 6 =  \X.
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Theorem 3.3. The following pair is a cofree 6–coalgebra on FX x
C;piFX, where C is the underlying 6–coalgebra of Rep; rfsX, while
piFX x C → FX is the map for which piFXf  =
P
x∈X f xx for f ∈
Rep; rfsX.
Proof. In the proof, we let R = f ∈ FM x f has finite support on X.
Thus C is the underlying 6–coalgebra of R–Rep. Also, for any x in X,
we denote by x∗ the element of FX∗ with x∗z = δx;z for z in X. Let D
be a 6–coalgebra and let φ x D→ FX be a linear map. We obtain a linear
map φ x D→ C by the following recursive definition of φdt for d ∈ D
and t ∈M:
i φdx = x∗φd for x ∈ Xy
ii φdω = 1ω;Dd for ω ∈ 0 \Xy
iii φdt = ⊗pφ1ω;Ddt1 ⊗ · · · ⊗ tp
if t = ωt1; : : : ; tp with p ≥ 1:
3:1
We claim that φD ⊆ C. First, if ht t = 0, then Rt = R, and φD ⊆ R,
since for d in D, the set x ∈ X x φdx 6= 0 = x ∈ X x x∗φd 6= 0
is finite. Next, suppose that ht t > 0, with t = ωt1; : : : ; tp, and that
φD ⊆ Rs for all s for which ht s < ht t. For d in D, the definitions of
φd and of 1ω show that
1ωφd = ⊗pφ1ω;Dd:
Therefore 1ωφD ⊆ Rt1 ⊗ · · · ⊗ Rtp , and hence φD ⊆ Rt . Thus φD ⊆T
t∈M Rt = C. The formula just given for 1ωφd shows that φ preserves
ω–comultiplication if ω has arity > 0, while if ω ∈ 0 \X then the def-
inition of φd shows that 1ωφd = 1ω;Dd . Hence φ is an 6–coalgebra
map. If d ∈ D then piFXφd =
P
x∈Xφdxx =
P
x∈Xx∗φdx =
φd. Hence piFXφ = φ. Finally, suppose that τ x D → C is another 6–
coalgebra map with piFXτ = φ. We prove by induction on the height of
t that τdt = φdt for all d in D and all t in M . For x in X we
have φdx = x∗φd = x∗piFXτd = x∗
P
z∈Xτdzz = τdx. For
ω in 0 \ X we have φdω = 1ω;Dd = 1ωτd = τdω. If htt > 0,
with t = ωt1; : : : ; tp, and if τds = φds for all s in M for which
hts < htt, then
φdt = ⊗pφ1ω;Ddt1 ⊗ · · · ⊗ tp
= ⊗pτ1ω;Ddt1 ⊗ · · · ⊗ tp
= 1ω;Cτdt1 ⊗ · · · ⊗ tp = τdt:
Therefore φ = τ.
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Theorem 3.4. The following pair is a cofree 6–coalgebra on the dual
space FX∗ : E;piFX∗, where E is the underlying 6–coalgebra of Rep,
while piFX∗ x E → FX∗ is the map for which piFX∗f x = f x for all
f in Rep and all x in X.
Proof. The proof of Theorem 3.3 goes through in the present case with
minor changes, in particular with φdx in place of x∗φd in (3.1)(i),
that is, with
i φdx = φdx for x ∈ Xy
ii φdω = 1ω;Dd for ω ∈ 0 \Xy
iii φdt = ⊗pφ1ω;Ddt1 ⊗ · · · ⊗ tp
if t = ωt1; : : : ; tp with p ≥ 1
3:2
for the construction of φ such that piFX∗φ = φ.
When X is taken to be empty, so that FX∗ = 0, the only map from
a 6–coalgebra to FX∗ is the 0 map. We thus get the following result as
an immediate consequence of Theorem 3.4 (or of Theorem 3.3).
Corollary 3.5. Rep is a terminal object in the category of –
coalgebras, that is, if D is an –coalgebra then there is a unique –coalgebra
map ηD x D→ Rep. Moreover, we have the following recursive construc-
tion for ηD:
i ηDdω = 1ω;Dd for ω ∈ 0y
ii ηDdt = ⊗pηD1ω;Ddt1 ⊗ · · · ⊗ tp
if t = ωt1; : : : ; tp with p ≥ 1:
3:3
We remark that not only is Corollary 3.5 a special case (for X empty) of
Theorem 3.4, but conversely, Theorem 3.4 actually follows from Corollary
3.5. Indeed, the only difference between C being a 6–coalgebra and C being
an –coalgebra is that as an –coalgebra C also has a linear functional 1x;C
on C for each x ∈ X, or equivalently, C is equipped with a linear map,
which we may call 1X;C , from C to FX∗, where 1X;Ccx = 1x;Cc.
Thus –coalgebras are the same as 6–coalgebras equipped with a linear
map to FX∗. Moreover, suppose that C and D are –coalgebras and
that ψ x C → D is a 6–coalgebra map. Then, for c in C and x in X, we
have 1X;Dψcx = 1x;Dψc, while 1X;Ccx = 1x;Cc. Hence a 6–
coalgebra map ψ x C → D is an –coalgebra map, that is, 1x;D ◦ ψ = 1x;C
for all x in X, if and only if 1X;D ◦ ψ = 1X;C . Also, if C is the underlying
6–coalgebra of Rep, then, for piFX∗ the canonical map of Theorem
3.4 and for c in C and x in X, we have 1X;Ccx = 1x;Cc = cx =
piFX∗cx, that is, 1X;C = piFX∗ . In particular, Theorem 3.4 is equivalent
to Corollary 3.5.
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Corollary 3.6. The pair LocC;piFX LocC, where C and piFX are as
in Theorem 3.3, is a cofree locally finite 6–coalgebra on FX. Also, the pair
LocE;piFX∗ LocE; where E and piFX∗ are as in Theorem 3.4, is a cofree
locally finite 6–coalgebra on FX∗.
Corollary 3.7. Loc Rep is a terminal object in the category of locally
finite –coalgebras.
As in the remark above that Theorem 3.4 and Corollary 3.5 are equiv-
alent, we also have the following: the second statement of Corollary 3.6 is
equivalent to Corollary 3.7 (this uses the fact that the condition for a sub-
space to be a subcoalgebra does not depend on the 0–ary operators).
4. RECOGNIZABLE TREE SERIES
We recall from the theory of tree automata [GeS] that a deterministic
frontier–to–root 6X–recognizer consists of a finite 6–algebra Q (the set of
states), an initial assignment φ x X → Q, and a set Q′ ⊆ Q of final states.
The map φ extends to an –algebra map φ xM → Q. A tree t is said to be
accepted by the recognizer if φt ∈ Q′. The forest recognized by the rec-
ognizer is the set of all trees accepted by the recognizer, and a recognizable
forest is a forest recognized by some deterministic frontier–to–root recog-
nizer. To say that Q is a 6–algebra with a function φ x X → Q is equivalent
to saying, in our notation, that Q is an –algebra. Also, specifying a subset
Q′ of Q is equivalent to specifying a function (the characteristic function of
Q′) from Q to 0; 1. The nondeterministic version of the above is obtained
by taking the images ωq1; : : : ; qp (including the images φx) to be el-
ements of the power set PQ of Q instead of elements of Q. The same
forests are recognizable in the nondeterministic case as in the determinis-
tic case. The next definition is a linearized version of these notions. Our
notion of a tree series being recognizable coincides with that introduced in
[BeR1].
Definition. An F––recognizer, or recognizer for short, is any pair
B;λ with B a finite–dimensional F––algebra and λ ∈ B∗. The dimen-
sion of the recognizer is the dimension of B. The tree series recognized by
B;λ is f = λζ, where ζ = ζB is the unique –algebra map from M to B.
We shall also say, for this f , that B;λ is a recognizer for f . A tree series
f ∈ FM is called recognizable if there is a recognizer for f .
Any frontier–to–root recognizer, with Q and Q′ as above, say for the
nondeterministic case, gives rise to an F––recognizer, as follows. We take
the F––algebra B to be FQ with operators ωB determined by setting
ωBq1; : : : ; qp =
P
q∈ωq1;:::;qp q for each p ≥ 0 and each ω ∈ p, and we
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take λ to be the element of B∗ such that λq = 1 if q ∈ Q′ and λq = 0
if q ∈ Q \ Q′. Allowing more general coefficients than 1’s and 0’s gives
the general case of an F––recognizer. This includes a generalization of a
frontier–to–root recognizer in which elements in the images ωq1; : : : ; qp
and λq are assigned weights in F which represent the muliplicity of an
occurrence of the image.
We can also consider the notion of an F–6X–recognizer. As a linear
analogue to the frontier–to–root 6X–recognizers defined above, we define
this to be a triple A;λ;φ where A is a finite–dimensional F–6–algebra,
λ ∈ A∗, and φ is a function from X to A. The tree series recognized by
A;λ;φ is f = λφ where φ is the unique 6–algebra map from M to A
such that φx = φx for all x in X. We identify φ with its extension to a
linear map from FX to A. Having the pair A and φ is equivalent to having
an F––algebra B for which the underlying F–6–algebra is A and for which
the 0–ary element x in B equals φx for x in X. Moreover, φt = ζt for
all t in M . Therefore the tree series recognized by A;λ;φ is the same as
the tree series recognized by B;λ. Thus the notion of an F–6X–recognizer
is equivalent to that of an F––recognizer, and the notion of a tree series being
recognized by an F–6X–recognizer is equivalent to that of being recognized by
an F––recognizer.
We write
Rec = f ∈ FM x f is recognizable:
Note that if one were to delete the condition in the definition of recog-
nizability above that the recognizer be finite–dimensional, then every f in
FM would satisfy the remaining conditions to be recognizable. Indeed, for
the pair FM;λ with λ ∈ FM∗ such that λt = f t for all t ∈ M , we
have ζFM = inclusion and f = λ ◦ inclusion.
Recall that an ideal of a linear –algebra B is a subspace K such that
for all p > 0, ω ∈ p, k ∈ K, b1; : : : ; bp ∈ B, and j ∈ 1; : : : ; p, we have
ωb1; : : : ; bj−1; k; bj+1; : : : ; bp ∈ K. Suppose that f ∈ FM is recognizable,
with B;λ a recognizer for f , and let gf denote the linear extension of f
to FM (f is identified with gf under the identification of FM with FM∗).
Then gf is a linear functional on FM which annihilates a cofinite ideal (that
is, an ideal of finite codimension) K of FM; we may take K = kernelζB.
Conversely, if g is a linear functional on FM which annihilates a cofinite
ideal K, then we get a recognizer for the restriction f of g to M by taking
B = FM/K and taking λ the linear functional on B induced by g. Thus
f ∈ FM is recognizable if and only if the linear extension of f to FM annihilates
a cofinite ideal of FM .
We are going to introduce a notion of corecognizer which is essentially
dual to that of a recognizer. We recall [GeS] that a nondeterministic root–
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to–frontier (abbreviated NDR) 6X–recognizer involves the concept of an
NDR 6–algebra, which consists of a set Q together with a map ωQ for
each ω in 6, where if ω is p–ary for p > 0 then ωQ is a function from
Q to the power set PQp of Qp, while if ω ∈ 60 then ωQ ∈ PQ. An
NDR 6X–recognizer consists of a finite NDR 6–algebra, a subset Q′ ⊆ Q
of initial states, and a final assignment ψ x X → PQ. As in the frontier–
to–root case, there is no loss of generality in just considering the case when
X is empty, that is, in considering NDR –recognizers, which have no final
assignment, instead of the 6X case. For the (recursive) definition of a tree t
being accepted by an NDR –recognizer (and thus of the forest recognized
by the recognizer, which consists of the trees accepted by the recognizer),
see [GeS]. It turns out that the same forests are recognizable in the NDR
case as in the frontier–to–root case.
We will call our linear analogue of an NDR –recognizer an F––
corecognizer. However, while the state set of an NDR recognizer is as-
sumed to be finite (as is that of a frontier–to–root recognizer), we allow a
corecognizer to be infinite–dimensional. Also, since the dual notion to that
of a linear functional on an algebra B is that of a linear map, say κ, from
F to a coalgebra C, we may replace consideration of κ by consideration of
the element c = κ1.
Definition. An F––corecognizer, or corecognizer for short, is any pair
C; c with C an –coalgebra and c ∈ C. The dimension of the corecognizer
is the dimension of C. The tree series corecognized by C; c is f = ηCc
where ηC is the unique –coalgebra map from C to Rep (as in Corol-
lary 3.5). We shall also say, for this f , that C; c is a corecognizer for f .
Any NDR –recognizer gives rise to an F––corecognizer C; c as fol-
lows. Suppose that we have an NDR –recognizer Q as above, with initial
state set Q′ and operators ωQ for all ω in . We then take C = FQ with
1ω;C determined by
1ω;Cq =
X
q1;:::;qp∈ωQq
q1 ⊗ · · · ⊗ qp
if the arity of ω is p > 0, while for ω 0–ary, if q ∈ ωQ then 1ω;Cq = 1
and if q ∈ Q \ωQ then 1ω;Cq = 0. Also we take c =
P
q∈Q′ q.
Lemma 4.1. Suppose that W is a subspace of FM and that ω∗w ∈
⊗pW +Rep for every w ∈ W; p ≥ 0, and ω ∈ p. Then W ⊆ Rep.
Proof. Let R = FM . It suffices to show that W ⊆ Rt for all t ∈M . This
holds if htt = 0. Suppose that htt > 0, with t = ωt1; : : : ; tp, and that
556 block and griffing
W ⊆ Rs for all s for which hts < htt. Then for w ∈ W we have
ω∗w ∈ ⊗pW +Rep ⊆ Rt1 ⊗ · · · ⊗ Rtp;
and thus W ⊆ Rt .
Lemma 4.2. Suppose that C is an –coalgebra and that θ x C → FM is a
linear map such that ω∗θ = ⊗pθ1ω;C for every p ≥ 0 and every ω ∈ p.
Then θC ⊆ Rep, and, with its codomain restricted to Rep, θ is the
unique –coalgebra map ηC from C to Rep.
Proof. By Lemma 4.1 with θC = W , we have θC ⊆ Rep. Hence,
since θ preserves each ω, θ (with codomain restricted) is a coalgebra map,
and then θ = ηC by the uniqueness of ηC (given by Corollary 3.5).
Theorem 4.3. Let f ∈ FM . If B;λ is a recognizer for f then B∗; λ is a
corecognizer for f . Conversely, if C; c is a finite–dimensional corecognizer for
f then C∗; λ, where λ is evaluation at c, is a recognizer for f . In particular,
f is recognizable if and only if there is a finite–dimensional corecognizer for f .
Proof. Suppose that B;λ is a recognizer for f . Let ζ = ζB be the
unique F––algebra map from FM to B. Then f = λζ, B∗ is an –
coalgebra, and λ ∈ B∗. Thus B∗; λ is a corecognizer. Suppose that p ≥ 0
and ω ∈ p. We write ωB for the operation in B (and, as usual, plain ω
for the operation in FM), and also recall that we are identifying FM∗
with FM . We have ζω = ωB⊗pζ. Hence ω∗ζ∗ = ⊗pζ∗ω∗B. Since B is
finite–dimensional, ⊗pB∗ = ⊗pB∗, and hence ⊗pζ∗ = ⊗pζ∗. Therefore
ω∗ζ∗ = ⊗pζ∗ω∗B. By the definition of the dual –coalgebra of a finite–
dimensional F––algebra, 1ω;B∗ = ω∗B. Hence the hypothesis of Lemma
4.2, with C = B∗ and θ = ζ∗, is satisfied. Therefore ζ∗B∗ ⊆ Rep,
and with the codomain of ζ∗ restricted to Rep, ζ∗ = η, where here
η denotes the unique –coalgebra map from B∗ to Rep. The tree se-
ries corecognized by the corecognizer B∗; λ is ηλ = ζ∗λ = λζ = f ,
proving the first statement of the theorem.
For the converse, suppose that C; c is a finite–dimensional corecognizer
for f , let η = ηC denote the unique –coalgebra map from C to Rep,
and let A denote the F––algebra C∗. Then f = ηc. We write λ for the
linear functional on A given by evaluation at c. Thus A;λ is a recognizer,
and the tree series it recognizes is λζ = ζ∗λ, where here ζ = ζA is the
unique F––algebra map from FM to A. We define a map ψ from M to
A by
ψtd = ηdt for t ∈M and d ∈ C:
We claim that ψ is an –algebra map. First, if t = ω ∈ 0 and d ∈ C then
ψtd = ηdt = 1ωηd = 1ω;Cd, and hence ψt = 1ω;C = ωA as
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desired. Next, if p > 0; ω ∈ p; t1; : : : ; tp ∈M and d ∈ C then
ψωt1; : : : ; tpd = ηdωt1; : : : ; tp
= 1ωηdt1 ⊗ · · · ⊗ tp
= ⊗pη1ω;Cdt1 ⊗ · · · ⊗ tp
= ψt1 ⊗ · · · ⊗ ψtp1ω;Cd
= ψt1 ⊗ · · · ⊗ ψtpω∗Ad:
Hence
ψωt1; : : : ; tp = ψt1 ⊗ · · · ⊗ ψtpω∗A
= ω∗∗A ψt1 ⊗ · · · ⊗ ψtp
= ωAψt1; : : : ; ψtp:
Therefore ψ is an –algebra map. Thus, by the uniqueness of ζ, we have
ψ = ζ. For t ∈ M we now have f t = ηct = ζtc = λζt. Hence
f = λζ, that is, A;λ is a recognizer for f .
Corollary 4.4. Suppose f ∈ FM . Then f is representative if and only
if f has a corecognizer, and f is recognizable if and only if f has a finite–
dimensional corecognizer. Moreover,
Rec = Loc Rep:
Proof. If f ∈ Rep, let D denote the subcoalgebra generated by f .
If f ∈ Rep then D; f  is a corecognizer for f , while conversely, if
there is a corecognizer C; c for f then f = ηCc ∈ Rep, which gives
the first statement. Next, if f is recognizable, with B;λ a recognizer for
f , then, by the theorem, B∗; λ is a (finite–dimensional) corecognizer for
f . Then ηB∗B∗ is a finite–dimensional subcoalgebra of Rep contain-
ing f . Hence D is finite–dimensional, and f ∈ Loc Rep. Conversely, if
there is a finite–dimensional corecognizer C; c for f—D; f  will do if
f ∈ Loc Rep—then again by the theorem C∗; evaluation at c is a rec-
ognizer for f , and so f is recognizable.
If B;λ is a recognizer, we shall call the corecognizer B∗; λ the dual
of B;λ, and if C; c is a finite–dimensional corecognizer, we shall call
the recognizer C∗; evaluation at c the dual of C; c. Also, by a homo-
morphism (resp., isomorphism) from a recognizer A;κ to a recognizer
B;λ we mean an F––algebra homomorphism (resp., isomorphism) ρ
from A to B such that λρ = κ, while by a homomorphism (resp., isomor-
phism) from a corecognizer C; c to a corecognizer D;d we mean an
–coalgebra homomorphism (resp., isomorphism) from C to D sending c
to d.
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Corollary 4.5. Suppose that f ∈ FM is recognizable, let D be the sub-
coalgebra of Rep generated by f , and let B;λ be a recognizer for f
of minimum dimension. Then the recognizer B;λ is isomorphic to the rec-
ognizer D∗; evaluation at f  dual to the corecognizer D; f  of f . In par-
ticular, dimD is the minimum dimension of a recognizer for f . Also, D =
κζB x κ∈B∗.
Proof. Since f is recognizable, D is finite–dimensional, say of dimension
r. If C; c is a corecognizer for f then ηCC is a subcoalgebra containing
D. Hence C; c is a corecognizer of minimum dimension if and only if
ηC , with its codomain restricted to its image, is an isomorphism of C to D
sending c to f . The first two results of the corollary then follow from the
correspondence between recognizers and finite–dimensional corecognizers
given in Theorem 4.3. To establish the final statement, since B ∼= D∗, we
have κζB x κ ∈ B∗ = κ′ζD∗ x κ′ ∈ B∗∗ = εdζD∗ x d ∈ D, where εd
equals evaluation at d. The latter set equals D since D∗; εd is a recognizer
for d by the theorem.
We now define a notion of minimal corecognizer, where we cannot sim-
ply require that the corecognizer have minimum dimension since (as we
shall see in Section 9) a representative tree series need not have a finite–
dimensional corecognizer. We call a corecognizer D;d a subcorecognizer
of a corecognizer C; c if D is a subcoalgebra of C with d = c. If D
is an –coalgebra, a subspace K of D is a kernel of a homomorphism
from D if and only if K is a coideal of D, that is, if and only if for all
p ≥ 0 and ω in p, we have 1ωK = 0 when p = 0 while 1ωK ⊆Pp−1
i=0 ⊗iD ⊗ K ⊗ ⊗p−i−1D when p > 0. For a coideal K of D, one
then has the obvious definition of the quotient –coalgebra D/K and the
canonical –coalgebra map D → D/K; d 7→ d + K. We call a corecog-
nizer D;d a quotient of the corecognizer C; c if D is a quotient C/K of
C (where K is a coideal of C) such that d the canonical image c +K of c
in D.
If D is a subcoalgebra of C then ηD equals the restriction to D of ηC ,
and hence the tree series corecognized by the subcorecognizer D; c is the
same as that corecognized by C; c. Similarly, if K is a coideal of C such
that ηCK = 0 then ηC/Kc +K = ηCc for all c in C, and hence in this
case the tree series corecognized by the quotient C/K; c +K is the same
as that corecognized by C; c. We call a corecognizer C; c injective if ηC is
injective, and we call C; c a minimal corecognizer if C; c is injective and
the subcoalgebra of C generated by c equals C. Also, we call a corecognizer
C; c a minimal corecognizer for f if C; c is both a corecognizer for f
and a minimal corecognizer.
tree series and coalgebras 559
Proposition 4.6. Suppose that f ∈ Rep and that C; c is a corecog-
nizer for f . Let D denote the subcoalgebra of Rep generated by f , let E
denote the subcoalgebra of C generated by c, and let K = kerηC . Then D; f 
and E +K/K; c +K are minimal corecognizers for f , and every minimal
corecognizer for f is isomorphic to D; f . In particular, if f ∈ Rec then a
corecognizer for f has minimum dimension if and only if it is minimal. Also,
if the corecognizer C; c for f is injective then it is minimal if and only if
for every injective corecognizer G;g for f there exists a (necessarily unique)
homomorphism from C; c to G;g.
Proof. We shall just prove the last statement, the rest being obvious.
Suppose that C; c is a minimal corecognizer for f . Let G;g be another
injective corecognizer for f . Then the inclusion map gives a homomorphism
from D; f  to ηGG; f . Since C; c ∼= D; f  and ηGG; f  ∼= G;g
we have a homomorphism σ from C; c to G;g. This homomorphism is
unique since ηG is injective and ηGσ = ηC . Conversely, suppose that C; c
is an injective corecognizer for f and has the universal mapping property
given in the hypotheses of the converse. Since C; c is injective, it remains
to show that the subcoalgebra E generated by c equals C. By the universal
mapping property, there exists a homomorphism τ from C; c to E; c.
Let ι denote the inclusion map of E into C. Then ιτ is a homomorphism
from C; c to itself, and hence equals 1C . Therefore E = C.
5. SOME SPECIAL CASES
In this section we illustrate the above by consideration of some special
cases. Some of these generalize examples given in [BeR1].
Let c be an element of an –coalgebra C. If the subcoalgebra of C
generated by c is one–dimensional, we say that c has rank one. In this
case, there is a function α x  → F , uniquely determined by c, such that
1ω;Cc = αω⊗pc for all p ≥ 0 and all ω ∈ p (where ⊗0c = 1 ∈ F).
We call α the weight function of c, and αω, which we also write as αω,
the weight of ω (for c). A special case is that of a grouplike element, which
generalizes a classical notion to –coalgebras. We call c ∈ C grouplike if c
has rank one with weight function which is identically one.
We now determine the elements g in Rep which have rank one. We
first note that if α x → F and if g ∈ FM satisfies
ω∗g = αω⊗pg ∀p ≥ 0 and ∀ω ∈ p; 5:1
then, by Lemma 4.1, g ∈ Rep (in fact, g ∈ Loc Rep = Rec), and
so in particular ω∗g = 1ωg for all ω ∈ . Hence g in FM is an element of
Rep of rank one, with weight α, if and only if g satisfies (5.1).
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Given a function α x → F , if a node (=vertex) of a tree has label ω,
then by the weight of the node we mean αω.
Proposition 5.1. Let α be a function from  to F . Suppose that g = gα
is the tree series for which gt equals the product of the weights of all nodes
of t, that is,
gt = Y
ω∈
αlωtω ∀t ∈M; 5:2
where lωt is the ω–length of t, that is, the number of nodes of t which are
labelled ω. Then g ∈ Rec and g has rank one with weight function α.
Conversely, if g ∈ FM satisfies (5.1), or equivalently, if g ∈ Rec has rank
one with weight function α, then g = gα, as defined by (5.2).
Proof. By the definition of ω∗, g ∈ FM satisfies (5.1) if and only if
gωt1; : : : ; tp = αωgt1 · · · gtp for all p, ω in p, and t1; : : : ; tp in M .
Suppose that g satisfies (5.1). We prove (5.2) by induction on the height of
t. The equation in (5.2) clearly holds if htt = 0. Suppose that htt > 0,
with t = ωt1; : : : ; tp, and that the equation in (5.2), with s in place of t,
holds for every s in M for which hts < htt. Then
gt = αωgt1 · · · gtp = αω
Y
σ∈
α
lσ t1+···+lσ tp
σ =
Y
σ∈
αlσ tσ ;
as desired, giving (5.2). For the other direction, suppose that g = gα is given
by (5.2). Then gω = αω for every ω in 0, while if t = ωt1; : : : ; tp then
the last displayed formula (with gt moved to the far right side) again
holds, and hence g satisfies (5.1). Thus, as noted in a remark above the
proposition, the desired conclusion holds.
Corollary 5.2. The –coalgebra Rep contains exactly one grouplike
g, namely, g =Pt∈M t (that is, gt = 1 for every t in M).
The tree series given by length (that is, the number of nodes in a tree)
and the tree series given by pathlength (that is, the sum of the lengths of
the paths from the nodes of a tree to the root) were shown by Berstel and
Reutenauer [BeR1] to be recognizable. They also showed this (when  is
finite) for weighted length. We shall now generalize these results. In this
discussion, g will always denote the grouplike tree series g = Pt∈M t of
Corollary 5.2. For f ∈ FM , we define a tree series lf , called the length of
f , by
lf t = X
u∈sub t
f u ∀t ∈M:
Thus the length tree series is the special case for which f = g, while for
a given weight function α x  → F , the weighted length tree series is the
special case for which f u equals the weight of the root of u.
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Proposition 5.3. For f in FM , the length lf  of f is representative if
and only if f is representative, and lf  is recognizable if and only if f is
recognizable.
Proof. If ω has arity p > 0 and t = ωt1; : : : ; tp then
lf t = f t +
pX
i=1
lf ti:
Hence
ω∗lf  = ω∗f +
pX
i=1
⊗i−1g ⊗ lf  ⊗ ⊗p−ig:
It follows, by Lemma 4.1, that lf  ∈ Rep if and only if f ∈ Rep.
Suppose that f and lf  are in Rep. If D is the subcoalgebra generated
by f , then the formula above shows that D + Fg + Flf  also is a sub-
coalgebra of Rep; indeed this subcoalgebra is finite–dimensional if D is
finite–dimensional. Conversely, if E is the subcoalgebra generated by lf 
then E + Fg + Ff also is a subcoalgebra of Rep; again, this subcoalge-
bra is finite–dimensional if E is. Since Rec = Loc Rep by Corollary
4.4, we get the final statement of the proposition.
We note that this result includes the corresponding result for weighted
length in place of length. Indeed, for f ∈ FM and α a function from  to
F , let us define a tree series lαf , which we call the α–weighted length of
f , by
lαf t =
X
u∈sub t
weight of root of uf u ∀ t ∈M:
Then lαf = lfα where fα ∈ FM is defined by
fαt = weight of root of tf t ∀ t ∈M:
Moreover, ω∗fα = αωω∗f  for ω ∈ , and hence fα is representative
(respectively, recognizable) if and only if f is.
Next, for f ∈ FM , we define a tree series plf , called the pathlength of
f , by
plf t = X
u∈sub t
βtuf u ∀t ∈M;
where βtu is the number of segments in the path from the root of the sub-
tree u to the root of t. Again, the pathlength tree series is the special case
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for which f is the grouplike g. If ω has arity p > 0 and t = ωt1; : : : ; tp,
then
plf t =
pX
i=1
 X
u∈sub ti
1+ βtiuf u

= lf t − f t +
pX
i=1
plf ti:
Hence
ω∗plf t = ω∗lf  −ω∗f +
pX
i=1
⊗i−1g ⊗ plf  ⊗ ⊗p−ig:
By an argument similar to that for the length, and using that case, we get
the following result.
Proposition 5.4. For f in FM , the pathlength plf  of f is representative
if and only if f is representative, and plf  is recognizable if and only if f is
recognizable.
For any f in FM , the set t ∈ M x f t 6= 0 is called the support of f .
For any tree t, let χt denote the tree series with χtu = δtu1F for all u in
M . If t = ω has height 0, then ω∗χt = 1, while ω′∗χt = 0 if ω′ 6= ω. If
ht t > 0, with t = ωt1; : : : ; tp, then ω∗χt = χt1 ⊗ · · · ⊗ χtp , while againω′∗χt = 0 if ω′ 6= ω. It follows that χt ∈ Rep for any t in M , and
that the subcoalgebra generated by χt is the span of χu x u ∈ sub t. In
particular, χt is recognizable, and we have the following result.
Proposition 5.5. The set f ∈ FM x f has finite support is a subcoalge-
bra of Rec.
6. THE EXPANSION AND LINEAR SYSTEMS
For p ≥ 0 and ω ∈ p, a p–ary operation ω x FMp → FM can be
defined as follows. If p = 0, we take the map (denoted by ω) from F to
FM given by
ωαt = αδω;t for α ∈ F; t ∈M:
If p > 0, we want a linear map from ⊗pFM (= ⊗pFM∗) to FM ; we shall
extend the domain and define a linear map (denoted again by ω) from
⊗pFM∗ → FM by
ωf t = 0 if t /∈ ωMp;
ωf ωt1; : : : ; tp = f t1 ⊗ · · · ⊗ tp
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for all f ∈ ⊗pFM∗ and all t; t1; : : : ; tp ∈ M . For f1; : : : ; fp ∈ FM and
t ∈M , we then have
ωf1; : : : ; fpt = 0 if t /∈ ωMp;
ωf1; : : : ; fpωt1; : : : ; tp = f1t1 · · · fptp:
Proposition 6.1. For p ≥ 0 and ω ∈ p, Rep and Rec are closed
under the operation ω just defined.
Proof. For i ∈ 1; : : : ; p, let fi ∈ Rep and let Di be the sub-
coalgebra generated by fi. Write f = ωf1; : : : ; fp. It follows from the
formula just above that ω∗f  = f1 ⊗ · · · ⊗ fp. Hence f ∈ Rep by
Lemma 4.1. Moreover, the subcoalgebra generated by f is contained in
Ff +D1 + · · · +Dp. Hence if each fi is recognizable then so is f , by Corol-
lary 4.4.
A sum of the form
P
ω fω, where each fω ∈ FM , makes sense as an
element of FM even if  is infinite, provided that for each t ∈ M , fωt = 0
for all but finitely many ω in . We shall indicate when this condition is
satisfied by writing
P
ω fω ∈ FM .
Suppose for each p ≥ 0 and ω ∈ p that there is given gω ∈ ⊗pFM∗.
Consider the (possibly infinite) sum
f = X
ω∈
ωgω:
We claim that f ∈ FM even if  is infinite. Indeed, if t ∈ M has height 0
then σgσt = 0 if σ ∈ p with p > 0, and σgσt = gσδσ;t if σ ∈ 0. Also,
if t has height > 0, with t = ωt1; : : : ; tp, then σgσt = 0 for σ 6= ω, and
ωgωt = gωt1 ⊗ · · · ⊗ tp. In particular, for any t ∈ M , all but one term
of the formal sum annihilates t. We then have ω∗f = gω for every ω ∈ ,
since if ω ∈ 0 then ω∗f 1 = f ω1 = f ω = gω1, while if ω ∈ p
for p > 0 then ω∗f t1 ⊗ · · · ⊗ tp = f ωt1; : : : ; tp = gωt1 ⊗ · · · ⊗ tp.
We have just proved the following result.
Proposition 6.2. Suppose for each p ≥ 0 and each ω ∈ p that gω ∈
⊗pFM∗ is given, and let f ∈ FM . Then Pω∈ ωgω ∈ FM , and f =P
ω∈ ωgω if and only if gω = ω∗f for all ω ∈ . In particular,
f = X
ω∈
ωω∗f 

= X
ω∈
ω1ωf  if f ∈ Rep

;
that is (in terms of operators from FM to FM , with I the identity on FM),
I = X
ω∈
ω ◦ω∗:
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As a consequence, we get the following extension of results in Section 6
of [BeR1]; we continue allowing  to be infinite.
Corollary 6.3. Suppose that f ∈ FM . If f is recognizable then f is a
component fj of a solution f1; : : : ; fn of a system of equations of the form
ξi =
X
ω∈
X
1≤j1≤n
· · · X
1≤jp≤n
αi;ω;j1;:::;jpωξj1; : : : ; ξjp;
where p is the arity of ω, and αi;ω;j1;:::;jp ∈ F . Here f1; : : : ; fn may be taken
to be any spanning set, containing f , of any finite–dimensional subcoalge-
bra of Rep containing f . Conversely, if f is a component of a solution
f1; : : : ; fn of the above system of equations, then f is recognizable, and
spanf1; : : : ; fn is a subcoalgebra of Rep (containing f ). In particular,
the minimum number of equations in a system (as above) for a recognizable
f is the dimension of the subcoalgebra generated by f .
Proof. Suppose that f is recognizable and that f1; : : : ; fn, where f =
f1, spans a subcoalgebra of Rep. For p > 0, ω ∈ p, and i ∈ 1; : : : ; n,
we can write
1ωfi =
X
j1;:::;jp∈1;:::;n
αi;ω;j1;:::;jpfj1 ⊗ · · · ⊗ fjp :
Then, by Proposition 6.2, f1; : : : ; fn is a solution of the system of equa-
tions of the present corollary. Conversely, if f1; : : : ; fn is such a solution,
then for ω ∈ p we have ω∗fi ∈ ⊗pspanf1; : : : ; fn.Then, by Lemma 4.1,
each fj ∈ Rep and hence spanf1; : : : ; fn is a subcoalgebra of Rep.
Therefore, by Corollary 4.4, each fi is recognizable.
7. TRANSLATIONS
We let y denote an abstract symbol not in . When considering  ∪ y
we assign arity 0 to y. The underlying –algebra of M ∪ y is the free
–algebra on y; it contains M = M as a subalgebra. We now define
My , or My for short, by
My = u ∈M ∪ y x y occurs exactly once as a leaf of u:
(The elements of My were called pruned trees in [BoL].) We will often use
the symbol m or n to denote an element of My .
Elements of My act on M ∪ y as follows: given m ∈ My and
s ∈M ∪ y we get an element in M ∪ y, which we denote by ms,
by substituting s in place of the y in m. Specifically, if m has height 0
then m = y and ms = s, while if m = ωt1; : : : ; tp and the y occurs in tj
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then ms = ωt1; : : : ; tj−1; tjs; tj+1; : : : ; tp. If m and n are in My then so is
mn, so that we have a binary multiplication on My . Also, if m ∈ My and
s ∈ M then ms ∈ M , so that we have an action of My on M . We claim
that mns = mns for all m and n in My and all s in M ∪ y. We
prove this by induction on the height of m. If ht m = 0 then mns =
yns = ns = mns. Suppose that m′ns = m′ns for all m′ in My
of smaller height than ht m. If m = ωt1; : : : ; tp and the y occurs
in tj then mns = ωt1; : : : ; tjn; : : : ; tps = ωt1; : : : ; tjns; : : : ; tp =
ωt1; : : : ; tjns; : : : ; tp = mns, proving the claim. Hence My is a
monoid, with identity element y, and the action of the monoid My on the
set M is a (left) monoid action.
By an irreducible element of My we mean any m in My of positive height
for which the y occurs as a child of the root, that is, m = ωt1; : : : ; tp with
y = tj for some j. An easy proof by induction on the height of m shows that
every m in My can be written uniquely as a product of irreducibles, that
is, the monoid My is a free monoid on the set of its irreducible elements.
As an example, if ω1; : : : ; ωk are unary then the factorization of ω1 · · ·ωky
into irreducibles is ω1y · · · ωky.
The (left) action of My on M induces a (right) action of My on FM .
Specifically, if m ∈My and f ∈ FM , we define mf in FM by
mf t = f mt ∀ t ∈M:
We call mf a translate of f , specifically the translate of f by m, and we call
the map FM → FM; f 7→ mf , the translation by m. The map My × FM →
FM; m; f  7→ mf , is a right action of the monoid My on the vector space
FM : for m ∈ My , translation by m is a linear map, y acts as the identity
map, and
mnf = nmf  ∀m;n ∈My; f ∈ FM
since mnf t = f mnt = f mnt = mf nt = nmf t for all
t in M . If S is a subset of My and f ∈ FM , Sf will denote the set sf x s ∈ S.
For any p > 0; ω ∈ p, and j ∈ 1; : : : ; p, we write
ω; j = ωt1; : : : ; tj−1; y; tj+1; : : : ; tp x ti ∈M for
i ∈ 1; : : : ; j − 1; j + 1; : : : ; p};
that is, ω; j is the set of all those irreducible elements of My with root
labelled ω and with the y in the jth place.
Lemma 7.1. Suppose that f ∈ FM and ω ∈ p with p > 0. If
span ω;kf is finite–dimensional for every k ∈ 1; : : : ; p then
ω∗f ∈ span ω; 1f ⊗ · · · ⊗ span ω;pf: 7:1
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Proof. For k ∈ 1; : : : ; p, let gjk x j ∈ Jk be a basis of span ω;kf ,
where Jk is a finite set. Suppose that S is a finite subset of M . Then for any
integer l > 0 we can make the usual identification of ⊗lFS∗ with (all of)
⊗lFS∗. For s1; : : : ; sp ∈ S and k ∈ 1; : : : ; p, we have
ω∗f s1 ⊗ · · · ⊗ sp = f ωs1; : : : ; sp
= ωs1; : : : ; sk−1; y; sk+1; : : : ; spf sk
= X
j∈Jk
djks1 ⊗ · · · ⊗ sk−1 ⊗ sk+1 ⊗ · · · ⊗ spgjksk;
where djk ∈ ⊗p−1FS∗ = ⊗p−1FS∗. Regarding djk as an element of
⊗k−1FS∗ ⊗ ⊗p−kFS∗, we thus have
ω∗f ⊗pFS ∈
(⊗k−1FS∗ ⊗ span ω;kf FS ⊗ ⊗p−kFS∗:
Therefore
ω∗f ⊗pFS ∈
\
k∈1;:::;p
(⊗k−1FS∗ ⊗ span ω;kf FS ⊗ ⊗p−kFS∗
= span ω; 1f FS ⊗ · · · ⊗ span ω;pf FS:
Hence there are coefficients βj1; : : : ; jp ∈ F such that
ω∗f Sp =
X
J1;:::;Jp
βj1; : : : ; jpgj11S ⊗ · · · ⊗ gjppS: 7:2
We cannot simply take S = M since in general M is infinite. However,
we claim that there exists a finite subset S of M such that for each k ∈
1; : : : ; p the set of restrictions gjkS x j ∈ Jk is linearly independent.
Indeed, for U ⊆M let VU;k be the subspace of FJk defined by
VU;k =

αjj∈Jk ∈ FJk x
X
j∈Jk
αjgjkU = 0

:
If 0 6= γjj∈Jk ∈ VU;k then, since gjk x j ∈ Jk is linearly independent,
there is a t in M such that X
j∈Jk
γjgjkt 6= 0:
Thus
γjj∈Jk /∈ VU∪t;k;
and so dim VU∪t;k < dim VU;k. Therefore for each k in 1; : : : ; p there is
a finite set Sk with VSk;k = 0. Then the claim holds, with S = S1 ∪ · · · ∪ Sp.
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Now, with S as in the claim, the coefficients βj1; : : : ; jp in formula
(7.2) are uniquely determined. Then replacing S by any finite subset S′
of M containing S, we get a similar formula for ω∗f S′ , which must have
the same coefficients βj1; : : : ; jp. Since any t1; : : : ; tp is contained in a
finite subset of M containing S, formula (7.2) holds with M in place of S,
which gives the result of the lemma.
Theorem 7.2. Suppose f ∈ FM . The following are equivalent:
(i) f ∈ Rep;
(ii) for every positive integer l and every 2l–tuple ω1; j1; : : : ; ωl; jl
with ωj ∈  and 1 ≤ ji ≤ arityωi for i = 1; : : : ; l, the space
span ω1; j1 · · · ωl; jlf
is finite–dimensional, that is, the span of the following set is finite–dimensional:
the set of all translates of f by a product of l irreducible elements of the monoid
My , where, for i = 1; : : : ; l, the ith factor has root labelled by ωi and has its
y in the jith place.
Proof. Suppose that (i) holds and that ω1; j1; : : : ; ωk; jk is given.
If k = 0 then span ω1; j1 · · · ωk; jkf = spanyf = Ff is finite–
dimensional. For the case k = 1, suppose m = m1 = ωs1; : : : ; sp ∈ My ,
with sj = y. We have
1ωf =
X
i∈I
fi1 ⊗ · · · ⊗ fip;
where I is finite and fij ∈ Rep for all i in I and all j in 1; : : : ; p.
Then, for any t in M ,
mf t = f mt = f ωs1; : : : ; sj−1; t; sj+1; : : : ; sp
= 1ωf s1 ⊗ · · · ⊗ sj−1 ⊗ t ⊗ sj+1 ⊗ · · · ⊗ sp
=X
i∈I
αifijt;
where
αi = fi1s1 · · · fi;j−1sj−1fi;j+1sj+1 · · · fipsp:
Hence ω; jf ⊆ span fij x i ∈ I. Thus (ii) holds for k = 1.
We now suppose that k > 1, and make the inductive assumption that (ii),
with g in place of f , holds for every representative g when l < k. Suppose
that n = n1 · · ·nk where for each i, ni ∈ ωi; ji, with n1 equal to the above
m. We write n2 · · ·nk = n′. Then
nf = mn′f = n′mf  ∈ span n′fij x i ∈ I
⊆X
i∈I
span ω2; j2 · · · ωk; jkfij:
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The inductive hypothesis implies that the latter sum is finite–dimensional,
since each fij ∈ Rep. Hence (ii) holds.
For the converse, suppose that (ii) holds. Write R = FM . We want to
show that f ∈ Rt for every t in M . If the height ht t = 0 then f ∈ R = Rt .
Now suppose that t = ωt1; : : : ; tp. We make the inductive hypothesis
that if g ∈ FM and if (ii) holds with g in place of f , then g ∈ Rs for every
s in M for which ht s < ht t. Since (ii) implies that span ω; jf is finite–
dimensional for each j, Lemma 7.1 applies, and hence formula (7.1) holds.
Thus to show that f ∈ Rt , it suffices to show that ω; jf ⊆ Rtj for every
j in 1; : : : ; p. Let ω1; j1; : : : ; ωl; jl be a 2l–tuple as in the statement
of (ii), and write ω1; j1 · · · ωl; jl = L. For any m in ω; j we then have
span Lmf  = span mLf  ⊆ span ω; jLf , and the latter space is
finite–dimensional since (ii) holds. Hence (ii) also holds for any element of
ω; jf in place of f . Therefore, by the inductive hypothesis, ω; jf ⊂ Rtj
for each j, as desired, and hence f ∈ Rt . Thus (i) holds.
By taking finite sums of the finite–dimensional spaces occurring in the
theorem, we get the following immediate consequence.
Corollary 7.3. Suppose f ∈ FM . Then f is representative if and only if
for every positive integer l and every finite subset ′ of
S
p>0p, the following
space is finite–dimensional: the span of the set of all translates of f by products
of at most l irreducible elements of My where each of the irreducible factors
has the label of its root in ′. In particular, if
S
p>0p is finite, then f is
representative if and only if for every positive integer l, the span of the set
of all translates of f by products of at most l irreducible elements of My is
finite–dimensional.
8. TRANSLATES AND SUBCOALGEBRAS
Theorem 8.1. A subspace D of Rep is a subcoalgebra if and only if
D is invariant under translates, that is, if and only if md ∈ D for all m in
My and all d in D. In particular, Rep and Rec = Loc Rep are
invariant under translates.
Proof. Suppose that D is a subcoalgebra of Rep. Fix j in 1; : : : ; p,
and let n in My be irreducible, with n = ωs1; : : : ; sj−1; y; sj+1; : : : ; sp, so
that n ∈ ω; j. Given d in D, we have 1ωd =
P
I di1 ⊗ · · · ⊗ dip, where I
is a finite index set and each dik ∈ D. Then, for every sj in M , we have
ndsj = dnsj = dωs1; : : : ; sp =
X
I
 Y
k6=j
diksk

dijsj:
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Therefore
nd =X
I
 Y
k6=j
diksk

dij ∈ D:
Iterating this, we get md ∈ D for m any product of irreducible elements of
My .
Conversely, suppose that D is a subspace of Rep, d ∈ D, ω has ar-
ity p > 0, and ω; jd ⊆ D for j = 1; : : : ; p. By Theorem 7.2, each ω; jd
is finite–dimensional. Then 1ωd ∈ ⊗pD, by Lemma 7.1. Hence D is a sub-
coalgebra.
For f in FM , we let trans f denote the span of the set of translates of f ,
that is,
trans f = span mf x m ∈My:
Corollary 8.2. If f ∈ Rep then trans f equals the subcoalgebra of
Rep generated by f .
Proof. By Theorem 8.1, trans f ⊆ Rep. Since mnf  = nmf ,
trans f is invariant under translates. Hence, again by the theorem, trans f
is a subcoalgebra. Also, f = yf ∈ trans f . Moreover, if D is any subcoal-
gebra of Rep containing f , and if m ∈ My , then mf ∈ D, again by the
theorem. Hence trans f ⊆ D.
The following consequence gives a different proof for a result of [BoL].
(There is a gap in their proof, specifically in the proof of the well–
definedness of the maps µ on p.213 of [BoL]. This gap could be filled
using their methods applied to linear combinations.)
Corollary 8.3. Rec = f ∈ FM x trans f is finite-dimensional:
Proof. By Corollary 4.4, Rec = Loc Rep. Therefore if f ∈
Rec then the subcoalgebra D generated by f is finite–dimensional.
But by Corollary 8.2, D = trans f . Hence Rec ⊆ f ∈ FM x trans f is
finite-dimensional. For the inclusion in the reverse direction, if trans f
is finite–dimensional then each span ω1; j1 · · · ωl; jlf of Theorem 7.2
is finite–dimensional, and hence f ∈ Rep, by that theorem. But then,
by Corollary 8.2, the subcoalgebra generated by f is trans f . Since this
subcoalgebra is finite–dimensional, f ∈ Loc Rep = Rec.
For any f in FM and nonnegative integer k, we let transk f denote the
span of the set of all translates of f by products of at most k irreducibles.
We observe that the sets transk f form an increasing sequence of sub-
spaces of FM whose union is trans f . Also, transk+2f = transk+1f whenever
transk+1f = transkf . It follows that if f ∈ Rec then trans f = transkf ,
where k = −1+ dim trans f . This latter result was obtained in [Bo1, Bo2].
We have the following result in the converse direction.
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Corollary 8.4. Suppose that  \ 0 is finite and that f ∈ Rep. If
trans f = transkf for some k then f ∈ Rec.
Proof. Note that transkf is the span of all translates of f by elements
of all the sets ω1; j1 · · · ωl; jl for which l ≤ k. When  \ 0 is finite,
there are only finitely many 2l–tuples ω1; j1; : : : ; ωl; jl with l ≤ k, and
hence transk f = trans f is finite–dimensional, by Theorem 7.2. Hence f is
recognizable, by Corollary 8.3.
9. EXISTENCE OF REPRESENTATIVE TREE SERIES
WHICH ARE NOT RECOGNIZABLE
Michaelis [M] gave an example of a Lie coalgebra which is not locally
finite, and this was used in [Gr2] in showing that the cofree Lie coalgebra
on a vector space V is locally finite if and only if dim V ≥ 2. We have the
following result for the case of the cofree  \ X–coalgebra on FX∗,
that is, for Rep.
Theorem 9.1. The –coalgebra Rep is locally finite, that is,
Rep = Rec, if and only if there are no trees of positive height,
that is, if and only if  = 0 or 0 = Z.
Proof. Suppose first that  6= 0 ∪1, and that 0 6= Z. Pick w in 0
and ω in  of arity q > 1. Let D be a vector space with countably infinite
basis d0; d1; : : : and make D an –coalgebra by setting
1ω;Ddj = dj+1 ⊗ ⊗q−1d0
+ ⊗q−1d0 ⊗ dj−1 ∀j ≥ 0 where d−1 = 0y
1ω′;D = 0 ∀ω′ ∈  \ ω;wy
1w;Ddj = δ0;j ∀j ≥ 0:
Thus the pair D;d0 is a corecognizer. Let C be the subcoalgebra ηDD
of Rep, where ηD is the –coalgebra map of Corollary 3.5, and write
cj = ηDdj for j = 0; 1; : : :. Then we have
ω∗cj = cj+1 ⊗ ⊗q−1c0 + ⊗q−1c0 ⊗ cj−1 ∀j ≥ 0 9:1
(where c−1 = 0).
We shall show that c0; c1; : : : are linearly independent, and to show this,
we construct a sequence w1; w2; : : : of elements in M , defined as follows:
w1 = w (the element of 0 we picked above), while, for k > 1, wk =
ωw; : : : ; w;wk−1. Then, by (9.1),
cjwk = cj+1wc0w · · · c0wk−1
+ c0w · · · c0wcj−1wk−1 = cj−1wk−1
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for k > 1 and j ≥ 0, since ciw = 1wci = 1w;Ddi = δ0;i. We claim, for
k ≥ 1 and j ≥ 0, that cjwk = 0 if k 6= j + 1 and cjwk = 1 if k = j + 1.
We prove this by induction on k. It holds when k = 1 since cjw1 =
cjw = δ0;j . Suppose that k > 1 and that the claim holds for k− 1. If k 6=
j + 1 (respectively, k = j + 1) then cjwk = cj−1wk−1 = 0 (respectively,
= 1). This proves the claim. It follows that no element of the sequence
c0; c1; : : : is a linear combination of other elements of the sequence, that
is, c0; c1; : : : are linearly independent. Therefore C is infinite–dimensional.
It follows from (9.1) that the subcoalgebra C of Rep is generated by c0.
Hence Rep is not locally finite in this case.
Next suppose that  = 0 ∪ 1, and that both 1 and 0 are
nonempty. Then every irreducible element m in My is of the form
ωy with ω unary. In particular, for any ω; j, we have j = 1 and
ω; 1 = ωy. Hence for any irreducibles ω1y; : : : ; ωky in My and
f in FM , span ω1; 1 · · · ωk; 1f = spanωk · · ·ω1f has dimension 1 or
0. Therefore, by Theorem 7.2, Rep = FM . Now take ω in 1 and w in
0, and let α0; α1; : : : be a sequence of scalars which is not linearly recur-
rent. Define an f in FM by f ωkw = αk (for k ≥ 0) and by f t = 0 for
t /∈ ωkw x k ≥ 0. Observe that ωiyf ωjw = f ωi+jw = αi+j . Hence
if there were a nontrivial linear dependence relation among the translates
ωiyf (for i ∈ 0; 1; : : :, then there would be a nontrivial linear depen-
dence relation among the shifts of the sequence α0; α1; · · ·, contradicting
the assumption that the sequence is not linearly recurrent. Hence trans f
is infinite–dimensional, and so, by Corollary 8.3, f /∈ Rec. Therefore
Rep is not locally finite in this case.
For the converse, suppose that  = 0 6= Z or 0 = Z. Then every
tree has height 0 (and there are no trees if 0 = Z), so that Rep =
FM by the definition of Rep (in particular, Rep = 0 if 0 = Z).
Moreover, if f ∈ FM then the subcoalgebra generated by f is spanned by
f , and so Rep is locally finite.
10. EXISTENCE OF TREE SERIES WHICH ARE NOT
REPRESENTATIVE
We now determine for which cases of  do there exist nonrepresentative
tree series. For this we use the height function ht. Our result on ht refines
a result on the nonrecognizability of ht in [BeR1].
Theorem 10.1. There exists a nonrepresentative tree series (that is,
Rep 6= FM) if and only if  6= 0 ∪1 and 0 6= Z.
Proof. Suppose that w ∈ 0 and that, for some p > 1, ω ∈ p. We de-
note the irreducible element ωy;w; : : : ; w of My by w′. Note that w′ ∈
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ω; 1. Let h in FM be defined by ht = htt1F . (Here the identity element
1F is used because we need to distinguish values in F from nonnegative in-
tegers in case F has prime characteristic.) We shall show that span ω; 1h
is not finite–dimensional, and hence, by Theorem 7.2, that h /∈ Rep.
Suppose that span ω; 1h is finite–dimensional, say spanned by the trans-
lates n1h; : : : ; nkh, where ni = ωy; si2; : : : ; sip for i in 1; : : : ; p. Let
αi = maxhtsi2; : : : ; htsip and let α = maxα1; : : : ; αk. Pick a tree s
with hts = 2 + α, and let m = ωy; s;w; : : : ; w. Thus mh ∈ ω; 1h, and
so there are scalars β1; : : : ; βk such that mh =
Pk
i=1 βinih. Therefore, for
every tree t = ωt1; : : : ; tp, we have
mht = hωt; s; w; : : : ; w = 1+maxhtt; 2 + α1F :
But also
mht =
kX
i=1
βiniht =
kX
i=1
βihωt; si2; : : : ; sip
=
kX
i=1
βi1+maxhtt; αi1F :
Picking t1; : : : ; tp such that htt = 1+ α and comparing these two values
of mht, we have 3 + α1F = 2 + αβ where β denotes
Pk
i=1 βi. Simi-
larly, with htt = 2 + α, we have 3 + α1F = 3 + αβ. Hence β = 0 =
3 + α1F . Also, with htt = 3 + α, we have 4 + α1F = 4 + αβ = 0,
contradicting 3+ α1F = 0. Hence h /∈ Rep.
For the converse, if  = 0 ∪1 or if 0 = Z, then, as in the proof of
Theorem 9.1, Rep = FM .
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