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Abstract. In the recent paper [Duff I. et al, SIAM J. Sci. Comp., 37(3) (2015), A1248-
A1269] the authors proposed an interesting procedure for the parallel solution of large, sparse
consistent linear systems of equations. In this respect, according to a reordering of the initial
matrix, the authors extend it by obtaining mutually orthogonal row blocks, which give them
the possibility to get a solution through only one Block Cimmino iteration. We present in our
paper an extension of this procedur to inconsistent large sparse linear least squares problems.
Through this extension applications of the method are well suited for problems arising in
Compressed Sensing, Image Reconstruction in Computerized Tomography and Rigid Body
Dynamics.
Keywords: linear least squares problems, parallel solution, augmented system, Cuthill-
McKee algorithm, Moore-Penrose pseudoinverse
MSC 2010 Classifications: 65F10, 65F30
1 Introduction
In the recent paper [3] the authors consider an interesting parallelizable method, using
mutually orthogonal rowblocks of an extended system matrix. The extended system
with mutually orthogonal rowblocks is solved by a Block Cimmino-type algorithm,
which in this context gives a solution in only one iteration. This method applies only
for consisten systems because of the equivalence between the original system Ax = b
(A : m× n, b ∈ IRm) and the extended one[
A C
0 I
] [
x
y
]
=
[
b
0
]
, (1.1)
which does not hold in the inconsistent case. If the system Ax = b is inconsistent it is
reformulated as a linear least squares problem: find x ∈ IRn such that
‖ Ax− b ‖= inf{‖ Az − b ‖, z ∈ IRn}, (1.2)
which has two consistent sparse equivalent formulations:
(i) Augmented system [
I A
AT 0
] [
r
x
]
=
[
b
0
]
. (1.3)
(ii) Consistent right hand side
Ax = PR(A)(b). (1.4)
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The method from [3] could be theoretically used for the system (1.3), but beside the
fact that this is squared more ill-conditioned as the original problem (see e.g. [1]), the
dimension of the matrix in (1.3) is (m+ n)× (m+ n) which can cause computational
difficulties regarding the reordering and extension of it according to the procedure from
[3].
In this paper we adapt the method from [3] to solve the equivalent sparse formulation
(1.4), by also giving a parallelizable procedure for computing PR(A)(b) using the same
reordering that it is used to solve the extended system (1.1) as in [3].
The paper is organized as follows. In section 2 we point out some considerations from
the paper [9] regarding the possibility to apply the Cuthill-McKee (CM) algorithm (or
its reversed version, RCM) for reordering a sparse rectangular matrix to a block bidi-
agonal form as (2.6). Section 3 replies with some details the results from [3] (Lemma
1), and provide some new results which give us the possibility to compute (in par-
allel) the right hand side in (1.4) by using the same mutually orthogonal reordering
as that used for solving the extended system (3.7) (Propositions 1 and 2); the crucial
assumption for obtaining this is the request (3.18) on the matrix Γ from (3.3) which is
constructed to ensure the mutual orthogonality of rowblocks A¯i in A¯. The final section
4 briefly describe the procedure proposed for the parallel numerical solution of a sparse
least squares problem, by also providing a construction of the matrix Γ which satisfies
(3.18). In this initial version, the paper does not contain numerical experiments. In
some near future versions we will apply it to problems arising in Compressed Sensing,
Image Reconstruction in Computerized Tomography and Rigid Body Dynamics.
2 The reordering procedure for rectangular matrices
Let A ∈ Mm×n be a sparse rectangular matrix. We can attach to it the bipartite
graph G = (E,R,C), with R = {1, 2, ...,m} the set of nodes denoting row indices,
C = {1, 2, ..., n} the set of nodes denoting column indices and
E = {(i, j) | Ai,j 6= 0, i ∈ R, j ∈ C}
the set of edges. The bipartite graph associated to A can be seen in Fig. (2.1) We
note that the following considerations assume the graph is connected. If that is not
the case, the procedure can be applied to every connected component of the graph.
The adjacency relation in the bipartite graph can be defined as follows:
@ (i, j) | i, j ∈ R, @ (i, j) | i, j ∈ C (2.1)
∃ (i, j) | i ∈ R, j ∈ C ⇔ ∃ (j, i) | i ∈ R, j ∈ C (2.2)
The same information can be represented by the graph G = (E ,V) with V =
{1, 2, ...,m,m+ 1,m+ 2, ...,m+ n}, the set of nodes denoting both row and column
indices, i.e. V = R ∪ C, C = {c+m, c ∈ C} and
E = {(i, j) | , i ∈ R, j = j +m, j ∈ C, Ai,j 6= 0}
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Figure 2.1: Bipartite graph
the set of edges. The adjacency matrix for G is the symmetric matrix (see (2.2))
Aˆ =
[
0 A
AT 0
]
Due to the fact that there is no row-row or column-column adjacency (see (2.1)), Aˆ =
contains two all zeros blocks on its diagonal, with sizes m×m and n× n respectively.
We seek to reorder A such that its nonzeros are closer to the diagonal. To this end,
we apply the Cuthill-McKee (CM) algorithm (see [4, Chapter 8] ) to Aˆ and use the
result to reorder A, thus reducing its bandwidth, and giving it a special structure. The
CM algorithm can be thought of as a particular form of Breadth First Search (BFS),
where the neighbors of each node are visited according to an increasing order of their
degree, and the starting node is the one having the minimum degree. Visiting a node’s
neighbors implies relabeling them with the smallest unused label. For example, given a
node i with neighbors p, t, q, CM will sort them in increasing order of degree, labeling
them as i+1, i+2, i+3, if these labels are still available. A level set is the set of nodes
(not yet labeled) neighboring at least one node of the previous level set. The first level
set contains only the starting node. The particular form of adjacency described above
(see (2.1)) also implies that level sets alternate between sets of row indices and sets of
column indices.
s : starting node, S1 = {s},
Si = {j | ∃ (k, j) ∈ E , k ∈ Si−1, j ∈ V \
i−1⋃
p=1
Sp},
If Si = {j | j ≤ m} then Si+1 = {j | j > m}, (2.3)
If Si = {j | j > m} then Si+1 = {j | j ≤ m} (2.4)
The reordered matrix Aˆ is AˆR, with every row containing the relabeled neighbors of the
node on the diagonal. Every level set is represented by a square block on the diagonal,
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of size equal to the number of nodes in the set. Due to adjacency, these block are all
zeros, and the matrix is symmetric.
AˆR =

0 A11
AT11 0 A
T
21
A21 0 A22
AT22 0 A
T
32
A32 0 A33
AT33 0 A
T
43
... ... ...

The blocks above the diagonal refer the new, previously unlabeled nodes, which will
constitute the next level set. Thus their size is ni × ni+1, the number of nodes in the
current level set, and that of the next, respectively. If the starting node of the CM
reordering corresponds to a row index, odd level sets will contain row indices while
even level sets will contain column indices (see (2.3)) and (2.4). The graph traversal
by CM ensures that all nodes are visited, thus:∣∣∣∣∣⋃
k=0
S2k+1
∣∣∣∣∣ = m,
∣∣∣∣∣⋃
k=1
S2k
∣∣∣∣∣ = n (2.5)
Let now AR be the matrix generated from the blocks of AˆR as follows (see also [9]):
AR =

A11
A21 A22
A32 A33
A43 A44
... ...

} n1
} n3
} n5
} n7
...
(2.6)
n2 n4 n6 n8 ...
with ni = |Si|, the sizes of the blocks. Similar arguments can be made if the first node
chosen by CM represents a column index. In this case, the odd and even sets have
swapped contents, with statement (2.5) changed accordingly. Additionally, AR is built
using the transposed blocks of AˆR. The CM algorithm outputs a set V , a reordering of
V based on the successive concatenation of the level sets. Let P be the matrix obtained
by permuting the rows of Im such that their order is the same as that of the row indices
in V . Let Q be the matrix obtained by permuting the columns of In to mirror the order
of column indices in V . The matrix AR is a permutation of A, considering that the
blocks in (2.6) contain all the nonzeros of A and AR has the same size as A (see (2.5)).
Above, we found matrices P and Q such that PAQ yields this permutation. Therefore,
we have
AR = PAQ (2.7)
3 Extension of the least squares problem
Let A˜ : m×n, b˜ ∈ IRm, r = rank(A˜) ≤ min{m,n} and P , Q the permutation matrices
as in (2.7) such that
A = AR = PA˜Q, b = P b˜, x = QT x˜, (3.1)
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with AR from (2.6). Then we have the equivalencies
‖ A˜x˜− b˜ ‖= min!⇔‖ (PA˜Q)(QT x˜)− P b˜ ‖= min!⇔
‖ Ax− b ‖= min! ⇔ Ax = PR(A) = bA. (3.2)
We consider the extended matrix A¯ : m× n¯
A¯ = [A Γ] =
A¯1. . .
A¯p
 , n¯ = n+ q, (3.3)
with Γ : m × q, such that the row blocks A¯i are mutually orthogonal, i.e. A¯iA¯Tj =
0, ∀i 6= j. Such a construction is inspired from the paper [3] and will be presented in
Section 4). We know that in this case (see e.g. [6])
P = PR(A¯T ) =
p∑
i=1
PR(A¯Ti ) with PR(A¯Ti ) = A¯
+
i A¯i, (3.4)
where B+ will denote the Moore-Penrose pseudoinverse of B. For P from (3.4) and bA
in (3.2) we define
Y = [0 I], [B S] = W = Y (I − P ), f = −Y A¯+bA. (3.5)
The following result is essentially proved in [3]; we replay the proof by also giving some
details related to the conclusion from (iii).
Lemma 1. (i) The row block [B S] is orthogonal on A¯, hence on each row block
A¯i, i = 1, . . . , p.
(ii) We have the equality [
A¯
W
]+
= [A¯+ W+]. (3.6)
(iii) If
[
x
y
]
is a solution of the system
[
A Γ
B S
] [
x
y
]
=
[
bA
f
]
(3.7)
then, y = 0 and Ax = bA, i.e. x is a solution of (3.2).
Proof. (i) We have from (3.4)-(3.5)
A¯[B S]T = A¯(I − P )TY T = A¯PN (A¯T )Y T = 0. (3.8)
(ii) We show by simple computations, also using (3.8) that the matrices
[
A¯
W
]
and
[A¯+ W+] satisfy the four Penrose equalities, which uniquelly characterize the Moore-
Penrose pseudoinverse (see [6], page ...).
(iii) For f , and B, S from (3.5), as in [3] we get[
x
y
]
= A¯+bA +W
+f, WW T = S = Y (I − P )Y T . (3.9)
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Therefore S is symmetric and positive definite, hence (see again [3])
W+ = (I − P )Y TS−1. Then
W+f = W TS−1f =
[
BT
ST
]
S−1f =
[
BTS−1f
f
]
.
From (3.9) and (3.5) we obtain (n¯ = n+ q - see (3.3))
A¯+bA +W
+f =
[
[In 0]A¯
+bA
[0 Iq]A¯
+bA
]
+
[
BTS−1f
f
]
=
[
[In 0]A¯
+bA
Y A¯+bA
]
+
[
BTS−1f
−Y A¯+bA
]
=
[
[In 0]A¯
+bA +B
TS−1f
0
]
. (3.10)
From (3.9) and (3.10) we get y = 0. Then, from (3.7) it results Ax = bA and the proof
is complete.
Our first contribution is presented in the result that follows.
Proposition 1. (i) Let A¯i be the blocks from (3.3) and
Bi = A¯
T
i , B
T
i Bj = 0, i 6= j, B = blcol[B1, B2, . . . , Bp]. (3.11)
Then
PR(B) =
p∑
i=1
PR(Bi), B
+
i Bj = 0, BiB
+
j = 0, ∀i 6= j. (3.12)
(ii) Let A¯i : ri × n¯, r1 + . . . rp = m, and for z ∈ IRm we denote by zi ∈ IRri the
corresponding subvector, i.e.
z =
z1. . .
zp
 ∈ IRr1 × · · · × IRrp .
Then
PR(BT )(z) = PR(A¯)(z) =
B+1 B1z1. . .
B+p Bpz
p
 . (3.13)
Proof. (i) The first equality in (3.12) results from the definition (3.11) of the blocks
Bi and the first equality in (3.4) (also observe that from (3.11) and (3.3) we obtain
B = AT ).
We will prove only the second equality in (3.12); for the third one similar arguments
are available. Let
UTBiV = Σ = diag(σ1, . . . , σr)
be a singular value decomposition of Bi. Then
BTi = V Σ
TUT , B+i = V Σ
+UT . (3.14)
Therefore, from the hypothesis BTi Bj = 0 it results V Σ
TUTBj = 0, hence (because
V is invertible) ΣT (UTBj) = 0. But, because the matrices Σ
T and Σ+ have the same
6
dimensions and structure, we also have Σ+(UTBj) = 0, which according to (3.14) gives
us B+i Bj = 0.
(ii) We know that (see e.g. [6])
PR(A¯) = PR(BT ) = B
+B. (3.15)
In this respect, we will first show that
B+ =
B+1. . .
B+p
 . (3.16)
Denoting by E the matrix in the rightn hand side of (3.16) we will prove the four
Penrose equalities (see e.g. [6]). We successively have (by also using the equalities in
(3.12)).
• BEB = B
BEB = (BE)B = blcol[(BE)B1, . . . , (BE)Bp] =
blcol[(B1B
+
1 + · · ·+BpB+p )B1, . . . , (B1B+1 + · · ·+BpB+p )Bp] =
blcol[B1B
+
1 B1, . . . , BpB
+
p Bp] = blcol[B1, . . . , Bp] = B.
• EBE = E
EBE = (EB)E =

B+1 B1 0 . . . 0
0 B+2 B2 . . . 0
. . . . . . . . . . . .
0 0 . . . B+p Bp


B+1
B+2
. . .
B+p
 =

B+1 B1B
+
1
B+2 B2B
+
2
. . .
B+p BpB
+
p
 =

B+1
B+2
. . .
B+p
 = E.
• (BE)T = BE
BE = B1B
+
1 +B2B
+
2 + · · ·+BpB+p =
(B1B
+
1 )
T + (B2B
+
2 )
T + · · ·+ (BpB+p )T = (BE)T .
• (EB)T = EB
EB =

B+1 B1 0 . . . 0
0 B+2 B2 . . . 0
. . . . . . . . . . . .
0 0 . . . B+p Bp
 =

(B+1 B1)
T 0 . . . 0
0 (B+2 B2)
T . . . 0
. . . . . . . . . . . .
0 0 . . . (B+p Bp)
T
 = (EB)T .
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Remark 1. Therefore the mutual orthogonality property (A¯iA¯
T
j = 0, i 6= j, Section 3)
together with (3.13) give us a usefull (parallelizable) formula for computing PR(A¯)(b).
But, in the equivalent formulation (3.7) we need bA = PR(A)(b). We will show that
under some additional assumptions on the block Γ from (3.3) we get the equality
R(A¯) = R(A), (3.17)
which gives us the possibility to compute bA from (3.2) with the formula (3.13).
Our second contribution of the paper is presented below.
Proposition 2. Let D : m×m be an arbitrary matrix, and
Γ = DA : m× n (3.18)
(thus q = n in 3.3). Then
rank(A¯) = rank(A), (3.19)
and equality (3.17) holds.
Proof. From (3.18) and (3.3) we get
A¯ = [A Γ] = [A DA] = [I D]A. (3.20)
But, according to [6], 0.4.5(c), page 13 we have
rank(A) ≤ rank(A¯) ≤ min{rank([I D], rank(A))} = rank(A),
because rank([I D]) = n ≥ rank(A)), which gives us (3.19). Now, we first observe
that from (3.3) it results
R(A) ⊂ R(A¯). (3.21)
But, according to (3.19) we have
dim(R(A)) = rank(A) = rank(A¯) = dim(R(A¯)).
These equalities, together with (3.21) give us (3.17) and completes the proof.
4 Parallel solution of the least squares problem
We will start this section of the paper by showing that we can construct the matrix
Γ in (3.3) such both (3.18) and the mutual orthogonality of the blocks A¯i hold. The
procedure is inspired from the paper [3] and follows the steps from below.
1. we consider the original (sparse) least square problem from Section 3
‖ A˜x˜− b˜ ‖= min! (4.1)
2. we reorder the rows and columns of A˜ following the procedure explained in Section
2, get A, b as in (3.1) and the equivalent problem (3.2).
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3. we construct the matix A¯ by an extension procedure inspired from [3], but such
that the matrix Γ also satisfies (3.18). For a clear exposure we will consider the
following particular case of the matrix AˆR from Section 2
AˆR =

0 A11
AT11 0 A
T
21
A21 0 A22
AT22 0 A
T
32
A32 0 A33
AT33 0 A
T
43
 (4.2)
The matrix A = AR from (2.6) corresponding to this is
AR =

A11
A21 A22
A32 A33
A43

} n1
} n3
} n5
} n7
(4.3)
n2 n4 n6
Then we define A¯ = [A Γ] by (see the procedure in [3])
A¯ =

A11 A11
A21 A22 −A21 −A22
A32 A33 A32 A33
A43 −A43
 (4.4)
Then, the obvious equality holds
Γ =

A11
−A21 −A22
A32 A33
−A43
 = D A = D

A11
A21 A22
A32 A33
A43
 ,
with D given by
D =

In1 0 0 0
0 −In3 0 0
0 0 In5 0
0 0 0 −In7
 (4.5)
where Inj : nj × nj are the appropriate unit matrices (see (4.3)). Therefore, at
least for the construction (4.4) of the matrix A¯ the assumption (3.18) is fulfilled
(but we can imagine other construction procedures for Γ).
In this moment we have the system (1.1) which we can extend again to (3.7) and solve
it by using the parallelizable procedure from [3]) (see also Lemma 1). In this way we
will get a solution x of (3.2) (see Lemma 1), and then a solution x˜ of (4.1) through
x˜ = Qx (see also (3.1)-(3.2)).
9
Comments
In this paper we described a possible way to develop the paralle solution method from
[3] to sparse inconsistent linear least squares (e.g. those appearing in Algebraic Recon-
struction Technique in Computerized Tomography, as well as in Compressed sensing
and Machine learning problems). We firstly pointed out that a sparse rectangular ma-
trix can be reordered such that we obtain the block bidiagonal structure (2.6). Starting
from this reordering we construct an augmented matrix A¯ as in (3.3), with Γ satisfy-
ing (3.18) such that the rowblocks A¯i are mutually orthogonal. Using this rowblock
decomposition of A¯ we can compute (in parallel) the vector bA = PR(A)(b) (with (3.13)
and (3.18)) and replace the inconsistent problem ‖ Ax− b ‖= min! with the consistent
system Ax = bA. Then, we may use the procedure in [3] for this consistent system
and get a solution of it by using the same mutually orthogonal rowblocks construction
(3.3). Some near future developments, including the efficiency of this approach would
be the following:
1. to effiently design a parallel implementation of the procedure presented in this
paper on some inconsistent systems and compare it with the procedure from [3]
applied to the (consistent) augmented equivalent formulation (1.3);
2. other comparisons with the Direct Extended Kaczmarz solver from [7];
3. other constructions than (4.4) for the matrix Γ such that (3.18) holds and the
rowblocks A¯i in (3.3) are mutually orthogonal.
4. in the papers [8] and [2] we extended the Block Cimmino algorithm (Block Row
Jacobi in [5]) to inconsistent linear least squares problems (for short Extended
BJ); we can imagine appropriate “approximate” orthogonalization of the row and
columns blocks of A in order to speed-up convergence of Extended BJ algorithm.
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