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Abstract Understanding user preference is essential to the optimization of recom-
mender systems. As a feedback of user’s taste, rating scores can directly reflect the
preference of a given user to a given product. Uncovering the latent components of
user ratings is thus of significant importance for learning user interests. In this pa-
per, a new recommendation approach, called LCR, was proposed by investigating
the latent components of user ratings. The basic idea is to decompose an existing
rating into several components via a cost-sensitive learning strategy. Specifically,
each rating is assigned to several latent factor models and each model is updated
according to its predictive errors. Afterwards, these accumulated predictive errors
of models are utilized to decompose a rating into several components, each of which
is treated as an independent part to retrain the latent factor models. Finally, all
latent factor models are combined linearly to estimate predictive ratings for users.
In contrast to existing methods, LCR provides an intuitive preference modeling
strategy via multiple component analysis at an individual perspective. Meanwhile,
it is verified by the experimental results on several benchmark datasets that the
proposed method is superior to the state-of-art methods in terms of recommenda-
tion accuracy.
Keywords Collaborative filtering · Matrix factorization · Multi-criteria
recommender systems
1 Introduction
With the rapid growth of the Internet and the overwhelming amount of contents
and choices that people are confronted with, recommender systems have been
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developed to facilitate the decision making process. During the past decades, more
and more researchers have started to study the multi-criteria recommender system,
which allows individual users to rate multiple attributes of an item. For instance,
a two-criteria movie recommender system allows users to express their preferences
on two attributes of a movie (e.g. story novelty and visual effect). A user may
be fond of the visual effects, but dislike the story of a movie. In such a case, the
movie is rated by a user based on two ratings, namely the story and visual effect
attribute.
In a multi-criteria recommender system, an individual user can make a choice
based on more than one utility-related aspects. Actually, a user usually rates a
movie after a comprehensive consideration. For example, she may firstly consider
the movie’s director, actors, story and visual effects, and then make the choice.
Therefore, the accuracy of item recommendation can be enhanced by the addi-
tional information provided by multi-criteria ratings because it can represent more
complex preferences of each users. Recent works also demonstrated that the multi-
criteria technique is superior to the traditional methods that utilize single-criteria
ratings [2].
However, nowadays, most existing websites don’t adopt the mechanism of rat-
ing multiple attributes of an item. Most collected datasets accordingly only contain
single-criteria ratings. Motivated by the technique of multi-criteria recommender
system, we supposed that users’ preferences are multi-dimensional and their rat-
ings consist of multiple latent components even in a single-criteria recommender
system. And each latent component is treated as an independent part which re-
flects one preference of a user. In order to uncover these latent components, a latent
factor model based on the matrix factorization approach was adopted to map both
users and items to a joint latent factor space. In the traditional matrix factoriza-
tion approach, all ratings are trained by a single model. However, each rating is
assigned to several latent factor models simultaneously in the training process in
our method. And the weights of each latent factor model are computed according
to their predictive errors. After the training process, those models possess varied
weights which can represent the bias of users’ preferences. Then, weights of models
are used to decompose ratings.
In a traditional multi-criteria recommender system, all ratings on attributes of
an item are explicitly given by individual users, whereas in our method, all latent
components of a rating are automatically learned by several latent factor models.
Therefore, our method not only overcome the drawback of single-criteria ratings
but also does not require so much information as the multi-criteria technique. In
a word, the contributions of our work can be summarized as follows:
Intuitive preference model. Instead of utilizing multiple ratings explicitly
given by users, we decompose a rating into multiple latent components. Those
latent components can better reflect the user’s preference than a single-criteria
rating. Moreover, less information is required by our method than that of the multi-
criteria recommender system. Therefore, our method enjoys better application
possibilities.
High prediction performance. Our original motivation is to improve the
algorithm’s accuracy with the user ratings data, by borrowing ideas from the
multi-criteria technique. With our method, more information can be uncovered
from individual ratings, which can solve the sparsity problem of recommender
systems to some extent. Meanwhile, the experimental results showed that our
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method enjoys a great improvement over the state-of-the-art methods when fewer
ratings are provided in the training datasets. Moreover, users’ preferences can be
more thoroughly uncovered by our method, which contributes to more accurate
item recommendations for users.
Efficiency. Although our method brings in several latent models to learn the
latent components of individual ratings, its computation time grows linearly with
the single latent model. If the computation time of a single model is supposed to
be t, then that of our method is (c+ 1)t, where c is the number of latent models.
Firstly, t time is required to train the latent models. Secondly, the learned models
in the previous step are retrained by using the latent components of ratings, which
requires ct time. As a matter of fact, the second training process can be executed
distributively, which can further reduce the computation time of our method.
The rest of the paper is organized as follows. Section 2 gives a brief overview
of the related research close to our work. Section 3 covers preliminaries and our
proposed model. The Experiments are shown in section 4 and finally, this paper
concludes with section 5.
2 Related works
Motivated by the multi-criteria technique, we decomposed each single-criteria rat-
ing into several components [2,6]. Therefore, our work is related with both the
single-criteria and multi-criteria approaches. In this section, the related works are
reviewed.
2.1 Single-criteria recommender systems
Up to now, plenty of methods have been proposed to solve the personalization
problem. Among them, the collaborative filtering (CF) methods are considered to
be the most popular one, which has been widely investigated and applied in online
systems. Generally speaking, the CF methods can be categorized into two classes:
neighborhood [10,16] and model-based methods [17,5,45]. The neighborhood CF
approaches can be further divided into two groups: the user-based CF and the
item-based CF [41,22,34]. The assumption of the user-based CF is that similar
users have similar tastes or preferences, whereas the item-based CF assumes that
a user tends to collect similar items. The key of neighborhood CF approaches
is to compute the similarity between neighbors or to provide a method to find
the candidate neighbors. In order to find user’s neighbors efficiently, some cluster-
based methods have been proposed. Cluster-based methods first cluster the users
and then calculate the user’s neighbors within the cluster. For instance, Alqadah
[3] proposed a biclustering neighborhood CF approach for top-n recommendation
which combines local similarity of biclusters with global similarity. Liu [35] ex-
ploited the global k-means method to divide users into disjoint groups by making
using of users’ multi-criteria ratings.
Due to the simplicity and efficiency of neighborhood CF methods, they have
a very wide application. For example, GroupLens and Bellcore video exploited
individual ratings to predict their interests in articles and movies [41,22]. Since
the number of users are more than that of items in most systems and each item
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tends to have more ratings than each user. Item-based CF methods are preferable
by online retailers, such as Amazon.com and Last.fm [1,34,10].
Unlike neighborhood CF methods, model-based CF methods exploit users’
ratings to learn a predictive model. Breese [6] proposed a Bayesian clustering
model which introduces certain groups to reflect the common preferences and
tastes of users. The latent semantic analysis models users’ ratings as a mixtuer of
individual communities [17]. LDA is a flexible generative probabilistic model for
the collection of discrete data, which can be used for document classification and
collaborative filtering [5]. The Restricted Boltzmann Machines, a kind of two-layer
undirected graphical models, was presented to recommend movies for users [45].
It is worth mentioning that the matrix factorization (MF) approach is becom-
ing more and more popular in recent years due to its good scalability and predictive
accuracy [25,43,44,28,12,20]. In the matrix factorization approaches, the rating
matrix is composed of two parts, i.e. the user latent factor matrix and the item la-
tent feature matrix. The predictive score is obtained by the computation based on
inner product of the user latent feature vector and the item latent feature vector
[25]. Usually, the low-rank approximation method and the regularization method
are used to get the latent feature matrices and prevent overfitting, respectively [43,
44,28,12]. The probabilistic matrix factorization is a probabilistic interpretation
of traditional matrix factorization methods [43], but the probabilistic approach
can yield better scalability and robustness. A Bayesian treatment of probabilistic
matrix factorization can yield a even more robust model compared to probabilistic
matrix factorization by automatically controlling model capacity through the pri-
ors while still maintaining good scalability [44]. Lee [28] considered the locality in
low-rank matrix factorization by assuming that the matrix is a representation of
the observed matrix as a weighted sum of low-rank matrices. Following the local-
ity assumption in matrix factorization, Wang [12] proposed a multi-topic matrix
factorization method that the locality in matrix is interpreted as topic. Kannan
[20] proposed a bounded matrix factorization method which imposed a lower and
an upper bound on every estimated missing element of the rating matrix. The
matrix factorization is quite a flexible method, that it allows incorporation of ad-
ditional information, such as time factor [24,9,49,36], geographical information
[32,50,13,33] and social information [40,8,51,46]. For instance, Koren [24] inves-
tigated the temporal dynamics of customer preferences and modeled the temporal
dynamics along the whole time period. Authors applied the methodology with two
recommender techniques: the factorization model and the neighborhood model. In
both models, the temporal dynamics can be useful in improving the quality of
rating predictions. McAuley [36] developed a latent factor model which explicitly
accounts for each user’s level of experience. The time-aware model can not only
achieve better recommendations but also allow to study the role of user experience
and expertise. Lian [33] incorporated the geographical information and the user
activity data by the weighted matrix factorization which can alleviate the sparsity
problem. Shen [46] integrated the user-item ratings with the social information
by a probabilistic model and the expectationmaximization algorithm was used to
infer parameters of the model.
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2.2 Multi-criteria recommender systems
Comparing to single-criteria recommender systems, multi-criteria recommender
system contains more information, including ratings of item attributes. The com-
plexity of algorithms is increased by the additional information, but in most cases,
the quality of recommendation can also be improved by incorporating the auxil-
iary data [2,19,30,35]. To the best of our knowledge, examples of multi-criteria
recommender systems include Zagat’s Guide, Buy.com and Yahoo! Movies [38]. To
exploit the information of multi-criteria ratings, a commonly used method is to
extend the computation of similarity, from single-criteria ratings to multi-criteria
ratings [19,30]. For example, within a user-based collaborative filtering approach,
the similarity of two users is computed by making use of their single-criteria rat-
ings while in a multi-criteria recommender system, the computation of similarity
is performed on each criteria and finally average the result over all criteria. Lee
[27] extended the concept of single criteria rating to multi-criteria ones and uti-
lized skyline queriy algorithm to find candidate items. Jannach [19] made use of
support vector regression to determine the relative importance of multi-criteria
ratings and combined user-based and item-based regression model in a weighted
way.
Another way to make use of multi-criteria ratings is to construct a predic-
tive model by learning from the observed data, including probabilistic modeling,
multi-linear SVD model and matrix factorization [12]. For instance, Saboo [42] ex-
tended the flexible mixture model to multi-criteria rating systems, where the user
behavior and item characteristics were characterized separately by two latent vari-
ables. Li [31] improved the traditional collaborative filtering method by expanding
the criteria to a tensor and utilizing the multi-linear SVD model. McAuley [37]
learned attitudes and attributes from explicit multi-aspect reviews with a joint
probabilistic model to yield better recommendations.
3 Latent components of ratings
In this section, we mainly discuss our method, namely LCR model. Generally
speaking, a rating system can be represented by a weighted adjancy matrixRn×m =
{rui}, where rui is the rating that user u gives to item i, and 0 otherwise. n and
m are the number of users and the number of items in the system, respectively.
As we know, the goal of a recommender system is to predict scores between each
user and her uncollected items and then to recommend the top-L items with the
highest scores. Thus, research on recommender systems is always challenged by
finding the most accurate recommendation algorithms.
3.1 The problem statement
In the multi-criteria recommender system, an individual user’s diverse and com-
plex preferences can be demonstrated by giving ratings to attributes of an item.
However, in most existing recommender systems, a particular user is constrained
to give a single-criterion value to an item. It is shown by recent works that this
mechanism has potential limitations, because a user may make a choice based
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on more than one utility-related aspect. By borrowing ideas from multi-criteria
recommender system, the goal of our work is to decompose the rating matrix R
into c latent matrices: R =
∑c
α=1Rα. We assumed that those latent matrices are
independent to each other, and the latent matrix Rα has the same size with the
original rating matrix R. There are a lot of decomposition forms. For instance, we
can decompose R randomly. However, this method is useless in improving the accu-
racy of recommendation algorithms. More details can be found in the Experiments
section.
In this paper, it is assumed that preferences of users are multi-dimensional,
and each dimension can be represented by a latent factor model. It is just like, in
a multi-criteria recommender system, different models are used to denote a user’s
different preferences on different attributes of an item. Thus, with our method, the
complex preferences of users can be demonstrated with no necessity for additional
information. However, most recommender systems do not have the mechanism for
users to give ratings to attributes of items, and it is also inconvenient for users
to do so. Moreover, to simplify the computation, those latent factor models are
supposed to be independent of each other and are trained simultaneously. In our
future work, the situation that latent models are dependent to each other will be
considered. Then, potential approaches such as collective matrix factorization [47]
and transfer learning [39] can be taken into account.
In this paper, the cost sensitive approach was adopted to learn latent factor
models. More specially, c latent factor models, {Θ1, Θ2, ..., Θc}, were randomly
initialized, and then the predictive score r̂
(α)
ui between user u and item i was com-
puted by model Θα. By referring to the deviation between r̂
(α)
ui and the real rating
rui, the weight of model Θα with respect to rating rui was computed. Finally,
by exploiting the accumulated weight, the rating matrix R was decomposed into
c latent matrices. All of the major notations used in this paper can be found in
Table 1.
3.2 Latent factor models
In this paper, latent factor models were adopted to decompose ratings, based
on the matrix factorization. Firstly, users and items were mapped by the matrix
factorization approach to a joint latent factor space of dimensionality k. Then each
user was associated with a vector xu, and each item was associated with a vector
yi. And the predictive score r̂ui between user u and item i was obtained by the
inner product of xu and yi:
r̂ui = x
T
u yi, (1)
which is the basic form of the matrix factorization. One advantage of the ma-
trix factorization approach is its adaptability to various data resources and other
application-specific requirements. For example, biases of users and items can be
added in equation 1, to indicate the observed deviations of users and items, respec-
tively. Therefore, the equation of matrix factorization with biases can be defined
as:
r̂ui = µ+ bi + bu + x
T
u yi, (2)
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Notation Description
n The number of users
m The number of items
c The number of latent component of ratings
R The rating matrix
rui The rating that user u gives to item i
r̂ui The predictive rating between user u and item i
xu, yi The latent factor vector of user u and item i, respectively
µ The global average rating
bi,bu The deviation of user u and item i, respectively
λ The coefficient of the regularization
γ The learning rate
r̂
(α)
ui The predictive score between user u and item i by latent model Θα
x
(α)
u ,y
(α)
i The latent factor vector of user u and item i with respective to model Θα
w
(α)
ui The weight allocated for model Θα given the training rating rui
Table 1 Notations used in this paper.
where µ is the global average rating, and bu and bi are the deviation of user u and
item i, respectively, from the average.
At last, the biased matrix factorization approach was chosen to decompose
each rating due to the following concerns. Firstly, by scrupulous investigation, it
is found that the biased matrix factorization approach is superior to other recom-
mendation algorithms such as collaborative filtering, basic matrix factorization,
non-negative matrix factorization and probabilistic matrix factorization in terms
of recommendation accuracy [14,15]. Secondly, complexity of the biased matrix
factorization is comparable to the basic matrix factorization. In this paper, our
algorithm was implemented based on the LibRec package, which is a GPL-licensed
Java library for recommender systems1 . Generally speaking, it runs much faster
than other packages while achieving competitive performance. Thirdly, multiple
preferences of users can be more thoroughly explored taking into account the bi-
ases of users and items. As mentioned above, users may rely on more than one
aspect to make a choice, which may cause interest biases of individual users.
Given the observed ratings, the biased matrix factorization approach is learned
by minimizing the objective function:
min
x∗,y∗,b∗
∑
u,i
(rui − r̂ui)2 + λ(‖xu‖2 + ‖yi‖2 + b2u + b2i ), (3)
where λ is the regularization parameter used to prevent overfitting. In order to get
the optimal parameters in equation 3, the stochastic gradient descent approach
were applied to update parameters in the opposite direction of the gradient of the
cost function:
1 http://www.librec.net/index.html
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bu ← bu + γ · ((rui − r̂ui)− λ · bu)
bi ← bi + γ · ((rui − r̂ui)− λ · bi)
xu ← xu + γ · ((rui − r̂ui) · yi − λ · xu)
yi ← yi + γ · ((rui − r̂ui) · xu − λ · yi)
(4)
where γ is a step size that is usually set to a small value (e.g., 0.005).
3.3 Rating decompositions
Although with biased matrix factorization approach both users and items can be
well modeled, its assumption that a rating is a single component would limit po-
tential methods for the better modeling of the overall data. Therefore, we supposed
that each rating is comprised of several latent components, and each component
can be learned by an independent model. As mentioned above, we firstly initialized
c latent factor models: {Θ1, Θ2, ..., Θc}. Each model Θα was based on an indepen-
dent biased matrix factorization. The predictive score r̂
(α)
ui between user u and
item i by model Θα can be given by:
r̂
(α)
ui = µ+ b
(α)
i + b
(α)
u + x
(α)T
u y
(α)
i , (5)
where x
(α)
u and y
(α)
i are latent vector of user and item with respect to model Θα,
respectively. Secondly, cost-sensitive approach was applied to assign rating rui to
the latent models for training. More specifically, the following cost function was
minimized as:
min
x∗,y∗,b∗
∑
u,i
c∑
α=1
(w
(α)
ui rui − r̂(α)ui )2+
λ(
c∑
α=1
‖ x(α)u ‖2 +
c∑
α=1
‖ y(α)i ‖2 +(b(α)u )2 + (b(α)i )2),
(6)
where the meta-parameter w
(α)
ui is the weight allocated for model Θα when training
the rating rui. Meanwhile, w
(α)
ui was computed as follows:
w
(α)
ui =
e−|rui−r̂
(α)
ui |∑c
α=1 e
−|rui−r̂(α)ui |
. (7)
From the equation 7, it can be seen that the weight of model Θα is inversely
proportional to the absolute error between the predictive rating r̂
(α)
ui and the real
rating rui. The assumption behind our method is that the weight of model Θα
can be reflected by its predictive performance. Similarly, the stochastic gradient
descent method was utilized to acquire parameters in equation 7. In order to
reduce the complexity of our method, we compute the w
(α)
ui by r̂
(α)
ui obtained in
the last iterative step. The weight w
(α)
ui at each iteration was preserved, in order
to decompose ratings further. Thus, for a given training rating rui, we updated
the parameters in model Θα as follows:
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b(α)u ← b(α)u + γ ·
((
w
(α)
ui rui − r̂(α)ui
)
− λ · b(α)u
)
b
(α)
i ← b(α)i + γ ·
((
w
(α)
ui rui − r̂(α)ui
)
− λ · b(α)i
)
x(α)u ← x(α)u + γ ·
((
w
(α)
ui rui − r̂(α)ui
)
· y(α)i − λ · x(α)u
)
y
(α)
i ← y(α)i + γ ·
((
w
(α)
ui rui − r̂(α)ui
)
· x(α)u − λ · y(α)i
)
(8)
Given the training rating rui, we re-computed the weight w
(α)
ui of model Θα at
the end of each iteration presented above. After the training process, the weight
w
(α)
ui of model Θα were then accumulated as:
w
∗(α)
ui =
p∑
q=1
w
(α)
ui (q), (9)
where p is the frequency that training rating rui used in the iterative process.
Finally, the weight is normalized as:
w
(α)
ui =
w
∗(α)
ui∑c
α=1 w
∗(α)
ui
. (10)
Based on the normalization weight w
(α)
ui , we can decompose rating rui into c latent
components. The weight of the αth component can be obtained by r
(α)
ui = w
(α)
ui rui.
It is represented in Figure 1 the visualization of LCR method, where the process
of decompositions of five ratings can be seen. For example, the first rating whose
value is five point, was decomposed into five latent components, namely 0.3, 0.4,
1.2, 1.0 and 2.1. Totally, five latent models were used and the average weight of
these models were 0.06, 0.08, 0.24, 0.2 and 0.42, respectively, obtained by equation
10. Our experimental results show that the weight w
(α)
ui of model Θα flattens out
after a period of fluctuation. More details can be found in the Experiments section.
3.4 Models retraining
After the above processes, c learned models, as well as c latent components of each
rating can be obtained. For those learned models, it is different to combine them
directly, since they are biased. For example, if we combine them linearly to generate
predictive ratings, most of the predictive scores would exceed 5 point (supposing
the rating score ranges from 1 to 5). Therefore, it is necessary to retrain those c
latent models. For all observed ratings, we pick out their αth latent component
to retrain the learned model Θα mentioned above. The objective function for the
according model Θα is similar to equation 3:
min
x∗,y∗,b∗
∑
u,i
(r
(α)
ui − r̂(α)ui )2+
λ(‖x(α)u ‖2 + ‖y(α)i ‖2 + (b(α)u )2 + (b(α)i )2),
(11)
where rui in equation 3 is replaced by latent component r
(α)
ui . We represented this
process for each learned model. It is worth mentioning that the learned model Θα
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Fig. 1 A visualization of LCR method. The rectangle on the left side contains the original
Ratings, scaled from 1 to 5. The Bar plots in the middle denote the decomposition of original
ratings and the component details are shown on the right side. We use different color to denote
different components of ratings and upon which, model are trained. Finally, rating in the green
rectangle of the bottom is the prediction for the real rating on its left.
can’t be re-initialized. We tried to re-initialized the learned models, but failed.
The model retraining process can also be found in Figure 1. For instance, the first
latent component of each rating (marked as the red color in the first column) was
selected to retrain the latent model Θ1. Since we assumed that those latent models
were independent to each other, other latent components were not used when the
model Θ1 was retrained.
3.5 Rating predictions
Then, c new latent factor models were obtained. By combining those models lin-
early, we can get the final predictive score between user u and item i:
r̂ui =
c∑
α=1
r̂
(α)
ui , (12)
where r̂
(α)
ui is computed by equation 5.
In general, our method can be divided into two steps: rating decomposition
and model retraining. Our method is more complicated than the tradition matrix
factorization method, but its running time grows linearly with the traditional MF.
The details can be found in the Experiments section. The visual representation of
our method is presented in Figure 1.
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4 Experiments
4.1 Experimental Setup
In order to evaluate the accuracy of our method, five benchmark datasets are
selected, namely MovieLens, Douban, Movietweetings, Epinions and Goodreads.
MovieLens is a movie recommendation website, which uses individual users’ rating
to generate personalized recommendations [21]. Douban, launched on March 6,
2005, is a Chinese Web 2.0 web site providing user reviews and recommendation
services of movies, books, and music [18]. The raw data contains user activities
before Aug 2010 and we reserve those users who have rated more than 20 movies.
Movietweetings is a dataset consisting of ratings on movies that were contained in
well-structured tweets on Twitter [11]. The raw dataset consists of 45, 604 users
and 26, 165 items. Epinions is a web site where people can review products and the
raw data consists of 876, 252 users and 120, 492 items. Goodreads is a book sharing
and recommendation website and the collected data contains user activities before
we crawled the website on Aug 2010. As it is quite difficult to provide accurate
recommendations for inactive users, we filtered out users who have rated less than
20 items. The detailed information of datasets are presented in Table 2.
Dataset #Users,n #Items,m #Ratings,l
MovieLens 6,040 3,706 1,000,209
Douban 6,472 7,755 2,147,843
Movietweetings 2,331 1,669 196,359
Epinions 66,512 12,631 5,909,085
GoodReads 96,131 39,704 12,577,677
Table 2 The statistics of five benchmark datasets, MovieLens, Douban, Movietweetings, Epin-
ions and GoodReads. The table shows the number of user(n), number of items(m) and number
of ratings(l) for each dataset accordingly.
Each dataset is randomly divided into two parts: the training set (ET ) and
the probe set (EP ). The training set and the testing set are chosen via cross-
validation [36]. The commonly used Root Mean Square Error (RMSE) was adopted
to evaluate the accuracy of methods, which could be expressed as
RMSE =
√√√√ 1|EP | ∑
rui∈EP
(rˆui − rui)2. (13)
4.2 Comparison Models
Eight methods in total were selected to compare with our method. Slopone is an
item-based collaborative filtering approach which was chosen as the benchmark
method [29]. Five matrix factorization methods were selected, which were biased
matrix factorization (BMF for short), SVD++, non-negative matrix factorization
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(NMF for short), probabilistic matrix factorization (PMF for short) and Bayesian
probabilistic matrix factorization (BPMF for short). Two cluster-based methods,
which were Latent Dirichlet Bayesian co-clustering method (LDCC for short) and
Bayesian user community model (BUCM for short). The cluster-based method
partitions individual ratings in a macro-level, whereas our method decomposes
ratings in a micro-level. Therefore, we adopted those two cluster-based methods
to compare with our method. Details of these methods are given as follows:
– SlopOne: A simple and strong memory based model that separately factors
in items which user liked and disliked [29]. SlopeOne is the simplest form
of non-trival item-based collabortive filtering algorithm so far, which is the
benchmark.
– Biased Matrix Factorization (BMF): A latent factor model that directly
models only the oberserved ratings and prevents overfitting with a regularized
term [23]. BMF is adopted as the base model of LCR. Since our method has
more parameters than BMF, we train multi BMF models and average their
prediction results (MBMF for short). This method is chosen on condition that
it shares the same number of parameters with our method.
– SVD++: A latent factor model which makes use of implicit feedback informa-
tion of users [23]. Generally speaking, implicit feedback refers to users’ history
information which indicate their preference.
– Non-negative matrix factorization (NMF): A matrix factorization method
that constraints its factorization results to be nonnegative. The learned non-
negative vectors are sparse representation of the users and items [26].
– Probabilistic Matrix Factorization (PMF) and Bayesian Probabilistic
Matrix Factorization (BPMF): As a probabilistic view of matrix factoriza-
tion, the PMF is able to scale linearly with the observed ratings and has good
performance on very sparse and imbalance data [43]. The BPMF can prevent
overfitting through integrating over all model parameters and hyperparameters
[44].
– Latent Dirichlet Bayesian Co-Clustering (LDCC): A co-clustering meth-
ods allows users and items to be grouped simultaneously. The LDCC matches
ratings in terms of users and items [48].
– Bayesian User Community Model (BUCM): Relied on both item se-
lection and rating emission, the BUCM generate communities for users that
experience the same items and individual user is modeled as mixture of topics
which characterized by both items and communities for users [4].
4.3 Results and analysis
The convergence of weights of models. In our method, the weight wαui ob-
tained by equation 7 is used to decompose a rating. Therefore, the stability of
our method would be significantly affected by the convergency of wαui. Thus we
randomly selected a rating and plotted the convergency of wαui as shown in the
left of Figure 2. In total, five latent factor models were exploited to decompose
ratings. From Figure 2, it can be seen that the weights of models stay stable after
the third iteration. In addition, it can be indicated by the varied weights of latent
models that users may have complex preferences. Moreover, the average weight of
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each latent model over all ratings was computed and the results can be found in
the right of Figure 2. It can be seen that there are almost no difference among the
average weights of latent models. In other words, in a micro level (a single rating),
the latent models are different from each other, but in a macro level (all ratings),
they are unbiased.
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Fig. 2 The convergence of w, i.e., the weights of rating components. The left plot shows the
convergence of w in a single rating entity and the right plot shows that with respect to all
ratings, that is, the average of all entities. The weight for different components are denoted by
different colors.
The performance of LCR. Meanwhile, we compared our method with the-
state-of-the-art approaches. The results are presented in Table 3, where it can be
seen that our method enjoys the best predictive accuracy in all datasets. It’s worth
mentioning that the benchmark method SlopOne outperforms some matrix factor-
ization based methods in Douban and Epinions datasets. It may be caused by the
sparsity of datasets [7]. In other words, the matrix factorization based methods
require adequate data for training to generate accurate recommendations. Never-
theless, our method is better than SlopOne in both relatively dense and sparse
datasets, which indicates that our method can overcome the sparsity problem of
recommender systems to some extent. Motivated by the results in Table 3, we
explored the relationship between the accuracy of our method and the sparsity of
datasets further. The results are presented in the bottom of Figure 4, in which
the x-axis denotes the ratio of the training set to the whole dataset (training size)
and the y-axis is the accuracy of algorithms running on the corresponding train-
ing set. For MovieLens, Douban and Goodreads datasets, the improvement of our
method is more significant when taking into account fewer ratings. However, in
Epinions and MovieTweeting datasets, our method is more accurate than the bi-
ased matrix factorization method when considering more ratings. In order to find
the possible reason, we studied the user degree which is defined as the number of
items that the user has collected, as presented in Figure 5. It can be seen that the
average user degree of Epinions and MovieTweeting is smaller than that in other
datasets, which means users of Epinions and MovieTweeting usually collect less
items than those in other datasets. Therefore, it requires more ratings to uncover
users’ complex preferences for these two datasets. In addition, from Table 3 one
can see that our method outperforms MBMF which shares the same number of
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parameters with LCR. This result indicates that improvements of our method are
not caused by adding more parameters.
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Fig. 3 The relationship between LCR’s accuracy and the number of latent components are
presented in the plots. Each plot represents the prediction results in one dataset on RMSE.
We use blue-square line and green-circle line to denote BMF and LCR respectively.
The number of the latent components. In our method, the number of
latent component is in fact a parameter, which can affect the performance of
the method if a proper value is not given. Thus, we accordingly investigated the
relationship between the accuracy of our method and the number of latent compo-
nents of ratings, as shown in the top of Figure 3. Generally speaking, the accuracy
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Fig. 4 The relationship between LCR’s accuracy and the sparsity of dataset are shown in the
plots. Each plot represents the prediction results in one dataset on RMSE. We use blue-square
line and green-circle line to denote BMF and LCR respectively.
of algorithm can be enhanced when ratings are decomposed into more than two
components. The results verified our former hypothesis that users’ interests are
complex and multi-dimensional. Furthermore, it can be seen that the optimal
number of latent components is around 5 (except Movietweeting data which is
around 10), which indicates that our method is not sensitive to the number of
latent components.
The complexity of LCR. As mentioned above, the running time of our
method grows linearly with the traditional matrix factorization. It can be found
in Table 4 the comparison between the running time of LCR and its based model
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MovieLens Douban Movietweetings Epinions GoodReads
SlopOne 0.9024(.0013) 0.7266(.0005) 1.3266(.0043) 0.3627(.0008) 0.8602(.0003)
BMF 0.8786(.0014) 0.7303(.0003) 1.3301(.0073) 0.3691(.0006) 0.8580(.0002)
MBMF 0.8774(.0019) 0.7303(.0003) 1.3002(.0065) 0.3690(.0006) 0.8567(.0005)
NMF 0.9322(.0026) 0.7458(.0065) 1.4067(.0069) 0.4071(.0005) 0.8959(.0004)
PMF 0.8875(.0018) 0.7371(.0012) 1.4312(.0032) 0.3908(.0029) 0.8737(.0016)
BPMF 0.8786(.0015) 0.7227(.0002) 1.4064(.0032) 0.3752(.0009) 0.8590(.0002)
SVD++ 0.8729(.0021) 0.7266(.0005) 1.3211(.0059) 0.3672(.0007) 0.8535(.0006)
LDCC 0.9387(.0066) 0.7472(.0009) 1.4413(.0040) 0.3820(.0019) 0.8883(.0003)
BUCM 0.9605(.0057) 0.7775(.0008) 1.4711(.0295) 0.3910(.0116) 0.9404(.0010)
LCR 0.8653(.0008) 0.7191(.0001) 1.2937(.0005) 0.3619(.0001) 0.8422(.0005)
Table 3 The accuracy of recommendation methods with respect to RMSE with the standard
error shown within the brackets.
Mo
vie
Len
s
Do
ub
an
Mo
vie
tw
ee
tin
gs
Ep
inio
ns
Go
od
Re
ad
s
50
100
150
200
250
300
350
De
gr
ee
Average user degree
Fig. 5 The average degree of users for all datasets. It can be seen that the average degree of
users in Movietweeting and Epinions are way smaller than the other datasets.
BMF. As it is mentioned in section 3, the LCR model requires rating decompo-
sition and retraining to accomplish its lifecycle. In rating decomposition, LCR
requires a minimization process by equation 6 to learn the model weights of each
component, which consumes one BMF time. In retraining, LCR needs to retraining
all desired latent component models with equation 11. For each latent component
model, LCR needs one BMF time. It turns out that the running time of LCR is
approximately 1+C times to the standard matrix factorization model, where C is
the number of desired latent components. The 1 + C times ratio can be reflected
by our running time experiments. In Table 4, taking LCR5(with 5 latent compo-
nents) for example, the running time of LCR is approximately six to seven times
to that of BMF in all datasets. In practice, the running time ratio might exceed
a bit due to the normalization for the weight of components during the operation
of algorithms in equation 7, 9, 10. Thus, it is verified that the running time of
our model grows linearly with the traditional matrix factorization. Although our
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method brings additional computation cost comparing to the single model, our
method has a stable performance even in a relatively sparse data set (e.g. Douban
and Movietweetings). That is, combination of several models would offset the bias
caused by the sparsity of data set.
BMF LCR2 LCR3 LCR4 LCR5
MovieLens 24.0 80.6 111.4 143.3 184.8
Douban 48.9 173.5 234.2 327.4 400.9
Movietweetings 6.9 24.5 31.6 40.5 50.3
Epinions 167.6 576.8 813.7 1131.1 1327.6
GoodReads 574.2 1717.6 2387.8 3003.5 3482.2
Table 4 The runing time of LCR, in seconds. We compare the running time of LCR to its
base model BMF. The number of components for LCR is denoted by the superscript, for e.g.
LCR3 denoted LCR with three components.
5 Conclusion
In this paper, a user is assumed to have multi-dimensional preferences and whose
ratings are consist of multiple independent latent components. To determine the
latent components, a new recommender system, called LCR, was proposed to learn
the user preferences by exploiting the latent components of user ratings. Based on
the cost-sensitive learning strategy, LCR is capable of decomposing an existing
user rating into several components. Meanwhile, each latent component is treated
as an independent part, with which LCR can better model user preferences at
an individual level and distinguish itself from existing methods. Moreover, it is
verified by extensive experiments and analysis on several benchmark datasets that
our model can (1) make more accurate recommendations by introducing proper
latent rating components, (2) perform well even provided with fewer ratings and
(3) generate item recommendations at the cost of a linearly increased running time
comparing to the single model.
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