Abstract. We investigate the indicators for certain groups of the form Z k ⋊ D l and their doubles, where D l is the dihedral group of order 2l. We subsequently obtain an infinite family of totally orthogonal, completely real groups which are generated by involutions, and whose doubles admit modules with second indicator of -1. This provides us with answers to several questions concerning the doubles of totally orthogonal finite groups.
Introduction
Indicators of modules over Hopf algebras [6] [14] , especially their higher analogues [12] considered herein, are proving to be a very useful invariant in the study of Hopf algebras. For example, they have been used in classifying Hopf algebras themselves [10] [22] ; in studying possible dimensions of the representations of H [11] ; and in studying the prime divisors of the exponent of H [12] [20] . Moreover, the indicator is invariant under equivalence of monoidal categories [16] , and thus yield a gauge invariant of the category of finite dimensional representations. Another motivation comes from conformal field theory; see the work of Bantay [2] [3] . The notion of higher indicators has also been extended to more general categories [20] [21] [22] , where quasiHopf algebras play an important role [18] [19] .
It is well-known that the higher indicators for modules over groups are integers. It was hoped the same would be true for the Drinfel'd double of a group. The author proved this to be true for an infinite family of groups which includes the dihedral groups [13] , and in [4] it was proven for symmetric groups acting on at most 10 elements. More recently, [8] showed it was true for a number of other groups, including every symmetric group, but also provided an example where the indicators are not integers. The method used is nonconstructive, however, in that it only gives a sufficient condition to predict integrality, and provides no information on the specific values assumed beyond that. Indeed, what connection there is between the structure of the group and the indicators of its double-which can be defined entirely in terms of the group, its subgroups, and their representations-remains a major question. For example, it is known that the second indicators determine when a module is self-dual, and if so if there is a symmetric or skew-symmetric invariant bilinear form [14] , but there is no known geometric interpretation for the higher indicators.
Determining if the indicators can take negative values or not remains a very difficult open question, even when considering just the group algebras [4] [13] [23] . As such, it is crucial to pursue further examples in this direction. In [13] several examples were explicitly produced and calculated which had negative indicators in the double but 1 none for the group. Further similar examples will be computed in this paper, this time involving totally orthogonal groups. Whether or not negative indicators exist for the doubles of S n for n > 10 (n ≤ 10 is known to be non-negative by [4] ), or any of the classical reflection groups, remains an important open problem.
The groups we investigate are defined in Definition 2.1, and our results about them are summarized in Theorem 7.5. The procedure, notation, and organization are virtually identical to those in [13] . We work over the field k = C. We will use ∧ to denote logical conjunction, ∨ for logical disjunction, and ⊕ for exclusive disjunction in logical propositions. Given a logical proposition P , we define δ P to be 1 when P is true, and otherwise 0.
Preliminaries
We cite here only the bare essentials. More comprehensive preliminary details can be found in [13] . Definition 1.1. Given a simple H-module V and its character χ, we define the functions
where Λ is the unique integral in H with ε(Λ) = 1.
Throughout, the indicator of a simple module is just the indicator of its irreducible character. When convenient, we will also use the representation corresponding to the associated character when denoting indicators of simple modules.
For any finite dimensional Hopf algebra H, there is an associated Hopf algebra D(H) known as the Drinfel'd double of H. We give a cursory definition here that applies when H is group algebra, and refer to [17] for a more general and complete definition.
Definition 1.2. Let G be a finite group. We define a new hopf algebra D(G), the Drinfel'd double of G, in the following fashion. As a vector space, D(G) = (G k )
cop ⊗ k kG, where G k is the linear dual of the group algebra kG. As a coalgebra, D(G) is just the usual tensor product of coalgebras. To get the algebra structure, we use the G-action on (G k ) cop coming from conjugation. As in [17] we will write h ⊲⊳ f , h ∈ G, f ∈ (G k ) cop , for a typical element of D(G)
We will need an explicit description for the irreducible modules of D(G) when G is a finite group. Our notation is the same as that used in [1] . 
For the left G-module structure, we define g.g i v = g j (γv), where g j and γ are the (necessarily unique) elements with gg i = g j γ in G and g j ∈ O, γ ∈ C G (s). Here, γ acts on V via ρ. For the left G * structure, we specify an equivalent left G-comodule structure δ. Specifically, we take δ(g i v) = t i ⊗ g i v. In particular, M(O, ρ) can be graded by the elements of O.
The specific choices of s (the representative of O), the isomorphism class representative ρ and corresponding vector space V , the enumeration of O and the choice of the g i are not crucial. They will all yield isomorphic D(G)-modules. In particular, we are free in the subsequent to fix these choices as suits the situation, and we will do so without further comment.
In order to study the indicators of G and D(G), for G a finite group, we need to introduce a few more pieces of notation. Definition 1.4. Let G be a finite group. For any x, y ∈ G and m ∈ N, define
In the notation of [12] , taking F = G our G m (x, y) and z m (x, y) are precisely G m,1 (x, y) and z m,1 (x, y), respectively. Theorem 1.5. [12] Let G be a finite group and let Λ be the integral of D(G). Then
In particular, assume that ρ is an irreducible representation of C G (s). Let χ be the character of V , and η the character of ρ. Then
Although the first equality is much more compact, for our purposes we will find the third a little bit easier to calculate with, since we can separate the two conditions a ∈ G m (g) and a m = y in the definition of G m (g, y). Computing the indicators of modules associated to central elements is readily achieved by the following result. 
Remark: There are other possible actions of D k on Z 2 l . Our particular choice of action, as well as the particular restriction on l and the order of the cyclic group, are a matter of convenience to obtain the desired examples. The precise structure of a more generic group Z l ⋊ D k varies significantly with different choices. We will see later that the particular groups we consider are all totally orthogonal, amongst other things, and furthermore their doubles have indicators which are negative (see Theorem 7.5). The particular example of Z 8 ⋊ D 4 , with presentation as above, was previously known to D. Naidu (private communication).
We start by stating some of the key identities that hold in such a group. These are easy consequences of the definition.
We easily compute that
and the result follows.
For the rest of this section, we continue to investigate the structure of Z 2 l ⋊D k . We will need to know the conjugacy classes and centralizers in particular by Proposition 1.3.
We then have that
Combining and using the facts that 4 | k and G = a, u, v , we obtain that Z(G) = a 2 l−1 , u k/2 . The isomorphism is then obvious.
Proposition 2.5. Let G = Z 2 l ⋊D k and n 1 , n 2 be as in Definition 2.1. The conjugacy classes of G are given as follows. For any i, j, p, q, r, s ∈ Z we have
Breaking down into the cases of the parity of p, q, r, i, j and using Corollary 2.2 yields the desired set equalities after a bit of tiresome but elementary computation. The cardinality statements for i) and ii) are then applications of Corollary 2.2 and simple counting arguments.
For the remaining claims in iii), we need only show that
It is clear from the set membership that
So suppose that i ≡ j mod 2 and s ≡ p mod 2. If i ≡ j mod 4, then there are r, t ∈ Z such that a
Else, there is a t ∈ Z such that 4t + 2 + i ≡ j mod k. We claim that there is an r ∈ Z with 2r + n 1 s ≡ p mod 2 l . Then we can again conclude that
Since n 1 is odd we have 2 | p−n 1 s, so solutions to this equation exist. This completes the proof.
Proof. For elements of the form a
So the non-trivial case for such elements is 2 ∤ s ∧ 2 | i, where the element has order 4. In this case, by the same Corollary,
In the notation of Proposition 2.5.iii, if we take t = i/2 and r = −n 2 s, we have
and by Corollary 2.2 we have
So now we need only prove that a s u i is conjugate to its own inverse for all s, i. This is obvious for the central elements, as those all have order 2 and are thus their own inverses. Generally, we have
Using Corollary 2.2 again, we conclude that this element is in class(a s u i ), as given in Proposition 2.5.i-ii.
Remark: If we remove the assumption that 4 | k in the definition of Z 2 l ⋊ D k , then the resulting group is no longer completely real in general. The essential difference is that class(a
Such an element fails to be conjugate to its inverse precisely when
We complete this section by computing the centralizers for our groups. 
Proof. We have previously computed what a generic conjugate in G looks like in equation (2.5.1). So we break things down by cases to obtain our centralizers. When 2 | j and 2 | i, we have (2.5.1) = a
This is equal to a
For the 2 ∤ r case, the equivalence holds ⇔ 2 l−1 | s. Since also k | 2i in this case, this forces a s u i ∈ Z(G). Then for the 2 | r case, the equivalence always holds if 2 | q.
When q is odd, by Corollary 2.2 the equivalence holds precisely when 2 | s. This gives the identities of part i). The isomorphisms are clear. When 2 | s the normality is clear by definition of the action of v on u and a. For 2 ∤ s, we easily find that
Thus the centralizer is again normal as claimed. Now suppose 2 | j and 2 ∤ i. Then
. For 2 ∤ q, this holds precisely when p ≡ s mod 2. For 2 | q, it holds precisely when 2 | p. This gives the equalities in part ii). The index follows immediately from Proposition 2.5. By Corollary 2.2, the centralizer is abelian when 2 | s. We also have that
so in this case the centralizer is again abelian. For normality, we compute
Thus the centralizers are normal as claimed. Lastly, suppose that 2 ∤ j. Then
This is equal to a s u i v if and only if
We now break down these congruences into cases.
When 2 | r, we have
In the second line we have used that 4 | k ∧ q ≡ 0 mod k/2 forces 2 | q. These equivalences simply equate to the obvious statement that a
So for 2 ∤ r, we he have
In the second line we have used that 4 | k∧q ≡ i mod
forces q ≡ i mod 2. These last equivalences amount to the statement that a
Since this exhausts all possible cases, we in fact conclude that a
Since two of the generators are in the center of G, it is clear that these groups are abelian. The isomorphisms follow from Corollary 2.2 and Lemma 2.4, and the index follows from Proposition 2.5.iii.
Representations of Z 2 l ⋊ D k
We proceed now to determine the character theory of the groups given by Definition 2.1. Proposition 2.7.i in part says that H 1 = a, u 2 is an abelian normal subgroup of Z 2 l ⋊ D k . If α is a generating irreducible character for a and β is a generating irreducible character for u 2 , then the irreducible characters of H 1 are of the form α r ⊗ β t for some r, t ∈ Z. We now show that inducing these characters up to Proof. There are clearly 2 l−1 k distinct characters of H 1 . Let ψ = α r ⊗ β t and φ = α q ⊗ β s be any two characters of H 1 . Using Proposition 2.5, it is easily verified that ψ G has dimension 4. By normality, ψ G (x) = 0 whenever x ∈ H 1 . Define e : {1, 2, 3, 4} → {±1, n 1 , n 2 } by
Then, by Proposition 2.5 we have
This latter expression is equal to 1 ⇔ 2 ∤ r. Thus ψ G is irreducible if and only if 2 ∤ r, and so there are 2 l−2 k irreducible characters amongst such induced characters. To determine how many of these characters are distinct, we suppose that 2 ∤ r and 2 ∤ q and similarly compute
This expression is non-zero, or equivalently ψ G ∼ = φ G , if and only if there are 1 ≤ x, y ≤ 4 solving the equations
x+y t mod k 2 and q ≡ e(x)e(y)r mod 2 l .
This in turn is equivalent to one of following four pairs of congruences holding
Since these congruences respect the parity conditions 2 ∤ r and 2 ∤ q, we conclude that there are four copies (up to isomorphism) of each irreducible character amongst these induced characters. In particular, we obtain 2 l−3 k 2 distinct 4-dimensional irreducible characters in this fashion.
Define H 2 = a, u ∼ = Z 2 l ⋊ n 1 Z 2·k/2 , a normal subgroup of G by Proposition 2.7.i. By [13] , the linear characters of H 2 are parameterized by φ r,t = γ r ⊗ ρ t ∈ Z 2 l−1 ⊗ Z k , with γ and ρ generating Z 2 l−1 and Z k respectively. Evaluation on H 2 is then given by using any surjective homomorphism a, u ։ a 2 , u ∼ = Z 2 l−1 × Z k . Equivalently, these characters arise from the linear characters of the quotient G/ a 2 l−1 , v . 
Subsequently, we find that
Specializing to θ = φ, we see that this expression is 1, or equivalently that φ G is irreducible, if and only if φ 2 = 1. There are exactly four φ with φ 2 = 1, given by r ≡ 0 mod 2 l−2 and t ≡ 0 mod
. This means there are 2 l−1 k − 4 irreducible characters amongst these induced characters. We then see that, for a generic θ, φ G , θ G = 0 ⇔ φ = θ ∧ φθ = 1. So when φ, θ are distinct with φ G and θ G irreducible, we conclude that they are isomorphic if and only if φ = θ −1 . Thus there are 2 l−2 k − 2 isomorphism classes amongst these irreducible characters of G.
It turns out that these 4-dimensional and 2-dimensional characters give all of the non-linear characters of Z 2 l ⋊ D k , which we now prove. 
Proof. By Theorems 3.1, 3.2, and 3.3, all irreducible characters of G can be obtained by inducing a linear character of some subgroup of G. By Proposition 2.7, the centralizers of non-central elements are either abelian or are isomorphic to one of the groups considered in [13] . Abelian groups are clearly M-groups, and it was shown in [13] that the groups considered there are also M-groups.
In fact, a somewhat stronger condition holds, as every irreducible character for C G (g) can be induced from a linear character of some normal subgroup.
Indicators of
Now that we know the complete representation theory of our groups, we can proceed to compute their higher indicators. The easiest case is, of course, the linear characters.
In particular, ν 2 (φ) = 1 for every such φ.
Proof. For any such φ, we have
By Theorem 3.3, φ is either the identity or has order 2. The result follows. 
In particular, ν 2 (ϕ 
which is the desired formula. Proof. The last two claims are immediate from the formula and the fact that ψ r,t does not have order two by the proof of Theorem 3.2.
To obtain the formula, we proceed as we did in the proof of Theorem 4.2. Things are a bit simpler here since ψ r,t (a 2 l−1 ) = 1. We have
as desired.
Combing our results so far, we get the following. We continue to let G = Z 2 l ⋊D k be as in Definition 2.1. We wish now to proceed to compute the indicators for the irreducible modules over D(G). We use the notation of Proposition 1.3 to denote the irreducible modules over D(G). By Proposition 1.7, the indicators for a module M(g, ρ) with g ∈ Z(G) are entirely determined by the order of g and the indicators of the G-module given by ρ, which we have already computed in the previous section. Thus we will subsequently focus on the indicators of modules corresponding to non-singleton conjugacy classes.
By Corollary 1.6, we will need to compute the sets G m (x) from Definition 1.4. Determining these sets is the goal of this section. The remaining sections are dedicated to computing the indicator for a particular "type" of module, which we describe now. Before we compute the membership of the sets G m (x), we start off with a preliminary lemma that will assist our computation.
Proof. This is easily verified to be equivalent to Corollary 2.2.vii. 
Remark:
The condition "4 | m" in parts (v),(vii),(ix), and (x) is technically superfluous. In each case it is a consequence of the condition requiring that k divide a particular expression involving m, and our assumption that 4 | k. We explicitly state this condition here since it is useful to keep in mind when computing the values of indicators.
Proof. i) Since a, u is one of the groups considered in [13] , this is a straightforward consequence of [13, Prop. 4 
So for this element to equal 1, we see from the power on u that we must have either 2 | m or k | 2i. We consider each case to determine when the power on a gives the identity element. If 2 ∤ m, then for (5.3.1) = 1 we must have
where the equivalence follows from the fact that (1 + n 2 n 
So for this element to equal 1, we must have 2 | m. Supposing that 2 | m, we now compute the power on a and when it yields the element 1. If we had 2 | y, then the power becomes 
From the power on v, we conclude that for this element to be the identity we must have 2 | m. So we suppose that 2 | m. Then the power on u is given by So for (5.3.2)=1 to hold, we must have 2 l | mx in this case. This gives vi). On the other hand, if 2 | i, then we get
Thus we must have 
This gives iv) and completes the case of 2 | y. So suppose now that 2 ∤ y. As mentioned before, this forces 4 | m. Then the condition on the power on a in (5.3.2) is given by
If we have 2 | i, then is equivalent to
where we have used Corollary 2.2 in the second equivalence. This gives v). So finally suppose that 2 ∤ i, instead. Then
Thus we must have mx(2 l−2 − 1) ≡ 2 l−2 mr ≡ 0 mod 2 l ⇔ 2 l | mx. This proves vii). viii-xi) By equation (2.5.1) and Lemma 5.2, we have
Looking at the powers on u and v, we see that if (5.3.3)=1 were to hold, we must have 2 | m ∧ k | m(i − y). So suppose for the remainder of the proof that 2 | m and k | m(i − y). Note that if i ≡ y mod 2, then k | m(i − y) implies 4 | m. We now simplify the power on a as follows
with the last equivalence following from 2 | (n 2 − n i 1 ) and Corollary 2.2. Breaking equation (5.3.4) down into cases depending on the parity of i and y, as we did for parts (iii)-(vii), yields all remaining claims.
6. The Type I and II modules 6.1. Type I. We now proceed to explicitly determine the indicators for Type I modules. We start with the odd modules, and then finish with the two cases for the even modules.
Proof. Under the assumptions of the theorem, we have the following from Proposition 5.3:
We compute the contribution to ν m (V ) from elements of the form a x u y first. If k ∤ 2mi ∨ 2 l ∤ m, then elements of the form a x u y contribute 0 to the indicator. So we may suppose for this portion of the proof that
So by Corollary 1.6 and Proposition 2.5 and its proof, for (6.1.1) to give a non-zero contribution to ν m (V ) we must have 2 | my. Since 2 l | m, this always holds. So suppose that 2 | y. Then the contribution from elements of the form a s u j is given by
Note that the 4 ultimately corresponds to | class(a r u 2i )|. Each appropriate conjugate of a mx b my that we would apply the character to in accordance with Corollary 1.6 just changes the powers on a and b by some unit. Since we are, in both cases, summing over all possible indices s, j, the sum is equivalent to the first one given in equation (6.1.2).
On the other hand, suppose that 2 ∤ y. Suppressing unnecessary conjugates as before, the contribution from these elements is
We can rewrite this last summation as a difference to get
Combining, under the assumption that k | 2mi ∧ 2 l | m, the elements of the form a x u y contribute the following the ν m (V ):
2 φ ms,mt , 1 . 
Combining everything together, we get the desired formula. That ν 2 (V ) = 1 is then immediate. Similar arguments to those given above show that, in all of our remaining computations in this and other sections, we may suppress the units that arise from taking the appropriate conjugates when computing the value of the sum in Corollary 1.6. We shall do so without further note, though we point out now that Lemma 7.1 is essential for justifying this approach for the Type III modules. 
, ψ s,t ). Let 1 < m ∈ N, and let P be the proposition
In particular, ν 2 (V ) = 1.
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We compute the contribution to ν m (V ) from elements of the form a x u y first. Without loss of generality, when computing the contribution of elements of the form a x u y we may suppose that k | 2mi ∧ 2 l | mr. Similar to the proof of the previous theorem, we find that the contribution from those terms with 2 | y is given by
Note that in this case we do not express this an inner product of characters of a, u 2 . Since our full centralizer is a, u instead of a, u 2 this time, we will find it easier to combine this formula with that for the 2 ∤ y case than in the previous proof.
On the other hand, suppose now that 2 ∤ y. It may or may not happen that 2 | m in this situation, so we break the computation into two further subcases. If 2 | m, the contribution from these elements to the indicator is 2 |G|
where we have used the fact that 2 ∤ m to conclude that 1 + (m − 1)(2 l−2 + 1) is a unit modulo 2 l . Combining these together, we find that elements of the form a x u y contribute δ P to ν m (V ).
We now consider the contribution from elements of the form a x u y v. We have shown that we may suppose that 2 | m if these elements are to contribute a non-zero value to ν m (V ). By Corollary 2.2, each such element contributes a value of either 1 or ψ s,t (a 2 l−1 ), depending on the parities of x, y, and m/2. Since ψ s,t is a linear character of a, u , however, we necessarily have ψ s,t (a 2 l−1 ) = 1. Since there are 2 l · k elements of the form a x u y v, the contribution of these to ν m (V ) is exactly δ 2|m . Combining both parts together, we get ν m (V ) = δ 2|m + δ P as desired. For the particular case of m = 2, we get ν 2 (V ) = 1 + δ P . But δ P = 1 forces 2 l−1 | r ∧ k | 4i, which is equivalent to a r u 2i ∈ Z(G). Thus ν 2 (V ) = 1 as claimed. 
Proof. Lengthy but routine computations of g m under the conditions that g ∈ G m (a r u i v) gives the desired result.
We will find it convenient to break down the Type III modules along parity lines, in accordance with Proposition 2.5.
Proof. By Proposition 5.3, we have
So it follows that if 2 ∤ m then ν m (V ) = 0. So for the remainder of the proof we assume that 2 | m.
We begin by determining the contribution from elements of the form a x u y . We have (a 
We begin by determining the contribution from elements of the form a
Since 
For the contribution from elements of the form a x u y v, we give an argument similar to that in the proof of Theorem 7.2 to conclude that we once again get a contribution equal to (7.2.5). The desired formula follows, and ν 2 (V ) = 1 is then immediate.
We now have a single case of modules left to consider to complete our goal. In particular, ν 2 (V ) = η(a 2 l−1 ) = ±1.
Proof. Set g = a r u i v. By Proposition 5.3, we have
So it follows that if 2 ∤ m then ν m (V ) = 0. So for the remainder of the proof we assume that 2 | m. We begin by determining the contribution from elements of the form a x u y . For any a x u y ∈ G m (a r u i v) we have Combining things together, we get the desired formula for ν m (V ). That ν 2 (V ) = η(a 2 l−1 ) then follows.
We thus get our main theorem as an easy corollary. In [7] it was asked if the indicators for D(G) are non-negative whenever G is totally orthogonal. We can now assert that this is not the case, even if we restrict ourselves to just the classical indicators ν 2 (V ). We remark again that D. Naidu has independently shown that Z 8 ⋊ D 4 , in the notation of Definition 2.1, was a counterexample. It has been conjectured that non-negativity of the indicators for D(G) holds provided we further require that G be a real reflection group. Such groups are well-known to satisfy conditions i), ii), and iv) of our theorem (the fifth part remains unproven, except for the dihedral [13] and symmetric [23] groups), and in [7] it was shown that D(G) is also totally orthogonal. Theorem 7.5 shows that the condition of being generated by reflections in the conjecture cannot be relaxed to simply "generated by involutions". Furthermore, by parts iv), vi), and vii) we can now positively answer the existence part of Question 4 in [13] .
