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Abstract
Subsurface applications including geothermal, geological carbon sequestration, oil and gas, etc.,
typically involve maximizing either the extraction of energy or the storage of fluids. Fractures form
the main pathways for flow in these systems and locating these fractures is critical for predict-
ing flow. However, fracture characterization is a highly uncertain process and data from multiple
sources, such as flow and geophysical, is needed to reduce this uncertainty. We present a non-
intrusive sequential inversion framework, for integrating data from geophysical and flow sources to
constrain fracture networks in the subsurface. In this framework, we first estimate bounds on the
statistics for the fracture orientations using microseismic data. These bounds are estimated through
a combination of a focal mechanism (physics-based approach) and clustering analysis (statistical
approach) of seismic data. Then, the fracture lengths are constrained using flow data. The efficacy
of this inversion is demonstrated through a representative example.
Keywords: sequential inversion, multiple datastreams, geophysics, flow, fracture, subsurface mod-
eling, clustering analysis, k-means clustering, Latin hypercube sampling, elbow method.
1. INTRODUCTION
The efficiency of subsurface applications such as unconventional oil and gas, CO2 sequestra-
tion, waste water disposal, and geothermal systems [1–3], where fluids are injected or extracted,
vastly depends on the permeability of the subsurface. Fractures in the subsurface form critical
flow pathways and significantly influence the permeability. Due to the complex (heterogeneous and
anisotropic) nature of the subsurface, there is a lot of uncertainty involved in the characterization
of these fracture networks [1,4,5]. Constraining subsurface fracture networks and their interaction
with fluid flow is one of the great challenges in the earth and energy sciences [6–9].
The uncertainty in characterizing fracture networks is severe due to the following reasons: 1)
typically, fractures are located at around 10000 feet below the surface of earth and are not easily
accessible; 2) the geometry and topology of these networks, which control various processes in the
subsurface system such as flow, stress, heat, reactions, etc., are unknown; 3) existing methods use a
single data source (for instance, either flow or geophysical data) for characterization. Using multiple
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datasets helps in reducing the uncertainty and provides better constraints on the fracture topology
and geometry. However, the main challenge with using multiple datasets is that a typical time-series
subsurface data set is rough and highly-oscillatory, with missing details [5,10,11]. Furthermore,
there is a strong correlation between various data streams such as seismic, flow, temperature, geo-
chemical and the subsurface fracture network parameters [12–22], and thus these data streams
must be considered to accurately parameterize the fracture networks. Previous methods, which are
primarily based on outcrop analysis, had difficulty in accounting for these correlations [23–25]. Our
inversion method uses recently developed clustering analysis algorithms to overcome this barrier.
Our aim, in this paper, is to develop a non-intrusive sequential inversion framework, using multiple
types of data (specifically, geophysical and flow datasets) to constrain subsurface fracture networks.
The output of the inversion is a discrete fracture network (DFN) that models the fracture system
as a network of two-dimensional planes in three-dimensional space. The next subsection details the
assumptions made and the observational data needed in our framework.
1.1. Subsurface fracture/fault statistics: Assumptions, basic workflow, and con-
straints. Microseismicity occurrence caused due to fluid injection may be correlated with the sub-
surface fracture networks [16, 26]. Microseismic events are typically recorded during the various
stages of field-scale stimulation in reservoirs [27] and cluster of these microseismic events can be
used to identify a connected subsurface fracture network [28,29]. Here, we briefly describe how the
microseismic data combined with flow data, can be used to characterize the fracture network.
Based on the recording of the microseismic events, velocity models are constructed. These
velocity models are key components [30–32] for locating earthquake events/hypocenters. Various
methods exist in literature to construct seismic velocity models [33]. Within the oil and gas industry,
full waveform inversion (FWI) is now the state-of-art seismic velocity building algorithm [34,35].
FWI is a nonlinear optimization problem which iteratively updates the velocity model to reduce
misfit between the recorded and synthesized seismic data via the adjoint method. Once a velocity
model is constructed, we invert for microseismic event locations using seismic wave arrival times.
The accuracy of locating microseismic events is controlled by various factors such as fracture
network, fracture geometry, knowledge of the earth’s crust, and the measurement accuracy of seis-
mic wave arrival-times. The earthquake location methods generally incorporate absolute travel-time
measurements and/or cross-correlation P-wave and S-wave differential travel-time measurements.
Residuals between observed and theoretical travel-time differences between a pair of events are min-
imized. This approach of estimating earthquake hypocenters is called double-difference earthquake
location algorithm [36]. This algorithm is used our paper to invert for seismic event locations.
Once the event locations are inverted, we can use seismic waveform information to obtain focal
mechanisms. These focal mechanisms provide information on fracture orientation. See Section 2 for
more details.
We then assume the lower and upper bounds on the fracture length in this paper. However,
fracture density shear-wave splitting analysis can be used to provide these bounds through fracture
compliance and fracture length relationship [37]. This splitting method is based on the fact that
a shear-wave propagating through an isotropic elastic solid containing stress-aligned micro-cracks
behaves as if the solid was anisotropic [38]. The shear-wave splits into two waves, a fast one
polarized parallel to the predominant crack direction and a slow one polarized perpendicular to it.
The time delay between the arrivals of the fast and the slow waves is proportional to crack density,
or number of cracks per unit volume along the wave path.
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Fracture pattern, connectivity, and size distribution can be obtained from fractal analysis1,
b-value analysis2, and clustering analysis3 of microseismic events [15, 40, 41]. We use clustering
analysis, specifically k-means clustering, in this paper. In addition to microseismic data, orthogonal
information such as flow rate, pressure, tracer, temperature, and geochemical datasets can then be
used to constrain the fracture length/size. In this paper, we use pressure data, for constraining
fracture lengths. Once we get the fracture statistics, permeability can be estimated, that then can
be utilized to obtain the state of stress in a reservoir. State of stress can then be used to gain insight
for drilling new wells and in assessing risk for decision-making.
1.1.1. Assumptions behind the proposed inversion framework. The following are the
main assumptions behind our sequential geophysical and flow inversion framework to estimate frac-
ture statistics such as fracture orientation and fracture size distributions:
I The fluid flow in a fault damage zone is assumed to be predominantly within its (back-
ground and fault-related) fracture networks, which mostly consists of several fault-related
fracture sets [5, 42–47]. This means, the virgin rock (also called as the matrix) is as-
sumed to be impermeable. Relaxing this assumption and accounting for fluid loss due to
diffusion/transport of fluid in and out of the matrix is beyond the scope of the current
paper.
I Clustering of microseismic events represents a connected fault-fracture network [48]. Each
cluster of microseismic events may correspond to a unique fracture or a set of fractures
which have similar spatial and hydrological attributes. This means that, across various
fractures within each cluster, the statistical variance in material and geometrical properties
such as fracture permeability, aperture, and transmissivity is not high.
I Cluster centers of microseismic events are assumed to be the observation points where
the flow and pressure data are sampled and/or extracted and/or monitored over time. For
instance in case of enhanced geothermal systems, cluster centers may represent the possible
location of new drilling (injection and/or production) wells [5, 16, 19, 49–51]. It should
be noted that the cluster centers may move in time, representing fracture propagation or
fluid movement within the subsurface fracture network [40, Chapter-4] [41, Chapter-6 and
Chapter-7]. Such an analysis where we account for time-series cluster centers based on the
state of earth’s stress is beyond the scope of current paper.
1.2. Study objective and outline of the paper. The main objective of this study is to
develop a sequential inversion framework to constrain subsurface fracture network (or equivalent
1This approach gives relationships between number of fractures Nl and length scale l for fracture surfaces, which
is given by: Nl ∝ l−D, where D is the fractal dimension. D ≈ 1.9 and 2.5, in two and three dimensions, respectively.
The fractal dimension D is an indicator for material heterogeneity and strength of earthquakes. If the total number
of fractures are known, then an estimate on the average length of the fractures can be obtained.
2b-value is a statistic measuring the proportions of large and small earthquakes in a seismic event cluster. If
b-value is large, small earthquakes are relatively common, whereas when b-value is small, there exist a possibility of
a large event happening [39]. It should be noted that there is a strong correlation between b-value and the fractal
dimension D.
3Cluster analysis is the task of grouping a set of objects in such a way that objects in the same group are more
similar to each other than to those in other groups. Through clustering analysis of seismic data, one can obtain
attributes such as mean orientation of a fracture/fault. Furthermore, clustering of microseismic data also helps to
find the most likely and significant locations of the fractures [15].
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DFN) stochastics. The paper is organized as follows: Section 2 describes the seismic wave prop-
agation and flow forward models used in the sequential inversion framework. From this inversion
process, we constrain the major fracture orientation and fracture lengths of subsurface DFNs. As-
sumptions in modeling these systems are also outlined. In Section 3, we present a synthetic example
to illustrate our sequential inversion framework to constrain the fracture statistics, which is orien-
tation and lengths of DFNs. We also show how clustering analysis of seismic events can augment
the seismic inversion methods in better constraining the fracture orientation. Pressure data sets
at certain observation points (which can be injection, production or observation wells in real life
applications) are used to constrain the fracture length in the synthetic example. Finally, conclusions
are drawn in Section 4.
2. FORWARD MODEL AND SEQUENTIAL INVERSION FRAMEWORK
In this section, we briefly describe the forward models for constructing focal mechanisms as well
as the governing equations for fluid flow. We then present a numerical methodology to construct
our sequential geophysical and flow inversion framework. The framework is constructed based on 1)
dfnWorks [52–56], which is a parallelized computational suite to generate three-dimensional DFNs
and simulate flow and transport on these networks; 2) MADS software [57] for constructing Latin
hypercube samples (LHS) of various fracture network parameters. MADS is an open-source high
performance computational framework for data-& model-based analyses.
2.1. Forward model: Focal mechanisms. Focal mechanisms of microseismic events describe
the seismic source motions on the fault-related fractures, and can provide useful information on their
orientations. Given adequate seismic records, knowledge of velocity models and event locations, we
can invert the focal mechanism for each microseismic event to constrain fracture orientation. This
is achieved by constructing true seismic waveforms and arrival times of both compressional and
shear waves for each event based on event location, focal mechanisms, and velocity model built
upon seismic wave propagation theory [58–61]. The inverted focal mechanism parameters, strike
angle and dip angle, are directly related to fracture orientation. Strike angle describes the direction
of a fracture relative to North in the clockwise direction and dip angle describes the direction of a
fracture relative to horizon in the clockwise direction.
In this paper, assuming a velocity model, we first invert for microseismic event locations using
seismic wave arrival times. A double-difference event location algorithm [36] is used to invert
the event locations. From the obtained inverted event locations, we can use seismic waveform
information to obtain focal mechanisms. Our waveform focal mechanism inversion method [62]
inverts for 7 parameters for each event: Strike angle, dip angle, slip, isotropic, Compensated Linear
Vector Dipole (CLVD) component, source duration, and seismic moment. Green’s functions are
calculated numerically to simulate seismic waveforms for given event location, focal mechanism,
and velocity model. Inverted event focal mechanism is obtained by minimizing the misfit between
true and simulated seismic waveforms using a simulated heal annealing method.
2.2. Forward model: Fluid flow. The forward model for the fluid flow is based on single
phase, fully saturated, and isothermal Richards equation [63, Chapter-11]. The governing mass
conservation equation for fully saturated fluid flow is given as follows:
∂ (ϕρ)
∂t
+ div[ρv] = Qw (2.1)
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where t denotes the time, ϕ denotes the porosity of the porous medium, ρ is the fluid density
[kgm−3], v is the Darcy’s velocity [m s−1], and Qw is the volumetric source/sink term [kgm−3 s−1].
The Darcy’s velocity is given as follows:
v = −ks
µ
grad[p− ρgz] (2.2)
where ks is the saturated permeability [m2], µ is the dynamic viscosity [Pa s], p is the fluid pressure
[Pa], g is the gravity [m s−2], and z is the vertical component of the position vector [m].
The nonlinear partial differential equations (2.1)–(2.2) describing the fluid flow on discrete frac-
ture networks are solved using the massively parallel subsurface flow simulator PFLOTRAN [64],
which employs a fully implicit backward Euler for discretizing time and a two-point flux finite vol-
ume method for spatial discretization. The resulting non-linear algebraic equations are solved using
a Newton-Krylov solver.
2.3. Sequential inversion framework. In order to constrain the fracture orientation, we first
construct focal mechanisms of microseismic events. Once the location of these events are obtained,
we perform cluster analysis to obtain the corresponding discrete probability distributions for strike
and dip angles. In addition, we also obtain the cluster centers (which are the observation points [65])
where the data for the flow is sampled. More details on the numerical methodology to constrain
fracture orientation are provided in Algorithm 1.
Once, we obtain the constrains on fracture orientation, and if we know the bounds on fracture
length, we can estimate the fracture lengths by minimizing the misfit between flow measurement
data and model data. Bounds on the fracture length can be obtained from either microseismic data
through fracture compliance and fracture length relationship [37] or from bounding relationships
for hydraulic fracture height growth to hydraulic fracture fluid volume [70]. Correspondingly, the
misfit objective functional to be minimized is given by the following equation:
J [(θ∗1, φ∗1, l∗1), (θ∗2, φ∗2, l∗2), · · · , (θ∗n, φ∗n, l∗n)] =
NumObs∑
i=1
1
pmaxobs
(pi((θ1, φ1, l1), (θ2, φ2, l2), · · · , (θn, φn, ln),x, t)− pobs,i)2 (2.3)
where n is the number of fractures in the DFN. θe is the strike angle, φe is the dip angle, and le is
the fracture length, where e = 1, 2, · · · , n. NumObs is the total number of observation points. pobs,i
is the pressure data [Pa] at i-th observation point. pmaxobs correspond to the maximum value of
observation pressure. pi is the model pressure at i-th observation point. Algorithm 2 provides a
detailed methodology to constrain fracture length using HPC toolkits dfnWorks and MADS.
Analysis is performed for four different cases of fracture aperture distributions (note that all
fractures considered here are ellipses), which are described as follows:
Case #1: Constant fracture aperture ‘b’ [m] and constant fracture permeability ‘ks’ for all
fractures regardless of their size and location. That is, it is assumed that fracture length,
fracture transmissivity, and permeability are not dependent on fracture aperture. For this
case, there is no correlation between fracture geometric properties (aperture and length)
and fracture material properties (transmissivity and permeability). The other three cases
given below assume a relationship between geometric and material properties.
Case #2: It is assumed that fracture permeability is a function of fracture aperture. How-
ever, no assumption is been made relating fracture permeability or fracture aperture to
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Algorithm 1 A numerical methodology to constrain fracture orientation for discrete fracture networks
1: INPUT: Focal mechanisms; locations of microseismic events (Coord); total number of events
(NumCoord); maximum number of iterations to run k-means clustering algorithm to return a
codebook of microseismic events with lowest distortion (MaxIters); tolerance/threshold after
which k-means algorithm is terminated if the change in distortion from the last k-means iter-
ation is less than or equal to (TolValue); and maximum combinations allowed for three-point
computational geology problem (MaxCombo) [66].
• Coord contains (x, y, z) coordinates of microseismic events.
2: if NumCoord!(NumCoord−3)! 3! < MaxCombo then
3: Construct strike and dip angles discrete probability distributions for entire Coord.
4: For each combination of three points in Coord, construct the x, y, and z coefficients of the
fracture plane [66]. Let the coefficients be denoted as a, b, and c.
5: Determine the strike and dip angles for trivial cases (that is, when one or more coefficients of
the fracture plane are equal to zero).
6: For non-trivial cases, we have the following:
7: if a 6= 0 then
8: Strike angle = 180pi arctan
(−ba).
9: end if
10: if Strike angle < 0 then
11: Strike angle = 180o - absolute value of previously obtained strike angle (In this case, note
that we have counter clockwise strike angle orientation).
12: end if
13: if Sign[−c× a] > 0 then
14: Dip angle = 180o - 180pi arctan
(√
a2+b2
c2
)
.
15: else
16: Dip angle = 180pi arctan
(√
a2+b2
c2
)
.
17: end if
18: end if
19: Determine the number of clusters ‘k’ for k-means algorithm using a combination of elbow
method [67], focal mechanisms, and from (strike and dip angles) discrete probability distri-
butions obtained from the entire Coord (if computationally tractable).
20: Cluster the microseismic data and generate a codebook for these events using k-means clustering
and vector quantization algorithms (herein, implementation is based on Scipy.Clustermodule [68]
and parallelization is performed using Multiprocessing Python module [69]). Inputs for these
algorithms are Coord, MaxIters, and TolValue.
21: for i = 1, 2, · · · , k do
22: Construct strike and dip angles discrete probability distributions for each set of Coordi, where
Coordi are the coordinates of microseismic events of cluster i.
23: Analysis is similar to that of the full cluster coordinates Coord, which is discussed in an earlier
if-else statement
24: end for
25: OUTPUT: Coordi, ClusterCentroidi, strike angles, and dip angles discrete probability distri-
butions for each cluster, where i = 1, 2, · · · , k.
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Algorithm 2 A numerical methodology to constrain fracture length for discrete fracture networks
1: INPUT: Number of fractures (n); domain size; centroids of the user-defined fracture ellipses
ClusterCentroidi; number of vertices for each elliptical fracture; number of Latin Hypercube
Samples (NumLHS); Latin Hypercube Samples for fracture parameters and fracture normals (ob-
tained from Algorithm 1); observation points; observation pressure datasets; and flow parame-
ters for PFLOTRAN simulator.
2: for i = 1, 2, · · · , NumLHS do
3: if Case #1: Constant aperture and constant permeability for all the fractures then
4: LHS of each fracture includes: Fracture normal based on strike and dip angle, minor axis
radius, and aspect ratio (length of major axis to minor axis). All these parameters are
sampled from uniform distributions.
5: LHS, which are the same for all fractures: Aperture and permeability, whose log-values are
sampled from uniform distributions.
6: end if
7: if Case #2: Fracture aperture sampled from log-normal distribution then
8: LHS of each fracture includes: Fracture normal based on strike and dip angle, minor axis
radius, aspect ratio of each fracture, and standard deviation for log-normal aperture distri-
bution. All these parameters are sampled from uniform distributions.
9: end if
10: if Case #3: Fracture aperture from fracture transmissivity then
11: LHS of each fracture includes: Fracture normal based on strike and dip angle, minor axis
radius, aspect ratio of each fracture, and α. All these parameters are sampled from uniform
distributions.
12: end if
13: if Case #4: Length correlated aperture then
14: LHS of each fracture similar to Case #3.
15: end if
16: For each observation point, find the closest mesh cell and extract the model pressure from
this cell.
17: Calculate the misfit functional values given by equation (2.3).
18: Choose the fracture parameters and normals, which has the minimum misfit functional value.
19: end for
20: OUTPUT (for each case): Fracture lengths l∗i (major axis length, minor axis length, and mean
length), unit normals nˆi, apertures bi, and permeabilities ks,i, where i = 1, 2, · · · , n.
that of the fracture length. Fracture aperture value ‘b’ is sampled from log-normal distri-
bution (with a specified mean and standard deviation). Permeability of each fracture is a
function of fracture aperture, which is given by ks = b
2
12 [71, Chapter-4].
Case #3: For this case, it assumed that there is a strong correlation between fracture aper-
ture, fracture transmissivity, and fracture permeability. Fracture aperture ‘b’ is constructed
from fracture transmissivity ς = F(0.5lmean)α by the following relation: b =
(
12ςµ
ρg
)1/3
. The
constants F and α depend on the underlying rock properties [71, Chapter-4]. lmean corre-
sponds to the mean fracture length, which is the average of major and minor lengths of the
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underlying elliptical fracture. For this case, note that the fracture permeability ks = b
2
12
depends on the length of the fracture.
Case #4: Length correlated aperture, where fracture aperture is defined as a function of
mean fracture length by the following expression: b = Fl(0.5lmean)α. The constant Fl
depends on the underlying rock properties (note that Fl need not be equal to F). Similar
to the previous case, the fracture permeability depends on the fracture length, which has
profound influence on resulting model pressure and flow rates.
The logic behind considering the four different cases is as follows: In order to constrain fracture
length from fluid flow measurements, it is important to take into account various correlations that
exist between fracture geometric properties and material properties. This is because fluid flow
measurements can only provide information related to pressure and velocity of the fluid flow in
fractures. While laboratory experiments on rock cores samples drilled from a reservoir site provide
local information of the reservoir such as local fracture aperture, local fracture transmissivity, and
local fracture permeability (based on which an estimate on fracture length of the core sample
can be obtained). However, there are uncertainties associated in extrapolating the findings of the
laboratory experiments on rock core samples to reservoir (which is at a global scale). Hence, we
plan to investigate the above four different cases, which are of practical interest in fracture flow
applications.
2.4. Logic behind the proposed approach. The overall workflow for constructing the se-
quential inversion framework based on geophysical and flow data is summarized in Figure 1.
Why sequential inversion?: Sequential inversion is a multi-step process. This procedure
gives the flexibility to invert for system parameters one at a time by considering single
data stream among multiple data streams. In joint inversion, one inverts for the all system
parameters in one go by considering multiple data streams all at a time. An advantage of
sequential inversion procedure is that one can couple existing simulators or codes, tailored
to invert a specific data stream. In this paper, we first invert geophysical data to get
fracture orientation distribution. Then, we invert flow data to get fracture lengths.
Why need cluster analysis?: Clustering analysis of inverted microseismic events can pro-
vide: (i) probability distribution of possible fracture orientations and (ii) fracture plane
centroids, which are the individual cluster centers. However, in data clustering analy-
sis, determining the number of clusters/fractures is a frequent problem [72–76], and is
a distinct issue from the process of actually solving the clustering problem. The correct
choice of number of clusters is often ambiguous, and is dependent on the desired clustering
resolution of the user [77,78]. For example, in k-means clustering, increasing k without
penalty will always reduce the amount of error in the resulting clustering, to the extreme
case of zero error if each data point is considered its own cluster (i.e., when k equals the
number of data points, n). But this may not be the correct or optimal choice of number
of clusters. Intuitively, the optimal choice of number of clusters k will strike a balance
between maximum compression of the data using a single cluster, and maximum accuracy
by assigning each data point to its own cluster.
How can physics enhance clustering analysis?: In order to find number of clusters k
in k-means clustering, we use traditional elbow method [79–81]. The elbow method looks
at the percentage of variance explained as a function of the number of clusters. Intuitively,
if one plots the percentage of variance explained by the clusters against the number of
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clusters, the first cluster will add much information (explains a lot of variance), but at
some point the marginal gain will drop, giving an angle in the graph (for example see
Figure 5(a) and (b)). That is, at this point adding another cluster doesn’t give much
better modeling of the data. The number of clusters k is chosen at this point, hence the
‘elbow criterion’. This ‘elbow’ cannot always be unambiguously identified. In order to
reduce the uncertainty associated with identifying this elbow we rely on the dip and strike
angle distribution obtained from focal mechanism physics. The number of peaks (which
correspond to dominant fracture planes) in these fracture angle distributions narrows down
the uncertainty associated in determining the number of clusters from elbow method.
In the next section, we demonstrate the efficacy of this multi-physics based sequential inversion
framework through a representative synthetic example.
3. RESULTS: A SYNTHETIC NUMERICAL EXAMPLE
As a synthetic example, we construct a distribution of geophones and a one-dimensional velocity
model (see Figure 2). A total of 4 surface geophones and 20 borehole geophones are placed near
the fractures of interest. It is assumed that these three-component geophones can record both
compressional and shear waves. Approximately, 330 microseismic events are assumed to occur on
the fractures of interest and be recorded by all geophones. Each event has its own location and focal
mechanism. Based on this synthetic velocity model, we first invert for microseismic event locations
using seismic wave arrival times. The used arrival times are true arrival times modified by adding
a Gaussian distribution of 2 ms noise to simulate observation errors. With observation errors,
the inverted microseismic events are not located exactly on the fractures, but scattered around.
To locate fracture centers, k-means clustering analysis is used. The cluster centers coordinates
correspond to fracture plane center coordinates.
The size of the domain of interest is a cube of 200×200×200 [m3]. The reference datum for ver-
tical depth is at 1500 m, which is the top surface of the cube. We assume that there are three major
fractures in the subsurface system, whose unit normals are given by: n1 = −0.355eˆx − 0.646eˆy +
0.676eˆz, n2 = −0.996eˆx + 0.077eˆy − 0.038eˆz, and n3 = 0.316eˆx + 0.715eˆy + 0.623eˆz. In terms of
strike and dip angles, these are close to (5o, 90o), (117o, 60o), and (120o, 120o). The major fractures
are assumed to be ellipses with centers located at (−5.543,−19.861, 98.218), (0.577, 19.39, 91.1),
and (9.42, 39.088, 53.548), where the reference datum coordinates (which is equal to (0, 0, 1500)) are
subtracted to put these coordinates in the domain of interest (for instance, see Figure 12). It is
assumed that the length of each elliptical fracture in the direction of minor axis is equal to 250 m.
The major axis length of ellipse is assumed to be equal to 275 m, 300 m, and 312.5 m. The mean
length for these three fractures are 262.5 m, 275 m, and 281.25 m. As the fracture sizes are greater
than the domain size of interest, most of them are truncated to fit in the specified dimensions of
the cube.
For simplicity and to demonstrate various ideas of the proposed sequential inversion framework,
steady-state analysis is performed for the flow problem on DFN. The following boundary conditions,
fracture parameters, and flow parameters are assumed:
• Flow boundary conditions: Dirichlet boundary conditions are prescribed on the left
and right sides of the cube. Pressure on the left side of the cube is equal to 30 MPa while
that on the right side is equal to 10 MPa. On all other sides of the domain, the flux is set
to zero.
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• Flow parameters: Constant fracture aperture is assumed, which is taken as 10−5 [m].
Correspondingly, constant fracture permeability is taken to be equal to 10−12 [m2]. Other
fluid and porous media parameters, based on the properties of water and fractured granite,
are set to: ϕ = 0.25, ρ = 997 [Kgm−3], Qw = 0, µ = 8.94×10−4 [Pa s], and g = 9.8 [m s−2].
Using these parameters, the fluid pressure profile (which is the true solution) is obtained on the
original DFN, shown in Figure 12. Pressure observation data, used in our inversion framework, is
sampled at the centroids of the elliptical fractures, whose values are given as follows:
• Pressure observation data: pobs,1 = 21.86 MPa, pobs,2 = 19.08 MPa, and pobs,3 = 18.33
MPa.
3.1. Discussion of numerical results and inferences. Using the above observational pres-
sure datasets, inverted seismic events locations and focal mechanisms, we perform sequential inver-
sion analysis to determine the fracture characteristics for various cases discussed in subsection 2.4.
The following are the numerical values for the input parameters for Algorithms 1 and 2:
• NumCoord = 332, MaxIters = 20, TolValue = 10−8, MaxCombo = 107
• The Monte Carlo simulations based on LHS are constructed using the following ranges
with NumLHS = 10:
Elliptical fracture lengths (in the direction of minor axis) are chosen to be between 200 m
and 300 m. The aspect ratio (major axis length to minor axis length) is varied from 1.0 to
1.5. Based on the case, fracture aperture and permeability ranges are:
Case #1: Log of fracture aperture and log of fracture permeability are varied from -6.0
to -4.0 and -13.0 to -11.0.
Case #2: Log of mean value of aperture is -5.0 while its standard deviation is varied
from 0.6 to 0.9.
Case #3: F = 1.6× 10−9 and α is varied from 0.5 to 2.0
Case #4: Fl = 5× 10−5 and α is varied from 0.5 to 2.0
Remark 3.1. Numerical simulations are performed on using 32 cores to construct the strike
angle and the dip angle discrete probability distributions for the entire seismic events using pure
clustering analysis. It should be noted that the total number of possible fracture orientation combi-
nations for 332 seismic events is equal to 6,044,060, which is quite high. To reduce the computational
time to calculate the entire discrete probability distribution, we use a combination of Multiprocessing
parallelization module and Itertools module in Python. Correspondingly, the computational time for
these 6 million combinations is around 904 seconds.
Numerical results are shown in Figures 3–14. From Figures 3–4, the following can be in-
ferred: The strike and dip angles of true fracture planes are close to (5o, 90o), (117o, 60o), and
(120o, 120o). From Figures 6–11, which are constructed based on pure clustering analysis of in-
verted seismic events, a first set of upper and lower bounds on the strike and dip angles can be
obtained. However, when used in conjunction with focal mechanisms. These bounds can be further
constrained. To crystallize, from Figures 5–11, the following conclusion can be drawn: Based on
focal mechanisms of inverted events, discrete probability distributions for strike and dip angles for
entire cluster, and discrete probability distributions for strike and dip angles for each of the three
different clusters, we have the following hard constraints on the fracture orientation:
Fracture plane #1: Strike and dip angles vary from 0o − 20o and 80o − 100o.
Fracture plane #2: Strike and dip angles vary from 100o − 140o and 40o − 80o.
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Table 1. Fracture aperture and the relative error for four different cases.
Case #
Aperture [m] Relative error = Aperture value
Ground truth value
− 1
Frac-1 Frac-2 Frac-3 Frac-1 Frac-2 Frac-3
True value 10−5 10−5 10−5 NA NA NA
1 2.2569× 10−5 2.2569× 10−5 2.2569× 10−5 1.26 1.26 1.26
2 5.3222× 10−6 4.6028× 10−6 3.585× 10−6 −0.47 −0.54 −0.64
3 4.2092× 10−5 4.2256× 10−5 4.2454× 10−5 3.21 3.23 3.25
4 2.596× 10−3 2.722× 10−3 2.832× 10−3 2.56× 102 2.72× 102 2.83× 102
Table 2. Fracture permeability and relative error for four different cases.
Case #
Permeability [m2] Relative error = Permeability value
Ground truth value
− 1
Frac-1 Frac-2 Frac-3 Frac-1 Frac-2 Frac-3
True value 10−12 10−12 10−12 NA NA NA
1 1.716× 10−13 1.716× 10−13 1.716× 10−13 −0.83 −0.83 −0.83
2 2.361× 10−12 1.765× 10−12 1.071× 10−12 1.36 0.77 0.07
3 1.476× 10−10 1.488× 10−10 1.502× 10−10 1.47× 102 1.48× 102 1.49× 102
4 5.617× 10−7 6.178× 10−7 6.685× 10−7 5.62× 105 6.18× 105 6.69× 105
Table 3. Model observational pressures and relative error for four different cases.
Case #
Pressure [MPa] Relative error = Pressure value
Ground truth value
− 1
Frac-1 Frac-2 Frac-3 Frac-1 Frac-2 Frac-3
True value 21.86 19.08 18.33 NA NA NA
1 21.74 19.04 18.29 -0.0054 -0.0021 -0.0022
2 21.49 19.96 18.58 -0.017 0.046 0.014
3 22.09 19.02 18.19 0.011 -0.003 -0.007
4 21.52 18.57 17.96 -0.015 -0.027 -0.008
Fracture plane #3: Strike and dip angles vary from 100o − 140o and 110o − 140o.
Latin hypercube samples are drawn from the above fracture angle ranges and the respective unit
normals for fracture planes are obtained. These are provided as inputs for Algorithm 2 to estimate
fracture length based on observation data at the observation points. Figure 12 provides the true
solution for fluid pressure based on the true set of unit normals for elliptical fractures. Numerical
simulations are performed for the four different cases based on the constructed LHS. Figures 13 and
14 provide the contour profiles for fluid pressure for which the misfit functional value is in the order
10−4. For Case #3 and Case #4, the parameter α is equal to 0.75 and 0.804.
A summary of the above parameters are shown in Tables 1, 2, and 4. The following can be
inferred based on Figures 3–14 and Tables 1–4:
Fracture orientation: Pure clustering analysis (statistical approach) without the informa-
tion from focal mechanisms (physics-based approach) may not always be accurate. But it
is the combination of clustering analysis of seismic events and focal mechanisms that can
provide reasonably accurate information, thereby ensuring hard constraints on the dom-
inant fracture planes orientation. Details on how we arrived at the fracture angles and
11
Table 4. Axes length and relative error for four different cases.
Case #
Axis length [m] Relative error = Axislength value
Ground truth value
− 1
Minor (all) Frac-1 (Major) Frac-2 (Major) Frac-3 (Major) Minor (all) Frac-1 Frac-2 Frac-3
True value 250 275 300 312.5 NA NA NA NA
1 245.14 255.88 255.44 263.34 -0.019 -0.069 -0.149 -0.157
2 280.12 335.62 301.28 338.1 0.121 0.221 0.004 0.082
3 245.98 296.24 300.48 306.56 -0.016 0.077 0.002 -0.019
4 250.64 272.64 289.3 303.84 0.002 -0.008 -0.035 -0.027
number of fracture planes based on a combination of cluster analysis and focal mechanisms
are given below:
• From elbow method [79–81], which is pure clustering analysis, it is clear that we can
have three or four or five possible fracture planes.
• From strike angle distribution obtained from the entire cluster analysis (Figures 6–7) of
inverted seismic events, we observe that we have three possible clusters. However, dip
angle distribution obtained from clustering analysis doesn’t provide much information.
• Strike angle distribution obtained from focal mechanism shows two dominant fracture
planes. Dip angle distribution shows three dominant fracture planes.
• Based on the elbow method and focal mechanisms, we can conclude that there are
three dominant fracture planes.
Fracture aperture and permeability: From Table 1, it can inferred that Case #2 has
aperture values close to ground truth while Case #4 performs poorly. From Table 2, Case
#1 and Case #2 have permeability values close to ground truth while Case #3 and Case #4
deviate considerably. This is due to the nonlinear relationships between fracture aperture
and fracture length assumed in these two cases.
Model pressure values: From Table 3, for all the cases the model pressure values are close
to each other. This is expected as it is a consequence of Equation 2.3. From Figures 13
and 14, qualitatively, the pressure profiles for Case #2, #3, and #4 are similar to ground
truth.
Fracture lengths: From Table 4, the Case #4 has least absolute relative error for minor
axis while Case #2 has highest absolute relative error. For major axis, for fracture-1, Case
#4 has least error while Case #2 has the highest error. For fracture-2 and fracture-3, Case
#3 has the least error while Case #1 has the highest absolute error. In all the cases, the
absolute relative error for both major and minor axis are in the order of 10−2.
4. CONCLUDING REMARKS
In this paper, we have presented a sequential inversion framework to constrain subsurface frac-
ture network represented as a DFN using geophysical and flow data sets. First, we described the
forward models to obtain focal mechanisms and model observation data for flow variables. Second,
based on these models we have constructed a novel sequential inversion methodology for various
cases to constrain dominant fracture orientation and fracture length. Third, utilizing this framework,
we have presented a synthetic numerical example to demonstrate various aspects of the proposed
algorithms. From this example, it is apparent that physics-informed clustering analysis, which is a
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combination of clustering analysis (pure statistical approach) and focal mechanisms (physics-based
approach) can provide accurate bounds on the dominant fracture plane orientations. Finally, we
discussed various cases to constrain fracture length. From these case studies, it is clear that the
model flow data variables are highly dependent on various fracture parameters (which inturn de-
pend on the fracture length in a highly nonlinear fashion). In all these case studies, even though
the model observation data is close to the prescribed observation data, there is a wide difference
in different fracture parameters. Furthermore, prior analysis on these fracture parameters (such as
aperture, transmissivity, and permeability) is needed to better constrain the fracture length.
It is seen from the example problem that the resulting primary variables (such as pressure and
flow rate), obtained by solving the governing equations for the flow problem, are very sensitive to
the fracture parameters (aperture, transmissivity and its coefficients, and permeability), fracture
length, and fracture orientation. Moreover, fracture parameters such as fracture permeability have
a nonlinear dependence on the fracture length. This has serious consequences on constraining
subsurface DFNs as pressure and flow rate depend on the fracture permeability. Hence, it is a
challenge to obtain sharp constraints on the fracture statistics.
The proposed framework and algorithms are general and non-intrusive. They leverage on ex-
isting parallel fracture flow simulators to construct bounds on the fracture length and orientation.
Moreover, extending the sequential inversion framework proposed in this paper to include various
other nearly-orthogonal/complementary datasets (such as chemical, mechanical, and temperature)
is straight-forward and requires minimal effort.
Subsequently, in our future works, we will perform detailed sensitivity analysis on these fracture
parameters to impose hard/sharp bounds on the fracture length, aperture, transmissivity, and
permeability. As the number of fractures increases, more sophisticated methods such as X-means
clustering, information-theoretic approach, silhouette method, and kernel matrix analysis can be
used to determine the number of cluster/fractures [79] rather than relying on traditional elbow
method.
APPENDIX
A brief description of the geophysical, subsurface flow, and statistical terminology used in this
paper, is given below:
Discrete Fracture Network (DFN) modeling: The DFN approach is a modeling method-
ology that seeks to describe the rock mass fracture system in statistical ways by build-
ing a series of discrete fracture objects represented as two-dimensional planes in three-
dimensional space. The statistics of these networks are based on field observations of
fracture properties such as size, orientation and intensity.
Outcrop: An outcrop is a visible exposure of bedrock or superficial deposits on the surface
of the earth.
Focal mechanism: Seismologists refer to the direction of slip in an earthquake and the
orientation of the fault on which it occurs as the focal mechanism. They use the information
from seismograms to calculate the focal mechanism.
Microseismics: In seismology, a microseism is defined as a faint earth tremor caused by
natural phenomena. Microseisms are very well detected and measured by means of a
broad-band seismograph, and can be recorded anywhere on Earth.
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Shear wave: In seismology, shear waves are one of the two main types of elastic body waves,
because they move through the bulk of the object/body under consideration, unlike surface
waves.
Permeability: Permeability in fluid mechanics and the earth sciences is a measure of the
ability of a porous material to allow fluids to pass through it.
Fracture aperture: Fracture aperture is the width of a fracture opening. In quantify-
ing flow through fractures, apertures can be used to calculate permeability by assuming
equivalency with flow between two parallel plates.
Compensated Linear Vector Dipole: The pattern of energy radiation of an earthquake
is represented by the moment tensor solution, which is graphically represented by beachball
diagrams. An explosive or implosive mechanism produces an isotropic seismic source. Slip
on a planar fault surface results in what is known as a double-couple source. Uniform
outward motion in a single plane due to normal shortening is known as a compensated
linear vector dipole source.
Geophones: A geophone is a device that converts ground movement (velocity) into voltage,
which may be recorded at a recording station. The deviation of this measured voltage from
the base line is called the seismic response and is analyzed for structure of the earth.
Seismic moment: Seismic moment is a quantity used by earthquake seismologists to mea-
sure the size of an earthquake. For modern earthquakes, moment is usually estimated from
ground motion recordings of earthquakes known as seismograms. For earthquakes that
occurred in times before modern instruments were available, moment may be estimated
from geologic estimates of the size of the fault rupture and the displacement.
Green’s function: Green’s function visualizes the effect of source concentrated at a point
on different points of the domain. In mathematics, a Green’s function is the impulse re-
sponse of an inhomogeneous differential equation defined on a domain, with specified initial
conditions or boundary conditions. Combining Green’s function with focal mechanism can
represent seismic waveforms recorded for a given earthquake.
k-means clustering: Clustering is a process of partitioning a set of data (or objects) into
a set of meaningful sub-classes, called clusters. This helps user to understand the natural
grouping or structure in a dataset. Clustering is used either as a stand-alone tool to get
insight into data distribution or as a pre-processing step for other algorithms. In particular,
k-means clustering aims to partition n observations into k clusters in which each observation
belongs to the cluster with the nearest mean, serving as a prototype of the cluster [82–84].
Latin Hypercube Sampling: Latin Hypercube Sampling (LHS) is a statistical method for
generating a near-random sample of parameter values from a multidimensional distribution.
The sampling method is often used to construct computer experiments [85,86].
Sequential geophysical and flow inversion: By this term, we mean that the geophysical
data is inverted first. This inversion process results in fracture orientations. Then, we invert
for flow data to obtain fracture lengths.
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Figure 1. Joint geophysical and flow inversion framework workflow diagram: First, the
microseismic data (which is the coordinates of the seismic events) are clustered. The number
of clusters is determined based on a combination of elbow method and focal mechanisms.
Clustering analysis is performed using k-means clustering algorithm. Following this, a prob-
ability distribution for strike and dip angles is obtained for each cluster. In combination
with focal mechanisms, these discrete probability distributions for strike and dip angles pro-
vide information on major fault/fracture orientations. In addition, clustering analysis can
provide (possible) bounds on other fracture statistics [15,87,88], which will be considered in
our future works. Second, based on these fracture orientations and a priori information on
the ranges for fracture lengths, a sequence of DFNs are constructed. The parameters for the
DFNs are sampled from a given set of probability distributions based on Latin hypercube
sampling. The governing equations for the flow are solved on these DFNs. Finally, a set of
constrained DFNs are obtained by minimizing the misfit functional based on a given set of
pressure observations.
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(c) Velocity model
Figure 2. Geophones arrangement and synthetic velocity model: Figures (a) and (b)
provide the map and depth view of the distribution of microseismic events and geophones
for the synthetic example. Figure (c) shows the 1D compressional-velocity (Vp) model used
for this synthetic example. The shear-velocity (Vs) model is similar to Vp model, with a
constant, which is assumed to be: VpVs = 1.73.
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(a) True events (with Gaussian white noise)
X-Coordinate
−30
0
30
60
Y-
Co
ord
ina
te
−60
0
60
Z
-C
oo
rd
in
at
e
1540
1560
1580
1600
1620
1640
1660
(b) Inverted events with errors
Figure 3. Event locations (synthetic data): Figures (a) and (b) show the location of true
and inverted seismic events, respectively.
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(a) Strike angle distribution (true events)
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(b) Strike angle distribution (inverted events)
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(c) Dip angle distribution (true events)
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(d) Dip angle distribution (inverted events)
Figure 4. True and inverted fault/fracture orientations based on focal mechanisms: Fig-
ures (a) and (b) show the strike angles of true and inverted events while figures (c)
and (d) show the corresponding dip angles. From the ground truth, we have three dif-
ferent fracture planes, whose orientation in terms of the unit normals are given as fol-
lows: n1 = −0.355eˆx − 0.646eˆy + 0.676eˆz, n2 = −0.996eˆx + 0.077eˆy − 0.038eˆz, and
n3 = 0.316eˆx + 0.715eˆy + 0.623eˆz. These correspond to strike and dip angles that are
close to (5o, 90o), (117o, 60o), and (120o, 120o).
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(a) Elbow method: Determining the number of clusters (true events)
1 2 3 4 5 6 7 8 9 10
Number of clusters
10
15
20
25
30
35
40
P
er
ce
nt
ag
e
of
va
ri
an
ce
ex
pl
ai
ne
d
Optimal/Possible set of clusters
(b) Elbow method: Determining the number of clusters (inverted events)
Figure 5. Clustering analysis of true and inverted events: Figures (a) and (b) show the
percentage of variance as a function of number of clusters for true and inverted events,
respectively. The possible number of fracture clusters based on elbow method (which is a
pure statistical approach) are between 3 to 5. Based on this traditional clustering method-
ology, without the information from focal mechanisms (which is a physics-based approach)
it should be noted that adding another cluster (beyond 5) does not provide much better
modeling of the seismic events.
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(a) Strike angle: Entire cluster (Ground truth)
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(b) Strike angle: Entire cluster (Inverted events)
Figure 6. Fault/fracture orientation of true and inverted events based on clustering
analysis: Figures (a) and (b) show the discrete probability distributions for strike angle
based on ground truth and inverted events, respectively. Based on these figures, for inverted
seismic events, the dominant fracture planes have strike angles in the range 0o − 20o and
100o − 140o.
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(a) Dip angle: Entire cluster (Ground truth)
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(b) Dip angle: Entire cluster (Inverted events)
Figure 7. Fault/fracture orientation of true and inverted events based on clustering
analysis: Figures (a) and (b) show the discrete probability distributions for dip angle angle
based on ground truth and inverted events, respectively. Based on these figures, for inverted
seismic events, the dip angles are in the range 40o − 140o.
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(a) Strike angle: Cluster-1 (Ground truth)
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(b) Strike angle: Cluster-2 (Ground truth)
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(c) Strike angle: Cluster-3 (Ground truth)
Figure 8. Fault/fracture orientation (three clusters): Discrete probability distributions
for strike angle for true events based on clustering analysis.
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(a) Dip angle: Cluster-1 (Ground truth)
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(b) Dip angle: Cluster-2 (Ground truth)
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(c) Dip angle: Cluster-3 (Ground truth)
Figure 9. Fault/fracture orientation (three clusters): Discrete probability distributions
for dip angle for true events based on clustering analysis.
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(a) Strike angle: Cluster-1 (Inverted events)
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(b) Strike angle: Cluster-2 (Inverted events)
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(c) Strike angle: Cluster-3 (Inverted events)
Figure 10. Fault/fracture orientation (three clusters): Discrete probability distributions
for strike angle for inverted events based on clustering analysis.
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(a) Dip angle: Cluster-1 (Inverted events)
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(b) Dip angle: Cluster-2 (Inverted events)
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(c) Dip angle: Cluster-3 (Inverted events)
Figure 11. Fault/fracture orientation (three clusters): Discrete probability distributions
for dip angle for inverted events based on clustering analysis.
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(a) DFN mesh for three fractures
(b) Liquid pressure profile for the corresponding DFN (true solution)
Figure 12. Fault/fracture network with three fractures (ground truth): Figure (a) shows
the DFN mesh for three fractures constructed using the unit normals provided in Section
3. Figure (b) shows the profile of liquid pressure on these three fractures. The fractures are
drawn from ellipses. The length of each fracture in the direction of minor axis is equal to
250 m while the aspect ratio (length of major axis to minor axis) of these three fractures are
equal to 1.1, 1.2, and 1.25. The mean length for these three fractures are 262.5 m, 275 m, and
281.25 m. The center of these elliptical fractures are located at (−5.543,−19.861, 98.218),
(0.577, 19.39, 91.1), and (9.42, 39.088, 53.548). Note that the domain of interest is a cube of
size 200 × 200 × 200 m3 and the reference datum for vertical depth is at 1500 m, which is
the top surface of the cube.
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(a) DFN constraint (Case #1): Constant aperture
(b) DFN constraint (Case #2): Log-normal aperture distribution
Figure 13. Fault/fracture network with three fractures (Case #1 and Case #2): Figures
(a) and (b) show the profiles for liquid pressure (for two different cases constant aperture and
log-normal aperture distribution), which minimizes the misfit functional at the observation
points. Note that the liquid pressure profiles are slightly different for these two cases.
However, at the observation points these values are close to each other. See Tables 1 and 2
for fracture statistics.
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(a) DFN constraint (Case #3): Fracture transmissivity and aperture correlation
(b) DFN constraint (Case #4): Fracture length and aperture correlation
Figure 14. Fault/fracture network with three fractures (Case #3 and Case #4): Figures
(a) and (b) show the liquid pressure profiles based on fracture transmissivity-aperture and
fracture length-aperture correlations. See Tables 1 and 2 for fracture statistics.
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