We show that the double integral of certain quadratic potentials depending on two time variables is in a Banach algebra Sf of functions on Wiener space all of whose members have an analytic Feynman integral. Corollaries are given insuring (a) that S? contains a rather broad class of functions involving double integrals of potentials depending on two time parameters, and (b) the existence of the Fresnel integral for such functions.
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Feynman obtained such functions by formally integrating out the oscillator coordinates in a system involving a harmonic oscillator interacting with a particle moving in a potential. The double dependence on time occurs because, as Feynman and Hibbs explain [14, p. 71 ], "The separation of past and future can no longer be made. This happens because the variable x at some previous time affects the oscillator which, at some later time reacts back to affect x." By combining the results of this paper and another paper now in preparation, we are able to show that a rather broad class of functions of the form (1.1) above can be included within the transform approach to the Feynman integral; see Corollary 4.5 below.
Quadratic potentials appear frequently in the quantum theory and certain quadratic potentials involving double integrals will be our primary concern in this paper. Specifically we treat functions on Wiener space of the form (1. 2) F(x) We show that such functions F are in the Banach algebra £? of functions on Wiener space which was introduced by Cameron and Storvick in [6] . It follows immediately from a theorem of Cameron and Storvick [6, Theorem 5 .1] that F has an analytic Feynman integral.
We will precisely define the space Sf further on, but roughly speaking, Sf consists of functions on Wiener space which are stochastic transforms of finite Borel measures on L 2 [0,τ] . Let H be the space of absolutely continuous functions γ on [0, r] The techniques of the present paper are most closely related to those of the earlier paper [21] of Johnson and Skoug, but most of the arguments here are considerably more complicated. It is interesting to note that while the statement of our results involves only the one-parameter Wiener process, the proof involves the two-parameter Wiener process (or YehWiener process) in a natural way. The most crucial technical step in the paper is the establishment of a stochastic integration by parts formula, Theorem 3.1, involving a mix of Wiener space and Yeh-Wiener space. This result may well be of some independent interest.
The only previous work of which we are aware in the rigorous theory of the Feynman integral which involves functions of the form (1.1) is the paper of Cameron and Storvick [4] . In that paper, the integral is interpreted as a bounded linear operator from L λ to L^ rather than as a number.
exists as a finite number for all λ > 0. If there exists a function /*(λ) analytic in C + = (λ|λ is complex and Reλ > 0} such that /*(λ) = J{\) for all λ > 0, then /*(λ) is defined to be the analytic Wiener integral of F over CJ0, T] with parameter λ, and for λ in C + , we write
Let q be a real parameter (q Φ 0) and let F be a function whose analytic Wiener integral exists for all λ in C + . If the following limit exists, we call it the analytic Feynman integral of F over CJ0, τ] with parameter q and we write
where λ approaches -iq through C + . The definition of the Banach algebra S? with which we are concerned involves the Paley-Wiener-Zygmund (P.W.Z.) integral [25] , a simple type of stochastic integral which we now define.
Let {φj} be a complete orthonormal (CON) set of functions of 
Bounded variation on Q:
A stochastic integration by parts formula for Wiener X Yeh-Wiener space. The concept of bounded variation for a function of two variables that we use in this paper was used by Hardy and by Krause [16, p. 345] . For the convenience of the reader we briefly review this definition.
Let Δ denote the partition of Q determined by 0 = s 0 < s λ < < s n = T and 0 = t 0 < t γ < < t m = τ. A function h(s, t) is said to be of bounded variation on Q provided the following three conditions hold:
(i) there exists a constant K such that for any partition Δ (
ii) h(s, t) is a function of bounded variation in s for each / e [0, T], and (iii) h(s, t) is a function of bounded variation in t for each s e [0, T]. Hobson then points out that conditions (ii) and (iii) can be relaxed to the requirements that h(s, t)
is of bounded variation in s for one fixed value of / and is of bounded variation in / for one fixed value of s.
The Riemann-Stieltjes integral J Q h(s, t) df(s, t) is then defined in the usual way [16] . Also see [30] for a nice discussion of the ^-dimensional Riemann-Stieltjes integral and some of its properties.
The following proposition will be used to establish Corollary 4.2 in §4. PROPOSITION 
Let 8 > 0 be given. Let h: Q -> [<5, oo) be such that the partial derivatives h λ (s, t) and h 2 (s, t) are absolutely continuous in s for each t and in t for each s and that the function h l2 (s, t) is integrable over Q. Then the function g(s, t) = [h(s, t)] ι/2 is of bounded variation on Q.
Proof. Let Δ denote the partition of the rectangle Q given 0 = s 0 < s λ < < s n = T and 0 = t 0 < t x < < t m = T. Then 
But g(s, t) = [h(s, t))

Mo
Hence for all (s, t) e β we obtain that and Using the above expressions it easily follows that
Thus, using equation (3.1), we see that the function g(s, t) = ]/h(s, t) is of bounded variation on Q.
Next we give the definition of the Paley-Wiener-Zygmund integral (generalized Riemann-Stieltjes integral) for functions of two variables. Let { φj} be a complete orthonormal set of functions of bounded variation on (ii) The P.W.Z. integral J Q hd 2 f is essentially independent of the CON set {Φ 7 }; and thus it is often convenient to let {φ y } be the Haar functions on Q.
(iϋ) If h is of bounded variation on Q, the P.W.Z. integral j Q hd 2 f is 5-a.e. equal to the Riemann-Stieltjes integral f Q hdf.
(iv) The P.W.Z. integral has the usual linearity properties, doesn't exist} and let B A = {/(-, •) e C 2 (<2)|/( ,τ) e A}. A is a scale-invariant null set and so, by equation (2.2), B A is also a scale-invariant null set. Thus for each x e C 1? both sides of (3.4) exist for s-a.e. / e C 2 {Q).
.. be a CON set of functions of bounded variation on [0, T]. Then {6^)6){t): z, j = 1,2,...} is a CON set of functions of bounded variation on Q. Hence for s-a.e. / in C 2 (Q) we have that
The following result, Theorem 3.1, is a stochastic integration by parts formula that plays the key role in the proof of our main result, Theorem 4.1. This formula involves a mix of Wiener space and Yeh-Wiener space and thus is a hybrid between the stochastic integration by parts formula (2.1) and a stochastic integration by parts formula recently discovered by the last two authors while working on this paper. This formula involves Yeh-Wiener space in both the integrator and the integrand. This formula seems quite likely to be of interest, but it turned out not to be needed in this paper and so it will not be included here. Proof. We will establish equation (3.5) by considering three cases. Equation (3.6) follows similarly since it is really the same formula with the variables interchanged. Next using Lemmas 2.1 and 2.2 it follows that for m 1 X /n 2 -a.e.
Equation (3.5), for Case 1, now easily follows using equations (3.7), (3.8) and (3.4).
Case 2. h(s v s 2 ) is a step-function of bounded variation on Q. (For
Let 0 = α 0 < a λ < < a n = r and 0 = β 0 < β λ < < β m = T be a partition of Q and assume that λ^, 5 2 While each of the terms on the right hand side of (3.10) may depend upon the values of h on the edges of the rectangles Q ij9 the right hand side as a whole doe not. The rest of the proof of Case 2 is essentially combinatorial. We substitute for h(t v t 2 ) on the right hand side of (3.5), use ideas from the proofs of Lemma 3.3 and Case 1 above, simplify and obtain the left hand side of (3.5). Recall that for each x e CJO, T], the left hand side of (3.5) exists for s-a.e. /e C 2 (Q) while for each /e C 2 (Q) the right hand side of (3.5) exists for s-a.e. 
Case 3. General case: h is a function of bounded variation on Q.
In this case, h is certainly in L 2 (Q) and so we can find a sequence of stepfunctions {h n } each of bounded variation on Q such that \\h n -/z|| 2 ->0as n -> oo (For example let {fy} be the Haar functions on β and let h n be Next we obtain bounds for the two terms on the right hand side of the above inequality. First we will work with the second term. Using the Fubini Theorem and Lemma 3.2 we see that Combining the two estimates above we see that for all n and so letting n -» oo we obtain 7=0 and hence equation (3.5) is established.
The main result.
In this section we first develop the main result, Theorem 4.1, and then we proceed to establish several corollaries. THEOREM y-i
• ίί Σ Vfe-
where in the last equality above we used the Fourier transform formula Applying the integration by parts formula [30, Theorem 4] to each term in the definition of ^(/^/j) and looking at each term in the resulting expression separately, one sees without too much difficulty that Γ(/ 1 ,/ 2 )( ) is in L 2 [0, r] and that T is a continuous linear operator from
Furthermore, substituting T(f l9 f 2 ) into the last expression in equation (4.3) above, we obtain that for a.e. x in CJO, T]
Finally, by the change of variables theorem [15, p. 163], we see that for a.e. x e CJO, T] 
In our next corollary, we put the hypotheses on the functions a tj rather than on the eigenvalues p λ and p 2 . This allows one to see that certain F's of the form (4.1) are in S? without computing the eigenvalues. . We will simply outline the calculations.
First using (4.1) and the fact that BAB' and applying an integration theorem of Cameron and Martin [5, Theorem la, p. 34 ] to the last expression above, simplifying, and finally using a well-known Wiener integration formula we obtain Also 2\a n \ < a n + a 22 is an analytic function of λ in C + . Now by analytically continuing to C + and then taking the limit as λ -> -iq 9 we obtain equation (4.6). [21] are discussed in Corollary 4 of that paper. It can be shown without too much difficulty that the single Wiener variable case of that earlier result can be obtained as a corollary to Corollary 4.5 above.
Next we wish to establish the Fresnel integrability of certain functions. Recall that we briefly described Albeverio and Hoegh-Krohn's space ^{H) of Fresnel integrable functions in §1 above. Using Theorem 4.1 and ideas from [17] , especially page 2093, we obtain Corollary 4.6 below. The essential idea is that equation(4.5) holds for each x G CJO, T] which is absolutely continuous and whose derivative is in L 2 [0, τ] since for each such x 9 equation (3.5) holds for j'-a.e. / in C 2 (Q). Using Corollary 4.6, a theorem from [12] , and the fact that έF(H) is a Banach algebra we obtain our final corollary. (x(s ι ),...,x(s n )) 
