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INFINITELY MANY POSITIVE SOLUTIONS FOR
NONLINEAR EQUATIONS WITH NON-SYMMETRIC
POTENTIAL
WEIWEI AO AND JUNCHENG WEI
Abstract. We consider the following nonlinear Schrodinger equa-
tion {
∆u − (1 + δV )u+ f(u) = 0 in RN ,
u > 0 in RN , u ∈ H1(RN )
where V is a potential satisfying some decay condition and f(u) is a
superlinear nonlinearity satisfying some nondegeneracy condition.
Using localized energy method, we prove that there exists some
δ0 such that for 0 < δ < δ0, the above problem has infinitely
many positive solutions. This generalizes and gives a new proof of
the results by Cerami-Passaseo-Solimini [11]. The new techniques
allow us to establish the existence of infinitely many positive bound
states for elliptic systems.
1. Introduction
In this paper, we consider nonlinear Schrodinger equations and sys-
tems with non-symmetric potentials. We are interested in the multi-
plicity of positive solutions.
1.1. Nonlinear Schrodinger equation with non-symmetric po-
tential. We first consider the following equation:{
∆u− (1 + δV (x))u+ f(u) = 0 in RN
u > 0 in RN , u ∈ H1(RN) (1.1)
where N ≥ 2 , δ is a positive constant and the potential V is a con-
tinuous function satisfying suitable decay assumption, but without any
symmetry. We are interested in the existence of infinitely many positive
solutions of equation (1.1).
Equation (1.1) arises in the study of solitary waves in nonlinear equa-
tions of the Klein-Gordon or Schrodinger type and has been under
extensive studies in recent years.
Consider the following problem first
∆u− V (x)u+ f(u) = 0, u > 0 in RN , u ∈ H1(RN). (1.2)
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If f satisfies global Ambrosetti-Rabinowtiz condition and V satisfies
inf
y∈RN
V (y) < lim
|x|→∞
V (x), (1.3)
then, using the concentration compactness principle [29, 30], one can
show that (1.2) has a least energy solution. See for example [21, 29,
30, 40].
But if (1.3) does not hold, (1.2) may not have least energy solution.
So, one needs to find solution with higher energy level. For results in
this direction, the readers can refer to [6, 7].
On the other hand, if we consider the following semi-classical prob-
lem:
ε2∆u− V (y)u+ up = 0, u > 0, lim
|y|→+∞
u(y) = 0, (1.4)
where ε > 0 is a small parameter and p subcritical, then the number of
the critical points of V (y) (see for example [1, 36],[17]–[20],[23, 36, 45]),
the type of the critical points of V (y) (see for example [8, 26, 35], and
the topology of the level set of V (y) [2, 3, 9, 24], can affect the number
of the solutions for (1.4). The construction of single and multiple spikes
in degenerate setting is done by Byeon-Tanaka [8, 9]. In particular, we
mention the following multiplicity result due to Kang-Wei [26] (see [8]
for general f(u)): If V (x) has a local maximum point, then for any fixed
integer K, there exists ǫK > 0 such that for ǫ < ǫK there are solutions
with K spikes. So for the singularly perturbed problems (1.4), the
parameter ε will tend to zero as the number of the solutions tends to
infinity. Thus all these results do not give multiplicity result for (1.2).
About the existence of infinitely many positive solutions, Coti-Zelati
and Rabinowitz [12, 13] first proved the existence of arbitrarily bumps
(hence infinitely many solutions) for (1.2) when V is a periodic function
in RN . (See Sere [41] for related work on Hamiltonian systems.) As
far as we know, without periodicity nor smallness of the parameters,
the first result on the existence of infinitely many positive solutions
was due to Wei-Yan [46]. (Another variational proof was given in [16].)
They proved the existence of infinitely many non radial positive bump
solutions for (1.2) under the following assumption at infinity
V (x) = V (|x|) = V∞ + a|x|m +O(
1
|x|m+σ ).
In a recent remarkable paper [11], Cerami-Passasseo-Solimini devel-
oped a localized Nehari’s manifold argument and localized variational
method to prove the existence of infinitely many positive solutions of
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the following equation{
∆u− (1 + δV )u+ up = 0 in RN
u > 0 in RN , u ∈ H1(RN) (1.5)
where the potential V satisfies suitable decay assumption (see below
(H1)-(H2)).
The purpose of the first part of this paper is two folds. Firstly,
we want to generalize the results of [11] for more general nonlinearity,
i.e, we consider a more general equation (1.1). Secondly, we will give
another proof of the results of [11], in the spirit of Liapunov-Schmidt
reduction.
In Section 2, we assume that f : R → R satisfies the following two
conditions:
(f1) f : R → R is of class C1+σ for some 0 < σ ≤ 1 and f(u) = 0
for u ≤ 0.
(f2) The equation{
∆w − w + f(w) = 0, w > 0 in RN
w(0) = maxy∈RN w(y), w → 0 as |y| → ∞ (1.6)
has a nondegenerate solution w, i.e.,
Ker(∆− 1 + f ′(w)) = Span{ ∂w
∂y1
, · · · , ∂w
∂yN
}. (1.7)
We note that the function
f(t) = tp − atq, for t ≥ 0 (1.8)
with a constant a ≥ 0 satisfies the above assumptions (f1) − (f2) if
1 < q < p < (N+2
N−2
)+. Nondegeneracy is a generic condition. We should
remark that there do exist nonlinearities with degenerate ground states;
the first example seems to be given by Dancer [15]. See also Polacik
[38].
Under the above assumptions, we know that there exists a unique
positive eigenvalue of the operator ∆− 1+ f ′(w). That is, there exists
an unique eigenvalue λ1 > 0 and its corresponding eigenfunction Φ0
(which can be made positive and radially symmetric) satisfying
∆Φ0 − Φ0 + f ′(w)Φ0 = λ1Φ0, Φ0 ∈ H1(RN). (1.9)
This function will play important role in our secondary Liapunov-
Schmidt reduction (see Section 2.2 below).
The energy functional associated with (1.1) is
J(u) =
1
2
∫
RN
|∇u|2 + (1 + δV )u2dx−
∫
RN
F (u)dx, (1.10)
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where F (u) =
∫ u
0
f(s)ds.
Let us now introduce the assumptions on V (x) (similiar to [11]){
(H1) V (x)→ 0 as |x| → ∞,
(H2) ∃ 0 < η¯ < 1, lim|x|→∞ V (x) eη¯|x| = +∞. (1.11)
We now state the main theorem in this paper:
Theorem 1.1. Let f satisfies assumption (f1)− (f2), the potential V
satisfies assumption (H1)−(H2). Then there exists a positive constant
δ0, such that for 0 < δ < δ0, problem (1.1) has infinitely many positive
solutions.
In the following we sketch the main steps in the proof of Theorem
1.1.
1.2. Sketch of the proof of Theorem 1.1. We introduce some no-
tations first. Let ρ > 0 be a real number such that w(x) ≤ ce−|x| for
|x| > ρ and some constant c independent of ρ large. Now we define the
configuration space,
Λ1 = R
N , Λk := {(Q1, · · · , Qk) ∈ RN |min
i 6=j
|Qi −Qj | ≥ ρ}, ∀k > 1.
(1.12)
Let w be the nondegenerate solution of (1.6) and k ≥ 1 be an integer.
Define the sum of k spikes as
wQi = w(x−Qi), and wQ1,··· ,Qk =
k∑
i=1
wQi. (1.13)
Let the opertaor be
S(u) = ∆u− (1 + δV )u+ f(u). (1.14)
Fixing Qk = (Q1, · · · , Qk) ∈ Λk, we define the following functions as
the approximate kernels:
Zij =
∂wQi
∂xj
χi(x), for i = 1, · · · , k, j = 1, · · · , N, (1.15)
where wQi(x) = w(x − Qi), χi(x) = χ(2|x−Qi|(ρ−1) ) and χ(t) is a cut off
function , such that χ(t) = 1 for |t| ≤ 1 and χ(t) = 0 for |t| ≥ ρ2
ρ2−1
.
Note that the support of Zij belongs to B ρ2
2(ρ+1)
(Qi).
Using wQ1,··· ,Qk as the approximate solution and performing the Liapunov-
Schmidt reduction, we can show that there exists a constant ρ0, such
INFINITELY MANY SOLUTIONS 5
that for ρ ≥ ρ0, and δ < cρ, for some constant cρ depend on ρ but
independent of k and Qk, we can find a φQk such that
S(wQ1,··· ,Qk + φQk) =
∑
i=1,··· ,k,j=1,··· ,N
cijZij, (1.16)
and we can show that φQk is C
1 in Qk. This is done is Section 2.1.
After that, for any k, we define a new function
M(Qk) = J(wQ1,··· ,Qk + φQk), (1.17)
we maximize M(Qk) over Λ¯k.
There are two main difficulties in the maximization process. First,
we need to show that the maximum points will not go to infinity. This is
guaranteed by the slow decay assumption on the potential V . Second,
we have to detect the difference in the energy when the spikes move
to the boundary of the configuration space. In the second step, we use
the induction method and detect the difference of the k-spikes energy
and the k+1-spikes energy. A crucial estimate is Lemma 2.2, in which
we prove that the accumulated error can be controlled from step k to
step k + 1. To prove this, we perform a secondary Liapunov-Schmidt
reduction. This is done is Section 2.2 and 2.3. Finally in Section 2.4,
we give the proof of Theorem 1.1.
Unlike the variational method and Nehari’s manifold arguments in
[11], our main idea is to use the Liapunov-Schmidt reduction method.
The only assumption we need is the nondegeneracy of the bump. We
have no requirements on the structure of the nonlinearity. We note that
the nondegeneracy is also needed in arguments of [11]. Our approach
is different. It handles more general nonlinearities and can be readily
applied to other similar problems such as elliptic systems and magnetic
Ginzburg-Landau equations ([37]).
In the following we present the applications of our techniques to
elliptic systems in which the bump can have higher Morse index.
1.3. Nonlinear Schrodinger system with non-symmetric po-
tential. As we mentioned above, our approach can be applied to other
problems such as elliptic system. So in this section, we apply our
method to the elliptic system. We consider the following nonlinear
Schrodinger system in RN (N ≤ 3){ −∆u+ (1 + δa(x))u = µ1|u|2u+ βv2u
−∆v + (1 + δb(x))v = µ2|v|2v + βu2v (1.18)
where δ is a constant and the potential a(x), b(x) are continuous func-
tions satisfying suitable decay assumption, but without any symmetry
property.
6 WEIWEI AO AND JUNCHENG WEI
This type of system arise when one considers the standing wave
solutions of the time dependent n−coupled Schrodinger systems of the
form with n = 2{ −i ∂
∂t
Φj = ∆Φj − Vj(x)Φj + µj|Φj |2Φj + Φj
∑N
l=1,k 6=j βjk|Φl|2, in RN ,
Φj = Φj(x, t) ∈ C, t > 0, j = 1, · · · , n
(1.19)
where µj and βjl = βlj are constants. The system (1.19) arises in ap-
plications of many physical problems, especially in the study of inco-
herent solitons in nonlinear optics. Physically, the solution Φj denotes
the j−th component of the beam in Kerr-like photorefractive media.
The positive constant µj is for self-focusing in the j−th component of
the beam. The coupling constant β is the interaction between the first
and the second component of the beam. As β > 0, the interaction is
attractive, while the interaction is repulsive if β < 0.
Mathematical work on systems of nonlinear Schrodinger equations
have been studied extensively in recent years, see for example [5, 14,
31, 34, 42, 43, 44] and references therein. Phase separation has been
proved in several cases with constant potentials such as in the work
[5, 14, 22, 34, 43, 44] as the coupling constant β tends to negative in-
finity. In symmetric case (a = b = 0, µ1 = µ2), [44] gives infinitely
many non-radial positive solutions for β ≤ −1 which are potentially
segregated type. In a recent paper of Peng and Wang [39], the au-
thors considered the multiplicity of solutions . They proved the ex-
istence of infinitely many solutions of synchronized type to (1.18) for
radial symmetric potentials a(|x|), b(|x|) satisfying some algebra decay
assumption. Their proof is in the spirit of the work [46].
The second result of this paper concerns the existence of infinitely
many synchronized solutions for potentials without any symmetry as-
sumption.
We assume that a(x), b(x) satisfy the following conditions:{
(H ′1) a(x), b(x)→ 0 as |x| → ∞, a(x), b(x) ≥ 0 as |x| → ∞,
(H ′2) ∃ 0 < η¯ < 1, lim|x|→∞(α2a(x) + γ2b(x))eη¯|x| = +∞,
(1.20)
where α, γ are constants defined in (3.10).
The energy functional associated with problem (1.18) is
J(u, v) =
1
2
∫
RN
|∇u|2 + (1 + δa)u2 + |∇v|2 + (1 + δb)v2dx
− 1
4
∫
RN
µ1u
4 + µ2v
4dx− β
2
∫
Rn
u2v2dx, u, v ∈ H1(RN).
The second result of this paper is as follows:
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Theorem 1.2. Let the potential a, b satisfies assumption (H ′1), (H
′
2).
Then there exists β∗ > 0, and δ0 > 0, such that for β ∈ (−β∗, 0) ∪
(0,min{µ1, µ2}) ∪ (max{µ1, µ2},∞), and 0 < δ < δ0, problem (1.18)
has infinitely many positive synchronized solutions.
The main technical difference between the scalar problem (1.1) and
the system (1.18) is that the system has higher Morse index for the
bump profile. Since we only the nondegeneracy of the bump, we can
still perform the secondary Liapunov-Schmidt reduction.
The rest of the paper is organized as follows: Theorem 1.1 is proved
in Section 2. In Section 3, we give the proof of Theorem 1.2.
Throughout this paper, unless otherwise stated, the letters c, C will
always denote various generic constants that are independent of k for
δ small enough.
Acknowledgment. Juncheng Wei was supported by a GRF grant
from RGC of Hong Kong.
2. Infinitely many solutions and the proof of Theorem 1.1
2.1. Liapunov-Schmidt Reduction. In this section, we use the stan-
dard Liapunov-Schmidt reduction procedure to solve problem (1.1).
Since this has become a rather routine procedure, we omit most of the
proofs. (The only part we need to pay attention to is the independence
of all the coefficients on the number of spikes k.) We refer [4], [33] and
[28] for technical details.
Let η ∈ (0, 1) and we define
W :=
∑
Q∈Λk
e−η|·−Qi|. (2.1)
Consider the norm
‖h‖∗ = sup
x∈RN
|W (x)−1h(x)| (2.2)
where (Q1, · · · , Qk) ∈ Λk and Λk is defined in (1.12).
We first estimate the error in the above norm.
Lemma 2.1. Given 0 < η < 1. For ρ large enough, and any Qk ∈ Λk,
δ < e−2ρ, the following estimate holds:
‖S(wQk)‖∗ ≤ ce−ξρ, (2.3)
for some constant ξ > 0 and c independent of ρ, k and Qk.
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Proof. Observe that
S(wQk) = −δV wQk + f(wQk)−
k∑
i=1
f(wQi). (2.4)
Firstly, fix j ∈ {1, . . . , k} and consider the region |x − Qj | ≤ ρ2 . In
this region we have
|f(wQk)−
k∑
i=1
f(wQi)| ≤ C

f ′(wQj) ∑
Qi 6=Qj
w(x−Qi) +
∑
Qi 6=Qj
f(wQi)


≤ C(f ′(wQj)e−
1
2
ρ + e−
(1+σ)ρ
2 ) (2.5)
≤ Ce−ξρe−η|x−Qj |
for a proper choice of ξ > 0.
Consider now the region |x−Qj | > ρ2 , for all j. We get in the region
under consideration
|f(wQk)−
k∑
i=1
f(wQi)| ≤ C
[∑
j
f(wQj)
]
≤ C
[∑
j
e−(1+σ)|x−Qj |
]
≤
∑
j
e−η|x−Qj |e−
1+σ−η
2
ρ (2.6)
≤ ce−ξρ
∑
j
e−η|x−Qj |
for some ξ > 0.
Secondly, it is easy to see that under the assumption on δ
|δV wQk | ≤ ce−ξρ
∑
j
e−η|x−Qj |, (2.7)
for some ξ > 0.
From the above estimates (2.5), (2.6) and (2.7), we get that
‖S(wQk)‖∗ ≤ ce−ξρ (2.8)
for some ξ > 0 independent of ρ, k and Qk. 
The following proposition is standard. We refer to [28] and further
improvements of [4].
Proposition 2.1. Given 0 < η < 1. There exist positive numbers ρ0,
C and ξ > 0 such that for all ρ ≥ ρ0, and for any Qk ∈ Λk, δ < e−2ρ,
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there is a unique solution (φQk , {cij}) to the following problem:{
∆(wQk + φQk)− (1 + δV )(wQk + φQk) + f(wQk + φQk) =
∑
i=1,··· ,k,j=1,··· ,N cijZij,∫
RN
φQkZijdx = 0 for i = 1, · · · , k, j = 1, · · · , N.
(2.9)
Furthermore φQk is C
1 in Qk and we have
‖φQk‖∗ ≤ C‖S(wQk)‖∗ ≤ Ce−ξρ, |cij| ≤ ce−ξρ. (2.10)
2.2. A secondary Liapunov-Schmidt reduction. In this section,
we present a key estimate on the difference between the solutions in
the k−th step and (k + 1)−th step. This second Liapunov-Schmidt
reduction has been used in the paper [4].
For (Q1, · · · , Qk) ∈ Λk, we denote uQ1,··· ,Qk as wQ1,...,Qk + φQ1,...,Qk,
where φQ1,··· ,Qk is the unique solution given by Proposition 2.1. The
main estimate below states that the difference between uQ1,··· ,Qk+1 and
uQ1,··· ,Qk + wQk+1 is small globally in H
1(RN) norm.
To this end, we now write
uQ1,··· ,Qk+1 = uQ1,··· ,Qk + wQk+1 + ϕk+1 (2.1)
= W¯ + ϕk+1,
where
W¯ = uQ1,··· ,Qk + wQk+1.
By Proposition 2.1, we can easily derive that
‖ϕk+1‖∗ ≤ Ce−ξ ρ. (2.2)
However the estimate (2.2) is not sufficient. We need the following
key estimate for ϕk+1. (In the following we will always assume that
η > 1
2
.)
Lemma 2.2. Let ρ, δ be as in Proposition 2.1. Then it holds∫
RN
(|∇ϕk+1|2 + ϕ2k+1) ≤ Ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|) (2.3)
+ Cδ2(
∫
RN
V 2w2Qk+1dx+ (
∫
RN
|V |wQk+1dx)2),
for some constant C > 0, ξ > 0 independent of ρ, k, η and Qk+1 ∈ Λk+1.
Before we proceed with the proof, we need the following lemma which
can be found in Lemma 2.3 in [6].
Lemma 2.3. For |Qi −Qj | ≥ ρ large, it holds that∫
RN
f(w(x−Qi))w(x−Qj)dx = (γ1 + e−ξρ)w(|Qi −Qj |) (2.4)
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for some ξ > 0 independent of large ρ and
γ1 =
∫
RN
f(w)e−y1dy > 0. (2.5)
Proof of Lemma 2.2. To prove (2.3), we need to perform a further
decomposition.
As we mentioned before, under the assumptions (f1)−(f2), there ex-
ists a unique positive eigenvalue with eigenfunction φ0 of the following
linearized operator:
∆φ− φ+ f ′(w)φ = λ1φ (2.6)
which is even and has exponential decay. We fix φ0 such that maxy∈RN φ0 =
1. Denote by φi = χiφ0(x−Qi), where χi is the cut-off function intro-
duced in Section 1.2.
By the equations satisfied by ϕk+1, we have
L¯ϕk+1 = S¯ +
∑
i=1,··· ,k+1,j=1,··· ,N
cijZij (2.7)
for some constants {cij}, where
L¯ = ∆− (1 + δV ) + f ′(W˜ ),
f ′(W˜ ) =
{
f(W¯+ϕk+1)−f(W¯ )
ϕk+1
, if ϕk+1 6= 0
f ′(W¯ ), if ϕk+1 = 0,
and
S¯ = f(uQ1,··· ,Qk + wQk+1)− f(uQ1,··· ,Qk)− f(wQk+1)− δV wQk+1.
We proceed the proof in a few steps.
The L2-norm of S¯ is estimated first:
By the estimate in Proposition 2.1, we have the following estimate∫
RN
|f(uQ1,··· ,Qk + wQk+1)− f(uQ1,··· ,Qk)− f(wQk+1)|2dx
≤ ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|),
and the last term can be estimated as∫
RN
(δV wQk+1)
2dx ≤ Cδ2
∫
RN
V 2w2Qk+1dx.
So by the above two estimates, we have
‖S¯‖2L2(RN ) ≤ C(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|) + δ2
∫
RN
V 2w2Qk+1dx). (2.8)
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By the estimate (2.2), we have the following estimate
W˜ =
k+1∑
i=1
w(x−Qi) +O(e−(1+ξ)
ρ
2 ). (2.9)
Decompose ϕk+1 as
ϕk+1 = ψ +
k+1∑
i=1
ciφi +
∑
i=1,··· ,k+1,j=1,··· ,N
dijZij (2.10)
for some ci, dij such that∫
RN
ψφidx =
∫
RN
ψZijdx = 0, i = 1, ..., k, j = 1, ..., N. (2.11)
Since
ϕk+1 = φQ1,··· ,Qk+1 − φQ1,··· ,Qk , (2.12)
we have for i = 1, · · · , k,
dij =
∫
RN
ϕk+1Zij
=
∫
RN
(φQ1,··· ,Qk+1 − φQ1,··· ,Qk)Zij
= 0
and
dk+1,j =
∫
RN
ϕk+1Zk+1,j
=
∫
RN
(φQ1,··· ,Qk+1 − φQ1,··· ,Qk)Zk+1,j
= −
∫
RN
φQ1,··· ,QkZk+1,j,
where we use the orthogonality conditions satisfied by φQ1,··· ,Qk and
φQ1,··· ,Qk+1. So by Proposition 2.1, we have

|dij| = 0 for i = 1, · · · , k,
|dk+1,j| ≤ ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1|.
(2.13)
By (2.10), we can rewrite (2.7) as
L¯ψ+
k+1∑
i=1
ciL¯(φi)+
∑
i=1,··· ,k+1,j=1,··· ,N
dijL¯Zij = S¯+
∑
i=1,··· ,k+1,j=1,··· ,N
cijZij.
(2.14)
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To obtain the estimates for the coefficients ci , we use the equation
(2.14).
First, multiplying (2.14) by φi and integrating over R
N , we have
ci
∫
RN
(L¯(φi))φi = −
N∑
j=1
dij
∫
RN
L¯(Zij)φi (2.15)
+
∫
RN
S¯φi −
∫
RN
(L¯ψ)φi
where

| ∫
RN
S¯φi| ≤ ce−ξρe−η|Qi−Qk+1| + δ|
∫
RN
V wQk+1φidx| for i = 1, · · · , k
| ∫
RN
S¯φk+1| ≤ ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1| + δ| ∫
RN
V wQk+1φk+1dx|.
(2.16)
From (2.9) we see that∫
RN
(L¯φi)φi = −λ1
∫
Rn
φ20 +O(e
−(1+ξ) ρ
2 ). (2.17)
Combining (2.13) and (2.15)-(2.17), and the orthogonal conditions
satisfied by ψ, we have

|ci| ≤ ce−ξρe−η|Qi−Qk+1| + δ|
∫
RN
V wQk+1φidx|+ e−ξρ‖ψ‖H1(B ρ
2
(Qi)), i = 1, ..., k
|ck+1| ≤ ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1| + δ| ∫
RN
V wQk+1φk+1dx|+ e−ξρ‖ψ‖H1(B ρ
2
(Qk+1)).
(2.18)
Next let us estimate ψ. Multiplying (2.14) by ψ and integrating over
R
N , we find∫
RN
L¯(ψ)ψ =
∫
RN
S¯ψ −
∑
i=1,··· ,k+1,j=1,··· ,N
dij
∫
RN
L¯(Zij)ψ(2.19)
−
k+1∑
i=1
ci
∫
RN
(L¯φi)ψ.
We claim that ∫
RN
[−L¯(ψ)ψ] ≥ c0‖ψ‖2H1(RN ) (2.20)
for some constant c0 > 0.
Since the approximate solution is exponentially decay away from the
points Qi, we have∫
RN\∪iB ρ−1
2
(Qi)
L¯(ψ)ψ ≥ 1
2
∫
RN\∪iB ρ−1
2
(Qi)
|∇ψ|2 + |ψ|2. (2.21)
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Now we only need to prove the above estimates in the domain ∪iB ρ−1
2
(Qi).
We prove it by contradiction. Otherwise, there exists a sequence ρn →
+∞, and Q(n)i such that∫
B ρn−1
2
(Q
(n)
i )
|∇ψn|2 + |ψn|2 = 1,
∫
B ρn−1
2
(Q
(n)
i )
L¯(ψn)ψn → 0, as n→∞.
Then we can extract from the sequence ψn(· − Q(n)i ) a subsequence
which will converge weakly in H1(RN) to ψ∞, such that∫
RN
|∇ψ∞|2 + |ψ∞|2 − f ′(w)ψ2∞ = 0, (2.22)
and ∫
RN
ψ∞φ0 =
∫
Rn
ψ∞
∂w
∂xi
= 0, for i = 1, · · · , N. (2.23)
From (2.22) and (2.23), we deduce that ψ∞ = 0.
Hence
ψn ⇀ 0 weakly in H
1(RN). (2.24)
So ∫
B ρn−1
2
(Q
(n)
i )
f ′(W˜ )ψ2n → 0 as n→∞. (2.25)
We have
‖ψn‖H1(B ρn−1
2
) → 0 as n→∞. (2.26)
This contradicts the assumption
‖ψn‖H1 = 1. (2.27)
So we get that ∫
RN
[−L¯(ψ)ψ] ≥ c0‖ψ‖2H1(RN ). (2.28)
From (2.19) and (2.28), we get
‖ψ‖2H1(RN ) ≤ c(
∑
ij
|dij||
∫
RN
L¯(Zij)ψ|+
∑
i
|ci||
∫
RN
(L¯φi)ψ|+ |
∫
RN
S¯ψ|)
≤ c(
∑
ij
|dij|‖ψ‖H1(RN ) +
∑
i
|ci|‖ψ‖H1(B ρ
2
(Qi))
+ ‖S¯‖L2(RN )‖ψ‖H1(RN )). (2.29)
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So by estimate (2.18) and the above,
‖ψ‖H1(RN ) ≤ c(
∑
ij
|dij|+ e−ξρ
k∑
i=1
e−η|Qk+1−Qi| (2.30)
+ δ
∫
RN
|V |wQk+1dx+ ‖S¯‖L2(RN )).
From (2.13) (2.8) and (2.30), and recall that η > 1
2
, we get that
‖ϕk+1‖H1(RN ) ≤ C(e−ξρ
k∑
i=1
e−η|Qk+1−Qi| + δ
∫
RN
|V |wQk+1dx+ ‖S¯‖L2)
≤ C(e−ξρ
k∑
i=1
e−η|Qk+1−Qi| + e−ξρ(
k∑
i=1
w(|Qk+1 −Qi|)) 12
+ δ
∫
RN
|V |wQk+1dx+ δ(
∫
RN
V 2w2Qk+1dx)
1
2 ). (2.31)
Since we choose η > 1
2
, by the definition of the configuration space,
we have
(
k∑
i=1
e−η|Qi−Qk+1|)2 ≤ c
k∑
i=1
w(|Qi −Qk+1|). (2.32)
By (2.31) and (2.32), we thus obtain that
‖ϕk+1‖H1(RN ) ≤ C(e−ξρ(
k∑
i=1
w(|Qk+1 −Qi|)) 12 + δ
∫
RN
|V |wQk+1dx
+ δ(
∫
RN
V 2w2Qk+1dx)
1
2 ). (2.33)
The estimate (2.3) then follows.
Moreover, from the estimate (2.18) and (2.13), and taking into con-
sideration that χi is supported in B ρ
2
(Qi), using holder inequality, we
can get a more accurate estimate on ϕk+1,
‖ϕk+1‖H1(RN ) ≤ C(e−ξρ(
k∑
i=1
w(|Qk+1 −Qi|)) 12 + δ
∑
i=1,··· ,k+1
(
∫
B ρ
2
(Qi)
V 2w2Qk+1dx)
1
2
+ δ(
∫
RN
V 2w2Qk+1dx)
1
2 ). (2.34)

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2.3. The Reduced Problem: A Maximization Procedure. In
this section, we study a maximization problem. Fix Qk ∈ Λk, we
define a new functional
M(Qk) = J(uQk) = J [wQk + φQk ] : Λk → R. (2.1)
Define
Ck = supQk∈Λk{M(Qk)}. (2.2)
Note thatM(Qk) is continuous in Qk. We will show below that the
maximization problem has a solution. Let M(Q¯k) be the maximum
where Q¯k = (Q¯1, · · · , Q¯k) ∈ Λ¯k, that is
M(Q¯1, · · · , Q¯k) = max
Qk∈Λk
M(Qk), (2.3)
and we denote the solution by uQ¯1,··· ,Q¯k .
We first prove that the maximum can be attained at finite points for
each Ck.
Lemma 2.4. Let assumptions (H1) − (H2) and the assumptions in
Proposition 2.1 be satisfied. Then, for all k:
• There exists Qk = (Q1, Q2, · · · , Qk) ∈ Λk such that
Ck =M(Qk); (2.4)
• There holds
Ck+1 > Ck + I(w), (2.5)
where I(w) is the energy of w,
I(w) =
1
2
∫
RN
(|∇w|2 + w2)−
∫
RN
F (w)dx. (2.6)
Proof. In this part, we follow the proofs in [11] but we use the estimates
we derived in Section 3. We divide the proof into several steps.
Step 1: C1 > I(w), and C1 can be attained at finite point. First using
standard Liapunov-Schmidt reduction, we have
‖φQ‖H1 ≤ c‖δV wQ‖L2 . (2.7)
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Assuming that |Q| → ∞, then we have
J(uQ) =
1
2
∫
RN
|∇uQ|2 + u2Q −
∫
RN
F (uQ)dx
+
1
2
∫
RN
δV u2Qdx
≥ I(w) + 1
2
∫
RN
δV w2Qdx+ ‖φQ‖2H1
≥ I(w) + 1
2
∫
RN
δV w2Qdx+
∫
RN
δ2V 2w2Qdx
≥ I(w) + 1
4
[
∫
B ρ
2
(Q)
δV w2Qdx− sup
B |Q|
4
(0)
|wQ|2
∫
suppV −
δ|V |dx]
≥ I(w) + 1
4
∫
B ρ
2
(Q)
δV w2Qdx− O(e−
3
2
|Q|).
By the slow decay assumption on the potential V , we get that
1
4
∫
B ρ
2
(Q)
δV w2Qdx− O(e−
3
2
|Q|) > 0, for |Q| large,
so
C1 ≥ J(uQ) > I(w).
Let us prove now that C1 can be attained at finite point. Let {Qi} be
a sequence such that limi→∞M(Qi) = C1, and assume that |Qi| → ∞,
J(uQi)
=
1
2
∫
RN
|wQi + φQi|2 + |wQi + φQi|2dx−
∫
RN
F (wQi + φQi)dx
+
1
2
∫
RN
δV (wQi + φQi)
2dx
=
1
2
∫
RN
|∇wQi|2 + |wQi|2dx−
∫
RN
F (wQi)dx
+
1
2
∫
RN
|∇φQi|2 + |φQi|2dx+
∫
RN
∇wQi∇φQi + wQiφQi − f(wQi)φQidx
−
∫
RN
F (wQi + φQi)− F (wQi)− f(wQi)φQidx+
1
2
∫
RN
δV (wQi + φQi)
2dx
≤ I(w) + c‖S(wQi)‖2L2(RN ) +
1
2
∫
RN
δV (wQi + φQi)
2dx
≤ I(w) +O(
∫
RN
δ2V 2w2Qidx) +
1
2
∫
RN
δV (wQi + φQi)
2dx.
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Since V (x)→ 0 as |x| → ∞, we have
O(
∫
RN
δ2V 2w2Qidx) +
1
2
∫
RN
δV (wQi + φQi)
2dx→ 0 as i→∞.
So we have
C1 = lim
i→∞
J(uQi) ≤ I(w).
A contradiction. Thus C1 can be attained at a finite point.
Step 2: Assume that there exists Qk = (Q¯1, · · · , Q¯k) ∈ Λk such that
Ck =M(Qk), and we denote the solution by uQ¯1,··· ,Q¯k ,
Next, we prove that there exists (Q1, · · · , Qk+1) ∈ Λk+1 such that
Ck+1 can be attained.
Let ((Q
(n)
1 , · · · , Q(n)k+1))n be a sequence such that
Ck+1 = lim
n→∞
M(Q(n)1 , · · · , Q(n)k+1). (2.8)
We claim that (Q
(n)
1 , · · · , Q(n)k+1) is bounded. We prove it by contra-
diction. Without loss of generality, we assume that |Q(n)k+1| → ∞ as
n→∞. In the following we omit the index n for simplicity.
J(uQ1,··· ,Qk+1) (2.9)
= J(uQ1,··· ,Qk + wQk+1 + ϕk+1)
= J(uQ1,··· ,Qk + wQk+1)
+
1
2
∫
RN
|∇ϕk+1|2 + |ϕk+1|2 + δV ϕ2k+1dx
+
∫
RN
∇(uQ1,··· ,Qk + wQk+1)∇ϕk+1 + (1 + δV )(uQ1,··· ,Qk + wQk+1)ϕk+1
−f(uQ1,··· ,Qk + wQk+1)ϕk+1dx
−
∫
RN
F (uQ1,··· ,Qk + wQk+1 + ϕk+1)− F (uQ1,··· ,Qk + wQk+1)
−f(uQ1,··· ,Qk + wQk+1)ϕk+1dx
= J(uQ1,··· ,Qk + wQk+1) +O(‖ϕk+1‖2H1(RN )
+‖S¯(uQ1,··· ,Qk + wQk+1)‖H1(RN )‖ϕk+1‖H1(RN )) +
∑
i=1,··· ,k,j=1,··· ,N
∫
RN
cijZijϕk+1dx
= J(uQ1,··· ,Qk + wQk+1)
+O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|) + δ2(
∫
RN
V 2w2Qk+1dx+ (
∫
RN
V wQk+1dx)
2),
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and
J(uQ1,··· ,Qk + wQk+1) (2.10)
= J(uQ1,··· ,Qk) + I(wQk+1) +
1
2
∫
RN
δV w2Qk+1dx
+
∫
RN
∇uQ1,··· ,Qk∇wQk+1 + (1 + δV )uQ1,··· ,QkwQk+1dx
−
∫
RN
F (uQ1,··· ,Qk + wQk+1)− F (uQ1,··· ,Qk)− F (wQk+1)dx
≤ Ck + I(w) + 1
2
∫
RN
δV w2Qk+1dx
+
∫
RN
(f(uQ1,··· ,Qk)−
k∑
i=1
cijZij)wQk+1dx
−
∫
RN
f(uQ1,··· ,Qk)wQk+1 + f(wQk+1)uQ1,··· ,Qkdx+O(e
−ξρ
k∑
i=1
w(|Qk+1 −Qi|))
≤ Ck + I(w) + 1
2
∫
RN
δV w2Qk+1dx
−
∫
RN
k∑
i=1
cijZijwQk+1dx−
∫
RN
f(wQk+1)(wQ1,··· ,Qk + φQk)
+O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|)).
By estimate (2.10), and that the definition of Zij, we have
|
k∑
i=1
cij
∫
RN
ZijwQk+1dx| ≤ ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|). (2.11)
By the equation satisfied by φk
∆φQk − φQk + f ′(wQk)φQk = S(wQk) +N(φQk) + δV φQk +
∑
i=1,··· ,k,j=1,··· ,N
cijZij ,
where
N(φQk) = f(wQk + φQk)− f(wQk)− f ′(wQk)φQk ,
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we derive that∫
RN
f(wQk+1)φQkdx
=
∫
RN
(∆− 1)wQk+1φQkdx
=
∫
RN
(∆− 1)φQkwQk+1dx
=
∫
RN
(S(wQk) +N(φQk) + δV φQk
+
∑
i=1,··· ,k,j=1,··· ,N
cijZij − f ′(wQk)φQk)wQk+1dx.
We can further choose η such that η + σ > 1, (1 + σ)η > 1 , we can
easily get that
∫
RN
(N(φQk)− f ′(wQk)φQk)wQk+1dx ≤ Ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|)),
and ∫
RN
∑
cijZijwQk+1dx ≤ ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|),
∫
RN
(S(wQk) + δV φQk)wQk+1dx
≤ c(δ
∫
RN
V wQkwQk+1dx+ δe
−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|V wQk+1dx
+e−ξρ
k∑
i=1
w(|Qk+1 −Qi|)).
By the above four estimates, we have
∫
RN
f(wQk+1)φQkdx ≤ c(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|V wQk+1dx+ δ
∫
RN
V wQkwQk+1dx
+ ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|)). (2.13)
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So we have∫
RN
f(wQk+1)(wQ1,··· ,Qk + φQk)dx (2.14)
=
∫
RN
f(wQk+1)wQ1,··· ,Qk +O(e
−ξρ
k∑
i=1
w(|Qk+1 −Qi|))
+δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|V wQk+1dx+ δ
∫
RN
V wQkwQk+1dx
≥ 1
4
γ1
k∑
i=1
w(|Qk+1 −Qi|) +O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|))
+δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|V wQk+1dx+ δ
∫
RN
V wQkwQk+1dx.
Thus combining (2.9), (2.10), (2.11) and (2.14), we obtain
J(uQ1,··· ,Qk+1) (2.15)
≤ Ck + I(w) + 1
2
∫
RN
δV w2Qk+1dx−
1
4
γ
k∑
i=1
w(|Qk+1 −Qi|)
+O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|) + δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|V wQk+1dx
+δ
∫
RN
V wQkwQk+1dx+ δ
2
∫
RN
V 2w2Qk+1 + δ
2(
∫
RN
V wQk+1)
2).
By the assumption that |Q(n)k+1| → ∞,∫
RN
δV w2
Q
(n)
k+1
dx+ δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|V w
Q
(n)
k+1
dx+ δ
∫
RN
V wQkwQ(n)
k+1
dx
+δ2
∫
RN
V 2w2
Q
(n)
k+1
+ δ2(
∫
RN
V w
Q
(n)
k+1
)2 → 0 as n→∞, (2.16)
and
− 1
4
γ
k∑
i=1
w(|Qk+1 −Qi|) +O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|)) < 0. (2.17)
Combining (2.8), (2.15), (2.16)and (2.16), we have
Ck+1 ≤ Ck + I(w). (2.18)
On the other hand, since by the assumption, Ck can be attained at
(Q¯1, · · · , Q¯k), so there exists other point Qk+1 which is far away from
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the k points which will be determined later. Next let’s consider the
solution concentrated at the points (Q¯1, · · · , Q¯k, Qk+1), and we denote
the solution by uQ¯1,··· ,Q¯k,Qk+1, then similar with the above argument,
using the estimate (2.34) of ϕk+1 instead of (2.3), we have the following
estimates:
J(uQ¯1,··· ,Q¯k,Qk+1) = J(uQ¯1,··· ,Q¯k) + I(w) +
1
2
∫
RN
δV w2Qk+1dx (2.19)
+ O(
∑
i=1,··· ,k+1
(
∫
B ρ
2
(Qi)
δ2V 2w2Qk+1dx)
1
2 )2 +O(
∫
RN
δ2V 2w2Qk+1dx)
− O(
k∑
i=1
w(|Qk+1 − Q¯i|))
+ O(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Q¯i|V wQk+1dx+ δ
∫
RN
V wQ¯kwQk+1dx).
By the asymptotic behavior of V at infinity, i.e. lim|x|→∞ V (x)e
η¯|x| =
+∞ as |x| → ∞, for some η¯ < 1, we further choose η > η¯, then we can
choose Qk+1 such that
|Qk+1| ≥ max
k
i=1 |Q¯i|+ ln δ
η − η¯ , (2.20)
then we can get that
1
2
∫
RN
δV w2Qk+1dx+O(
∑
i=1,··· ,k+1
(
∫
B ρ
2
(Qi)
δ2V 2w2Qk+1dx)
1
2 )2 (2.21)
+O(
∫
RN
δ2V 2w2Qk+1dx)− O(
k∑
i=1
w(|Qk+1 − Q¯i|))
+O(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Q¯i|V wQk+1dx+ δ
∫
RN
V wQ¯kwQk+1dx)
≥ Cδe−η¯|Qk+1| − O(
∑
i=1,··· ,k
e−η|Q¯i−Qk+1|) > 0.
So
Ck+1 ≥ J(uQ¯1,··· ,Q¯k,Qk+1) > Ck + I(w). (2.22)
Combining (2.22) and (2.18), one get that
Ck + I(w) < Ck+1 ≤ Ck + I(w). (2.23)
A contradiction. So we get that Ck+1 can be attained at finite points
in Λk+1.
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Moreover, from the proof above, we can get a relation between Ck+1
and Ck:
Ck+1 ≥ Ck + I(w). (2.24)

Next we have the following Proposition:
Proposition 2.2. The maximization problem
max
Q∈Λ¯k
M(Q) (2.25)
has a solution Q ∈ Λ◦k, i.e., the interior of Λk.
Proof. We prove it by contradiction again. If Q = (Q¯1, · · · , Q¯k) ∈
∂Λk, then there exists (i, j) such that |Q¯i − Q¯j | = ρ. Without loss of
generality, we assume (i, j) = (i, k). Then follow the estimates in (2.9),
(2.10), (2.11) and (2.14), we have
Ck+1 = J(uQ¯1,··· ,Q¯k) (2.26)
≤ Ck−1 + I(w) + 1
2
∫
RN
δV w2Qkdx
−1
4
γ
k−1∑
i=1
e−|Qk−Qi| +O(e−ξρ
k−1∑
i=1
e−|Qk−Qi|) +O(δ)
≤ Ck−1 + I(w)
+O(δ)− 1
4
γ
k−1∑
i=1
w(|Qk −Qi|) +O(e−ξρ
k−1∑
i=1
w(|Qk −Qi|)).
By the definition of the configuration set, we observe that given a a
ball of size ρ, there are at most cN := 6
N number of non-overlapping
balls of size ρ surrounding this ball. Since |Q¯i − Q¯k| = ρ, we have
k−1∑
i=1
w(|Qk −Qi|) = w(|Qi −Qk|) +
∑
j 6=i
w(|Qj −Qk|)
and∑
j 6=i
w(|Qj −Qk|) ≤ Ce−ρ + CNe−ρ−
ρ
2 + · · ·+ CjNe−ρ−
jρ
2 + · · ·
≤ Ce−ρ
∞∑
j=0
ej lnCN−
ρ
2
≤ Ce−ρ,
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if cN < e
ρ
2 , which is true for ρ large enough.
So
Ck+1 ≤ Ck−1 + I(w) + cδ − 1
4
γw(ρ) +O(e−(1+ξ)ρ) (2.27)
< Ck−1 + I(w).
This reaches a contradiction with Lemma 2.4. 
2.4. Proof of Theorem 1.1. In this section, we apply the results in
Section 2.1, 2.2 and Section 2.3 to prove Theorem 1.1.
Proof of Theorem 1.1: By Proposition 2.1 in Section 2, there exists
ρ0 such that for ρ > ρ0, we have C
1 map which, to any Q◦ ∈ Λk,
associates φQ◦ such that
S(wQ◦ + φQ◦) =
∑
i=1,··· ,k,j=1,··· ,n
cijZij,
∫
RN
φQ◦Zijdx = 0, (2.1)
for some constants {cij} ∈ RkN .
From Proposition 2.2 in Section 2.3, there is a Q ∈ Λ◦k that achieves
the maximum for the maximization problem in Proposition 2.2. Let
uQ◦ = wQ◦ + φQ◦ . Then we have
DQij |Qi=Q◦iM(Q◦) = 0, i = 1, · · · , k, j = 1, · · · , N. (2.2)
Hence we have∫
RN
∇uQ∇∂(wQ + φQ)
∂Qij
|Qi=Q◦i + (1 + δV )uQ
∂(wQ + φQ)
∂Qij
|Qi=Q◦i
−f(uQ)∂(wQ + φQ)
∂Qij
|Qi=Q◦i = 0,
which gives ∑
i=1,··· ,k, j=1,··· ,N
cij
∫
RN
Zij
∂(wQ + φQ)
∂Qsl
|Qs=Q◦s = 0, (2.3)
for s = 1, · · · , k, l = 1, · · · , N . We claim that (2.3) is a diagonally
dominant system. In fact, since
∫
RN
φQZsldx = 0, we have that∫
RN
Zsl
∂φQ
∂Qij
|Qi=Q◦i = −
∫
RN
φQ
∂Zsl
∂Qij
= 0, if s 6= i.
If s = i, we have
|
∫
RN
Zil
∂φQ
∂Qij
|Qi=Q◦i | = | −
∫
RN
φQ
∂Zil
∂Qij
|
≤ C‖φQ‖∗ = O(e−
ρ
2
(1+ξ)).
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For s 6= i, we have ∫
RN
Zsl
∂wQ
∂Qij
= O(e−
|Qi−Qs|
2 ).
For s = i, recall the definition of Zij , we have∫
RN
Zsl
∂wQ
∂Qsj
= −δlj
∫
RN
(
∂w
∂yj
)2 +O(e−ρ). (2.4)
For each (s, l), the off-diagonal term gives∑
s 6=i
∫
RN
Zsl
∂(wQ + φQ)
∂Qij
|Qi=Q◦i +
∑
s=i,l 6=j
∫
RN
Zsl
∂(wQ + φQ)
∂Qsj
|Qi=Q◦i
= (O(e−
ρ
2 ) +O(e−ρ)) (2.5)
= O(e−
1
2
ρ).
So from (2.4) and (2.5), we can see that equation (2.3) becomes a
system of homogeneous equations for csl, and the matrix of the system
is nonsingular. So csl = 0 for s = 1, · · · , k, l = 1, · · · , N . Hence
uQ◦ = wQ◦ + φQ◦ is a solution of (1.1).
Similar to the argument in Section 6 of [28], one can get that uQ◦ > 0
and it has exactly k local maximum points for ρ large enough.
3. Synchronized vector solutions and the proof of
Theorem 1.2
In this section, we consider the elliptic system (1.18) and prove The-
orem 1.2.
3.1. Notations and Liapunov-Schmidt reduction. LetN ≤ 3 and
w be the unique solution of{
∆w − w + w3 = 0,
w(0) = maxx∈RN w(x), w → 0 as |x| → ∞. (3.6)
It is known that the following asymptotic behavior holds
w(r) = ANr
−N−1
2 e−r(1 +O(
1
r
)), w′(r) = −ANr−N−12 e−r(1 +O(1
r
)),
(3.7)
for r large, where AN > 0 is a constant.
Note that the limit system as δ → 0 for (1.18) is{ −∆u+ u = µ1u3 + βv2u,
−∆v + v = µ2v3 + βu2v, (3.8)
and that
(U, V ) = (αw, γw) (3.9)
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solves (3.8) provided that β > max{µ1, µ2} or−√µ1µ2 < β < min{µ1, µ2},
where
α =
√
µ2 − β
µ1µ2 − β2 , γ =
√
µ1 − β
µ1µ2 − β2 . (3.10)
(It has been proved in [47] that for β > max{µ1, µ2}, all solutions to
(3.8) are given by (3.9).)
We will use (U, V ) as the building blocks for the solution of (1.18).
Let ρ > 0 and the configuration space Λk be defined as in Section 1.
For Qk = (Q1, · · · , Qk) ∈ Λk, we define
(UQi, VQi) = (U(x−Qi), V (x−Qi)), (3.11)
and the approximate solution to be
UQk =
k∑
i=1
UQi , VQk =
k∑
i=1
VQi. (3.12)
Denote by
S
(
u
v
)
=
(
∆u− (1 + δa(x))u+ µ1u3 + βv2u,
∆v − (1 + δb(x))v + µ2v3 + βu2v
)
. (3.13)
For f =
(
f1
f2
)
, g =
(
g1
g2
)
, we denote by
〈f, g〉 =
∫
RN
f1g1 + f2g2dx. (3.14)
The proof of Theorem 1.2 is similar to the proof of Theorem 1.1.
Fixing Qk = (Q1, · · · , Qk) ∈ Λk, our main idea is to use (UQk , VQk) as
the approximate solution. First using the Liapunov-Schmidt reduction,
we can show that there exists a constant ρ0, such that for ρ ≥ ρ0, and
δ < cρ, for some constant cρ depend on ρ but independent of k and Qk,
we can find a (φQk , ψQk) such that
S(
(
UQk
VQk
)
+
(
φQk
ψQk
)
) =
∑
i=1,··· ,k,j=1,··· ,N
cijZ¯ij, (3.15)
where Z¯ij is defined as
Z¯ij =
(
Z¯ij,1
Z¯ij,2
)
=
(
∂UQi
∂xj
χi(x)
∂VQi
∂xj
χi(x)
)
, for i = 1, · · · , k, j = 1, · · · , N,
(3.16)
where χi(x) = χ(
2|x−Qi|
(ρ−1)
) and χ(t) is a cut off function , such that
χ(t) = 1 for |t| ≤ 1 and χ(t) = 0 for |t| ≥ ρ2
ρ2−1
. We can show that
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(φQk , ψQk) is C
1 in Qk. After that , for any k, we define a new function
M(Qk) = J(
(
UQk
VQk
)
+
(
φQk
ψQk
)
), (3.17)
we maximize M(Qk) over Λ¯k.
For large ρ, and fixed points Qk ∈ Λk, we first show solvability in
{
(
φ
ψ
)
, {cij}} of the non linear projected problem

∆(UQk + φQk)− (1 + δa(x))(UQk + φQk) + µ1(UQk + φQk)3
+β(VQk + ψQk)
2(UQk + φQk) =
∑
i=1,··· ,k,j=1,··· ,N cijZ¯ij,1,
∆(VQk + ψQk)− (1 + δb(x))(VQk + ψQk) + µ2(VQk + ψQk)3
+β(UQk + φQk)
2(VQk + ψQk) =
∑
i=1,··· ,k,j=1,··· ,N cijZ¯ij,2,
〈
(
φQk
ψQk
)
,
(
Z¯ij,1
Z¯ij,2
)
〉 = 0 for i = 1, · · · , k, j = 1, · · · , N.
(3.18)
Define
W (x) =
∑
Qk∈Λk
e−η|x−Qi|, (3.19)
and the norm to be
‖h‖∗∗ = sup
x∈RN
|W (x)−1h1(x)| + sup
x∈RN
|W (x)−1h2(x)|. (3.20)
First we need the following non-degeneracy result:
Lemma 3.1. There exists β∗ > 0, such that for β ∈ (−β∗, 0) ∪
(0,min{µ1, µ2}) ∪ (max{µ1, µ2},∞), (U, V ) is non-degenerate for the
system (3.8) in H1(RN) in the sense that the kernel is given by
Span{( ∂U
∂xj
,
∂V
∂xj
)|j = 1, · · · , N}. (3.21)
Proof. For the proof, see the proof of Proposition 2.3 in [39]. 
From now on we will always assume that
β ∈ (−β∗, 0) ∪ (0,min{µ1, µ2}) ∪ (max{µ1, µ2},∞). (3.22)
Similar as in Section 2, the following proposition is standard.
Proposition 3.1. Given 0 < η < 1. There exist positive numbers ρ0, C
and ξ > 0 such that for all ρ ≥ ρ0, and for any Qk ∈ Λk, δ < e−2ρ, there
is a unique solution (
(
φQk
ψQk
)
, {cij}) to problem (3.18). Furthermore
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(φQk , ψQk) is C
1 in Qk and we have
‖(φQk , ψQk)‖∗∗ ≤ C‖S
(
UQk
VQk
)
‖∗∗ ≤ Ce−ξρ, (3.23)
|cij| ≤ Ce−ξρ. (3.24)
3.2. A Secondary Liapunov Schmidt Reduction. Similar to the
estimate in Section 2.2, we have the key estimate on the difference
between the solutions in the k−th step and (k+1)−th step. From now
on, we choose η > 1
2
.
For (Q1, · · · , Qk) ∈ Λk, we denote
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
as
(
UQ1,...,Qk + φQ1,...,Qk
VQ1,··· ,Qk + ψQ1,··· ,Qk
)
,
where
(
φQ1,··· ,Qk
ψQ1,··· ,Qk
)
is the unique solution given by Proposition 3.1.
We now write
(
uQ1,··· ,Qk+1
vQ1,··· ,Qk+1
)
=
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
+
(
UQk+1
VQk+1
)
+ ϕk+1
=
(
U¯
V¯
)
+
(
ϕk+1,1
ϕk+1,2
)
(3.25)
where (
U¯
V¯
)
=
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
+
(
UQk+1
VQk+1
)
.
We have the following estimate for ϕk+1:
Lemma 3.2. Let ρ, δ be as in Proposition 3.1. Then it holds∫
RN
(|∇ϕk+1,1|2 + ϕ2k+1,1) + (|∇ϕk+1,2|2 + ϕ2k+1,2)dx (3.26)
≤ C(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|)
+δ2(
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx+ (
∫
RN
|a|UQk+1 + |b|VQk+1dx)2),
for some constant C > 0, ξ > 0 independent of ρ, k, η and Q ∈ Λk+1.
Proof. To prove (3.26), we need to perform a further decomposition.
From the non-degeneracy result of (U, V ), we have that there are
finite many positive eigenvalues to the following linearized operator:(
∆φj,1 − φj,1 + 3µ1U2φj,1 + βV 2φj,1 + 2βUV φj,2
∆φj,2 − φj,2 + 3µ2V 2φj,2 + βU2φj,2 + 2βUV φj,1
)
= λj
(
φj,1
φj,2
)
(3.27)
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and the eigenfunctions φj are exponential decay. Assume that λj > 0
for j = 1, · · · , K. Denote by φij = χiφj(x−Qi), where χi is the cut-off
function introduced in Section 2 and φj =
(
φj,1
φj,2
)
.
By the equations satisfied by ϕk+1, we have
L¯ϕk+1 = S¯ +
∑
i=1,··· ,k+1,j=1,··· ,N
cijZ¯ij (3.28)
for some constants {cij}, where
L¯
(
ϕk+1,1
ϕk+1,2
)
=
(
∆ϕk+1,1 − (1 + δa)ϕk+1,1 + 3µ1U˜2ϕk+1,1 + 2βV˜ U¯ϕk+1,2 + β(V¯ + ϕk+1,2)2ϕk+1,1
∆ϕk+1,2 − (1 + δb)ϕk+1,2 + 3µ2Vˆ 2ϕk+1,2 + 2βUˆV¯ ϕk+1,1 + β(U¯ + ϕk+1,1)2ϕk+1,2
)
,
and
3U˜2 =
{
(U¯+ϕk+1,1)
3−U¯3
ϕk+1,1
, if ϕk+1,1 6= 0
3U¯2, if ϕk+1,1 = 0,
2V˜ =
{
(V¯+ϕk+1,2)
2−V¯ 2
ϕk+1,2
, if ϕk+1,2 6= 0
2V¯ , if ϕk+1,2 = 0,
3Vˆ 2 =
{
(V¯ +ϕk+1,2)
3−V¯ 3
ϕk+1,2
, if ϕk+1,2 6= 0
3V¯ 2, if ϕk+1,2 = 0,
2Uˆ =
{
(U¯+ϕk+1,1)
2−U¯2
ϕk+1,1
, if ϕk+1,1 6= 0
2U¯ , if ϕk+1,1 = 0,
and
S¯ =
(
µ1[(U¯
3 − u3Q1,··· ,Qk − U3Qk+1)] + β[V¯ 2U¯ − v2Q1,··· ,QkuQ1,··· ,Qk − V 2Qk+1UQk+1]
µ2[(V¯
3 − v3Q1,··· ,Qk − V 3Qk+1)] + β[U¯2V¯ − u2Q1,··· ,QkvQ1,··· ,Qk − U2Qk+1VQk+1]
)
− δ
(
aUQk+1
bVQk+1
)
.
The L2-norm of S¯ is estimated first:
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By the estimate in Proposition 3.1, and recall that η > 1
2
we have
the following estimate∫
RN
|µ1[(U¯3 − u3Q1,··· ,Qk − U3Qk+1)] + β[V¯ 2U¯ − v2Q1,··· ,QkuQ1,··· ,Qk − V 2Qk+1UQk+1]|2
+|µ2[(V¯ 3 − v3Q1,··· ,Qk − V 3Qk+1)] + β[U¯2V¯ − u2Q1,··· ,QkvQ1,··· ,Qk − U2Qk+1VQk+1]|2
≤ Ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|),
and ∫
RN
(δaUQk+1)
2 + (δbVQk+1)
2dx ≤ Cδ2
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx.
So we have
‖S¯‖2L2(RN ) ≤ C(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|) + δ2
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx).
(3.29)
Decompose ϕk+1 as
ϕk+1 = Ψ+
∑
i=1,··· ,k+1,l=1,··· ,K
ℓilφil +
∑
i=1,··· ,k+1,j=1,··· ,N
dijZ¯ij (3.30)
for some ℓil, dij such that
〈Ψ, φil〉 = 〈Ψ, Z¯ij〉 = 0, i = 1, ..., k + 1, j = 1, ..., N, l = 1, · · · , K.
(3.31)
Since
ϕk+1 =
(
φQ1,··· ,Qk+1
ψQ1,··· ,Qk+1
)
−
(
φQ1,··· ,Qk
ψQ1,··· ,Qk
)
, (3.32)
we have for i = 1, · · · , k,
dij = 〈ϕk+1, Z¯ij〉+
∑
l=1,··· ,K
ℓil〈φil, Z¯ij〉
= 〈
(
φQ1,··· ,Qk+1
ψQ1,··· ,Qk+1
)
−
(
φQ1,··· ,Qk
ψQ1,··· ,Qk
)
, Z¯ij〉+
∑
l=1,··· ,K
ℓil〈φil, Z¯ij〉
=
∑
l=1,··· ,K
ℓil〈φil, Z¯ij〉
= e−ξρ
∑
l=1,··· ,K
ℓil
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and
dk+1,j = 〈ϕk+1, Z¯k+1,j〉+
∑
l=1,··· ,K
ℓk+1,l〈φk+1,l, Z¯k+1,j〉
= 〈
(
φQ1,··· ,Qk+1
ψQ1,··· ,Qk+1
)
−
(
φQ1,··· ,Qk
ψQ1,··· ,Qk
)
, Z¯k+1,j〉+
∑
l=1,··· ,K
ℓk+1,l〈φk+1,l, Z¯k+1,j〉
= −〈
(
φQ1,··· ,Qk
ψQ1,··· ,Qk
)
, Z¯k+1,j〉+
∑
l=1,··· ,K
ℓk+1,l〈φk+1,l, Z¯k+1,j〉
= −〈
(
φQ1,··· ,Qk
ψQ1,··· ,Qk
)
, Z¯k+1,j〉+ e−ξρ
∑
l=1,··· ,K
ℓk+1,l
where we have used the orthogonality of the eigenfunctions and the or-
thogonality conditions satisfied by (φQ1,··· ,Qk , ψQ1,··· ,Qk) and (φQ1,··· ,Qk+1, ψQ1,··· ,Qk+1).
So by Proposition 3.1, we have

|dij| ≤ ce−ξρ
∑
l=1,··· ,K ℓil for i = 1, · · · , k,
|dk+1,j| ≤ ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1| + e−ξρ
∑
l=1,··· ,K ℓk+1,l.
(3.33)
By (3.30), we can rewrite (3.28) as
L¯Ψ+
∑
i=1,··· ,k+1,l=1,··· ,K
ℓilL¯φil+
∑
i=1,··· ,k+1,j=1,··· ,N
dijL¯Z¯ij = S¯+
∑
i=1,··· ,k+1,j=1,··· ,N
cijZ¯ij .
(3.34)
To obtain the estimates for the coefficients ℓil , we use the equation
(3.34).
First, multiplying (3.34) by φtl and integrating over R
N , we have
ℓil〈L¯(φil), φil〉 = −
N∑
j=1
dij〈L¯(Z¯ij), φil〉+ 〈S¯, φil〉 (3.35)
+
∑
j 6=l
ℓij〈L¯(φij), φil〉
where

|〈S¯, φil〉| ≤ ce−ξρe−η|Qi−Qk+1| + δ|〈
(
aUQk+1
bVQk+1
)
, φil〉| for i = 1, · · · , k
|〈S¯, φk+1,l〉| ≤ ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1| + δ|〈
(
aUQk+1
bVQk+1
)
, φk+1,l〉|.
(3.36)
By the equation satisfied by φl, we have
〈L¯φij , φil〉 = −δjlλlλj〈φl, φj〉+O(e−ξ ρ). (3.37)
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Combining (3.33) and (3.35)-(3.37), we have


|ℓil| ≤ Ce−ξρe−η|Qi−Qk+1|
+
∑
j=1,··· ,N δ|〈
(
aUQk+1
bVQk+1
)
, φij〉|+ e−ξρ‖Ψ‖H1(B ρ
2
(Qi)), i = 1, ..., k
|ℓk+1,l| ≤ Ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1|
+
∑
j=1,··· ,N δ|〈
(
aUQk+1
bVQk+1
)
, φk+1,j〉|+ e−ξρ‖Ψ‖H1(B ρ
2
(Qk+1)),
(3.38)
and

|dij| ≤ ce−ξρe−η|Qi−Qk+1|
+
∑
j=1,··· ,N δ|〈
(
aUQk+1
bVQk+1
)
, φij〉|+ e−ξρ‖Ψ‖H1(B ρ
2
(Qi)) for i = 1, · · · , k,
|dk+1,j| ≤ ce−ξρ
∑k
i=1 e
−η|Qi−Qk+1|
+
∑
j=1,··· ,N δ|〈
(
aUQk+1
bVQk+1
)
, φk+1,j〉|+ e−ξρ‖Ψ‖H1(B ρ
2
(Qk+1)).
(3.39)
Next let us estimate Ψ. Multiplying (3.34) by Ψ and integrating over
R
N , we find
〈L¯(Ψ),Ψ〉 = 〈S¯,Ψ〉 −
∑
i=1,··· ,k+1,j=1,··· ,N
dij〈L¯(Z¯ij),Ψ〉 (3.40)
−
∑
i=1,··· ,k+1,l=1,··· ,K
ℓil〈L¯φil,Ψ〉.
We claim that
− 〈L¯(Ψ),Ψ〉 ≥ c0‖Ψ‖2H1(RN ) (3.41)
for some constant c0 > 0.
Since the approximate solution is exponentially decay away from the
points Qi, we have
〈L¯(Ψ),Ψ〉RN\∪iB ρ−1
2
(Qi) ≥
1
2
∫
RN\∪iB ρ−1
2
(Qi)
|∇Ψ1|2+|Ψ1|2+|∇Ψ2|2+|Ψ2|2dx.
(3.42)
Now we only need to prove the above estimates in the domain ∪iB ρ−1
2
(Qi).
We prove it by contradiction. Otherwise, there exists a sequence ρn →
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+∞, and Q(n)i such that∫
B ρn−1
2
(Q
(n)
i )
|∇Ψ(n)1 |2 + |Ψ(n)1 |2 + |∇Ψ(n)2 |2 + |Ψ(n)2 |2dx = 1,
〈L¯(Ψ(n)),Ψ(n)〉
B ρn−1
2
(Q
(n)
i )
→ 0, as n→∞.
Then we can extract from the sequence Ψ(n)(· − Q(n)i ) a subsequence
which will converge weakly in H1(Rn) to Ψ∞, such that∫
RN
|∇Ψ∞,1|2 + |Ψ∞,1|2 − 3µ1U2Ψ2∞,1 + |∇Ψ∞,2|2 + |Ψ∞,2|2 − 3µ2V 2Ψ2∞,2
−βU2Ψ2∞,2 − βV 2Ψ2∞,1 − 4βUVΨ∞,1Ψ∞,2dx = 0, (3.43)
and
〈Ψ∞, φi〉 = 〈Ψ∞,
(
∂xjU
∂xjV
)
〉 = 0, for i = 1, · · · , K, j = 1, · · · , N.
(3.44)
From (3.43) and (3.44), we deduce that Ψ∞ = 0.
Hence
Ψ(n) ⇀ 0 weakly in H1(RN). (3.45)
So
∫
RN
3µ1U˜
2(Ψ
(n)
1 )
2 + 2βV˜ U¯Ψ
(n)
2 Ψ
(n)
1
+β(V¯ + ϕk+1,2)
2(Ψ
(n)
1 )
2 + 3µ2Vˆ
2(Ψ
(n)
2 )
2
+2βUˆV¯Ψ
(n)
1 Ψ
(n)
2 + β(U¯ + ϕk+1,1)
2(Ψ
(n)
2 )
2dx→ 0 as n→∞.
We have
‖Ψ(n)‖H1(B ρn−1
2
) → 0 as n→∞. (3.46)
This contradicts the assumption
‖Ψ(n)‖H1 = 1. (3.47)
So we get that
− 〈L¯(Ψ),Ψ〉 ≥ c0‖Ψ‖2H1(RN ). (3.48)
From (3.40) and (3.48), we get
‖Ψ‖2H1(RN ) ≤ c(
∑
ij
|dij||〈L¯(Z¯ij),Ψ〉|+
∑
il
|ℓil||〈L¯φil,Ψ〉|+ |〈S¯,Ψ〉|) (3.49)
≤ c(
∑
ij
|dij|‖Ψ‖H1(B ρ
2
(Qi)) +
∑
il
|ℓil|‖Ψ‖H1(B ρ
2
(Qi)) + ‖S¯‖L2(RN )‖Ψ‖H1(RN )).
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From (3.38) (3.39) (3.29) and (3.49), we choose η > 1
2
, we get that
‖ϕk+1‖H1(RN ) ≤ C(e−ξρ
k∑
i=1
e−η|Qk+1−Qi| + δ
∫
Rn
|a|UQk+1 + |b|VQk+1dx+ ‖S¯‖L2)
≤ C(e−ξρ
k∑
i=1
e−η|Qk+1−Qi| + e−ξρ(
k∑
i=1
w(|Qk+1 −Qi|)) 12 (3.50)
+ δ
∫
RN
|a|UQk+1 + |b|VQk+1dx+ δ(
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx)
1
2 ),
Since we choose η > 1
2
, we have
(
k∑
i=1
e−η|Qi−Qk+1|)2 ≤ C
k∑
i=1
w(|Qi −Qk+1|). (3.51)
By (3.50) and (3.51), we thus get that
‖ϕk+1‖H1(RN ) ≤ C(e−ξρ(
k∑
i=1
w(|Qk+1 −Qi|)) 12 + δ
∫
RN
|a|UQk+1 + |b|VQk+1dx
+ δ(
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx)
1
2 ). (3.52)
Moreover, from the estimate (3.38) and (3.39), and take into consid-
eration that χi is supported in B ρ
2
(Qi), using holder inequality, we can
get a more accurate estimate on ϕk+1,
‖ϕk+1‖H1(Rn) ≤ C(e−ξρ(
k∑
i=1
w(|Qk+1 −Qi|)) 12
+ δ
∑
i=1,··· ,k+1
(
∫
B ρ
2
(Qi)
a2U2Qk+1 + b
2V 2Qk+1dx)
1
2
+ δ(
∫
Rn
a2U2Qk+1 + b
2V 2Qk+1dx)
1
2 ). (3.53)

3.3. The Reduced Problem: A Maximization Procedure. In
this section, we study a maximization problem. Fix Qk ∈ Λk, we
define a new functional
M(Qk) = J(uQk , vQk) : Λk → R. (3.1)
Define
Ck = max
Q∈Λk
{M(Qk)}. (3.2)
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Since M(Qk) is continuous in Qk, the maximization problem has a
solution. We will show below that the maximization problem has a
solution.
We first prove that the maximum can be attained at finite points for
each Ck.
Lemma 3.3. Let assumptions (H ′1), (H
′
2) and the assumptions in Propo-
sition 3.1 be satisfied. Then, for all k:
• There exists Qk = (Q1, Q2, · · · , Qk) ∈ Λk such that
Ck =M(Qk); (3.3)
• There holds
Ck+1 > Ck + I(U, V ), (3.4)
where I(U, V ) is the energy of (U, V ),
I(U, V ) =
1
2
∫
Rn
|∇U |2 + U2 + |∇V |2 + V 2dx
− 1
4
∫
Rn
µ1U
4 + µ2V
4dx− β
2
∫
Rn
U2V 2dx (3.5)
Proof. The proof is similar to the proof of Lemma 2.4. We divide the
proof into several steps.
Step 1: C1 > I(U, V ), and C1 can be attained at finite point. First
using standard Liapunov-Schmidt reduction, we have
‖(φQ, ψQ‖H1 ≤ C‖δ(aUQ, bVQ)‖L2. (3.6)
Assume that |Q| → ∞, then
J(uQ, vQ) =
1
2
∫
RN
|∇(UQ + φQ)|2 + (1 + δa)(UQ + φQ)2dx
+
1
2
∫
RN
|∇(VQ + ψQ)|2 + (1 + δb)(VQ + ψQ)2dx
−1
4
∫
RN
µ1(UQ + φQ)
4 + µ2(VQ + ψQ)
4dx− β
2
∫
RN
(UQ + φQ)
2(VQ + ψQ)
2dx
= I(UQ, VQ) +
δ
2
∫
RN
aU2Q + bV
2
Qdx+ δ
2‖(aUQ, bVQ)‖2L2(RN )
≥ I(UQ, VQ)
+
1
4
[
∫
B ρ
2
(Q)
δ(aU2Q + bV
2
Q)dx− sup
B |Q|
4
(0)
(U2Q + V
2
Q)
∫
supp(α2a+γ2b)−
δ(|a|+ |b|)dx]
≥ I(U, V ) + 1
4
∫
B ρ
2
(Q)
δ(aU2Q + bV
2
Q)dx− O(e−
3
2
|Q|).
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By the slow decay assumption on the potential a, b, we get that
1
2
∫
B ρ
2
(Q)
δ(aU2Q + bV
2
Q)dx−O(e−
3
2
|Q|) > 0.
So
C1 ≥ J(uQ, vQ) > I(U, V ).
Let us prove now that C1 can be attained at finite point. Let {Qi} be
a sequence such that limi→∞M(Qi) = C1, and assume that |Qi| → ∞,
by the same argument as above,
J(uQi, vQi) = I(U, V ) +
1
2
δ
∫
RN
aU2Qi + bV
2
Qi
dx
+ O(δ2
∫
RN
a2U2Qi + b
2V 2Qidx),
as Qi →∞, by the decay assumption on a, b, we have
δ
2
∫
RN
aU2Qi + bV
2
Qi
dx+O(δ2
∫
RN
a2U2Qi + b
2V 2Qidx)→ 0 as i→∞.
Thus,
C1 = lim
i→∞
J(uQi, vQi) ≤ I(U, V ) as i→∞. (3.7)
Contradiction! So C1 can be attained at finite point.
Step 2: Assume that there exists Qk = (Q¯1, · · · , Q¯k) ∈ Λk such
that Ck =M(Qk), and we denote the solution by (uQ¯1,··· ,Q¯k , vQ¯1,··· ,Q¯k).
Next, we prove that there exists (Q1, · · · , Qk+1) ∈ Λk+1 such that
Ck+1 can be attained.
Let ((Q
(n)
1 , · · · , Q(n)k+1))n be a sequence such that
Ck+1 = lim
n→∞
M(Q(n)1 , · · · , Q(n)k+1). (3.8)
We claim that (Q
(n)
1 , · · · , Q(n)k+1) is bounded. We prove it by con-
tradiction. Wlog, we assume that |Q(n)k+1| → ∞ as n → ∞. In the
following we omit the index n for simplicity.
J(uQ1,··· ,Qk+1, vQ1,··· ,Qk+1) (3.9)
= J(
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
+
(
UQk+1
VQk+1
)
+
(
ϕk+1,1
ϕk+1,2
)
)
= J(
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
+
(
UQk+1
VQk+1
)
)
+‖S¯(uQ1,··· ,Qk + UQk+1, vQ1,··· ,Qk + VQk+1)‖L2‖ϕk+1‖H1
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+
∑
i=1,··· ,k,j=1,··· ,N
cij〈Z¯ij, ϕk+1〉+O(‖ϕk+1‖2H1)
= J(
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
+
(
UQk+1
VQk+1
)
)
+O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|) + δ2
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx
+δ2(
∫
RN
|a|UQk+1 + |b|VQk+1dx)2,
where we use the condition that 〈Z¯ij, ϕk+1〉 = 0 for i = 1, · · · , k, and
J(
(
uQ1,··· ,Qk
vQ1,··· ,Qk
)
+
(
UQk+1
VQk+1
)
) (3.10)
≤ Ck + I(UQk+1, VQk+1) +
δ
2
∫
RN
aU2Qk1
+ bV 2Qk+1dx
+
∑
i=1,··· ,k,j=1,··· ,N
cij〈Z¯ij,
(
UQk+1
VQk+1
)
〉
−
∫
RN
µ1U
3
Qk+1
uQ1,··· ,Qk + µ2V
3
Qk+1
vQ1,··· ,Qkdx
−β
∫
RN
U2Qk+1VQk+1vQ1,··· ,Qk + V
2
Qk+1
UQk+1uQ1,··· ,Qkdx
+O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|)).
By estimates (3.23) and that the definition of Z¯ij, we have
|
k∑
i=1
cij〈Z¯ij,
(
UQk+1
VQk+1
)
〉| ≤ ce−ξρ
k∑
i=1
w(|Qk+1 −Qi|). (3.11)
Similar as the estimate (2.13), we can get that
∫
RN
µ1U
3
Qk+1
φQ1,··· ,Qk + µ2V
3
Qk+1
ψQ1,··· ,Qkdx
−β
∫
RN
U2Qk+1VQk+1ψQ1,··· ,Qk + V
2
Qk+1
UQk+1φQ1,··· ,Qkdx
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≤ C(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx
+δ
∫
Rn
aUQkUQk+1 + bVQkVQk+1dx+ e
−ξρ
k∑
i=1
w(|Qk+1 −Qi|)).
So we have
∫
RN
µ1U
3
Qk+1
uQ1,··· ,Qk + µ2V
3
Qk+1
vQ1,··· ,Qkdx (3.12)
+β
∫
RN
U2Qk+1VQk+1vQ1,··· ,Qk + V
2
Qk+1
UQk+1uQ1,··· ,Qkdx
=
∫
RN
µ1U
3
Qk+1
UQ1,··· ,Qk + µ2V
3
Qk+1
VQ1,··· ,Qkdx
+β
∫
RN
U2Qk+1VQk+1VQ1,··· ,Qk + V
2
Qk+1
UQk+1UQ1,··· ,Qkdx
+O(δe−ξρ
∫
Rn
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx
+δ
∫
RN
aUQkUQk+1 + bVQkVQk+1dx+ e
−ξρ
k∑
i=1
w(|Qk+1 −Qi|))
≥ 1
4
Aγ1
k∑
i=1
w(|Qk+1 −Qi|) +O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|))
+O(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx
+δ
∫
RN
aUQkUQk+1 + bVQkVQk+1dx)
where γ1 is defined in (2.5) with f(t) = t
3 and A = µ1α
4 + µ2γ
4 +
2βα2γ2 > 0.
So by (3.9), (3.10), (3.11) and (3.12), we obtain
J(uQ1,··· ,Qk+1, vQ1,··· ,Qk+1) (3.13)
≤ Ck + I(U, V ) + δ
2
∫
Rn
aU2Qk+1 + bV
2
Qk+1
dx
−1
4
Aγ1
k∑
i=1
w(|Qk+1 −Qi|) +O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|))
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+O(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx+ δ
∫
RN
aUQkUQk+1 + bVQkVQk+1dx)
+δ2
∫
RN
a2U2Qk+1 + b
2V 2Qk+1 + δ
2(
∫
RN
|a|UQk+1 + |b|VQk+1)2dx.
By the assumption that |Q(n)k+1| → ∞,
δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx
+δ
∫
RN
aUQkUQk+1 + bVQkVQk+1dx
+δ2
∫
RN
a2U2Qk+1 + b
2V 2Qk+1 + δ
2(
∫
RN
|a|UQk+1 + |b|VQk+1)2 → 0 as n→∞,
and
− 1
4
Aγ1
k∑
i=1
w(|Qk+1 −Qi|) +O(e−ξρ
k∑
i=1
w(|Qk+1 −Qi|)) < 0. (3.14)
Combining (3.8), (3.13) and the above estimates, we have
Ck+1 ≤ Ck + I(U, V ). (3.15)
On the other hand, since by the assumption, Ck can be attained at
(Q¯1, · · · , Q¯k), so there exists other point Qk+1 which is far away from
the k points which will be determined later. Next let us consider the
solution concentrated at the points (Q¯1, · · · , Q¯k, Qk+1). We denote the
solution by (uQ¯1,··· ,Q¯k,Qk+1, vQ¯1,··· ,Q¯k,Qk+1). By similar argument as the
above, using the estimate (3.53) instead of (3.26), we have the following
estimates:
J(uQ¯1,··· ,Q¯k,Qk+1, vQ¯1,··· ,Q¯k,Qk+1) (3.16)
= J(uQ¯1,··· ,Q¯k , vQ¯1,··· ,Q¯k) + I(U, V )
+
δ
2
∫
RN
aU2Qk+1 + bV
2
Qk+1
dx+O(
k∑
i=1
w(|Qk+1 − Q¯i|))
+O(δe−ξρ
∫
RN
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx+ δ
∫
RN
aUQ¯kUQk+1 + bVQ¯kVQk+1dx
+δ2(
∫
RN
a2U2Qk+1 + b
2V 2Qk+1dx+ (
∑
i=1,··· ,k+1
(
∫
B ρ
2
(Qi)
a2U2Qk+1 + b
2V 2Qk+1dx)
1
2 )2)).
By the slow decay assumption of a, b at infinity, i.e. lim|x|→∞(α
2a+
γ2b)eη¯|x| = +∞ as |x| → ∞, for some η¯ < 1, we can further choose
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η > η¯, and choose Qk+1 such that
|Qk+1| ≥ max
k
i=1 |Q¯i|+ ln δ
η − η¯ . (3.17)
This implies that
δ
2
∫
Rn
aU2Qk+1 + bV
2
Qk+1
dx+O(
k∑
i=1
w(|Qk+1 − Q¯i|)) (3.18)
+O(δe−ξρ
∫
Rn
k∑
i=1
e−η|x−Qi|(aUQk+1 + bVQk+1)dx+ δ
∫
Rn
aUQ¯kUQk+1 + bVQ¯kVQk+1dx
+δ2(
∫
Rn
a2U2Qk+1 + b
2V 2Qk+1dx+ (
∑
i=1,··· ,k+1
(
∫
B ρ
2
(Qi)
a2U2Qk+1 + b
2V 2Qk+1dx)
1
2 )2))
≥ Ce−η¯|Qk+1| −O(
k∑
i=1
e−η|Qi−Qk+1|) > 0,
so
Ck+1 ≥ J(uQ¯1,··· ,Q¯k,Qk+1, vQ¯1,··· ,Q¯k,Qk+1) > Ck + I(U, V ). (3.19)
Combining (3.19) and (3.15), one get that
Ck + I(U, V ) < Ck+1 ≤ Ck + I(U, V ). (3.20)
We have reached a contradiction with (3.15). So we get that Ck+1 can
be attained at finite points in Λk+1.
Moreover, from the proof above, we can get a relation between Ck+1
and Ck:
Ck+1 ≥ Ck + I(U, V ). (3.21)

The next following Proposition excludes boundary maximization.
Proposition 3.2. The maximization problem
max
Qk∈Λ¯k
M(Qk) (3.22)
has a solution Qk ∈ Λ◦k, i.e., the interior of Λk.
Proof. We prove it by contradiction again. If Qk = (Q¯1, · · · , Q¯k) ∈
∂Λk, then there exists (i, j) such that |Q¯i − Q¯j | = ρ. Without loss of
generality, we assume (i, j) = (i, k). Then following the estimates in
(3.9), (3.10), (3.11) and (3.12), we have
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Ck+1 = J(uQ¯1,··· ,Q¯k , vQ¯1,··· ,Q¯k) (3.23)
≤ Ck−1 + I(U, V ) + δ
2
∫
RN
aU2Qk + bVQkdx
−1
4
Aγ1
k−1∑
i=1
w(|Qk −Qi|) +O(e−ξρ
k−1∑
i=1
w(|Qk −Qi|)) +O(δ)
≤ Ck−1 + I(U, V )
+Cδ − 1
4
Aγ1
k−1∑
i=1
w(|Qk −Qi|) +O(e−ξρ
k−1∑
i=1
w(|Qk −Qi|)).
Similar to Section 2.3, by the definition of the configuration set, we
have
Ck+1 ≤ Ck−1 + I(U, V ) + cδ − 1
8
γ1w(ρ) +O(e
−(1+ξ)ρ) (3.24)
< Ck−1 + I(U, V ).
This is a contradiction with Lemma 3.3. 
3.4. Proof of Theorem 1.2. In this section, we apply the results in
Section 3.1, 3.2 and 3.3 to prove Theorem 1.2.
Proof of Theorem 1.2: By Proposition 3.1 in Section 3.1, there exists
ρ0 such that for ρ > ρ0, we have C
1 map which, to any Q◦ ∈ Λk,
associates φQ◦ such that
S(
(
UQ◦ + φQ◦
VQ◦ + ψQ◦
)
) =
∑
i=1,··· ,k,j=1,··· ,n
cijZ¯ij , 〈
(
φQ◦
ψQ◦
)
, Z¯ij〉 = 0,
(3.1)
for some constants {cij} ∈ RkN .
From Proposition 3.2 in Section 3.2, there is a Q ∈ Λ◦k that achieves
the maximum for the maximization problem in Proposition 3.2. Let(
uQ◦
vQ◦
)
=
(
UQ◦
VQ◦
)
+
(
φQ◦
ψQ◦
)
. Then we have
DQij |Qi=Q◦iM(Q◦) = 0, i = 1, · · · , k, j = 1, · · · , N. (3.2)
Similar to the proof of Theorem 1.1,∑
i=1,··· ,k, j=1,··· ,N
cij
∫
Rn
Z¯ij,1
∂(UQ + φQ)
∂Qsl
|Qs=Q◦s+Z¯ij,2
∂(VQ + ψQ)
∂Qsl
|Qs=Q◦sdx = 0,
(3.3)
for s = 1, · · · , k, l = 1, · · · , N .
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We can get that (3.3) is a diagonally dominant system for csl. So
csl = 0 for s = 1, · · · , k, l = 1, · · · , N . Hence (uQ◦ , vQ◦) is a solution of
(1.18).
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