Orthogonal Functions by Janousek, Arnold L.
Fort Hays State University 
FHSU Scholars Repository 
Master's Theses Graduate School 
Spring 1956 
Orthogonal Functions 
Arnold L. Janousek 
Fort Hays Kansas State College 
Follow this and additional works at: https://scholars.fhsu.edu/theses 
 Part of the Algebraic Geometry Commons 
Recommended Citation 
Janousek, Arnold L., "Orthogonal Functions" (1956). Master's Theses. 558. 
https://scholars.fhsu.edu/theses/558 
This Thesis is brought to you for free and open access by the Graduate School at FHSU Scholars Repository. It has 
been accepted for inclusion in Master's Theses by an authorized administrator of FHSU Scholars Repository. 
ORTHOGONAL FUNCTIONS 
being 
A thesis presented to the Graduate Faculty 
of the Fort Hays Kansas State College in 
partial fulfillment of the requirements for 
the Degree of Master of Science 
by 
Arnold L. l_anousek, B.s. 
Fort Hays Kansas State College 
Date Or:vw, /..& /fS~ v' .) Approved~!;; y/#L Major Prof essor 
ORTHOGONAL FUNCTIONS 
being 
.An abstract of a thesis presented to 
the Graduate Faculty of 
the Fort Hays Kansas State College 
in partial fulfillment of the requirements for 
the Degree of Master of Science 
by 
Arnold I,. Janousek, B. S. 
Fort Hays Kansas State College 
ORTHOGONAL FUNCTIONS 
It was the purpose of this thesis (1) to investigate certain 
known orthogonal functions; (2) to exhibit elements of similarity among 
them; (3) to show that they arise as the solutions of differential equa-
tions in a similar way; (4) to establish that the differential equations 
which yield them are similar and are special cases of yet another more 
general differential equation; (5) to verify that the Sturm-Liouvill e 
theory can be applied to each of t hese differential equations; and (6) 
to demonstrate how each of these orthogonal functions is used to ~ive a 
series representation of a given function . 
By direct computation i t was shown that the orthogonal functions 
studied arose from their respective differential equations in a similar 
way. These differential equations were then shown to be special cases 
of a more general differential equation, thus showing another similarity 
among the orthogonal f unctions. The Sturm-LiouviJ.le theory was used to 
find certain information in order to establish the orthogonality of the 
frmctions that were a solution of the various differential equations. 
Finall y, by direct met hods each of the orthogonal functions was utilized 
in forming a series representation of two arbitrary functions and these 
series representations were put in gr aphic form to show yet another sim-
ilarity of the orthogonal functions that were studied. 
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CHAPTER I 
INTRODUCTION 
Within the last several decades the differential equation as a 
tool to solve more complex problems has become more and more important. 
Its application is unlimited in the field of electronic and mechanical 
computers , to say nothing of its continued use in the solutions of prob-
lems in mathematics and physics . It is then important that these vari-
ous differential equations can be solved and from their solution the 
necessary data be obtained. The use of orthogonal functions is a par-
ticular method of solution. 
Definition of orthogonal functions .1 The functions F(x) and 
G(x) are said to be orthogonal to one another on the interval (a,b) if 
(I-1) Lb F(x) G(x) dx = o. 
The choice of the word orthogonal is made because of an analogy 
between the condition (I-1) and the condition that two vectors A and B 
be orthogonal . If A and B have components A1, ½, A3, and B1, B2, B3, 
respectively, the vectors are orthogonal if and only if their dot prod-
uct 
(I- 2) 
1Angus E. Taylor, Advanced Calculus, Boston, 1955, pp . 722-723. 
2 
The analogy between (I-1) and (I-2) is seen more clearly if the 
integral in (I-1) is expressed as a limit of a sum: 
lim fF(x1 ) G(x1 ) + F(½) G(x2) + ••• + F(~) G(x ~ b -a= o, n ?~L n ~ n 
where xk =a+ ~(b - a), k = I, 2, •••, n. This analogy may at first 
seem rather farfetched. It has real substance, however, and is just one 
instance of a very remarkable and useful crossing over of ideas from the 
geometry of vector spaces _to the study of functionso In many parts of 
mathematics it is useful to regard a function as an object JJIUch like a 
vector and a whole class of functions as a mathematical system much like 
a vector space. 
• If two functions F(x) and G(x) do not satisfy condition (I-1), 
they can be orthogonal to each other with respect to a weight function 
p(x) on the interval (a,b). The condition (I-1) is changed to 
(I-3) Lb p(x) F(x) G(x) dx • O. 
In other words, F(x) and G(x) are multiplied by some function p(x) in 
order to make them orthogonal to each other over the interval (a,b)o 
If the weight function is p(x) = 1, condition (I-1) is obtained and is, 
therefore, a special case of (I-3). 
Statement of the problem. It was the purpose of this thesis (1) 
to investigate certain known orthogonal functions; (2) to exhibit ele-
ments of similarity among them; (3) to show that they arise as the sol-
utions of differential equations in a similar way; (4) to establish that 
3 
the differenti al equations which yield them are similar and are special 
cases of yet another more general differential equation; (S) to verify 
that the Sturm- Liouville theory can be applied to each o~ these differ-
ential equations ; and (6) to demonstrate how each of these orthogonal 
functions i s used to give a series representation of a given function . 
Limitations of the problem. The orthogonal functions investi-
gated in this thesis were limited to the following: 
1. Fourier 






The given functions that are represented by a series through the 
use of orthogonal functions are limited to two, namely: (1) f(x) = 0 in 
the interval to the l eft of the origin and f(x) = 1 in the interval to 
the right of the origin and ( 2) f(x) = -x in the interval to the left of 
the origin and f(x) = x in the interval to the ri~ht of the origin . How-
ever, since the Laguerre and Bessel functions have their interval of 
orthogonality only to the right of the origin, the given functions were 
limited to (1) f(x) = 1, and (2) f(x) = x, over their respective inter-
vals. 
CHAPTER II 
THE FOURIER SERIES 
Different ial equation . The differential equation associated 
with the Fourier series is1 : 
y11 + n2y = o, 
-
where y = A0 + (~ cos nx + bn sin nx); 
n=l 
General differential equationo Investigation of the applica-
bil ity of t _he Pearson differential equation2, 
( A + Bx + Cx2 ) y" + [ (B + D) t' ( 2C + E) x] y 1 
- [ C n(n + 1) + E nJ y = o, 
to the Fourier differential equation immediately reveals that A= l; B = 
C = 0 and the lack of a coefficient of the y 1 terra eliminate the possi-
bility of having a coefficient of they term in the Pearson differential 
equation, since C = E = O. Hence, it is evident that the Pearson differ-
ential equation, while it does include as special cases the differential 
equations associated with several of the orthogonal functions studied, 
does not hol d for the Fouri er differential equation . 
1Dunham Jackson, Fourier Series and Orthogonal Polynomials, 
Buffalo, 19~i, p . 88 . 
2I bi d ., p . 164. 
5 
Further investigation of a more general differential equation of 
the form: 
(A1 + I3ix + c1x2 ) y" + (D1 -+' Eix + F1x2 ) y 1 
+ (G1 + H1x + J1x
2) y = O, 
and the substitution A1 = 1, G1 = n
2, B1 = c1 = D1 = E1 = F1 = H1 = 
J1 = o, produces the Fourier differential equation. Furthermore, if 
A1 A, B1 = B, c1 = C, D1 = (B + D), Ei = (2C + E), F1 = H1 = J1 = o, 
Gi = - [c n(n + 1) +En] , the Pearson differential equation can be 
considered a special case of this more general differential equation. 
A special case of the above differential equation can be deter-
mined that will not only satisfy the Fourier differential equation but 
also the Hermite differential equation, which will be taken up in the 
next chapter . This special case can be written as the Fourier- Hermite 
differential equation: 
yn + .Ax y 1 +BY= Oo 
The Fourier differential equation will be obtained if A= 0 and B = n2• 
It will be shown in the next chapter how the Hermite differential equa-
tion is obtained from the Fourier-Hermite differential equation . 
Sturm-Liouville theory. The Sturm-Liouville theory states3 that 
when applied to a more general partial differential equation, separation 
of variables will yield an equation in X(x) of the type 
3Ruel Vo Churchill, Fourier Series and Boundary Value Problems, 
New York, 1941, pp . 47-50. 
X11 + fl ( x) X 1 + [ f 2 ( x) + >,.. f J ( x) J X = 0. 
Here f 1, f 2, and f 3 are lmown functions involved in the coefficients of 
the partial differential equation, and ~ is the constant which arises 
upon separation of variables. 
6 
When the last equation is multiplied through by the factor r(x), 
where jf1 (x) dx r(x) = e ' 
it takes the form 
(II-1) ~ (x) : ] + [q(x) + A p(xu X = o, 
known as the more general Sturm-Liouville equation . 
The boundary conditions on X(x ) have the f orm 
(II-2) a1 X(a) + a2 X1 (a) = o, bl X(b) + b2 X1 (b) = O, 
where a1 , a2, b1 , and b2 are constants. 
Furthermore, in case r(a) = O, t 1e first of the conditions (II-2) 
can be dropped from the problem, and if r(b) = o, the second of those 
conditions can be dropped. If r(a) = r(b), those conditions can be 
replaced by the periodic conditions, 
(II-3) X(a) = X(b) , x• (a) = X' (b). 
Let the coefficients p, q, and r in the Sturm-Liouville problem 
be continuous in the interval a ~ x , b, and let >- m, n be any two dis-
tinct characteristic numbers and Xm,(x), Xn(x) be the corresponding char-
acteristic functions, whose derivatives JSh(x), Xb(x) are continuous. 
Then ~(x) and Xn(x) are orthogonal on the interval (a,b), with respect 
to the weight function p(x). 
The validity of the last statement in the preceding paragraph 
can readily be shown. Since Xm and Xn are solutions of equation (II-1) 
when A = >.m and 'A = \i, respectively, 
d (r X:U) +. (q + A:mP ) 1½ri = o, 
dx 
Multiplication of the first equation by Xn and the second by Xm, and 
subtraction give 
(Am - An) P Xm Xn = Xiii (r Xb_) - Xn (r Xlu) 
dx dx 
= [Cr X~) xm - (r X:U) xn] o 
By integration of both members over the interval (a,b), 
If the right-hand member vanishes because of the conditions set down in 
(II-2) and C~m - ,\n) r o, then 
(II-5) ;: p(x) X,,(x) X,,(x) dx = o, 
which is the statement of orthogonality between JSn and Xno 
Application of this theory to the Fourier differential equation: 
y" + n2y = O, 
discloses t hat f 1(x) = o, 
/r1 (x) dx /c o) dx o 
so, r(x) = e = e = e = 1. 
7 
The Fourier differential equation can be written in the form 
fc 1) dy] + n2 y = O, 
dx ~ dx 
from which 
q(x) = O, >, = n2, and p(x) = 1. 
If a= - f , and b = ~,in condition (II-3), then 
(II-6) X(- 11) = X(fl' ), X1 (- 1T) = X1 (rt ), 
since r(x) = 1, then r(a) = r(b). Substitution of a= - tr, b = ~ , 
p(x) = 1, and r(x) = 1, in equation (II-4) 
(~m - Ani\1) X,.(x) X,,(x) dx = ~ l) fX,.(x) X!,(x) - X,,(x) XJ.(x)}f 11 
= 1Sn(n ) ~(n ) - Y'n( ~ ) JS!n( ~ ) 
- 1Sn ( - ,r) ( - tr) + ( - rr) XJn ( - rr) 
= Xm(~ ) Xh( <T) - Xn( ~) Xk( ff) 
- JSn(~ ) ~( n) + JSi_( ff ) ~( ff)= o. 
1( 
(II-7) i, JSn(x) Xn(x ) dx = o. 
- 11 
Since Am - An f o, JSn(x) and Xn(x) are orthogonal with respect to each 
other. 




X(- 11) =X(11 ), 
~(x) = ¾I cos mx, 
cos -m« = ¾i cos mf'i, -y sin -m11' = -y sin mff'. 




then bn sin -nfT = bn sin n tr, bnn cos - n rr = bnn cos nfl . 
These results aga:in are known to be valid. 
Replacement of the X's in (II-7) by cosines and sines gives : 
(II-8) (~ cos mx cos nx dx = O, where m, n L11 o, 1, 2, o••, m f n, 
(II-9) (fl sin mx sin nx dx = o, where m, n = O, 1, 2, •••, m / n, J_,r 
(II-10) /_tf cos mx sin nx dx = O, where m, n O, 1, 2, ••o o 
- n 
Since the property of orthogonality has been established, F(x) 
can be wri tten as a representation in series form with little difficulty 
arising in the determination of the coefficients . Hence , 
F(x) =f am cos mx + t bn sin nx . 
m=O n=O 
Since all the terms can be obtained when m and n are replaced by a single 
variable, F(x) can be written as 
Ocl 
L_ (ak cos kx + bk sin lex) . 
k=O 
However, when k = O; cos kx 1 and sin kx = O; hence, 
(II-11) 
O<I 
F(x) = Ao + L (~ cos kx + bk sin kx) o 
k=l 
After determination of the coefficients A0, ak, and bk, F(x) can 
be represented in series form, in this case the Fourier series . 
Determination of the coefficients. If it is assumed fo r pur-
poses of formal calculation that the series can be integrated term by 
term, integration of (II-11) with the use of the fact that 
Irr cos t (II-12) kx dx = o, sin kx dx = o, k f o, - fi ff If( cos kx dx 2 , in sin kx dx o, k = o, - n - rr 
gives i" F(x) dx = 2fl A0, - rr 
or 
{ (II-13) A0 = 117' F(x) dx, 2 - rr 
10 
each integral on the right, with the exception of that of the constant 
term, reduces to zero. For the determination of ak when k f o, let the 
identity (II-8) be multiplied through by cos kx, and let the resulting 
expression for f(x) cos kx be integrated from - rT to 1T, still under the 
assumption that integration term by term is legitimate. Again each 
integral on the right reduces to zero, by (II-8) and (II-10), except 
the integral containing cos2 kx, and it is found that 
or 
i f{ F(x) cos kx dx = aki,r cos2 kx dx = 11 ak, -" -~ 
ak = ! (" F(x) cos kx dx. ,, L,, 
Similarly, multiplication of (II-8) by sin kx, and if the above procedure 
is followed, 
or 
(II-15) bk = ![, 11 F(x) sin kx dx. 
11 - fl 
Then (II-11) can be written as 
(II-16) F(x) = .1. (" F(x' ) dx 1 
2ff /_17 
+ ! f ~ os nx f 11 F(x• ) cos nx1 dx1 
11 n=l - fi 
+ sin nx f 11F(x1 ) sin nx' dxJ. 
- 1T 
11 
Expansion of~ arbitrary function j '1 series. Let the arbitrary 
function be 
f(x) = o, -l ( x ( O; f(x) = 1, o<x <L 
With a substitution of a new variable z in (II-16), where z =;, 
z' = x ' and substitution of f(z) for F(~ z), (II-16) becomes fi , 
f(z) • ½L: f(z') dz ' + ~os n11zL : f(z•) cos nrrz• dz• 
+ sin nfTz fl f(z 1 ) sin ntrz' dz j . /_1 
Substitution of the arbitrary function and the change of z to x, which 
is a different x than that in (II-16) , give 
12 
f(x) 
+ ti {cos rilf x [1: ( O) cos ndx ' dx ' + ll (1) cos n,rx • ax] 
+ sin n11X [L: ( O) sin nffX' dx' + f (1) sin ndx' axj} 
1 Jl 11 = ½ [ x} + ( cos mrxf .!. sin n1ix 1 - sin nrtx n1.,,. cos n'l"lx 1 
0
} 
0 n=l lnrr O ., 
½ + t_ .!_ [ c-1t+l sin nrTx + sin nrrx] , 
n=l n'ff 
since cos n rr = -1, when n is odd, 
cos n 'IT = +l, when n is even. 
Then, 
00 
f(x) = ½ + L nl,r ~ -l)n+l + 1] sin nfix, 
n=l 
½ + £ sin fl'x + .1.. sin 311x + • • • , 
fi 3rr 
-1 ( X ( 1. 
A graphical form showing the first few terms of f(x) is repre-
sented in Fi gure 1. 
Expansion of~ second arbitrary function in series. Let the 
second arbitrary function be 
f(x) 
f(x) = -x, -l < x < O; f (x) = x , 0 < X < 1. 
½ L: f(x•) dx' + ti [cos n11x l 1 f(x 1 ) cos n~x• 
-1 
+ sin rut'x f 1 f (x' ) sin ntrx ' dx~ 
-1 
f(x) ,,,,,.- two terms 




--1 ----------------------- X 0 1 
FIGURE 1 
A Graphic Representation of the Four ier Series: f( x ) 0, -1 < X <. 0; f (x ) = 1, 0 <.. X <. lo 
½V-: (-x') dx' + fo1 (x') dx j 
+ ti ( cos nffx [l: (-x') cos nffx' dx' + Ll (x') cos mx• 
+ sin nnx [!: (-x' ) sin nl!J<' dx• + fol (x•) sin n11x• 
. ½{~ -(x• )21:i + [½ (x• )21:1 
+ &l c:~ ~ x {t cos n1fx 1 - n trx 1 sin n1rx 1] 0 
-1 
+ sin nfl'x [ r_ sin nTfx' 





= ½ + 
+ [sin nl!J<' 0 nf(x' cos nrrx,J:} 
f._ [cos nl!x l:-1 + cos n1T + cos n1T - 1] 
n=lT n2 1' 2 
+ sin nffx rnft' cos - n1f - mr cos nrrl) 
n2 ff 2 L :J J 
00 
= .1. + L 2 cos nnx [ cos n ff - 1] 
2 n=l n2 1l' 2 
00 
½ - 1 G os ( 2n - 1) 1T x J 
11 n=l (2n - 1)2 
= ½ - 1 cos -rrx - cos Jf'fx - • • • , 
1T 9 11' 
-1 < x <. l . 
A graphical form illustrating the first few terms of f(x) is 





---------------------~--------------------- x -1 0 1 
FIGURE 2 
A Graphic Representation of the Fourier Series: f(x) = -x, -1 < x < O; f(x) = x, 0 < x ( lo 
CHAPTER III 
THE HERMITE FUNCTIONS 
Differential equation. The differential equation, the solution 
of which gives the Herrni te functions, is 
y 11 - X y 1 + n y = 0, 
where 
General differential equation. The above differential equation 
is a special case of the Pearson differential equation 
( A + Bx + cx2 ) y" + [ ( B + D ) + ( 2 C + E) x] y1 
- [c n(n + 1) +En] y = o, 
when A= 1, E = -1, B = C = D = O. 
With reference to page 5, Chapter II, it is seen that the 
Fourier-Hermite differential equation 
y" + Ax y 1 + B y= 0 
results in the Hermite differential equation if A= -1,and B = n. There 
is then a relationship between the Fourier differential equation and t he 
Hermite differential equation. 
Sturm-Liouvj_lle theory. The Sturm-Liouville theory can be 
applied to the Fourier-Hermite differential equation 
(III-1) y 11 + Ax y 1 + B y = 0, 
where A -1, and B n, rather than to the Hermite dif ferential equa-
tion. 
It ill be noted that 
11:x.. , 
he ce /r1 (x) dx /4 r d.x 
r(x) = e = e 




r Ax?/c d=1 . Ax.2/2 dx Le ~Pe y = o, 
from :V:m. J:-. 
(::II- ) q(x) O· , an A:x.2/2 (x, = e o 
18 
With reference to the Sturm-I,iouviJ 1 e theory of the Fourier dif-
fe ential e uatio, where, for the differential equation (I:-1) A= O, 
') 
an >= = n'-, tbese i;ali....es when s-u. st·.tutec ir1t (IE-2) l""iiie 
(x) = O; = n2· , and p(x) = e = 1. 
These values ar : oted. a L.1 e same as that tained or: pac·e 6, Chanter 
::r 
If A = - 1 an' .:t = n i_n (IIl-Z), q, p, and for the herl"lite 
differertial e_uation are 
(x) = ; = n; ( ) -x2/2 and p x c , 
w.t1:..ch are tne same as ~ould have been obtained. i.: the ,,tu.1·T1-L:' .... vi::..le 
1:,heorv had been app ied dire -'-ly to the aermite ifferential ec:_uation. 
The weirht function is p( ~) = e-x 12, and for the Hermite func-
1:ions 1:,0 be orthogonal over the ir,t,0 1i1al - qi, 00 1 , the functions rr.ust 
sa:tisfy the .:o_lm-:i..ng equati n: 
TI~ -::) - .... m n 
, 0.. , and the various constants evaluated. 
is found that 
(III-4) H0 (x) = 1 
H1(x) = x 
~(x) = x2 - 1 
H3 (x) = y} - Jx 
H4(x) = x4 - 6x2 + 3 
H5(x) = x5 - 10x3 + 15x 
H6(x) = x
6 - 15x4 + 45x2 - 15 
H7(x) = x7 - 2lx5 + 105x3 - 105 x 
If ao = 1, it 
There is, however, another approach to the problem of finding 
1 the H(x) ' s. 
Let 
-x2/2 
¢(x) = e • 
By straightforward differentiation, 
¢' (x) = -x e-x2/2, 
¢"' (x) = (-x3 + Jx) e-x2/2, 
¢n(x) = (x2 -1) e-x2/2, 
It will be noted that the derivative of any order is the product of 
e-x2/2 by a polynomial in x . 
(III- 5) ~(x) = (-l)n ex
2
/ 2 dn ¢(x), 
dxn 
1Jackson, £1?,o cit., p . 176 . 
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and substitution of various n's will give the same values for Hn(x) , 
n = o, 1, 2, •••, as in (III-4). 
If the various H(x)'s are written as a series representation of 
y or f(x): 
(III-6) 
= f ¾ Hn(x), - oo< x <oo. 
n=O 
Determination of the coefficients. For the determination of~ 
let (III-6) be multiplied through by ~(x) and e-x2/ 2, and let the 
resulting expression for e-x
2
/ 2 f(x) ~(x) be integrated from - oo to oo, 
under the assumption that integration term by term is legitimate. Each 
integral of the right reduces to zero, by (III-3), except the integral 




1:•-x2/2 IJ,,(x) f(x) dx = ~ •-x2/2 )£(x) dx, 
1: .-x2/ 2 l£(x) dx is found2 to equal 
l 
nl (211')2 • 
2Ibid. , p. 178. 
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Expansion of~ arbitrary function in series. Let the arbitrary 
function be 
f(x) = o, - oo < x < O; f(x) = 1, O < x <.oo. 
Substitution of (III-7) into (III-6) discloses that 
f(x) = f. Hn(x) f ooe -x' 2 /2 H (x' ) f(x' ) d.x' • 
n=O ni ( 2fl')z - co n 
Then 
f(x) = t H,,(x) 
1 
~ O e-x' 2/ 2 H,,(x•) (0) dx' +£°"'e-x'
2
/ 2 Hn(x') dx ]. 
n=O nt ( 21T )2 ~ - oo 
By use of (III-5) 
looe-x' 2/2 Loo n n ¾(x') d.x' = (-1) d ¢(x) d.x 0 a.xn 
= [ (-l)n dn-J(x) r • 
However, ¾-l(x) = (-l)n-l ex
2
/ 2 dn-l ¢(x ), 
ctxll-1 
so t-l)n dn:~d~ = r-1) e-x2/2 Hn-1<xf = [ - 0 + 8n-1(oj 
= I1n-l ( 0) o 
However by (III-4), it is noted that when n = 2, 4, o••, ¾-l(O) 
will drop out. There is one more consideration to be taken, and that 
occurs when n = O, since H_1 (o) is undefined by (III-4)o Therefore, it 
is necessary to substitute n = 0 in equation (III-7), whence 
roo e -x ' 2 /2 H (x' ) o (1) d.x' = ("° e -x' 2 /2 dx' = .fij[_ o Jo o Jo 2 
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Now f(x) can be written in series form as follows: 
f(x) = t ~ -1(0) J\i(x) 
l n=O n i (2~ )2 
= -L ffe Ho(x) + ...l_ H1 (x) - H3(x) + •• • f2ir 2 {2ir Ji 21T' 
= ! + ...l_ (x) - 1 (x3 - Jx) + 3 (x.5 - 10x3 - l.5x) 2 & 3~ m si &i - .. . . 
A graphic illustration of the f irst f ew terms of the above 
series is shown in Figure 3, with the interval (-5,5). This small inter-
val was taken in order to reduce the size of the graph. 
Expansion of~ second arbitrary function in series. Let the 
second function be 
f ( X) = -X, - oo < X < 0 j f ( X) = X, 0 ( X <. oc • 




/ 2 Hn(x') (-~ ... ') dx' 
n=O nt (2 17)2 ~ -
-x' 2 1~ 2 J + 0 e / Hn (x' ) (x' ) dx' 
By the substitution of x ' = - z in the first integral, 
f(x) = f Hn(x) [iooz e- z2/2 Hn(-z) ( - dz) + 1:, e-x' 2/2 Hn(x') dx], 
n=O n t (2,r)2 [ 
or, since z is a dummy variable , 
f(x) = f_ Hn(x) ~ 00x 1 e-x ' 2/ 2 Hn( -x 1 ) dx' +£:, e-x' 2/ 2 J\i(x') dx]o 
n=O n t (211')2 ~o 
4 f(x) 





A Graiphic Representation of the Hermite Series: f(x) = O, -5 <. x <. O; f(x) = 1, 0 < x ( 5. 
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However, when n is odd, Hn(x) is an odd function ; therefore Hn( -x) = 
- F"'n(x). When n is even, l\i (x ) is an even function; therefore Rn(-x) = 
r1n(x ). Hence, when n is odd an= o, since the integrals cancel, and 
when n is even, since the integrals add, 
(III-8) f(x) = f 11n (x) 2 f
0
00 
x ' e -x ' 
2 
/ 2 ~(x1 ) dx', (n, even) o 
n=O n~ (21T)2 Jn 
By use of (III-5) 
The integral on the right is integrated by parts, where 
Then 
du= dx ' , 
dv = dn ¢(x) dx, 
dx11 
U = X 
v = dn-l ¢(x) • 
dxn-1 
= r(-l)n x dn-1 ¢(x)] oo - fc -l)n dn-2 ¢(x)] oo L. ax11-1 o L dxn-2 o 
• E-1t(-1t-l xe -x2/2 lf,,_1 (x)J : - E-l)n(-l)n-2 e-x2/2 lf,,_2(xJ: 
(n, even), 
since xe-x2/ 2 Hn(x ) can be likened t o xm e-x2/ 2; and 
lirn xm _ lirn rn:x:111-1 = lim mxm-2 = lim (m) (m-2) (m-4) 
x • ..,ex2/2 - x..,.,. ex2/2 x -+- ex2/2 x-.- xex2/2 




I\i-2(0) = (-1/n-2)/2 1•3•5 .. o (n-3) 2•4•6 ••• (n- 2) 
2•4·6 eo. (n-2) 
(-l)(n-2)/2 (n-2)~ 
2•4•6 ••• (n-2) 
(-1/n-2 )/2 (n-2 H (n-1) n 
2(n-2)/2 (n-2)~ (n-1) n 
"T 
(-l) (n-2 )/2 n~ ---,-.,..------ ' 
2Cn-2)/2 n(n-l)(n-2)~ 
-2-
(n, even) . 
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It will be noted, however, that when n = o, J\i_2(o ) is undefined, so by 
use of (III- 8), H_2(o) can be determined as 
xe-x / 2 H0(x) dx = xe-x 12 dx = _l_ = 1. i oo 2 [Od 2 0 0 2 (½) 
Hence , 
f(x) = f:. (-l)(n-2)/2 
n=O 2(n-4)/2 
J\i(x) -------, (n, even) 
(211')2 n(n-l)( n- 2H 
2 
Fi gure 4 illustrates a graphic representation of the above series 
with interval (-5,5). 
f(x) 
FIGURE 4 
A Graphic Representation of the Hermite Series: f(x) = -x, -5 < x <. O; f(x) = x, 0 <. x <. 5. 
CHAPTER IV 
JACOBI FUNCTIONS 
Differential equation. The differential equation, which gives 
as the solution the Jacobi functions, is 
( 1 - x ) y 11 + - o< - ( c,{ + + 2 ) y' + n ( -' + + n· + 1) y = 0 • 
General differential equation. It is seen that if A= 1, B = o, 
C = -1, D = - .t , and E = -( .<. + ~ ), the Pearson differential equation 
produces the Jacobi differential equation. 
It is interesting to note at this time that for certain values 
of o< and t9 , the Legendre and Tchebicheff functions are special cases of 
the Jacobi functions. Because of this fact only a few aspects of the 
Jacobi functions are investigated, since a full picture of the Jacobi 
functions can be obtained by varying the ol andf1 . 
Sturm-Liouville theory. If the Sturm-Liouville theory is applied 
to the Jacobi differential equation in order to find the weight function 
and related parts, it is noted that the Jacobi differential equation can 
be written as 
y 11 + fJ - e,(_ - (o< + tS + 2) x y' + n ( • + + n + 1) y = o, 
(1 - x2 ) (1 - x2) 
from which 
and 
fl (x) = fJ - cl - ( ol + + 2) X , 
2 
1 - X 
r(x) 
fe-o( - (ot + (S + 2) X d.x 
1 - x2 = e 
(o1 dx Jo1.x dx jpx / 2xdx 
/ i-x - / i-x2 - l-x2 - 1-x - l-x2 
=- e 
28 
r ,4 1n 11+x1 - ln 11+x1 + 1n li-x2f + £ ln f1-x2I + 1n l1-x2P L2 1-x 2 1-x 2 2 
= e 
1n Ui:~, l <1+x)(l-xt lli:~11 (l+x)(l-x~ z )1-x2) 
= e 
Since -1 <. x < 1 
r(x) = (1 + x)~(l - x)°' (1 - x2) . 
The Jacobi differential equation can now be written as 
[ (l+x f (1-x)"' (1- x2 ) ~ ] + n(o1 + /3 + n + l)(l+x) /1 (1-x )°'y • o, 
-1 < X < 1, 
from which 
q(x) = O; = n( o( + (5 + n + 1); p(x) = (l+x) tc' (1-x)°'. 
The weight function p(x) is (l+x)~ (1-xf ; so i f the Jacobi 
functions are Jn(x), n = o, 1, 2, o•• , they will be orthogonal as 
or 
(IV-1) 
J.1p(x) Jm(x) Jn(x) d.x = O, m,n = O, 1, 2, ••• , m f n, -1 
j l f3 P<. (l+x) (1-x) Jm(x) Jn(x) dx = O, 
-1 
where the interval of orthogonality is ( -1,1). 
The appl icability of this aspect of the Jacobi function to the 
Legendre and Tchebicheff functions will be shown in the chapters that 
follow. 
Determination of the coefficients . Since the various Jn(x) 1 s 
are determined to be orthogonal , it is with little difficulty that a 
given function of x can be represented in series form that utilizes 
these orthogonal functions . This function of x can be written as 
(IV- 2) 
- 1 < X < 1. 
Let (IV- 2) be rrrultiplied through by Jn(x) and the weight func-
tion p(x) = (l+x) ~ (1-x)~, and let the resulting expression for 
(l+x)~ (1-x)c( f(x) Jn(x) 
be integrated from -1 to 1 , integration term by term is assumed to be 
legitimate . Each integral on the right reduces to zero, by (IV-1), 
except the integral containing J~(x). It is then found that 
/
1
(l+x)~ (1-x)« Jn(x) f(x) dx = ¾ ( l(l+x)~ (1-x)~ J~(x) dx, -1 / _1 
or 
(IV- 3) a,, = 1 / \1+x)" (1-x f- Jn(x) f(x) dx. 
/
1
(l+x)~(l-x)« J~(x) dx -l 
- 1 
With a substitution for o<. and f , can then be determinedo This will 
be shown in the succeeding chapters o 
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CHAPTER V 
THE LEGENDRE FUNCTIONS 
Differential equation. The Legendre functions are solutions of 
the Jacobi differential equation where o< = t5 == O, or 
(V-1) (1 - x2) y" - 2x y ' + n(n + 1) y = O. 
General differential equation. With reference to page 26, Chap-
ter IV, and if ~ = f3 = o, then for the Pearson differential equation to 
result in the Legendre differential equation A= 1, B = O, C = -1, D = o, 
and E = O. 
then 
Sturm-Liouville theory. Since o< = f= O, 
-2x 
1 - x2 ' 
r(x) (1 + x)t8 (1 - x) o< (1 - x2) = (1 - x2), 
q(x) O, A= n( o<'. +fS + n + 1) = n(n + 1) 
p(x) (1 + x)~ (1 - x)<>< = 1, where -1 < x < 1. 
Replacement of the Jn(x) of the Jacobi function by Pn(x) for the 
Legendre function in (IV-1) gives 
(V-2) 1:(1) Pm{x) Pn(x) dx • O; m,n • o, 1, 2, ••• , m / n. 
In order to determine the P(x) 1 s1, assume that 
1rvan s. and Elizabeth S. Sokolnikoff, Higher Mathematics for 
Engineers and Physicists , New York, 1941, pp . 3L2-343 . 
31 
(V-3) 
is a solution of (V-1). Then 
Y" = m(m - 1) a0x111-
2 + (m + l)m ~xm- l + (m + 2)(m + 1) ~x111 + 
••• + (m + k)(m + k - 1) a~+k-2 + •• 0 , 
-x2y1t = -m(m - 1) aeyeID - ••• - (m + k - 2) (m + k - 3) ak_2xffi+k- 2 
- ... , 
-2xy1 = - 2m aoxffi - ••• - 2(m + k - 2) ak_2xm+k- 2 - ••• , 
n(n + 1) y n(n + 1) aey211 + ••• + n(n + 1) ak_2xffi+k- 2 + ••• • 
Addition of these expressions and equation to zero the coeffi-
cients of x111- 2 xm-l , ' 
m(m - 1) ao = o, 
m(m + 1) a1 o, 
............... , 
, xm+k- 2 give the system of equations 
(m + k)(m + k - 1) ak + (n - m - k + 2)(n + m + k - 1) ak_2 o. 
In order to satisfy the first of these equations, m can be taken as 
ej_ther O or 1. If m = 1, the second equation requires that a1 Oo For 
m = 0 the coefficients of xm+k- 2 gives the recursion formula 
_ (n - k + 2)(n + k - 1) 
ak - - k(k - 1) ak- 2, 
from which the coefficients~, a3, a4, ••• can be determined . If m = O, 
the second of the equations of the system allows a1 to be arbitrary. 
If the values of the coefficients in terms of a0 and a1 are sub-
stituted in (V-3), the following solution is obtained: 
(V-4) - n(n + 1) x2 + n(n - 2)(n + l)(n + 3) x4 - •• J 
21 I . . 
+ al r x - ( n - 1) ( n + 2 ) x3 
[ 31 
+ (n - l)(n - 3)(n + 2)(n + 4) x? - ·••] . 
t 
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By means of the ratio test2 it can be shown that , for non-integ-
ral values of n, the interval of convergence of the series in (V-4) is 
(-1,1). Moreover, since the first series in (V-4) represents an even 
function and the second series represents an odd function, the two sol-
utions are linearly independent. Multiplication of each of the two 
series by an arbitrary constant gives the general solution of (V-1), 
which is valid if -1 ( x ( 1. When n is an even integer, the f irst 
series in (V-L1) terminates and reduces to a polynomial, whereas, when 
n is an odd integer, the second series becomes a polynomial . If a0 and 
a1 are so adjusted as to give these polynomials the value unity when 
x = 1, then the following set of polynomials is obtained: 
(V-5) P0(x) 1, 
P1 (x) x, 
P2(x) 3 x2 - !, 
2 2 
P3(x) = 5 x3 - Ix, 2 2 
P4(x) = 7•5 X - 2 5•3 X + 3 •l, 
R R 
2Ibid. , p. 31. 
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................................. , 
where the subscripts on P indicate the value n . 
Determination of the coefficients. Since the Legendre functions 
are special cases of the Jacobi functions when « = (8 = O, then by (IV-3), 
an of the series 
00 
(V- 6) f(x) = ¾ Pn(x), - 1 ( X <. 1 
n=O 
equals 





where t 2 3 Pn(x) dx = 2 • 
-1 2n + 1 
Thus 
¾ 2n + 1 /
1
Pn(x) f(x) dx . 
2 -1 
Expansion of~ arbitrary function in series. Let the arbitrary 
function be 
By (V- 6) , 
f(x) o, -1 ( x < O; f(x) 1, 0 ( x < 1. 
¾ = 2n + 1 ( lPn(x) f(x) dx 2 /-1 





Pn(x) = pri+l(x) - pri-l(x) •4 
2n + 1 
"n • ½ hf::.+ 1 (x) - P)._1 (x) J dx 
= ½ [ Pn+1(l) - Pn-1(1) - Pn+1(0) + Pn-1Co J . 
Pn+1(l) = pn-1(l ), 
from the development of (V-5) . Hence, 
8n = - ½ [ Pn+1CO) - Pn_1 (o)J . 






If n is replaced by 2n + l; n + 1 by 2n + 2; n - 1 by 2n, 
a2n+l = - ½ [P2n+2CO) - P2nCo)] . 
(2n - 1) , 5 
(2n ) 
= (-l)n+l 1•3•5 • • o (2n + 1) 
..,.2--,• 4,_.•....,6~--.(...,..2_n_+___,,,2...,.) 
4Ibid., p . 49 • 
.5churchill, ~ - cit . , p . 180. 
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a2n+l = - ½ r (- l)n+l 1 •3 •5 o•• (2n + 1) - (-l)n 1 •3•5 •• • (2n - 1)] L 2•4•6 ••• (2n + 2) 2•4•6 • • • (2n) 
Then 
or 
= - ½ IC -l)n 1•3 ·5 ••• (2n - 1) /_ 2n + 1 - 1)7 L' 2 · 4 • 6 • • • ( 2n) \ 2n + 2 ;J 
= (-l)n 1 •3 •5 (2n - 1) 2n + 1 + 2n + 2 
-2- 2•4•6 •• • (2n) · 2n + 2 
( 2n - 1) ( 4n + 3 ) o 
(2n + 2) 
( 2n - 3) ( 4n - 1) , 
(2n) 
(V-8) a2n+l = (-1) (2n - 1)(4n + 3) a2n-l . ( 2n + 2 ) ( Ln - 1 ) 
Now 
ao = 2 ( O) + 1 / \ 1) PO (x ) dx = ½ ( l dx = ½ [ x J1 = ½, and 
2 )o Jo o 
al= 2 + 1 f\1) P1(x) dx = 2. ( \ dJr = 1.ri l1 = 3 • 
2 Jo 2 / 0 2U~ Jo Ii 
Then the use of the recursion formula (V-8) and the fact that~= o, 
when n is even, gives 
Now 
a3 = - 1•7 3 = - 7 , 8Ii IT 
a4 = o, 
a5 = - 3 •11 - 7 = 11 , 
~ . 16 32 
••••••••••••••• 0 ••••••••• 
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f(x) = ½ P0{x) + t P1(x) +f_ (-l)n 4n+3 1•3·5 ••• (2n-l) P2n+l(x) 
n=l 4Il+Ii 2•4•6 ••• (2n) 
= ½ + 3 x - 7 (5x3 - Jx) + 11 ( 6Jx5 - 70x3 + 15x) -
4 32 2% 
0.. , 
-1 < X <. l. 
Figure 5 shows a graphic representation of the first few terms 
of the above series. 
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Expansion of~ second arbitrary function in series. For a sec-
ond arbitrary function let 
f (x) = -x, -1 < x < 0; f (x) = x, 0 < x <.. 1. 
The coefficient 
a,,= 2n/ lV-:(-x) Pn(x) ax +fo\x) Pn(x) ax] 
• 2n/ 1 lfa-\x) Pn{x) ax +lo\x) P n(x) ax] . 
If x = -z in the first integral, 
= 2n + lrr1(z) P (-z) dz+ fl( x) P (x) dxl . 
2 1/o n Jo n J 
However, when n is odd, Pn(x) is an odd function; therefore, Pn(-x) 
- Pn(x). When n is even, Pn(x) is an even function; therefore Pn(-x) 
Pn(x). Hence , when n is odd, = o, since the integrals cancel, and 
when n is even the integrals add; then 
(V-9) "n = (2n + l)fo1x Pn(x) ax, 




four terms .f- / 
three terms 
terms 
-r one term 
,.....,_ ____________________ X 
0 1 
FIGURE 5 




u = x, du= dx, 
dv = P~+1(x) dx, v = Pn+l(x), 
8n = f Pn+l(x)J : -fo\+1(x) dx - G Pn-1(x)] : + fo\-1(x) dx1 
= rrx Pn+1(x)71 - 1 1Ph+2(x) - Ph(x) dx lt Jo o 2n+3 
- rx Pn-1(x ) 1 + ( lp:i(x) - p~-2(x) dx} L o /o 2n-l 
= tx Pn+i(x) - Pn+2(x) - Pn(x) li 2n+3 
- x Pn-l(x) + Pn(x) - . Pn_2 (x)l
1l 
2n-l Jo) 
Pn+l(l) - Pn+2(l) + Pn(l) - Pn-l(l) + Pn(l) - Pn-2(l) 
2n+3 2n+3 2n-l 
2n+3 2n+3 2n-l 2n-l 
Since Pn, (1) = 1, 
2n+3 2n+3 ?n-1 2n-l 
Since Pn{O) = O, for n = odd integers, an= o, for n = odd integers. 
If n is replaced by 2n; n + 2 by 2n + 2; n - 2 by 2n - 2; 2n + 3 by 
4n + 3; 2n - 1 by 4n - 1, n = 1, 2, 3, ••• , then 
a2n = P2n+2(o) - P2n(O) - P2n(O) + P2n_2(o) , n = 1, 2, 3, •••• 
4n+3 4n+3 hn-1 hn-1 
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However, 
P2n(O ) = (-l)n 1 •3 ·5 ... (2n - 1) 
2·4·6 ... (2n) 
then 
P2n+2CO) = (- l )n+l 1 •3 •5 • ..- (2n + 1) , 
2·4·6 ... (2n + 2) 
and 
P2n- 2CO ) (-l )n-l 1•3•5 (2n = 3) 




a2n = (- l )n+l 1 •3•5 ••. (2n + 1) 
2 • 4 • 6 • • • ( 2n + 2 )( 4n + 3 ) 
- ( -l)n 1•3•5 •• • (2n - 1) 
2 ° 4 • 6 • .. ( 2n )( 4n + 3 ) 
- (-l )n 1 •3·5 ••• (2n - 1) 
2·h·6 ... (2n)(4n - 1) 
+ (- l)n-l 1 •3 •5 • • (2n - 3) 
~2 ..... 4-. 6.....--•• -( 2-,-n-.. -_ ...,,2_) CL.in - 1) 
= ( -1) l • 3 • 5 ( 2n - 3) ( 2n - 1) ( 2n + 1) 1 n+l u 
~2 •...,..4-• 6.....--•• --.-( -,-2n-....,,2...,..) 2n ( 4n + 3 ) ( 2 n + 2 ) + ...,( 4n,.--_ -=-1..,..) 
+ (2n - 1) + (2n - 1) l 
2n(4n + 3) 2n(4n - l)j 
= (-l)n+l 1•3·5 ••~ (2n - 1) (4n + 1)(4n - 1)(4n + 3) 
2 • 4 • 6 • • • ( 2n) ( Ln + 3 ) ([in - 1 )( 2n - 1 ) ( 2n + 2 ) 
= (-l )n+l 1°3•5 ••• (2n - 3)(4n + 1 ) • 
2 • 4 • 6 .. • ( 2n )( 2n + 2 ) 
a2•n-2 = (-l)n 1•3 •5 ••• (2n - 3)(4n - 3) 
2•4•6 .... (2n - 2)(2n)(2n - 3) 
, 
(V-11) a2n = ( -1 ) ( 4n + 1) ( 2n - 3 ) a 2 (2n + 2)(4n - 3) n - 2 ' n Io. 
For n = O, from (V- 9) 
a0 = l} (o) + il fo1 x P0(x) dx = 1fo1 x dx = [t]~ = ½ , 
from (V-10), when n = 1 
a1 = o. 
From (V-11), when n = 2 
Then 
a2 = + 5 a = 5 1 = 5 Ii o 4 2 8 ' 
•••••••••• 0 
f(x) =f an P11(x) , 
n=O 
-1 < X ( 1, 
= ! + 2 ( lx2 _ ! ) _ .1_ (35x4 _ 30x2 + 2. ) + 
0 
•• 
0 2 8 2 2 16 8 8 8 
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A graphic representation of the first few terms of the series is 
shown in Figure 6. 

CHAPrER VI 
THE TCHEBICHEFF (COSINE) FUNCTIONS 
Differential equation. The Tchebicheff cosine functions are 
solutions of the Jacobi differential equation where c< = (3 = } , or 
(VI-1) (1 - x2 ) y" - x y 1 + n2 y = o. 
General differential equation. As Q( = (3 = -½, then according to 
page 27, Chapter IV, the Pearson differential equatfon results in the 
Tchebicheff cosine differential equation when A= 1, B = O, C = -1, 
D = O, and E = 1. 
Sturm-Liouville theory. In the development of the Jacobi differ-
ential equation in Chapter IV with respect to the Sturm-Liouville theory, 
it is found that when o( = (3 = -½ 
fl (x) = - o<. - (-< + f:! + 2) X 
1 - x2 
X 
1 2 ' - X 
r(x) 
1 
(1 + x) ~ (1 - x) ~ (1 - x2) = (1 - x2)2 , 
q(x) O, >-- = n( -< + ~ + n + 1) = n2 , 
1 
p(x) (1 + x) ts (1 - x)~ = (1 - x2f 2 , where -1 < x < L 
With replacement of the Jn(x) of the Jacobi function by Cn(x) for 
the Tchebicheff cosine function in (IV-1) 
(VI-2) m,n o, 1, 2, oo•, m-1- n. 
If the C(x)'s are taken to be1 
cos (n arccos x), 
and 
it is seen that (VI-2) is satisfied. 
n = 1, 2, 3, 
-1 < X ( 1, 
where n = o, 
43 
. . . , 
Determination of the coefficients. Since the Tchebicheff cosine 
functions are special cases of the Jacobi functions when o< = fS = -½, 







f(x) = 8-n Cn(x), -1 < x <.. l, 
n=O 
l 
- x2)-2 Cn(x) f(x) dx, 
(n = 1, 2, 3, ••o) 
11 (1 - .x:2)-½ cos2 (n arccos x) dx = -1 
g = arccos x, 
l 
2 - 2 dg = - (1 - x) dx, 
1churchill, £e• cit., p. 44. 




n = 1, 2, 3, •o• • 
When n = O, 
hence 11 2 -½ ao = ff (1 - X ) f (x) d.x 0 
-1 
Expansion of~ arbitrary function in series. Let the arbitrary 
function be 
f(x) = o, -1 < x 0; f(x) = 1, 0 < x ( 1. 
Then 
11 2 1 [ ~ l = - ( 1 - x ) d.x = - arcs in x = 1:. , 
11 O 11 O 2 
and when n = 1, 2, 3, •••, 
: g / O(l - x2)-½ (0) cos (n arccos x) d.x n/_l 
!a
l l 




(1 - x2)-½ cos (n arccos x) dx. n/o 
l 
Let arccos x = Q; - (1 - x2 )-2 dx = dQ; 
2 . z. 2 . n ff [ 0lf = n11 Sl.11 nQ O = ~ 1f sl.11 2 • 
When n is even, an= O; hence 
oO 
= ½ + ~n-1 cos (2n - 1) arccos x, 
n=l 
45 
=!+~cos (arccos x) - 1.. cos 3(arccos x) + ou, -1<'. x ~L 
2 11 Jff 
The graph in Figure 7 is a representation of the first few terms 
of the above series. 
Expansion of~ second arbitrary function in series. For a sec-
ond arbitrary function, let 
f (x) = -x, -1 < x < 0; f(x) = x, 0 <:. x <. 1. 
Then 
f(x) 
./' one term 
--:i'------:-+----------------------- X 0 1 
FIGURE 7 
A Graphic Representation of the Tchebicheff Cosine Series: 
f(x) = o, -1 < x < O; f(x) = 1, O < x ( 1 . 
Let x = -z in the first integral; 
ao = - (-z)(l - z) (-dz)+ - x(l - x )-2 dx l lc l 2 l2 li l 2 l n o fl o 
and since x and z are dummy variables 
(VI-4) 
Now where n = 1, 2, 3, ••o 
210 2 -½ = 11 (1 - x) (-x) cos (n arccos x) dx 
-1 
il l + (1 - x2 )--:a (x) cos (n arccos 11 0 
1-1 l = (1 - x2)-2 (x) cos (n arccos x) dx 1T 0 
x) dx 
+ ~11 (1 - x2)-½ (x) cos (n arccos x) dx. 
n o 
For odd n, ¾ = O. For even n, 
¾ = ~ /
1
(1 - x2)-½ x cos (n arccos x) dx. 1f)o 
l 
Let arccos x = Q, then - (1 - x2)-2 dx = dQ, and x = cos Q. 





l 1 sin ( n - 1) 9 + ( 1 ) sin ( n + 1) 9 
0 2(n - 1) 2 n + 1 
(VI-5) = £ r._l_ sin (n - l)~ + _l_ sin (n + l)P]. 
1r L~ - 1 c. n + 1 c. 
When n = 3, 5, 7, ••• ,an= O. It will be noted that when n = 1, the 
expression (VI-5) gives an indeterminate form; hence a1 must be deter-
mined with the use of (VI-li) where n 1, 
2J0 2 _.1. a1 = - (1 - x) 2 (-x) cos (arccos x) dx 17 -1 
+ £/1 (1 - x2)-½ (x) cos (arccos x) dx i)o 
Therefore, 
f(x) = a0 + f Cn(x) n=l 
o<:> 
a + > a2n cos (2n arccos x) , 0 ~ 
00 
- 1 < X < 1, 
= £ + £ Lr 1 sin (2n - 1)!!: + 1 sin (2n + 1)1?'.21 rl 
fT 11 n=i l.?n - 1 2 2n + 1 J 
•cos (2n arccos x) 
= £ + J±. cos 2(arccos x) - cos 4(arccos x) + ••• , 
ff Jrr l;, fT 
-1 <'. X ( 1. 
48 
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A graphic interpretation of the first few terms of the foregoing 




one term ~ 
/ X --l--------------------0+"-------------------....-.....--.--1 
FIGURE 8 
A Graphic Representation of the Tchebicheff Cosine Series: 




THE TCHEBICHEFF (SINE ) FUNCTIONS 
Differential equation. The Tchebicheff sine functions are sol-
utions of the Jacobi differential equation where d.. = fJ = ½, or 
(VII-1) (1 - x2) y" - 3x y' + n(n + 2) y = O. 
General differential equation . The Pearson differential equa-
tion according to page 27, Chapter IV, produces the Tchebicheff sine 
differential equation as o( = ~ = ½,or A = 1, B = o, C = -1, D = o, and 
E = -1. 
Sturm-Liouville theory. In the development of the Jacobi differ-
ential equation in Chapter IV with respect to the Sturm-Liouville theory, 
it is found that when a< = f3 = ½, 
f1(x) - ,,g - ol - ( -< + (S + 2) x= -3 , 
- r l-x2 l-x2 
r(x) = (1 + x) f' (1 - x t' (l - x2 ) = (1 - x2/l2 , 
q(x) o, A= n( o<. + f3 + n + 1) = n(n + 2), 
p(x) (1 + x) ~ (1 - x'f= (1 - x2)½, where -1 < x < 1. 
With the replacement of the Jn(x) of the Jacobi function by 
Sn(x) for the Tchebicheff sine function in (IV-1) 
(VII-2) m,n = o, 1, 2, ••• , 
m / n • 
and 
If the S(x) 1 s are taken to be1 
sin (n + 1) arccos x 
sin arccos x 
52 
, n = 1, 2, 3, • • • , -1 < X 1, 
s0(x) = 1, where n = O, 
it can be seen that (VII-2) is satisfied. 
Determination of the coefficients. Since the Tchebicheff sine --------
functions are special cases of the Jacobi functions when ~ =~ =½, then 
by (IV-3) ¾ of the series 
00 
(VII-3) f(x) = L ¾ Sn(x), -1 < X < 1, 
n=0 
equals 
where 11 2 .!. 2 (1 - x ) 2 Sn(x) dx = -1 (n = o, 1, 2, ••• ) 
{
1
(1 _ x2)½ sin
2 (n + 1) arccos x dxo 
/-1 sin2 arccos x 
l 
Let Q = arccos x; x = cos Q; dQ = - (1 - x2)-2 dx; where -rr) Q ) o, and 
/~in2(n + l)Q dQ = _1_ rcn + l)Q _ sin (n + l)Q 1( _ fT 
}o n+1 l 2 4 o- 2 • 
1Jackson, £E. • cit . , p . 150. 
Hence 
n = o, 1, 2, 3, o•• • 
Expansion of~ arbitrary function in series . Let the first 
arbitrary function be of the form 
f(x) = O, -1 < x < O; f(x) = 1, 0 < x < 1 . 
Then 
= ~ / l(l _ x2)½ sin [ Cn + 1) arccos x] dx. 
n;O sin (arccos x) 
1 
Let arc cos x = Q; x = cos Q; - ( 1 - x2 )- 2 dx = dQ; where ff> Q > O; 
then 
a = ro_ 
n 11}~ 
2. 
(l _ cos2Q) sin (n + l)Q dQ 
sin Q 
= f1in Q sin (n + l)Q dQ 
rr lo 
53 
= [sin nQ _ sin Cn + 2 )g} = l fen + 2) sin nf - n sin Cn + 2 )17 
rr [ 2n ,2 (n + 2) ] 0 1' L n(n + 2) J 
n = o, 1, 2, oeo 0 
However, when n = O, it will be noted that¾ is undefined, and when 
n = 2, 4, 6, o•o , ¾ = O. If n is replaced by 2n - 1, 
1 (2n + 1) sin (2n - l)f - (2n - 1) sin (2n + l)f. 
a2n- l =ii· (2n - 1)(2n + 1) 
Now by using (VII-4) where n = 0 and s0(x) = 1 
Hence 
a0 = f \1 - x
2f½ dx = ! ~ (l - x2 )"½ + arcsin ) 1 = ! 0 
1r ) 0 ,,, 2 E '.:J O 2 
00 
+ L a2n- l 82n- l (x) , 
n=l 
- 1 <. X < 1 , 
54 
0,0 
= ! + ! L. ( 2n + 1) sin ( 2n - 1 )f - ( 2n - 1) sin ( 2n + 1 )!} 
2 ff n=l (2n - 1)(2n + 1) 
sin (2n arccos x) 
sin arccos x 
= ! + JL sin 2 (arccos x) _ .l_ sin 4 (arccos x) 
2 311' sin (arccos x) 15fT sin (arccos x) 
+ 000 0 
A graphic representation of the first few terms of the above 
series is shown in Figure 9. 
Expansion of§. second arbitrary function in series . For a sec-
ond arbitrary function, let 
f (x) = - x, - 1 <'. x <.. 0 ; f (x) = x , 0 <. x < 1 . 
Then 
f(x) 








A Graphic Representation of the Tchebicheff Sine Series: 




_ ~1 0x(l _ x2)½ sin [ ~n + 1) arccos x] dx 
-rr _1 s1n arccos x 
+ / \(l _ x2 y½ sin [~n + 1) arccos x] dx 1T/o sin arccos x 
J 
Let arccos x = Q; x = cos Q; - (1 - x2)-2 dx = dQ; n> Q :> o, 
1-1: 2 . 2~ sin (n + l)Q d~ an= - COS e Sln e e 1T 11 sin Q 
Let Q = r! - ¢; n > Q ) f ; 0 ¢ < f ; 
Q sin2Q sin ~n + l)Q dQ 
sin Q 
dQ = - d¢; sin Q =sin¢; cos Q = - cos¢; 
sin (n + l)Q = sin (n + 1)(17" - ¢) = sin Un+ 1) 77 - (n + 1)¢] 
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sin (n + 1)1T cos (n + 1)¢ - cos (n + 1)11' sin (n + 1)¢ 
(-l)n sin (n + 1)¢, 
then 
1-1 ¾ = - cos ¢ sin ¢ 1T 0 (-l)n sin (n + 1)¢ (-d¢) 
-I{, 
+ ( ~os Q sin Q sin (n + l)Q dQ • 
11 Jo 
Renee, when n is an odd integer, m O; and when n is an even integer, 
= 1±_ (fos Q sin Q sin (n + 1)9 dQ • 1T/o 
Now cos Q sin Q = sin
2 
2Q ; so 
£~ an=~ sin 29 sin (n + l)Q dQ 1T 0 
11-
- 2 [ sin (n - l)Q sin (n + J)Ql 
- ff 2(n - 1) - 2(n - 1) Jo 
= ! rsin (n - 1); _ sin (n + 3)~] . 
1TL n-1 n+3 
Since n is an even integer, substitution of 2k for n, where k = o, 1, 
2, 3, •••, gives 
a = ! r sin (2k -1)~ sin (2k + 3)¥ ] 2k 11' L ( 2k - J.) - ( 2k + 3 ) ' 
but sin ( 2k - 1 ) ¥ = sin ( 2k + 3 )f , k = 0, 1, 2, 3 , • • • , and 
)
fT' k+l sin (2k - 1 2 = (-1) ; 
then 
=(-1/+l [ 1 _ 1 l -(1l+14 [ 1 ] 




( .k+l 4 -1) ----'----
( 2k - 1) ( 2k + 3 ) 
sin (2k + 1) arccos rj 
sin arccos x 
= J±.. + J±.. sin 3(arccos x) _ JL sin 5(arccos x) + ••• , 
31{ 51T sin arccos x 211T sin arccos x 
-1 ( x <.. l. 
In Figure 10 a graphic illustration of the first few terms of 
the above series can be seen. 
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1 
---------------------¥---------------------- x 1 -1 0 
FIGURE 10 
A Graphic Representation of the Tchebicheff Sine Series : 
f(x ) = -x , - 1 < x <. 0 ; f(x) = x , 0 <. x <. lo \J7. co 
CHAPTER VIII 
THE LAGUERRE FUNCTIONS 
Differential equation. The differential equation associated 
with the Laguerre functions is: 
X Y11 + ( °' + 1 - X) y 1 + n y = 0, 
where ~ is a constant greater than -1. 
General differential equation. Comparison of the above differ-
ential equation with the Pearson differential equation reveals that when 
A= C = o, B = 1, D = + 1, and E = -1, the Laguerre differential equa-
tion is obtained. 
Sturm-Liouville theory. The Sturm-Liouville theory can be 
applied to the Laguerre differential equation and the wei : ht flmction 
and related parts ascertained. The Laguerre differential equation can 
be ·written as 
from which 
r(x) 
11 + « +1-x 1 n =O y X y +Xy ' 
oi. +1-x 
X 
jc-. + - X dx 
e 
(c>( ln x + 1n x) - (x) (ln xe>(+l) - (x) 
= e = e 
ol+l -x 
= X e 
The Laguerre differential equation can be written as 
fx~+l e-x dyJ + n xa.e-x y = o, 
d,"'{ [ dx 
from which 
q(x) = O; ,\ = n; ( ) er. - x p X = X e • 
60 
The weight function, p(x) , is x~ e-x; so if the Laguerre func-
tions are repr esented by Ln( x ), n = o, 1, 2, ••• , they will be orthog-
onal as 
(VIII-1) 1=~ •-x 1m(x) 1n(x) dx = o, m, n = o, 1, 2, ••• , 
m I n. 
The functions are determined1 to be 
(VIII- 2) 
where o<+n - x 
= X e o 
Determination of the coefficients. Since the various L(x) •s are 
determined to be orthogonal, then without great difficulty an arbitrary 
function of x can be represented in series form that utilizes these 





1 Jackson, 2-E• cit., p . 184. 
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Multiplication of (VIII-3) by Ln(x) and the weight function 
p(x) = x o( e-x, and integration of the resulting expression x°' e-x f(x) 
Ln(x) from Oto oo, integration term by term assumed to be legitimate, 
reduce each integral on the right to zero, by (VIII-1), except the inte-
gral containing ~(x), and give 
;:: .,_ e-x Lu(x) f(x) dx 
However, 
[ : "' e-x L;.(x) dx = n! T' (.t + n + 1)/ 
so 
(VIII-4) l r:ot. e -x Ln(x) f(x) dx, 
nl -r (.c. + n + 1) Jo o<.) -1. 
Expansion of~ arbitrary function. Let the first arbitrary 
function be 
f( x ) = 1, 0 < X <00 0 
Since the Laguerre functions are more restrictively associated 
with the sime exponential wei ght function e-x, 3 the arbitrary functions 
will be deter.mined by utilizing o< = 0 in the foregoing equations. Then 
¾ of (VIII-3) will equal 
clri = 1 1::.x Ln(x) dx, 
nl T' (n + 1) o 
2Ibid. , Po 1850 
3Ibid., p. 184. 
n = o, 1, 2, • • o 0 
Substitution of (VIII-2) in the foregoing equation gives 
(VIII-5) ¾ = (-l)n ["° dn ¢n(x) dx 
n i T' ( n + 1) o axn 
= (-l)n en-1 fu(xf n 1, 
n~ T' (n + 1) axn-1 o ' 
= (-l)n [dn-1 (xne -x~ °" • 
ni T' (n + 1) axn-1 0 
For the upper limit after (n - 1) differentiations there will be at 
least an x factor and always an e-x factor; hence 
lim x1ll = o - , 
X ?.., ex 
and likewise for the lower limit, 
lim x:111 = O· - ' x • o ex 
then an= O, n 1. It is then left to evaluate an where n = O. Sub-
stitution of n = 0 in (VIII-5) gives 
ao = l ( ¢ o(x) dx = (o : -x dx = [ - e -xl ooo= 1. 
oi T' (l) lo In J 
Then 
O<: x <.oo, 
= L0 (x). 
By (VIII-4), where o< = o, Ln_(x), n = O, 1, 2, o•• , are found 
to be 
L0(x) = 1, 
11 (x) = x - 1, 
62 
L2(x) = x
2 - 4x + 2, 
13 ( x) = - 9x
2 + 18x - 6, 
L4(x) = 0 - 16x3 + 72x2 - 96x + 24, 
15(x) = x5 - 25.x:4 + 2oox3 - 6oox2 + 600x - 120, 
e • • •• • e •. e e e. e • e e O O e e a e • e e e e. e e e e • e e e e e e ea e e e. e 
Whence , 
f (x) = 1 , 0 < X < °"• 
The graphic representation of the above f unction is shown in 
Figure ll o 
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Expansion of~ second arbitrary function in series . For the sec-
ond arbitrary f unction, let 
f(x) = x, 
When = 0 in (VIII- 4) 
0 < X < GO • 
By (VIII- 2) 
By parts 
- 1 1:-x f(x) Ln(x) dx - n i T1 (n + 1) 
= 1 r: e -x L (x) dx • 
n ~ T' (n + 1) /o n 
= C:-l)n [ : dn ¢n(x) dx o 
n i T7 (n + 1) 0 cl.r1 
u = x, 
dv = dn ¢n(x), 
dx11 
du = dx, 
- dn-1 ¢ (x) 
V - Il ' 
ctxn-1 
(x) 
"- one term 
X ---+------------------------------------0 1 
FIGURE 11 
A Graphic B.epresentation of the Laguerre Series : f(x) = 1, 0 x <oo. 
then since T'(n + 1) = nl, 
_ (-l)n ~t dn-1 ¢n(x)~o0 1~n-l ¢n(x) J 
- -- X ---- - ---- dx 
(nl) 2 axn-l O O axn-l 
= (-l)n {rx dn-l ¢n(x) 100 _ rdn-2 ¢n(x) l00 l 
(nt)2 [ dxn-l Jo [ dxn- 2 Jo J 
= (-l); ([o] - [e] 1= o, n 2, 
(nt) '\.' ) 
by the utilization of the evaluation on page 60. 
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It is then left to evaluate an when n = 0 and n = 1. Substitut-
ion of n = 0 and then n = 1 i n (VTII-5) gives 
Then 
-x -x 100 loo 2 0 .xe dx- 0 xe dx 
00 
f (x) = an Ln (x), 
n=O 
= a0 L0(x) + a1 L1 (x) 
1(1) + l(x - 1) = x, 
O < x (oo, 






/ \F"one term l t---/ .......,,-'----'-----------------
---::::o-t---~1--------------------------------
FIGUID, 12 
A Graphic Representation of the Laguerre Series: f(x) = x , 0 < x < oo . 
X 
CHAPI'ER IX 
THE BESSEL FUNCTIONS 
Differential equation. The differential equation, the solution 
of which gives the Bessel functions of the form Jn(Ax), n = o, 1, 2, ••• 
is 
where A and n are any real numbers . 
General differential equation. Comnarison of the above differ-
ent:i,.al equation with the Pearson differential equation 
( A + Bx + cx2 ) y 11 + [ ( B + D) + ( 2 c + E) x 1 y 1 
- [ c n(n + 1) +En] y = o, 
discloses the fact that the lack of an x2 coefficient of they term in 
the Pearson differential equation eliminates the possibility that the 
Bessel differential equation can be obtained. 
However, comparison of the Bessel differential equation with the 
more general differential equation 
(A1 + B1x + C1x2) yn + (D1 + Eix + F1x2) y ' 
(G1 + H1x + J1x
2 ) y = O, 
reveals that if A1 = B1 = Ei = F1 = H1 = O, c1 = 1, ½_ = 1, Gi 
and J1 = A
2, the Bessel differential equation is produced. 
2 = -n, 
Sturm-Liouville theory . Application of the Sturm-Liouville 
theory to the Bessel differential equation in order to ascertain the 
weight function and related parts discloses that 
f1(x) = ! , and 
X 
ln x 
r(x) = e = e = X • 
Hence, 
[x ~] + o?x - n 2 ) y = O, 
dx dx X 
q(x) = O, As= A2, p(x) = x o 
If the Bessel functions are denoted by Jn(x) O, n = O, 1, 2, 
which has infinitely many positive roots X
1
, \, . . . , 
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whose values can be calculated to any degree of accuracy. It is estab-
lished1 that the functions 
are orthogonal in the interval from x = 0 to x = 1, so that 
The proof of the above depends on the following identity, 
(IX-2) (~2 _/'2) laxx Jn(~x) Jn,>"x) dx = 
x Jn( h ) J~yx_) - >. Jny-x) J~(Ax )j • 
Let A= ) j and / = }.. i' where xi f Aj; then 
1Sokolnikoff, £E• cit., pp . 339-340. 
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t 2 r)I . J (A.X) JI (X.x) - AJ. Jn(>, . x) Jn' (,\J.x)l • >. .- A. L) Il J Ill ''i j 
J l 
If x = 1 and since Jn( Ai) = Jn(Aj) = O, then the first part of formula 
(IX-1) is given. 
In order to establish the second part , (IX-2) is differentiated 
partially with respect to A, and 
2A!oxx Jn(Ax) JnY"'l dx + ( ~2 _/'2) fo\2 Jnj x) J~( ) dx 
= x ~ x J-b_(>.x) J-b_ ) - Jr~ x) J-b_(>.x) - Ax Jny x) J~(Ax ~ 
is obtained. Set x = 1, ').. = / ' and recall that if '),.. is a root of 
Jn(x) = O, then Jn( A) = O, 
fl 2 2 211 22~/o x Jn(~x) dx = - (A - A) 
0 
x Jn(~x) J-b_( ) ox 
+ [>- JI( ~) Jl ( )I.) - J O.) J I (>.. ) - A J (>-. ) J"(/\)] = ,.. JI (A)2, n n n n n n n 
whence 
Determination of the coefficients. Since the various Bessel 
functions are determined to be orthogonal, then it is with little diffi-
culty that a given function of x defined in the interval of orthop-onal-
ity can be represented. The function of x can be written as 
where 
(IX-4) = f_ 
k=O 
(x)n+2k ( - l)k ---.:.....:.-----
2n+2k kl T' (n + k + 1) 




If n = o, the Bessel functi ons of order zero, which are even functions, 
are obtained and when n = 1, the Bessel functions of order one, WPich 
are odd functions, are obtainedo ~hen since the recursion formula,3 
2n Jn(x) = Jn_1(x) + Jn+1Cx), 
X -
gives the function Jn+l(x) of any order in teTill.s of the functions Jn(x) 
and Jn_1 (x) of lower orders, it is possible to reduce any Bessel func-
tion to those of order zero or order one . 
Now multiplication of (IX-3) by the weight function p(x) = x, 
and Jn (A0) , and integration of the resu.1-:.ing expression x f (x) Jn(~0) 
from Oto 1, integration term by term assumed to be legitinate, reduce 
each integral on the right to zero, by (IX-1), except the integral con-
taining J n (>. J.2() 2, and give 
fa\ f(x) Jn( x) dx = a.: fo\ Jn( \ xJ2 dx. 
Then by the second part of (IX-1) 
) dx, k = O, 1, 2, •••• 
2Ibid., p . 336 0 
3churchill, op. cit., p . 1Lr8. 
Expansion of~ arbitrary function . Let the first arbitrary 
function be 
f(x) = 1, 0 < X < 1 . 
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Since f(x) = 1 is an even function and n = 0 in (IX- 4) gives an 






J I ( 
0 
4 ) = - J (A ) , 1 k 
4sokolnikoff, £E_. cit., p . 3 3 8 o 
5churchill, op. cit., p. 149 . 
k = 1, 2, 3, •••• 
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Then - ' 
f ( x ) = L ak JO ( >-0) , 
k=l 
0 < X <. 1, 
co 
= 2 Jo C~kx) , 
k=l Ak J l (,\ ) 
0 < x <. 1 . 
Reference to Table r, 6 which gives the roots of J 0(x) = 0 and the corre-
sponding values of J1(x), gives 
2 J 0(2 .4048 x) f(x) = ------
(2 .4048) (0 .5191) 
+ 
+ 
2 J0(8 .6537 x) 
(8 .6537)(0 .2715) 
where 
2 J 0(5 . ,201 x) 
(5 . 5201) (-0.3403) 
+ 
2 J0(11. 7915 x) 
(1107915)( -0.2325) 
+ ••• , 
( - l)n (Ak x)2n 
22n (ni )2 
n = o, 1, 2, 
The graphic representation in Figure 13 shows the f irst few 
terms of the above series . 
Expansion of~ second arbitrary function in series . For the 
second arbitrary function, let 
f (x) = x, 0 < X <. lo 
Since f(x) =xis an odd function and n = 1 in (IX-h) gives an 
odd functjon of Jn(x); then, 
6Jahnke, Eugene and Fritz Emde, Funktionentafeln, New York, 
1943, p. 166. 
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n Jl(~) 
1 2.4048 + 0o5191 
2 5.5201 - 003403 
3 806537 + 0.2715 
4 11.7915 - 0.2325 
5 1409309 + 0.2065 
6 18. 0711 - 0.1877 
7 21 .2116 + 0.1733 
8 24.3525 - 0.1617 
9 27 .4935 + 001522 
10 3006346 - o.1L42 
TABLE I 
Roots of J 0(x) = 0 and the corresponding values of J1(x) 
f(x) 
FIGURE 13 








== Jn- l(x) + Jn+l(x) 
X 
so when n = 2, 
J2(x) 
= 2 J1(x) - x J0(x) 









0 ~ x <. lo 
Reference to Table II, 9 which gives the roots of J1(x) = 0 and maxima 
and minima of J 0 (x) , gives 
where 
f(x) = 2 J1(3 . 8317 x) 
(3 . 8317)(0 . 4028) 
2 J1(7 . 0156 x) 
(7 . 0156)(0 .3001) 
+ 
2 J1(10 . 1735 x) 
(10 .1735)(0 . 2497) 
2 J1 (13 .3237 x) 
(13 .3237)(0 . 2184) 
(-l)k x2k+l 
- ••• + 22k+l ki (k+l)i , 
k = 0, 1, 2, 
+ ••• ' 
A graphic representation of the first few terms of the above 
series is illustrated in Figure 14. 




n Xri Jo(XrJ.) = Nax 
1 3.8317 - o. 4028 
2 7.01.56 + 0.3001 
3 10.1735 - 0. 2497 
4 13 .3237 + 0.2184 
5 16. 4706 - 0.1965 
6 19.6159 + 0.1801 
7 22 . 7601 - 0.1672 
8 25 . 9037 + 0.1567 
9 29 . 0468 - 0.1480 
10 32 .1897 + 0.1)..06 
TABLE, II 







A Graplu.c Representation of the Bessel Series: f(x) = x, 0 < x < 1 . 
CHAPTER X 
SUMMARY 
Differential equations. It was seen that each of the ortnogonal 
functions studied had its own representative differential equation 0 In 
the case of the Fourier and Hermite differential equations it was seen 
that they could be considered as special cases of the Fourier- Hermite 
differential equation, 
y11 + A y 1 +By= o. 
Likewise, in the case of the Legendre and Tchebicheff differential equa-
tions, it was seen that with certain values of ~ and t9 substituted into 
the Jacobi differential equation, 
(1 - x2 ) y 11 + ~ - c;r( - ( « + f9 + 2) x] y 1 + n( .t. +15 + n + 1) y = O, 
they could be considered special cases of that differential equation . 
General differential equation. The Pearson differential equa-
tion, 
( A + Bx + Cx ) y 11 + [ ( B + D) + (2C + .I!, ) x] y' 
- [c n(n + 1) + E n] y = o, 
was shown to include all the differential equations as special cases 
except those for the Fourier and 3essel functions . Further, the Pearson 
differential equation could be considered as being a special case of the 
more general differential equation 
(Al+ B1x C1x2) yn + (D1 + Eix + F1x2) y i 
+ (Gi +Hix+ J1x2) y o, 
which included all of the differential equations associated with the 
orthogonal functions studied. 
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Sturm-Liouville theory. Even though the full theory embodied in 
the Sturm- Liouville theory was not applied to each of the differential 
equations, it was noted that the weight function and related parts could 
be obtained in each case . Thus , the ultimate establishment of the 
orthogonal functions and determination of the coefficients, when the 
functions were utilized in series form to represent a function of x , was 
expeditedo 
Determination of the coefficients . The coefficients of the ---
orthogonal functions employed in a series representation of a function 
were found in a similar manner in each case studiedo Basically each 
series was multiplied through by certain functions and integrated term 
by term over the interval of orthogonality. The property of orthogonal-
ity of the functions then reduced the series to a right-hand and a left-
hand term. It was then possible to write the coefficient in terms of 
two integrals, which for the cases studied could be evaluated. The 
evaluation of these integrals, however, can be expected to be more dif-
ficult for some functions than for others. 
Expansion of~ arbitrary function in series. In each case 
studied two arbitrary functions were represented in a series form that 
utilized the various orthogonal functions . The arbitrary functions were 
81 
kept the same in each case, where possible, in order to illustrate how 
the graphic representations were similar. 
It was noted that in each graphic representation the plot of th8 
first term plus the second term of the series came closer to the arbi-
trary function than did the first term by itself. The function was more 
nearly represented as more and more terms were added together . A par-
tial exception to this , however, was noted in the case of the Laguerre 
series , where the first arbitrary function was represented by the first 
term of the series, and the second arbitrary function was represented by 
the first two terms. This fact can be attributed in part to a relation-
ship between the arbitrary functions selected and the Laguerre series, 
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