Abstract-On Demand Multicast Routing Protocol (ODMRP) is a multicast routing protocol for mobile ad hoc networks. Its efficiency, simplicity, and robustness to mobility renders it one of the most widely used MANET multicast protocols. At the heart of the ODMRP's robustness is the periodic route refreshing. ODMRP rebuilds the data forwarding "mesh" on a fixed short interval. The route refresh interval has critical impact on protocol overhead and thus efficiency. If it is too high, the network will undergo too much routing overhead wasting valuable resources. If it is too low, ODMRP cannot keep up with network dynamics. In this paper, we present an enhancement of ODMRP with refresh rate dynamically adapted to the environment. An additional enhancement is "unified" local recovery and receiver joining. On joining or upon detection of a broken route, a node performs an expanding ring search to graft to the forwarding mesh. Simulation results show that the Enhanced ODMRP (E-ODMRP) reduces overhead by up to 90% yet keeping similar packet delivery ratio compared to the original ODMRP.
I. Introduction
Multicast routing protocols developed for MANETs operate in an on demand fashion. Information is exchanged only when it is needed. In general, on demand routing protocols regardless of their service type employ two-way handshaking to find a path between a sender and receiver pair. The sender floods the network with a Route Request packet and the receiver respond with a Route Reply. To limit the scope (and overhead) of flooding, local recovery schemes are introduced. Namely, an alternative route to the destination is searched upon detection of the disconnection. Adaptive Demand-Driven Multicast Routing (ADMR) [5] and Multicast Ad hoc On-demand Distance Vector protocol (MAODV) [9] are two examples of on demand multicast protocol following this approach. They first build a multicast tree between a source and receivers and on detection of broken link try first try to repair locally. Another popular on demand multicast routing protocol, On Demand Multicast Routing Protocol (ODMRP) relies instead on periodic floods for route discovery and maintenance. This design is intended to ensure robustness against mobility and unreliable wireless link propagation.
ODMRP periodically reconstructs the "forwarding mesh" on a fixed short interval. Thus the route refresh interval is one of the most important performance parameters since it has critical impact on the protocol overhead and thus efficiency. If Several other MANET multicast routing protocols have also been proposed in the literature. Similar to ODMRP, the Core-Assisted Mesh Protocol (CAMP) [3] uses a mesh structure for data forwarding. However, as differences, an underlying unicast routing protocol is required and "core" nodes are introduced to limit control traffic. The Reservation-Based Multicast (RBM) routing protocol [2] builds a core based tree for each multicast group. RBM is a combination of multicast, resource reservation, and admission control protocol where users specify requirements and constraints. The Lightweight Adaptive Multicast (LAM) algorithm [4] is a core-based group shared tree protocol. Similar to other core-based protocols, it suffers from disadvantages of traffic concentration and vulnerability to core failure. The Adhoc Multicast Routing Protocol (AMRoute) [7] is also a shared-tree protocol which allows dynamic core migration based on group membership and network configuration. The Ad hoc Multicast Routing protocol utilizing Increasing id-numberS (ARMIS) [12] builds a shared-tree to deliver multicast data. Each node in the multicast session is assigned an ID number and it adapts to connectivity changes by utilizing the ID numbers.
The rest of the paper is organized as follows: Section 1I describes our protocol; Section III presents simulation results, and; Section IV concludes the paper. B. Enhanced ODMRP Same as the original ODMRP, a forwarding mesh structure is built between sources and receivers of a multicast group by the two-way handshaking. Sources flood Join Query packets and receivers respond with Join Reply packets. When a new source has data to transmit to a multicast group, it starts with flooding the entire network with the first data packet piggybacking the control/signaling information. We refer to the first data packet as the Join Query packet for convenience hereafter. The source broadcasts a Join Query and upon reception of the first, non duplicate, Join Query packet, nodes set pointers to their upstream nodes and rebroadcast it. Once the Join Query reaches a receiver, the receiver sends Join Reply packets towards the source. The Reply is relayed by the intermediate nodes all the way to the source following the pointers set when the Join Query was propagated. By this way the forwarding mesh is constructed. 
III. Simulation results
In this section, we study the performance of E-ODMRP and compare it to ODMRP. To this end, we implemented the details of E-ODMRP in Qualnet [10] and conducted a set of simulations. 100 nodes were randomly distributed over 1 200mx800m field and the random waypoint mobility model was used. Unless otherwise specified, multicast source(s) generated traffic with constant bit rate (CBR), four 64B packets per second. We use two metrics: Packet Delivery Ratio is the fraction of packets received average over all receivers; Number of Control Packets is the total number of control packets transmitted by all nodes. The results are averaged over 10 independent simulation runs and each run executed 300 seconds of simulation time. Figure 5 compares E-ODMRP's and ODMRP's control overhead with varying number of receivers. The number of control packets generated by ODMRP increases linearly in the receiver number, but in E-ODMRP case the slope is near flat. In the original ODMRP, as the number of receivers gets larger, Join Reply transmissions increase rapidly whereas E-ODMRP's control packet increases very slowly since the number of Join Reply transmissions is inherently small when the refresh interval grows large. Although not reported here in a graph, the packet delivery ratios of the two schemes were close to each other regardless of the receiver number. Figure 6 presents E-ODMRP performance with various maximum node speeds. The maximum node speed varied from 1 m/sec (36 km/hr) to 30 m/sec (108 km/hr) and pause time was 0 sec. Interestingly, E-ODMRP outperforms ODMRP in high mobility cases. In Figure 6 , ODMRP's and E-ODMRP's packet delivery ratios decrease by slightly different factor with increasing max node speed and there is a crossing point at 20 m/sec. The overhead reduction for Figure 8 and 9 illustrate E-ODMRP's performance in a multiple-source scenario, 3 sources in a multicast group. E-ODMRP shows better packet delivery ratio, 3-4 % higher, than ODMRP in Figure 8 . This comes from the E-ODMRP's lower control overhead. The control packet overhead reduction, 90% as shown in Figure 9 , is more prominent than pervious single-source scenarios. -----------------,,,,,, , ,,,,,,,, ,, , , . , . . _ .,,,, ., 
IV. Conclusions
In this paper, we have presented an enhanced version of ODMRP with motion adaptive refresh. E-ODMRP performs the periodic refresh at a rate that is dynamically adapted to the nodes' mobility. It also performs "unified" local recovery. Namely, on joining or upon detecting a broken route, a node performs an expanding ring search to graft to the forwarding mesh. Simulation results show that E-ODMRP reduces overhead by up to 90% yet keeping the same packet delivery ratio as the original ODMRP. 
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