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We demonstrate the possiblity to cool nanoelectronic systems in nonequilibrium situations by
increasing the temperature of the environment. Such cooling by heating is possible for a variety of
experimental conditions where the relevant transport-induced excitation processes become quenched
and deexcitation processes are enhanced upon an increase of temperature. The phenomenon turns
out to be robust with respect to all relevant parameters. It is especially pronounced for higher bias
voltages and weak to moderate coupling. Our findings have implications for open quantum systems
in general, where electron transport is coupled to mechanical (phononic) or photonic degrees of
freedom. In particular, molecular junctions with rigid tunneling pathways or quantum dot circuit
QED systems meet the required conditions.
PACS numbers: 85.35.-p, 73.63.-b, 73.40.Gk
Nanoelectronic systems exhibit a plethora of funda-
mentally interesting physical properties and, at the same
time, are considered as promising architectures for tech-
nological applications, ranging from transistor [1, 2] to
quantum information devices [3, 4]. Experimental real-
izations include single-molecule junctions [5–13], atomic
wires [14–17], carbon nanotube [18–24] and semiconduc-
tor based quantum dot systems [25–33]. A limiting fac-
tor is current-induced heating associated with the exci-
tation of mechanical or electromagnetic degrees of free-
dom. Such heating limits the control, coherence or even
the mechanical stability of these devices. It is therefore
expedient to identify and understand the intrinsic cooling
mechanisms of nanoelectronic systems.
Nonequilibrium steady states offer the possibility for
unprecedented control or cooling strategies. One possi-
bility is to use the bias voltage which is applied to the
device. In many situations, a non-zero voltage leads to
additional heating processes and higher levels of excita-
tion. However, in the presence of co-tunneling assisted se-
quential tunneling [34, 35], higher-lying electronic states
[36, 37], antiresonances [38], suitably defined spectral
properties of the leads [39, 40], donor-acceptor structures
[39, 41, 42] or electron-electron interactions [43], an in-
crease in voltage can lead to lower excitation levels of
the mechanical or photonic degrees of freedom. Another
possibility is to use spin-polarized currents [44].
In this work, we demonstrate how an increase of the en-
vironments temperature leads to lower excitation levels of
the nanoelectronic system and thus stabilizes the device.
To be specific, we consider models of single-molecule
junctions in the following. The principle, however, ap-
plies to any few-level systems where electron transport is
coupled to mechanical or, e.g. in the case of cavity QED
systems [23, 24, 32], photonic degrees of freedom. It is
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FIG. 1: Sketch of representative inelastic processes in a biased
molecular junction, where electrons tunnel in two, sequential
resonant tunneling processes onto and off the molecule (M).
The green and purple areas represent occupied states in the
left (L) and right lead (R) for lower and higher temperatures,
respectively. Panel (a) and (b) depict transport processes,
where the vibrational mode is excited and deexcited upon
tunneling of an electron from L to M and from M to R, re-
spectively. At low temperatures, process (a) requires higher
bias voltages, Φ & 2(ǫ1 + Ω) than process (b), Φ & 2ǫ1. At
these voltages, an increase of temperature reduces the ini-
tial state population of both processes. Panel (c) depicts a
pair-creation process, where the electron returns to the origi-
nal electrode. For Φ & 2(ǫ1 + Ω) and low temperatures, this
deexcitation process is Pauli-blocked since its final state pop-
ulation is almost 1. It can be reactivated by an increase of
temperature which reduces the final state population.
emphasized that our scheme for cooling by heating does
not involve heat or temperature gradients such as in do-
mestic [45] or quantum absorption refrigerators [46–51]
or optomechanical devices [52]. Rather, chemical poten-
tial differences induced by an external bias voltage lead to
transport through the nanosystem between two Fermion
reservoirs where heating the reservoirs cools down the
nanosystem.
2The phenomenon of thermal stabilization predicted
here is most strongly pronounced in the regime
of weak to moderate molecule-lead and electronic-
vibrational/photonic coupling and high enough (but still
practically relevant) voltages, where transport-induced
heating mechanisms (cf. Fig. 1a) are quenched for higher
temperatures and, at the same time, cooling mechanisms
are either less affected (cf. Fig. 1b) or become enhanced
(cf. Fig. 1c). An important characteristics of this regime
is that weaker coupling to vibrational or photonic degrees
of freedom results in higher excitation levels [43, 53–58].
In the limit of vanishing couplings and temperatures, this
leads to an indefinite increase of the excitation level for
harmonic modes [56, 58], that is a vibrational instability
[80].
We consider transport through a molecule (M) that
is coupled to a left (L) and a right electrode (R). We
describe this transport setup by the Hamiltonian H =
HM + HME + HE where (using units where ~ = 1 and
kB = 1)
HM =
∑
m∈M
ǫmd
†
mdm +
∑
m<n∈M
Umnd
†
mdmd
†
ndn (1)
+HVib +
∑
m∈M
λm(a+ a
†)d†mdm,
HVib = Ωa
†a+
∑
ξ
Vξ(a+ a
†)ξ, (2)
HE =
∑
k∈L,R
ǫkc
†
kck +
∑
α
ωαb
†
αbα, (3)
HME =
∑
m∈M,k∈L,R
(Vmkc
†
kdm + V
∗
mkd
†
mck) (4)
+
∑
α
Wα(a+ a
†)(bα + b
†
α).
It includes a discrete set of electronic eigenstates with
energies ǫm and density-density interactions Umn be-
tween electrons in states m and n. The states of the
molecule are coupled to a continuum of electronic states
with energies ǫk and coupling matrix elements Vmk in
the left (L) and the right (R) electrode. The corre-
sponding tunneling efficiency or hybridization function
is ΓK,mn(ǫ) = 2π
∑
k∈K V
∗
mkVnkδ(ǫ − ǫk) (K ∈ {L,R}).
Throughout this work, we use the wide-band approxima-
tion ΓK,mn(ǫ) ≈ ΓK,mn and consider a symmetric drop
of the applied bias voltage, i.e. the chemical potentials
in the left and right lead are given by µL/R = ±Φ/2.
We model vibrational effects by the vibrational Hamilto-
nian HVib, which, for Vξ = 0, is harmonic with frequency
Ω and, for non-zero Vξ, includes generic anharmonic ef-
fects, most importantly a non-equidistant energy spec-
trum. The mode may be representative of the dominant
reaction coordinate of the molecule. It is coupled to the
electronic states of the molecule by coupling strengths
λm and a bath of harmonic oscillators α with coupling
strengths Wα in order to account for intramolecular vi-
brational energy redistribution [59–62] or energy losses
to a bosonic junction’s environment [63, 64]. Note that
we use the same temperature T to describe the bath and
the electrodes, that is we do not consider any external
temperature gradients.
We solve the above transport problem using the well es-
tablished Born-Markov (BM) [36, 43, 53, 65–69] and the
recently developed hierarchical quantum master equation
(HQME) approach [70]. Explicit formulas and detailed
derivations for HQME and BM can be found in Refs.
[70, 71] and [43, 56], respectively. The central quantity
of both approaches is the reduced density matrix σ of
the molecule which includes the electronic levels and the
vibrational mode. We determine it as the stationary so-
lution of its equation of motion,
0
!
=
∂σ(t)
∂t
= −i [HM, σ(t)]− σ
(1)(t), (5)
where the first term of the rhs describes the internal dy-
namics of the molecule and the second term σ(1)(t) the in-
fluence of the environment. Using HQME, we determine
σ(1)(t) by solving its equation of motion, which leads to
second- and, consequently, higher-tier operators σ(n)(t)
with n > 1. Truncation of this hierarchy corresponds to
a truncated hybridization expansion. HQME thus allows
us to systematically assess the importance of higher-order
effects. The basic effect, however, is already included in
BM, where the first-tier operator
σ(1)(t) =
∫ ∞
0
dτ trE{[HME, [HME(τ), σ(t)σE]]} (6)
is expressed in terms of the reduced density matrix σ(t),
the density matrix of the environment σE and the cou-
pling operator HME(τ) = e
−i(HM+HE)τHMEe
i(HM+HE)τ .
Thus, BM corresponds to a first-tier truncation of
HQME, including the Markov approximation σ(t− τ) ≈
eiHMτσ(t)e−iHMτ which enters the above integral kernel.
In addition, we disregard off-diagonal elements of the
density matrix and renormalization effects. A discus-
sion on the role of vibrational off-diagonal elements can
be found, for example, in Ref. [43]. The role of renor-
malization effects in the presence of electron-electron in-
teractions has been outlined in Refs. [72–74], including a
pronounced resonance in the conductance-voltage char-
acteristics [75–77]. These effects, however, are not im-
portant for our discussion, which we show explicitly by a
comparison to HQME where both off-diagonal elements
and renormalization effects are included.
We introduce the phenomenon of thermal stabilization
for a minimal model first. It includes a single electronic
state with the polaron-shifted energy ǫ1 ≡ ǫ1 − λ
2
1/Ω =
3Ω that is weakly coupled to an undamped (Wα = 0)
harmonic mode with λ1 = Ω/10 and the leads with
ΓL/R,11 = Ω/1000 ≡ ΓL/R. We measure the stability
of the junction by the average vibrational energy 〈HVib〉.
It is the result of thermal excitations, transport-induced
excitation processes (Figs. 1a) and deexcitation processes
which are associated either with transport (Fig. 1b) or
pair-creation processes (Fig. 1c). High values indicate a
less stable junction, low ones a more stable junction.
3The average vibrational energy 〈HVib〉 of our minimal
model is shown in Fig. 2a as a function of both bias volt-
age Φ and temperature T . At very low temperatures,
T → 0, we observe a step-like increase with bias volt-
ages. The steps at Φ = 2(ǫ1 + Ω) = 8Ω, 10Ω, 12Ω ...
correspond to the opening of transport-induced heating
processes (see Fig. 1a) and the closing of cooling processes
via pair creation (see Fig. 1c), which are associated with
single, two, three ... phonon transitions, respectively. In-
creasing the temperature, the steps are smeared out and
the vibrational energy decreases due to suppression (en-
hancement) of heating (cooling) rates as explained below.
We study this temperature effect more closely in Fig.
2b which shows the vibrational energy as a function of
temperature for different fixed values of the applied bias
voltage Φ. For low voltages Φ . 2(ǫ1 + Ω) (dashed grey
line), the vibrational energy increases monotonically with
temperature, starting from low transport-induced values
which evolve towards values that are given by a ther-
mal distribution (cf. the blue line which depicts the Bose
function 1/(exp(Ω/T ) − 1))). The vibrational energy is
relatively low in this regime because transport-induced
heating is outbalanced by both transport-induced cool-
ing (Fig. 1b) and pair-creation processes (Fig. 1c) [43].
Additional heating processes (Fig. 1a) become active at
higher bias voltages Φ & 2(ǫ1 + Ω), while, in parallel,
pair-creation processes with a single phonon transition
become blocked (e.g. the one depicted in Fig. 1c). Thus,
the transport-induced vibrational energy increases sig-
nificantly at these voltages (cf. solid and dashed green
lines). This leads to a qualitatively different temper-
ature dependence, in particular a negative slope in an
intermediate temperature regime, which becomes more
pronounced for higher bias voltages. This is the regime
where thermal stabilization occurs, that is a decrease of
the vibrational energy as the temperature of the environ-
ment is increased. The mechanism can be rationalized by
the effect of thermal broadening which quenches prefer-
entially the additional heating processes (compare Fig.
1a to Fig. 1b) and allows pair-creation processes (Fig.
1c) to cool the junction again before thermal fluctua-
tions override any transport-induced effects. For very
low temperatures, T ≪ Ω/2, these broadening effects
are too inefficient, as reflected by the plateau which ap-
pears before the average vibrational energy decreases.
The small peak in the green line indicates the onset of
transport-induced excitation processes (Fig. 1a) and the
suppression of pair creation processes (Fig. 1c) with two
vibrational quanta which, for Φ = 9.5Ω, occurs before
pair-creation processes with a single vibrational quantum
become re-activated.
As will be shown below, the phenomenon of thermal
stabilization is robust. Nevertheless, the extent of the
regime where thermal stabilization occurs depends on
the specific junction parameters which we now study
one by one. To this end, we point out that the phe-
nomenon occurs in the same regime of bias voltages,
Φ & 2(ǫ1 + Ω), where the model exhibits a vibrational
FIG. 2: Average vibrational energy 〈HVib〉 for our model of a
molecular junction as a function of both temperature and ap-
plied bias voltage Φ (Panel (a)), as a function of temperature
for fixed voltages (Panel (b)), different electronic-vibrational
coupling strengths λ (Panel (c)), mode-bath couplings (Panel
(d)), molecule-lead coupling ratios ΓL/ΓR (Panel (e)) and
strengths Γ (Panel (f)). For the results shown in Panels (c)–
(f), we used Φ = 9Ω. If not stated otherwise, the other pa-
rameters are ǫ1 = 3Ω, λ1 = Ω/10, ΓL = ΓR = Ω/1000 and
γph = 2π
∑
α
|Wα|
2δ(Ω − ωα). The results shown in Panels
(a)–(e) and (f) have been obtained using BM and HQME,
respectively.
instability as λ, T,ΓL/R → 0, that is an indefinite in-
crease of vibrational energy as the electronic-vibrational
coupling constant is decreased [53–58]. Consequently,
the transport-induced vibrational energy is higher and
the stabilization effect is more pronounced for weaker
electronic-vibrational coupling, as can be seen in Fig. 2c,
where we show the temperature dependence of the vibra-
tional energy for different electronic-vibrational coupling
strengths. While the vibrational energy of the mode is
indeed lower for stronger coupling strengths, a negative
slope can still be seen for intermediate coupling strengths,
i.e. λ/Ω . 0.5.
Another parameter of the model is the energy of the
electronic level with respect to the Fermi level of the
junction. Thermal stabilization, however, turns out to
be rather insensitive to this parameter, unless additional
pair-creation processes, e.g. with respect to the electrode
with the lower chemical potential, come into play (see SI).
The same is true, when additional electronic states are
included, even in the presence of electron-electron inter-
actions (cf. SI).
At this point, we increase the complexity of our model
by coupling the vibrational mode to a heat bath. Fig.
2d shows the average vibrational energy 〈HVib〉 of the
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FIG. 3: Panel (a): Potential of the vibrational motion for
V2 = 0.136Ω, V3 = 0.084Ω and V4 = 0.005Ω. Panel (b): Av-
erage vibrational energy 〈HVib〉 as a function of temperature
for ǫ1 = 3Ω and the anharmonic potential shown in Panel (a).
We used BM to obtain these results.
extended model as a function of temperature for differ-
ent mode-bath coupling strengths. The overall effect of
the bath is to reduce the vibrational energy and, conse-
quently, to narrow the range of temperatures where an
increase in temperature leads to a reduction of the vi-
brational energy. Nevertheless, thermal stabilization is
observed also in the presence of coupling to a heat bath.
So far, we considered symmetric coupling to the leads.
Thus, the rate of transport and pair-creation processes
differ only by thermal factors. Asymmetric molecule-lead
coupling, ΓL 6= ΓR, affects the balance between transport
and pair-creation processes, leading, for example, to vi-
brational rectification [43] or mode-selective vibrational
excitation [78, 79]. Fig. 2e shows the average vibrational
energy for our minimal model of a molecular junction as
a function of temperature for different asymmetry sce-
narios. If the lead with the higher chemical potential is
more strongly coupled to the molecule, cooling via pair-
creation processes is more effective. The corresponding
reduction of vibrational energy has a similar effect as
coupling of the mode to a heat bath. In the opposite
case, where the lead with the higher chemical potential
is less strongly coupled to the molecule, cooling via pair-
creation processes is less effective. Consequently, the av-
erage vibrational energy at low temperatures increases
and the stabilization regime extends over a broader range
of temperatures. In this regime, the quenching of heating
processes is the dominant mechanism for thermal stabi-
lization, in particular for ΓL . ΓR/100.
Next, we discuss the effect of higher-order processes
and broadening due to the hybridization of the molecule
with the leads. To this end, we employ the HQME ap-
proach and symmetric coupling to the leads (ΓL = ΓR =
Γ). Fig. 2f shows converged data for the average vibra-
tional energy as a function of temperature for different
molecule-lead coupling strengths. In the anti-adiabatic
regime Γ ≪ Ω (black line), we recover the BM results.
Increasing the coupling strength, the average vibrational
energy at low temperatures decreases. We attribute this
behavior to broadening effects due to the hybridization of
the molecule with the leads which have a similar effect as
an increased thermal broadening. Accordingly, the sta-
bilization effect is most pronounced in the anti-adiabatic
regime, where BM theory applies.
Last but not least, we demonstrate that the phe-
nomenon of thermal stabilization is not restricted to har-
monic vibrations. To this end, we relax the harmonic ap-
proximation and consider an anharmonic potential (see
black line in Fig. 3a). The corresponding average vibra-
tional energy is depicted in Fig. 3b. Despite differences to
the harmonic case, the anharmonic system still exhibits
a pronounced regime where thermal stabilization occurs.
Qualitative changes occur at low temperatures, because
transport-induced and pair-creation processes can now
take place at a variety of energies, redistributing the
onset voltages for excitation and deexcitation processes.
Thus, e.g., the plateau at low temperatures (T ≪ Ω) is
less pronounced.
We conclude that molecular junctions exhibit a broad
range of parameters where they can be stabilized by in-
creasing the temperature of the environment. As we
showed, the stabilization effect is robust and occurs in
the weak- to intermediate-coupling regime at voltages
where resonant pair-creation processes with a single or
more vibrational quanta (cf. Fig. 1c) are suppressed.
This suppression is typical for low temperatures, i.e.
T . Ω. An increase in temperature leads to unbal-
anced transport-induced cooling and heating processes
which favors the former and to a gradual reactivation
of cooling by pair creation, resulting in a reduction of
the vibrational energy. The phenomenon is more pro-
nounced at even higher bias voltages and in the anti-
adiabatic regime Γ . Ω and occurs for weak to inter-
mediate electronic-vibrational coupling. We also observe
it in more complex models with multiple electronic and
vibrational degrees of freedom as well as for anharmonic
vibrations. Our findings obtained for the specific example
of molecular junctions apply similarly to other nanoelec-
tronic systems, in particular ciruit QED systems where
the tunneling electrons interact with photonic instead of
vibrational degrees of freedom.
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Supporting Information: Cooling by heating in nonequilibrium nanosystems
I. INFLUENCE OF ELECTRONIC LEVEL POSITION
One of the parameters of our minimal model is the position of the electronic level with respect to the Fermi level
of the junction. Fig. S1 shows the temperature dependence of the average vibrational energy 〈HVib〉 for all relevant
level positions. The effect turns out to be rather insensitive to this parameter. In fact, we obtain the same level of
vibrational energy if we replace ǫ1 by −ǫ1 (black and dashed gray line). For higher energies (orange line), the results
in the low and intermediate temperature regime are almost the same, including the regime where thermal stabilization
occurs. Only if the electronic level approaches the Fermi level (turquoise line), that is if ǫ1 → 0, we observe a reduction
of the low-temperature vibrational energy by about 50% to 7.8 at Φ = 2(ǫ1 + 3Ω/2). Yet, the overall temperature
dependence is very similar to the one for ǫ1 = 3Ω (black line).
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FIG. S1: Average vibrational energy 〈HVib〉 for our minimal model of a molecular junction as a function of temperature for
different level positions ǫ1. These results have been obtained using BM and Φ = 2(ǫ1 + 3Ω/2).
II. INFLUENCE OF OTHER ELECTRONIC STATES
Another important influence is exerted by the presence of other electronic levels. A higher-lying electronic level,
for example, can facilitate additional inelastic processes that lead to a reduction of the vibrational energy at high
bias voltages [36, 37]. A similar behavior can be observed in the presence of electron-electron interactions (Coulomb
2cooling) [43]. To study these effects, we add another electronic level to our model. It is distinguished from the first
one only by its energy ǫ2 = ǫ2 − λ
2
2/Ω.
Fig. S2 shows the temperature dependence of the average vibrational energy 〈HVib〉 for different positions of the
second electronic level, without electron-electron interactions U12 = U12 − 2λ1λ2/Ω = 0 (left panel of Fig. S2) and
with electron-electron interactions U12 = 5Ω (right panel of Fig. S2). If the second state is too high in energy (red
and blue lines), it has no effect. Once it approaches the bias window from above, resonant deexcitation processes
with respect to this level become active and suppress the overall level of vibrational energy [36, 37] and, consequently,
the thermal stabilization effect (cf. turquoise line). Once it approaches the first level or becomes located below, the
energy levels rise again and thermal stabilization is reestablished. These findings are very similar for both scenarios,
with or without electron-electron interactions.
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FIG. S2: Average vibrational energy 〈HVib〉 for our minimal model of a molecular junction as a function of temperature,
including a second electronic state that is located at a set of different energies ǫ2. The left/right panel shows results for
U12 = 0/U12 = 5Ω. These results have been obtained using BM and Φ = 2(ǫ1 + 3Ω/2) = 9Ω.
