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Abstract
We, by making use of elementary arguments, deduce integral representations of the Legendre chi function
χs(z) valid for |z| < 1 and Re s > 1. Our earlier established results on the integral representations for the
Riemann zeta function ζ(2n+ 1) and the Dirichlet beta function β(2n), n ∈ N , are a direct consequence of
these representations.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In what follows, we shall refer to the following series
χs(z) =
∞∑
k=0
z2k+1
(2k + 1)s
(|z| 1; Re s > 1) (1)
as the Legendre chi function χs(z). In the particular case when s = n = 2,3, . . . , it is usually
called Legendre’s chi function of order n (for details see [1, pp. 17–19] and [2, pp. 282–283]).
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pp. 762–763],
Lis(z) =
∞∑
k=1
zk
ks
(|z|<1; s ∈ C)
and, indeed, is trivially expressible in terms of the polylogarithm as
χs(z) = 12
(
Ls(z) − Ls(−z)
)
.
Adrien-Marie Legendre was first to study the chi function in his famous book “Exercices
de calcul integral” (1811) and he actually used φ to denote it. The present notation goes back
to Edward’s classical text “A Treatise on the Integral Calculus” (1889). A good review of the
theory of the Legendre chi function χn(z) of order n = 2,3,4, . . . is given by Lewin in his two
standard texts [1] and [2]. Berndt’s treatise can serve as an excellent introductory text on this (and
numerous related functions) and as an encyclopaedic source [4]. For newer results concerning
χs(z) we refer to Boersma and Dempsey [5] and Cvijovic´ and Klinowski [6].
Here, by making use of elementary arguments, we deduce new definite integral definitions of
the Legendre chi function. Our earlier established results [7, Theorem 1] on the integral repre-
sentations for the Riemann zeta function ζ(2n+1) and the Dirichlet beta function β(2n), n ∈ N ,
directly follow as corollaries of these representations.
2. Statement of the results
First, we need to introduce several definitions. The Riemann zeta function ζ(s) is defined by
[8, p. 807, Eqs. 23.2.1]
ζ(s) =
∞∑
k=1
1
ks
(Re s > 1) (2)
and can be continued meromorphically to the whole s-plane with a simple pole at s = 1.
The Dirichlet lambda and beta functions, λ(s) and β(s), are for Re s > 1 defined as (compare
with [8, p. 807, Eq. 23.2.20])
λ(s) =
∞∑
k=0
1
(2k + 1)s =
(
1 − 2−s)ζ(s) (3)
and
β(s) =
∞∑
k=0
(−1)k
(2k + 1)s (4)
(compare with [8, p. 807, Eq. 23.2.21]), respectively. It should be noted that there exists relation
between the Riemann zeta and the Dirichlet lambda functions.
It is convenient to consider the functions defined by means of the following series
S(s, x) =
∞∑ sin(2k + 1)x
(2k + 1)s (5)
k=0
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C(s, x) =
∞∑
k=0
cos(2k + 1)x
(2k + 1)s , (6)
where Re s > 1. We remark that the definitions of S(s, x) and C(s, x) ensure the convergence of
each of the series involved: both series converge uniformly for all real values of x when Re s > 1.
We also use the Euler polynomials of degree n in x, En(x), defined by means of the following
generating function [8, p. 804, Eq. 23.1.1]:
2tetx
et + 1 =
∞∑
n=0
En(x)
tn
n!
(|t | < π). (7)
Our results are as follows.
Theorem 1. Set δ = 1 and δ = 1/2. Assume that s and z are complex numbers, let χs(z) be the
Legendre chi function and let S(s, x) and C(s, x) be defined as in Eqs. (5) and (6), respectively.
If Re s > 1 and |z| < 1, then:
χs(z) = 1
δ
δ∫
0
S(s,πt)
2z(1 + z2) sin(πt)
1 − 2z2 cos(2πt) + z4 dt (8a)
and
χs(z) = 1
δ
δ∫
0
C(s,πt)
2z(1 − z2) cos(πt)
1 − 2z2 cos(2πt) + z4 dt. (8b)
Theorem 2. Assume that n is a positive integer, let χn(z) be the Legendre chi function and let
En(x) be the Euler polynomials of degree n in x given by Eq. (7). Then:
χ2n+1(z) = (−1)n 1
δ
π2n+1
4(2n)!
δ∫
0
E2n(t)
2z(1 + z2) sin(πt)
1 − 2z2 cos(2πt) + z4 dt, (9a)
χ2n(z) = (−1)n 1
δ
π2n
4(2n − 1)!
δ∫
0
E2n−1(t)
2z(1 − z2) cos(πt)
1 − 2z2 cos(2πt) + z4 dt, (9b)
where |z| < 1.
Corollary. Assume that n is a positive integer. Let λ(s) and β(s) be the Dirichlet lambda and
beta functions defined as in (3) and (4) respectively, and let En(x) be the Euler polynomials of
degree n in x given by Eq. (7). We then have:
λ(2n + 1) = (−1)n 1
δ
π2n+1
4(2n)!
δ∫
0
E2n(t) csc(πt) dt, (10a)
β(2n) = (−1)n 1
δ
π2n
4(2n − 1)!
δ∫
0
E2n−1(t) sec(πt) dt. (10b)
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[0, a], 0 < a < 1, have only removable singularities. This can be easily demonstrated by making
use of some basic properties of En(x).
Remark 2. In view of the relationship between the Riemann zeta function and the Dirichlet
lambda function (3) it is clear that the expression in (10a) could be rewritten as
ζ(2n + 1) = (−1)n 2
2n+1
(22n+1 − 1)
1
δ
π2n+1
4(2n)!
δ∫
0
E2n(t) csc(πt) dt,
thus giving the integral representation of the Riemann zeta function for odd-integers arguments.
Remark 3. We have failed to find in the literature our formulae given by Theorems 1 and 2. The
integral for β(2n) in (10b) when δ = 1 is well known [8, p. 807, Eq. 23.2.17] while the other
integrals in (10) were recently deduced [7, Theorem 1, p. 436].
3. Proof of the results
First of all, we need the following two elementary lemmas.
Lemma 1. Suppose that n is a positive integer and that α = 1 and α = 12 . Then the formulae
hold:
2απ∫
0
sin(nt)
2z sin t
1 − 2z cos t + z2 dt = 2απz
n, (11a)
2απ∫
0
cos(nt)
1 − z2
1 − 2z cos t + z2 dt = 2απz
n. (11b)
Proof. We first establish the case α = 1 in (11). Consider the integrals I1 and I2 given respec-
tively by
I1 =
2π∫
0
eint
2z sin t
1 − 2z cos t + z2 dt
=
2π∫
0
cos(nt)
2z sin t
1 − 2z cos t + z2 dt + i
2π∫
0
sin(nt)
2z sin t
1 − 2z cos t + z2 dt (12a)
and
I2 =
2π∫
0
eint
1 − z2
1 − 2z cos t + z2 dt
=
2π∫
cos(nt)
1 − z2
1 − 2z cos t + z2 dt + i
2π∫
sin(nt)
1 − z2
1 − 2z cos t + z2 dt. (12b)
0 0
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in the complex plane and calculus of residues. By setting
τ = eit , cos t = 1
2
(τ + 1/τ) and sin t = 1
2i
(τ − 1/τ),
where i2 = −1, we arrive at
I1 =
∮
|τ |=1
iτ n(τ 2 − 1)
(τ − z)(τ − 1/z)
dτ
iτ
=
∮
|τ |=1
τn−1(τ 2 − 1)
(τ − z)(τ − 1/z) dτ
= 2πi Resτ=z τ
n−1(τ 2 − 1)
(τ − z)(τ − 1/z) = 2πiz
n (13a)
and
I2 =
∮
|τ |=1
τn+1(z2 − 1)
z(τ − z)(τ − 1/z)
dτ
iτ
=
∮
|τ |=1
τn(z2 − 1)
iz(τ − z)(τ − 1/z) dτ
= 2πi Resτ=z τ
n(z2 − 1)
iz(τ − z)(τ − 1/z) = 2πi
(−izn)= 2πzn. (13b)
Combining (12) and (13) and equating the real and imaginary parts on both sides gives the
integrals in (11) where α = 1. Observe that in both integrals in (13) the contour is unit circle
and is traversed in the positive (counterclockwise) direction and the only singularities of the
integrands that lie inside the contour are at τ = z.
Next, regarding the case α = 12 in (10) it follows easily that it reduces to the above considered
case α = 1. Indeed, in light of the following well-known property [9, pp. 272–273, Eqs. 2.1.2.20
and 2.1.2.21]
2a∫
0
f (t) dt =
{0, f (2a − t) = −f (t),
2
∫ a
0 f (t) dt, f (2a − t) = f (t),
(14)
it suffices to verify that both integrands in (11) are such that
f (2π − t) = f (t).
This completes the proof of our lemma. 
Lemma 2. Assume that k is a nonnegative integer and that δ = 1 and δ = 12 . Then we have:
δπ∫
0
sin(2k + 1)t 2z(1 + z
2) sin t
1 − 2z2 cos(2t) + z4 dt = δπz
2k+1, (15a)
δπ∫
0
sin(2k + 1)t 2z(1 − z
2) cos t
1 − 2z2 cos(2t) + z4 dt = δπz
2k+1. (15b)
Proof. We use Lemma 1 and from (11a) we obtain
2απ
(
zn − (−z)n)=
2απ∫
sin(nt)
4z(1 + z2) sin t
1 − 2z2 cos(2t) + z4 dt,0
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2απz2k+1 =
2απ∫
0
sin(2k + 1)t 2z(1 + z
2) sin t
1 − 2z2 cos(2t) + z4 dt (16)
where α = 1 and α = 12 . However, this formula also holds true for α = 14 , and that can easily
be shown by appealing to the property in (14). The required formula (15a) follows at once by
substituting α = δ2 in (16).
Starting from (11b) the formula in (15b) is derived in precisely the same way. 
Proof of Theorem 1. We use Lemma 2 and from (15a) we have
z2k+1 = 1
δ
δ∫
0
sin(2k + 1)πt 2z(1 + z
2) sin(πt)
1 − 2z2 cos(2πt) + z4 dt, δ = 1,1/2; k = 1,2, . . . ,
so that
∞∑
k=0
z2k+1
(2k + 1)s =
1
δ
δ∫
0
∞∑
k=0
sin(2k + 1)πt
(2k + 1)s
2z(1 + z2) sin(πt)
1 − 2z2 cos(2πt) + z4 dt, Re s > 1. (17)
Now, we readily find the proposed integral formula in (8a) from the last expression by appealing
directly to the definitions of χs(z) in (1) and S(s, x) in (5). Observe that inverting the order of
summation and integration in (17) is justified by absolute convergence.
Starting from (15b) we obtain the formula in (8b) in the same manner. This completes our
proof. 
Proof of Theorem 2. First, recall the following Fourier expansions for the Euler polynomials
En(x) [8, p. 805, Eqs. 23.1.17]
E2n−1(x) = (−1)n 4(2n − 1)!
π2n
∞∑
k=0
cos(2k + 1)πx
(2k + 1)2n
where 0 x  1 for n = 1,2, . . . , and [8, p. 805, Eqs. 23.1.18]
E2n(x) = (−1)n 4(2n)!
π2n+1
∞∑
k=0
sin(2k + 1)πx
(2k + 1)2n+1
where 0 x  1 for n = 1,2, . . . and 0 < x < 1 for n = 0.
Next, in view of the definitions (5) and (6) the above expansions can be rewritten as
S(2n + 1,πx) = (−1)n π
2n+1
4(2n)!E2n(x), (18a)
where 0 x  1 for n = 1,2, . . . and 0 < x < 1 for n = 0, and
C(2n,πx) = (−1)n π
2n
4(2n − 1)!E2n−1(x), (18b)
where 0 x  1 for n = 1,2, . . . .
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lae (9). 
Proof of Corollary. First, observe that from the definition of χs(z) in (1) we have
χs(1) =
∞∑
k=0
1
(2k + 1)s = λ(s) =
(
1 − 2−s)ζ(s) (Re s > 1), (19a)
χs(i) =
∞∑
k=0
i2k+1
(2k + 1)s = i
∞∑
k=0
(−1)k
(2k + 1)s = iβ(s) (Re s > 1), (19b)
where ζ(s), λ(s) and β(s) are functions given respectively by (2), (3) and (4) and the symbol i
stands for the imaginary unit.
Secondly, it is not difficult to show that
lim
z→1
2z(1 + z2) sin(πt)
1 − 2z2 cos(2πt) + z4 = csc(πt) (20a)
and
lim
z→i
2z(1 − z2) cos(πt)
1 − 2z2 cos(2πt) + z4 = i sec(πt). (20b)
Finally, we deduce the integral formulae in (10) starting from (9) and by employing the ex-
pressions (19) and (20). 
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