77 sensory complete SCI to regain fine voluntary movement below the level of injury [6, 7] . In the 78 presence of EDS, patients were able to voluntarily control the force generated in specific muscle 79 groups in response to visual and auditory cues. After repeated training, stimulation thresholds to 80 produce voluntary motor activity decreased. Recently, EDS has been applied to the cervical 81 spine to improve hand function, which is less related to central pattern generation than 82 locomotion. These patients demonstrated up to a 300% increase in hand strength [8] .
83
The foregoing studies used multi-electrode epidural stimulation arrays spanning 2-3 122 for the mean and median estimates, and the correlation coefficient is greater. In addition, Table 1 123 compares the results using i) a neural network predictor trained alongside the dynamic weight 124 predictor, and ii) a support vector regression (SVR) predictor trained on the dynamically 125 weighted targets. From this comparison, training a new SVR predictor instead of using the 126 existing neural predictor yielded more accurate predictions.
127 144 using 30% less of training data (Fig 2a) . In other words, the active learning method reduced the 145 number of samples required to train the model by approximately 30% to achieve the same 146 prediction performance as the random sample selection. The performance of the active learning 147 approach was superior to the random sampling method, and this improved performance is 163 Previously, identifying stimulation parameters has been based on empirical testing and visual 164 observation. Given the inefficiency and time consuming nature of empirically testing every 165 combination of these variables, computational models have been pursued to predict the motor 166 responses produced by EDS based on the intensity and location of the stimulus [18] . We 167 addressed the inefficiency of prior approaches by developing a novel technique using machine 168 learning methods to predict the hand contraction force of a patient with chronic SCI based on 169 different EDS parameters. The accurate prediction of hand contraction force will reduce the 170 lengthy testing sessions needed to obtain stimulation settings empirically. This is the first study 171 to use such an approach in a patient with cervical SCI so far was we know.
172
In this study, the proposed dynamic weighting method was used to derive a target value 174 EDS. Dynamic weighting proved to be more accurate than using equally weighted averages. In 175 general, the dynamic weighting method can be applied to derive a single quantity when there are 176 several measurement samples available, which is useful when the traditional filtering and 177 averaging methods are not sufficient. We limited the active learning queries to a pool of samples 178 that were generated during subject testing before -this was not an exhaustive set of all possible 179 stimulation combinations, but did represent the available dataset from this patient. However, the 180 algorithm could be allowed in future applications to query the entire space of stimulation 181 variables that is reasonable to obtain based on hardware limitations and patient comfort. The 182 committee-based active learning method that we described increased learning efficiency, which 183 can reduce the number of clinical experiments necessary to identify optimal stimulation 184 configurations.
185
The SVR model produced more accurate predictions of motor function than a neural 186 network. However, it should be mentioned that in other possible applications of the proposed 187 dynamic weighting method, using the jointly trained neural predictor with enough training data 188 might be a reasonable option. In order to limit the number of experiments required to obtain 189 training data, an active learning method similar to the one that we described can be used. This 190 approach used 30% less data than the random sampling method and yielded similar accuracy, 191 which may translate into a genuine saving of time and discomfort for each patient.
192
The current study has some limitations. Training the model was limited to 237 samples 193 from the subject. Using a larger number of samples would have improved the training of our 194 deep learning model and made it more generalizable. However, given that this is a novel 195 application and with only two cervical SCI patients implanted to date that we are aware of, this 196 study may be timely for future implantations. In this study, we only addressed hand contraction 197 because we had a reliable method for quantifying this. There are a variety of other movements 198 necessary to achieve meaningful hand function, however, and simultaneously optimizing these 199 and other outcome variables during EDS treatment may require modification of our technique.
200 Our approach can likely be applied in a similar manner to the lumbosacral spine as well in order 201 to predict walking ability in response to EDS.
202

Materials and methods
Ethics statement
204
The study and the experimental protocols were approved by the UCLA Institutional 
212
A 32-contact paddle (Coverage X32, Boston Scientific Corporation) was implanted in the 213 dorsal aspect of the cervical spine (Fig 3) . In this study, the paddle contacts in each row were 214 stimulated together. We explored stimulation frequencies of 5, 30, 60 and 90 Hz and intensities 215 between 1 mA to 6 mA. 
218
The data used in this study consisted of 29 different experimental sessions (each session 219 on a separate day) that were conducted over a 15-week period. Prior to each session, 243 proposed weighting method. A feature vector, a combination of location, intensity, and 244 frequency, defined the stimulation configuration during each particular experiment.
Fig 4. Score calculation in a single EMG portion.
246 The markers show that it is unreliable simply to use the peak value, and the results are improved 247 using the proposed method.
248 Preprocessing 255 signals were normalized using unity-based normalization (i.e., scaling values to the range of zero 256 and one). The synchronization signal was used to split the EMG signal to three portions, each 257 corresponding to the EMG signal during a single trial (Fig 6) . For each portion, the median 258 amplitude among the 5% of maximum amplitudes was calculated as the score of that trial. The 259 logic behind selecting the median amplitude among the 5% of maximum amplitudes, instead of 260 simply using the peak value, is that the median value significantly increases the robustness of 261 score calculation in the presence of noise and unwanted effects on the EMG signal. The 262 maximum value may be an outlier and not be a good representative of the 'true' maximum value 263 of the signal. As shown in Fig 4, simply using the peak value results in inaccurate score 264 measurements due to the noise and artifacts affecting the EMG signal.
265 
268
After calculating the scores associated with each experiment within a session, the final 269 scores for each stimulation experiment were calculated using the following formula.
270
(1) = -271 Where Score baseline is the score before applying any stimulation, and Score stim is the score during 272 stimulation. The final score is the percentage of variation between the stimulation score and the 273 baseline score obtained during each test session.
Calculation of target values
275
Three scores were available for each experiment corresponding to each trial. We 276 calculated a single target score (the aggregated value using a weighted average of the scores for 277 each signal portion where a score for each signal portion is the median of the top 5% of the 278 highest EMG amplitudes) from these scores as the outcome of each experiment. The simplest 279 approach would have been to average these values [20] ; however, many scores were 280 contaminated by noise and some could have been limited by subject effort. Accordingly, using a 281 simple average or median of scores may not be an accurate measure of the real expected target 282 values. The problem becomes more complicated considering that, within each experiment, the 283 subject was less fatigued in the first trial compared to the following two. Therefore, we used a 284 weighted average to calculate the target values, and the weights were determined using a 285 predictor model that dynamically predicted the appropriate weights for each trial score. We 286 created two neural networks in which one network was used as an outcome predictor, and the 287 other one was used as a weight predictor, and we trained them jointly. The first neural network 288 was responsible for predicting the stimulation outcome, and the second one was responsible for 289 predicting the weights that were applied to each trial score in the calculation of the target value. 293 The network can be separated into (a) the outcome predictor, (b) the dynamic weight predictor, 294 and (c) the weighted average calculator. In this figure, F, I, and L correspond to the stimulation 295 parameters frequency, intensity, and location, respectively. NS1, NS2 and NS3 are the three 296 recorded scores (the median of the top 5% of the highest of EMG amplitudes) normalized by 297 their mean value for a given stimulation configuration. Target value is an aggregated value of 298 these scores (not normalized) using the proposed dynamic weighted average of the scores.
299
In order to direct the network to learn from relative sample values rather than absolute 300 values, the score values normalized by their median values (NS1, NS2, and NS3 in Fig 7) were 301 used as inputs for the weight predictor. The last layer of the weight predictor is a softmax layer, 302 which guarantees that the predicted weights are always positive and sum to one.
303
After multiplying the score values (the median of the top 5% of the highest EMG 304 amplitudes) with these predicted weights, we estimated the target value, which is the weighted 305 average of the scores (see the dotted part (c) of Fig 7) . The softmax layer played a significant 306 role in the training of the whole network and ensured that the weights are positive and sum to 307 one. In the absence of this softmax layer, the network would have chosen an arbitrary set of 308 weights leading to an incorrect target value not indicating the weighted average of the scores. To 309 train the network we used TensorFlow, an open-source numerical computation library developed 310 for dataflow programming that is commonly used to train neural networks [21] . The proposed 311 dynamic weight predictor can theoretically work for any kind of neural network including deep 335 and at less cost. In the current study, however, we had already collected a reasonable number of 336 samples, so we simulated the active learning by starting with a small, randomly selected portion 337 from all training samples and considered the remaining samples unlabeled. In other words, we 338 created an unlabeled pool (while we actually knew the true labels), and only included these 339 samples in the training once queried by the active learner. A committee of eight SVR models 340 was trained using bootstrap aggregating, each time selecting 90% of training data randomly with 341 replacement. Afterwards, the variance of committee member predictions was used to find 342 samples (or, configurations) with the highest disagreement or equivalently highest variance 343 values. Finally, the sample with the highest disagreement was selected as the next sample to be 344 explored.
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