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ABSTRACT
Real-time nonlinear Bayesian filtering algorithms are over-
whelmed by data volume, velocity and increasing complex-
ity of computational models. In this paper, we propose a
novel ensemble based nonlinear Bayesian filtering approach
which only requires a small number of simulations and can
be applied to high-dimensional systems in the presence of in-
tractable likelihood functions. The proposed approach uses
linear latent projections to estimate the joint probability dis-
tribution between states, parameters, and observables using
a mixture of Gaussian components generated by the recon-
struction error for each ensemble member. Since it lever-
ages the computational machinery behind linear latent vari-
able models, it can achieve fast implementations without the
need to compute high-dimensional sample covariance matri-
ces. The performance of the proposed approach is compared
with the performance of ensemble Kalman filter on a high-
dimensional Lorenz nonlinear dynamical system.
Index Terms— dimensionality reduction, multi-view
model, model error, intractable likelihood, Gaussian mixture
1. INTRODUCTION
Bayesian filtering is concerned with obtaining the posterior
distribution of quantities of interest (QoI) such as state vari-
ables of a dynamical systems as well as unknown parame-
ters in computational models using observational data. Its ap-
plicability ranges from data assimilation with applications in
weather forecasting [1] to training recurrent neural networks
for computer vision applications [2]. For a linear system, un-
der the assumption of Gaussian probability distributions, the
problem of estimating the states of the system has an exact
closed-form solution given by the Kalman filter [3]. If the
probability distributions are non-Gaussian or the system is
nonlinear, in general no closed-form solutions are available.
Among the most frequently cited approximate nonlinear fil-
ters are the extended Kalman filter (EKF) [4], the unscented
∗This material is based upon work supported by NIFA under Grand No.
2017-67017-26167
Kalman filter (UKF) [5, 6, 7], the ensemble Kalman filter
(EnKF) [8], and the particle filter (PF) [9].
Both EKF and UKF provide Gaussian approximations
to the posterior distributions. In addition, the EKF suffers
from poor approximations for high nonlinear systems due
to its reliance on model linearization, and the number of
samples/sigma points in UKF scales linearly with the num-
ber of QoIs. On the other hand EnKF is a reduced rank
sampling filter which propagates the uncertainty through the
system nonlinearities and updates a relatively small ensem-
ble of samples. Due to its simplicity in both theory and
implementation, EnKF has been widely used, especially in
meteorology [10, 11] where high dimensional data assimila-
tion is performed. Nonetheless, EnKFs have been shown to
be sensitive to the violation of the Gaussian assumption [12].
The particle filter uses a Monte Carlo sampling approach
by propagating and updating a number of particles without the
assumption of Gaussian statistics. Compared with Kalman
filter variations, particle filter works with any arbitrary prior
distributions and is capable to capture multimodal posterior
distributions. However, particle filter has mostly been applied
to low dimensional problems. To cope with high dimensional
problems, variations of particle filter have been developed.
One class is multiple particle filter [13, 14, 15]. Multiple par-
ticle filter uses standard particle filters to update state vari-
ables in subspaces. In this way high dimensional filtering is
converted to a number of easier lower dimensional problems
that require a smaller number of particles. However, problems
arise by ignoring when states are coupled in the observation
model or when only partial states are observed.
Often, general formulations that exploit the structure
of physics-based models by using internal discrepancies to
capture structural errors yield intractable likelihood func-
tions [16]. In fact, in many cases, as compared with the
most common additive observational noise, the distribution
of observational noise is unknown and embedded into the
nonlinear observational model which yields an intractable
likelihood function. These make particle filter unsuitable as
it relies on the evaluation of the likelihood function.
We propose a novel Bayesian filtering approach which
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only requires a small number of samples even in high di-
mensional systems. The proposed approach uses linear latent
projections to approximate the non-Gaussian joint probabil-
ity distribution between states, parameters, and observables
using a mixture of Gaussian components generated by the re-
construction error for each ensemble member. The method is
performed without evaluating the likelihood of observations,
thus it can be applied to filtering problems in which the like-
lihood function is intractable.
The rest of paper is organized as follows. The proposed
nonlinear filter is detailed in Section 2. The method is not
restricted to a particular type of linear latent models and sev-
eral options are provided. In Section 3, two numerical exper-
iments are performed to assess its performance as compared
with EnKF on several different scenarios. Conclusions are
provided in Section 4.
2. METHODOLOGY
Consider the following general parameterized nonlinear dy-
namical system perturbed by process noise wk, measurement
noise vk and uncertain initial conditions. Given a set of mea-
surements, the goal is to infer the state of the system and pa-
rameters to improve model predictions and as a result decision
making under uncertainty.
xk+1 = f(xk,θ,wk) (1)
dk = h(xk,θ,vk) (2)
x0 ∼ p(x0) (3)
Given a set of observation Dk = {d˜i|1 ≤ i ≤ k},
Bayesian filtering is the problem of finding the joint proba-
bility density function (pdf) of the states xk and parameters θ
conditioned on all the observations up to and including cur-
rent time tk, p(xk,θ |Dk).
Here, we tackle Bayesian filtering from a different angle.
Instead of relying on Eq. (2) to calculate the likelihood, we
operate on the joint distribution of xk, θ and dk directly.
For simplicity, in the followings, all the quantities of interest
(QoIs) at any time k will be denoted by qk.
qk = [xk,θ]
T (4)
Furthermore, qk+1|k is obtained through Eq. (1) after observ-
ing Dk but before d˜k+1. Thus p(xk+1, θ |Dk) can be written
as p(qk+1|k). Similarly, dk+1|k is obtained by propagating
qk+1|k through Eq. (2).
The proposed EnLLVM is a sampling based approach,
where N samples from the QoI prior distribution p(q0)
are propagated through the nonlinear system and updated
at every time step. While the propagation of samples is
straightforward, the update requires first to obtain a Gaussian
mixture approximation of the predictive joint distribution
p(qk+1|k,dk+1|k) based on the reconstruction error of a lin-
ear latent variable model (LLVM), see Figure 1. Second, the
posterior distribution of the QoIs is obtained analytically as
a Gaussian mixture by conditioning the newly approximated
joint pdf with the observational data.
Fig. 1. Linear latent variable model construction
EnLLVM: Gaussian mixture approximation. The lin-
ear latent variable model is shown in Eq. (5)-(6). Wq and
Wd are the QoI and observable coefficient matrices, z is the
latent variable, µq and µd are the QoI and observable bias,
and ηq and ηd are the noise variables for the QoI and observ-
able. Assume qk+1|k and dk+1|k have a dimensionality of
Hq and Hd respectively, and denote the dimensionality of the
joint space as H = Hq + Hd. Let M be the dimensionality
of latent variable z, where M is much smaller than H .
qk+1|k = Wqz + µq + ηq (5)
dk+1|k = Wdz + µd + ηd (6)
z ∼ N (0, IM×M )
ηq ∼ N (0,Ψq)
ηd ∼ N (0,Ψd)
The parameters of the LLVM can be obtained via maxi-
mum likelihood estimation [17] from the samples propagated
through the nonlinear system, {qik+1|k,dik+1|k}i=1...N . We
may restrict the structure of the parameters, such that the
latent space will preserve certain properties of the original
data set. This will lead to different linear latent variable
models: (PPCA) probabilistic principal component analysis
where blkdiag(Ψq,Ψd) = σ2IH×H , (FA) factor analysis
where blkdiag(Ψq,Ψd) = diag(σ21 . . . σ
2
H), and (PCCA)
probabilistic canonical correlation analysis where Ψq,Ψd
have off-diagonal elements [18].
Using the above LLVM, the Gaussian mixture approx-
imation of the predicted joint distribution is obtained in
the following way. For each sample {qik+1|k,dik+1|k} of
p(qk+1|k,dk+1|k), we project it into the latent space where
there is a corresponding latent variable zi which follows a
Gaussian distribution:
zi ∼ N (E[z|qik+1|k,dik+1|k],Cov[z|qik+1|k,dik+1|k])
Projecting the Gaussian latent distribution back we obtain a
Gaussian distribution in the original space corresponding to
the reconstruction error of the above ith sample. Then, the
joint pdf p(qk+1|k,dk+1|k) can be approximated by combin-
ing all the Gaussian reconstructions corresponding to the orig-
inal samples, which results in a Gaussian mixture provided by
the EnLLVM, Eq. (7), see also Figure 2.
pˆen(qk+1|k,dk+1|k) =
1
N
N∑
i=1
N (µi,Σi) (7)
µi = WE[z|qik+1|k,dik+1|k] + µ (8)
Σi = WCov[z|qik+1|k,dik+1|k]WT + Ψ (9)
Here, the LLVM parameters are W = [WTq ,W
T
d ]
T , Ψ =
blkdiag(Ψq,Ψd), and the overall Gaussian approximation of
LLVM is given by µ = [µTq ,µ
T
d ]
T and Σ = WWT + Ψ.
The mean and covariance of the Gaussian distribution corre-
sponding to the ith latent variable are given by:
E[z|qik+1|k,dik+1|k] = WTΣ−1([qik+1|k,dik+1|k]T − µ) (10)
Cov[z|qik+1|k,dik+1|k] = IM×M −WTΣ−1W . (11)
Computationally, we assume that the H  N  M ,
where H is the dimensionality of the joint space, N the num-
ber of samples, and M the dimensionality of the latent space.
Since we can leverage the entire computational machinery
of the LLVM, different implementations will yield different
computational costs. Nonetheless, expectation maximization
(EM) and its variants are preferred. Every iteration of EM will
result in O(HNM), and online EM can process one sample
at a time, which is preferred when both H and N are large
and samples may require different run times (e.g. different
parameter values may increase the stiffness of a system).
Fig. 2. EnLLVM: Gaussian mixture approximation
Lemma. EnLLVM provides the same estimate for the
mean and covariance of the samples as LLVM, while it cap-
tures higher order statistics as compared with LLVM.
Een[qk+1|k,dk+1|k] = µ (12)
Coven[qk+1|k,dk+1|k] = Σ (13)
EnLLVM: Bayesian update. Given the observation data
d˜k+1 and the Gaussian mixture approximation in Eq.7, the
QoI posterior approximation is easily obtained via condition-
ing of the joint and results in the following Gaussian mixture.
pˆen(qk+1|k+1) =
N∑
i=1
wiN (µi,Σi) (14)
µi = WqE[zi|d˜k+1] + µq (15)
Σi = WqCov[zi|d˜k+1]WTq + Ψq . (16)
Each Gaussian component is assigned with a weight, wi,
which is calculated according to the corresponding likelihood
under the Gaussian mixture approximation. The mean and
covariance matrix of zi given d˜k+1 are as follows.
E[zi|d˜k+1] = Cov[zi|d˜k+1](WTΨ−1d (d˜k+1 − µd) (17)
+Cov[z|qik+1|k,dik+1|k]−1E[z|qik+1|k,dik+1|k])
Cov[zi|d˜k+1] = (Cov[z|qik+1|k,dik+1|k]−1 + WTd Ψ−1d Wd)−1
EnLLVM: Noise inflation. To avoid component degen-
eracy and accommodate for potential model error, noise infla-
tion is performed. We introduce a new hyperparameter α in
the distribution of the data noise ηd:
ηd ∼ N (0, αΨd) (18)
Here, α is obtained via maximum likelihood:
α∗ = argα maxN (d˜k+1;µd,WdWTd + αΨd) (19)
=
1
H
tr(ΨEd Ψ
−1
d ) (20)
If α∗ > 1, the noise in Eq. (6) will be inflated, which will
lead to larger uncertainty in the latent variable. This uncer-
tainty will eventually be reflected in the uncertainty of QoIs
through Eq. (5). This means the model error will be absorbed
in the uncertainty of QoIs, which provides a way to investi-
gate model error and develop models.
3. NUMERICAL RESULTS
3.1. Example 1 - Lorenz 63
The Lorenz 63 is a three dimensional system and it is used
here to show that EnLLVM can capture non-Gaussian distri-
butions [19, 20].
dx1/dt = −cx1 + cx2 (21)
dx2/dt = −x1x3 + rx1 − y2 (22)
dx3/dt = x1x2 − bx3 (23)
Here c = 10, b = 83 and r = 28. The discrete measurement
model is given in Eq. (24)
dk =
√
x1(tk)2 + x2(tk)2 + x3(tk)2 + υk, υk ∼ N (0, 1) (24)
The state prior distribution is set to:
p(x(t0)) ∼ 0.5N ([−0.2,−0.2, 8]T ,
√
0.35I3)+0.5N ([0.2, 0.2, 8]T ,
√
0.35I3)
(25)
The total simulation time is 4sec and the system is discretized
with a time step ∆t = 0.1sec. Synthetic measurements are
generated by randomly selected initial states from Eq. (25)
and propagated through Eq. (24). States are updated every 4
time steps.
The joint space of states and observations have a dimen-
sionality of four, and in this simulation, we use two compo-
nents for PPCA and 30 samples for Bayesian update. Fig. 3
shows the posterior distribution of states after each update.
The horizontal lines indicate the true states. As we can see,
EnPPCA is capable to capture the true states and the bimodal
distribution of the states.
Fig. 3. Posterior distribution of states in Lorenz 63 system
after each update.
3.2. Example 2 - Lorenz 96
In this example, EnPPCA and EnKF will be applied to track
the states of Lorenz 96, a 40 dimensional nonlinear system
and commonly used in benchmark studies.
dxj(t)/dt = (xj+1 − xj−2)xj−1 − xj + 8, j = 1 . . . 40 , (26)
where x0 = x40, x−1 = x39, and x41 = x1. The system
is discretized with a time step of ∆t = 0.001sec. The prior
is given by N (0, 1) and the observation model provides an
incomplete observation of the state of the system at every
∆t = 0.1sec. Besides the linear measurement model, two dif-
ferent nonlinear measurement models are also used. Another
important scenario is the presence of model error. As previ-
ously discussed, EnPPCA has the property to absorb potential
model error and to reflect it in the posterior distribution of the
QoI. Here, four different models are used to generate the ob-
servational data and they only differ in the constant forcing.
The joint space between the QoIs (states of the system)
and the observable has dimensionality of 60. For this study, 5
components are used for EnPPCA, which means the dimen-
sionality of the latent space is 5. Here, we use 30 samples
to track the states of the system. Root mean square error
(RMSE) is used as the metric to measure the predictability of
EnPPCA and EnKF. RMSE is calculated between the mean
of posterior samples and the true state value. Table. 1 shows
Table 1. EnKF vs EnPPCA: RMSE statistics of 100 trials
Model Error EnKF EnPPCAMean STD Mean STD
Linear Measurement Model
No err. 2.71 0.61 2.92 0.23
M1: 9 3.71 0.63 2.99 0.23
M2: 10 4.63 0.71 3.07 0.22
M3: 11 5.31 0.81 3.18 0.21
M4: 12 5.9 0.84 3.27 0.20
Nonlinear Measurement Model (I)
No err. 1.87 0.53 2.85 0.26
M1: 9 3.3 0.63 2.91 0.22
M2: 10 4.37 0.47 3.02 0.21
M3: 11 5.01 0.44 3.17 0.17
M4: 12 5.51 0.49 3.32 0.17
Nonlinear Measurement Model (II)
No err. 2.87 0.76 2.84 0.24
M1: 9 3.78 0.75 2.94 0.22
M2: 10 4.78 0.56 3.03 0.20
M3: 11 5.43 0.53 3.16 0.19
M4: 12 6.1 0.55 3.37 0.17
the RMSE statistics of 100 trials. If no model error exists,
the performance of EnKF is comparable with or better than
EnPPCA in average RMSE for all three measurement models,
otherwise the performance of EnLLVM is statistically signif-
icant better than EnKF as the model error increases.
Data generation process:
M1 : dxj(t)/dt = (xj+1 − xj−2)xj−1 − xj + 9
M2 : dxj(t)/dt = (xj+1 − xj−2)xj−1 − xj + 10
M3 : dxj(t)/dt = (xj+1 − xj−2)xj−1 − xj + 11
M4 : dxj(t)/dt = (xj+1 − xj−2)xj−1 − xj + 12
Linear measurement model:
dj(t) = x2j−1(t) + vj(t), vj(t) ∼ N (0, I20)
Nonlinear measurement models:
(I) : dj(t) = x2j−1(t)x2j(t) + vj(t), vj(t) ∼ N (0, I20)
(II) : dj(t) = x2j−1(t)2 + vj(t), vj(t) ∼ N (0, I20)
4. CONCLUSIONS
A general and fast computational framework is developed for
nonlinear filtering of high dimensional nonlinear dynamical
systems. This is achieved by developing a robust probabilis-
tic model to approximate the Bayesian inference problem and
obtain samples from high dimensional posterior distributions.
In addition, the proposed approach addresses one of the main
challenges in uncertainty quantification, namely dealing with
modeling errors and their effect on inference and prediction.
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