In this article we prove the existence of solutions to the singular coagulation equation with multifragmentation. We use weighted L 1 -spaces to deal with the singularities and to obtain regular solutions. The Smoluchowski kernel is covered by our proof. The weak L 1 compactness methods are applied to suitably chosen approximating equations as a base of our proof. A more restrictive uniqueness result is also given.
Introduction
The coagulation process describes the kinetics of particle growth where particles can coagulate to form larger particles via binary interaction. On the other side, the fragmentation process describes how particles break into two or more fragments. Examples of these processes can be found e.g. in astrophysics, polymer science [24] , and cloud physics [18, Chapter 15] .
The dynamic of the coagulation-fragmentation process is described by the integro-differential equation 
with initial condition u(x, 0) = u 0 (x) ≥ 0 a.e.
where the non-negative variables x and t represent the size of the particles and time respectively. The values u(x, t) denote the number density of particles with size x at time t. The rate at which particles of size x coalesce with particles of size y is represented by the coagulation kernel K(x, y). The rate at which particules of size x are selected to break is determined by the selection function S(x). The breakage function b(x, y) gives the number of particules of size x produced when a particule of size y breaks up. The equation (1) 
or vice versa. The breakage function is assumed here to have the following properties y 0 xb(x, y)dx = y for all y > 0,
which is the conservation of mass and y 0 b(x, y)dx = N < ∞ for all y > 0, b(x, y) = 0 for x > y,
where the parameter N represents the number of particles produced in fragmentation events. In this paper N is assumed to be finite and independent of y. Equation (4) allows the system to conserve the total mass during the fragmentation events. It states that the total mass of the fragments is equal to the mass y of the particle that breaks. The existence and uniqueness of solutions to the coagulation-fragmentation equation has already been the subject of several papers. The case of multifragmentation, that is, when the particules can break into two or more parts, has also been studied, see e.g. [12] , [15] , [16] , and [22] . For more recent result see e.g. [2] , [3] , [9] and [10] . Giri et al. [9] studied the coagulation kernels of the form K(x, y) = φ(x)φ(y) for some sublinear function φ under the growth restriction φ(x) ≤ (1 + x) µ for 0 ≤ µ < 1, and the selection function S(x) is there also considered under the same growth assumption. In [10] , Giri et al. proved the existence of solutions to the coagulation equation with multifragmentation for a more general fragmentation kernel, in order to cover the fragmentation kernel Γ(y, x) = (α + 2)x α y γ−(α+1) getting a result for α > −1 and γ ∈]0, α + 2[. The existence proofs in [10] and [9] are based on the well known basic method by Stewart [20] , where the solution is obtained through the convergence of the solutions to a sequence of truncated problems. In [10] the uniqueness of the solutions was not studied. In [2] Banasiak and Lamb proved the existence and uniqueness of solutions to the coagulation-fragmentation equation when K(x, y) ∈ L ∞ (R + × R + ) while in [3] the authors proved existence and uniqueness of classical solutions for the class of coagulation kernels
where a is the fragmentation rate, k > 0, and 0 ≤ α < 1.
To our knowledge there is just one result concerning the coagulation mutlifragmentation equation with singular coagulation kernels. Cañizo Rincón [4] proved the existence of L ∞ [0, T [, M 1 solutions in the distribution sense for the coagulation kernels a(y, y ) such that
, and where M 1 is the space of measures µ on (0, ∞) with first bounded moment, see [4, Section 3.2] or [4, page 59 ]. His result is resticted to the kernels with order α and β in y and y respectively, and being α = β. The singularity is restricted to the case σ ∈]0, 1/2[ translated into our terms. The result from [4] leaves out, for example, the cases of the Smoluchowski and the equi-partition of kinetic energy kernels. The uniqueness of the solutions was not studied in [4] . In the present article, our aim is to prove the existence and uniqueness of solutions to the coagulation equation with multifragmentation with singular coagulation kernels
giving in this way an existence and uniqueness result for the case of the important Smoluchowki coagulation kernel
for Brownian motion, see Smoluchowski [19] . The equi-partition of kinetic energy (EKE) kernel
is also covered by our analysis. We are giving a more general result than Cañizo Rincón [4] since we do not restrict our kernel to an specific order. We allow α to be equal β, the singularity can be as big as it is wished, and we obtain regular solutions in the space
Our existence result is based on the proof of Stewart [20] . We extend the methods we developed in [6] for singular kernels in the pure coagulation problem.
For our existence and uniqueness result we consider the class of fragmentation kernels
, and a constant C
and such that, there exist q > 1 and
From (3) and (7) we have that S(y) ≤ y θ . The case S(y) = y θ with θ > 0 was considered in [14] , where McGuinness et al. studied the pure fragmentation equation with singular initial conditions. The selection function S(y) = y θ has also been studied in [11] , [13] , and [25] . In [26] it has been considered for θ = 0. The class of frangmentation kernels (7) holding (8) and (9) includes the kernel Γ(y, x) = (α + 2)x α y γ−(α+1)
for α > 2σ + − 1 and γ ∈]0, 1[ with 0 < < θ. This kernel was studied by Giri et al. [10] , where they proved the existence of weak solutions to the coagulation equation with multifragmentation, but with nonsingular coagulation kernels. In order to study the existence of solutions of (1)- (2), we define for some given σ ≥ 0 the space Y to be the following Banach space with norm
That Y is a Banach space is easily seen. We also write
and set
Now we define a weak solution to problem (1)-(2) in the same way as Stewart [20] :
In the next sections we make use of the following hypotheses
, and
In the rest of the paper we consider κ = 1 for the simplicity.
We study the uniqueness of the solutions to (1)- (2) under the following further hypotheses
The restriction λ − σ ∈ [0, 1/2] in (H3') limits our uniqueness result to a subset of the kernels of the class defined in (H3), namely to the ones for which λ − σ ∈ [0, 1/2] holds. The restriction θ ≤ λ − σ in (H4') limits our uniqueness result to a more restricted class of fragmentation kernels.
We introduce now some easily derived inequalities that will be used throughout the paper. The proof of these inequalities can be found in Giri [8] . For any x, y > 0
The paper is organized as follows. In Section 2 we define the sequence of truncated problems and prove in Theorem 2.1 the existence and uniqueness of solutions to them. We extract a weakly convergent subsequence in L 1 from a sequence of unique solutions for truncated equations to (1)- (2). In Section 3 we show that the solution of (1) is actually the limit function obtained from the weakly convergent subsequence of solutions of the truncated problem. In Section 4 we prove the uniqueness, based on the method of Stewart [21] , of the solutions to (1)-(2) for a modification of the classes (6) and (7) of coagulation and fragmentation kernels respectively. We obtain uniqueness for some kernels which are not covered by the existence result.
The Truncated Problem
We prove the existence of a solution to the problem (1)-(2) by taking the limit of the sequence of solutions of the equations given by replacing the kernel K(x, y) and the selection function S(x) by their respective 'cut-off' kernel K n (x, y) and S n (x) for any given n ∈ N
For the defined kernels the resulting equations are written as
with the truncated initial data
where u n denotes the solution of the problem (15)- (16) 
The proof of Theorem 2.1 follows proceeding as in [20, Theorem 3.1].
Properties of the solutions of the truncated problem
Lemma 2.2 Let u n a solution of the truncated problem (15)- (16) . Then for α ≥ 0 and n = 1, 2, . . . we obtain the inequality
Proof. Multiplying equation (15) by x −α and integrating w.r.t x from 0 to n, changing the order of integration, then a change of variable x − y = z, and again re-changing the order of integration while replacing z by x gives
Using the fact that x −σ is a sublinear function and therefore (x + y)
which complete the proof of the theorem. In the rest of the paper we consider for each u n their zero extension on R, i.e.
For clarity we drop the notation· for the remainder of the paper.
Lemma 2.3
Assume that (H1)-(H6) hold. We take u n to be the non-negative zero extension of the solution to the truncated problem found in Theorem 2.1. Fix T > 0 and let us define
Then the following are true:
(ii) Given > 0 there exists an R > 1 such that for all
(iii) Given > 0 there exists a δ > 0 such that for all n = 2, 3, . . . and t ∈ [0, T ]
where µ(·) denotes the Lebesgue measure.
Proof. Property (i) Computing the term with the weight x −2σ using Lemma 2.2 for α = 2σ and using (H5) we get
From this inequality we find as above that
Now, since 1 ≤ x + x −2σ , by the mass conservation property (17) and by (20) we obtain
Property (ii) Choose > 0 and let R > 1 be such that R > 2 u0 Y . Then using (17) we get
Property (iii) Let χ A denote the characteristic function of a set A and set
Let us define for all n = 1, 2, 3, . . . and t ∈ [0, T ] using property (i)
In the rest of the paper we drop the argument r from f n for simplicity. We take t = 0 in the definition of f n and observe that u n (x, 0) ≤ u 0 (x) pointwise almost everywhere. Then by the absolute continuity of the Lebesgue integral, we have that
Now we multiply (15) by (1 + x −σ )χ A (x). This we integrate from 0 to t w.r.t. s and over [0, r[ w.r.t. x. Using the non-negativity of each u n we obtain
Let us denote I 21 and I 22 the first and the second integral terms on the right hand side of (24) respectively. By changing variables as we did in (18) in I 21 we get
By using (H3) for K(x, y), then taking 1 + (x + y) −σ ≤ 1 + y −σ and x −σ ≤ 1 + x −σ we have
By using the definition (21) of κ(r) we obtain the following estimates for I 21
by using the definition of f n and property (i) we have
Working now with the integral term I 22 we have using (H4) that
Then by hypotheses (H6) we find
Using the estimates of I 21 (t) and I 22 (t) in (24) we have by taking the supremum over all A such that
By using Gronwall's inequality, see e.g. Walter [23, page 361], we get
Since f n (δ, 0) → 0 as δ → 0 (26) implies that 
Lemma 2.3(iii) is then a consequence of (27) and Lemma 2.3(i). This completes the proof of Lemma 2.3. Let us define
v n (x, t) = x −σ u n (x, t
Equicontinuity in time
Lemma 2.4 Assume that Hypotheses 1.1 hold. Take u n now to be the sequence of extended solutions to the truncated problems (15)- (16) found in Theorem 2.1 and v n (x, t) = x −σ u n (x, t). Then there exists a subsequences u n k (t) and v n l (t) of u n (t) n∈N and v n (t) n∈N respectively such that 
Let us define the function ω(x, t) := u n (x, t)x −β for β = 0 or β = σ. Note that for β = 0 and β = σ it becames u n (x, t) and v n (x, t) respectively. Using Lemma 2.3, for each n, we get using a > 1 chosen to satisfy (28)
By using (15) , (28), (29), for t ≥ s we obtain
A change of variables in the first integral gives
Taking y = 0 in the term (x + y) −β we find that
By using the definition of K n (x, y), Lemma 2.3(i), and the fact that β just take the values 0 and σ we have
In order to estimate the second term, we define
Then, by using inequalities (11) and (12) for p = λ and Lemma 2.3(i), working as in (32), we find that
Now changing the order of integration in I 43 (τ ) we have
We can see that, by using (H5) and (5) 
and for β = 0
Then, from (35) and (36) we can conclude that
By using (37) and (H4), I 43 (τ ) can be estimated by
Using (H4) and Lemma 2.3(i) we obtain
which together with (32), (34) and (38) brings (31) to
whenever (t − s) < δ for some δ > 0 sufficiently small. The argument given above similarly holds for s < t. Hence (40) holds for all n and |t − s| < δ. Then the sequence ω n (t) n∈N is time equicontinuous in 
Then taking β = 0 and β = σ we can conclude that there exist subsequence u
3 Existence Theorem
Convergence of the integrals
In order to show that the limit function which we obtained above is indeed a solution to (1)- (2), we define the operators
The proof of case i = 1 is analogous to the proof of the W 1 case in Stewart [20, Lemma 4 .1] by taking
For every > 0 and C 1 defined by (33) we can choose η large enough, due to the negative exponents, such that for L, Q from our assumptions
Redefining the operator h for u ∈ Y + and x ∈ [0, a] by
We can now follow the lines of the of the proof of the W 2 case in Stewart [20, Lemma 4 .1] to get the proof of case i = 2. Case i = 3, 4 can be proved analogously as in Giri et al. [10, Lemma 2.2] . Then the proof of Lemma 3.1 is complete. 
The existence result
From Lemma 2.4 and Lemma 3.1 for each s ∈ [0, t] we have
Also, for s ∈ [0, t], using Lemma 2.3(i) and u Y ≤ 2L(T ) we find that
Then, by (43), the dominated convergence theorem, and Fubini's Theorem we get
From the definition of
and thus it follows by (44), (42) and the uniqueness of weak limits that
It follows from the fact that a is arbitrary that u is a solution to (1) on
. Considering t n > t and by using (45) we have that
By using the definition (33) of C 1 , Lemma 2.3 (i), (H3), (H4) and (5) we find that
Then from (46) we obtain that
The same argument holds when t n < t. Hence (47) holds for |t n − t| → 0 and we can conclude that u ∈
, we have that our solution satisfies the integral equation
From this we can see that for u, which is a continuous function in time t, that the integrand
b(x, y)S(y)u(y, t) dy − S(x)u(x, t)
is also a continuous function in time. We now show that f (·, t) ∈ L 1 [0, ∞[ for any t ∈ [0, T ]. Integrating (49) from 0 to ∞ w.r.t. x we have to show that the following integral is bounded 
Working with the second, third and fourth terms of the right hand side of (50) as in (46) Then, proceeding analogously as in [21] we have that u 1 (x, t) = u 2 (x, t) for a.e. x ∈]0, ∞[.
For details see Cueto Camejo [5] .
