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Dandanes je na seznamu kljucˇnih kompetenc vsakega razvijalca programske
opreme vsekakor mocˇ zaslediti tudi poznavanje jezika SQL. Poglobljeno zna-
nje pisanja poizvedb in obvladovanja osnovnih konceptov je ne le zazˇeleno,
temvecˇ pricˇakovano. Proces ucˇenja jezika SQL sˇtudentom povzrocˇa vrsto
preglavic. V diplomskem delu smo se lotili lajˇsanja ucˇenja pisanja poizvedb
z izdelavo adaptivnega sistema za generiranje namigov. Sistem temelji na
mnozˇici zgodovinskih podatkov preteklih poskusov resˇevanja tovrstnih nalog.
Za inteligentno rabo znanja, skritega v podatkih, je bil uporabljen Markovski
odlocˇitveni proces, ki omogocˇa napovedovanje v negotovih razmerah. Poleg
pametnega agenta smo razvili tudi komponento za procesiranje samega je-
zika SQL ter preprost spletni vmesnik. Rezultati testiranj so pokazali, da je
razvit sistem zmozˇen ponuditi uporabne namige, prilagojene posameznemu
sˇtudentu, in da obenem predstavlja dobro osnovo za nadaljnji razvoj na tem
podrocˇju.
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Nowadays one can identify SQL proficiency as a key competence of any soft-
ware developer. Broad knowledge of writing correct and efficient SQL queries
is not only desired but also required. The process of SQL learning turns out
to be anything but straightforward. With this thesis we have set to reduce
the effort needed to learn SQL by developing a robust system for hint gen-
eration. The system is based on a set of historical data which represent past
attempts at solving SQL related exercises. In order to use the knowledge hid-
den within such data, we have have used Markov decision processes which
enable us to make predictions under uncertain circumstances. Next to the
agent we have also developed a way to process SQL language and a simple
web-based interface. Evaluation has shown, that the system is capable of of-
fering useful hints which are tailored to individual students. We agree, that
the system represents a solid foundation for future work in this field.
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CGI Common Gateway Interface skupni prehodni vmesnik
CRUD Create, Read, Update, Delete ustvari, beri, posodobi, briˇsi




ERD Entity Relation Diagram entitetno relacijski diagram
ITS Intelligent Tutoring Systems inteligentni sistemi za
ucˇenje
JAX-RS Java API for RESTful services Java API za spletne storitve
REST
JSON Javascript Object Notation notacija objektov Javascript
MDP Markov Decision Process Markovski odlocˇitveni pro-
ces
MVC Model-view-controller model, pogled, krmilnik




REST Representational State Transfer reprezentacijski prenos sta-
nja
SOAP Simple Object Access Protokol protokol za dostop do eno-
stavnih objektov




Jezik SQL (angl. Structured Query Language) je skozi leta postal “de-facto”
standard za poizvedovanje po relacijskih podatkovnih bazah ter manipula-
cijo s podatki. K splosˇnemu sprejetju jezika je prispevala tudi njegova prva
standardizacija leta 1986 s strani ANSI (angl. American National Standards
Institute) ter leta 1987 s strani ISO (angl. International Organization for
Standardization). Dandanes znanje jezika SQL predstavlja eno izmed pogla-
vitnih kompetenc vsakega razvijalca programske opreme. Zato je za ucˇitelje
sˇe posebej pomembno, da predajo znanje pisanja poizvedb v jeziku SQL na
ucˇinkovit in preprost nacˇin. Kljub temu da je jezik SQL preprost in struk-
turiran, se sˇtudentje srecˇujejo z razlicˇnimi tezˇavami pri ucˇenju.
V preteklem desetletju je razvoj racˇunalniˇstva omogocˇil izvedbo ucˇenja
s pomocˇjo racˇunalniˇsko podprtih orodij. Slednja se uspesˇno uporabljajo za
ucˇenje razlicˇnih ved, kot je npr. algebra, logicˇno dokazovanje itd. Tudi na
podrocˇju podatkovnih baz se je razvila vrsta orodij z namenom hitrejˇsega
in ucˇinkovitejˇsega ucˇenja jezika SQL. Sicer so obstojecˇi sistemi za ucˇenje
uspesˇni, vendar nas razvoj podrocˇij, kot je umetna inteligenca, vodi v stalno
izboljˇsevanje obstojecˇih procesov ucˇenja. Na podlagi slednjega je nastalo
diplomsko delo, ki vpelje nov sistem za ucˇenje jezika SQL na osnovi zgodo-
vinskih podatkov resˇevanja nalog iz poizvedb SQL.
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2 POGLAVJE 1 UVOD
V zacˇetnih poglavjih dela je predstavljeno podrocˇje inteligentnih sistemov
za ucˇenje (angl. Intelligent tutoring systems) skupaj s trenutnim stanjem na
podrocˇju racˇunalniˇsko podprtega ucˇenja. V nadaljnjih poglavjih je opisana
splosˇna arhitektura izdelanega sistema za ucˇenje, kateri sledi podroben opis
vseh komponent sistema. V zakljucˇnem delu se nahajajo evalvacija izdela-
nega sistema ter sklepne ugotovitve.
Poglavje 2
Motivacija
Ucˇenje jezika SQL primarno poteka na visokosˇolskih tehnolosˇkih ustanovah,
in sicer v okviru ucˇenja podatkovnih baz ter sistemov za upravljanje s po-
datki. Glavni cilj ucˇenja jezika SQL je usposobiti kandidata, da je ta zmozˇen
manipulirati s podatki ter iz podatkov pridobiti uporabne informacije. Glede
na [17] resˇevanje nalog ter ocenjevanje poteka v okolju podobnem profesio-
nalnemu okolju. Omenjena raziskava navaja kot osrednji razlog dejstvo, da
sˇtudent privzame nacˇin pisanja poizvedb, kot ga bo kasneje uporabljal v de-
lovnem okolju.
Vecˇina poizvedb, napisanih v jeziku SQL, je preprostih in kratkih [17].
Torej bi pricˇakovali, da bo ucˇenje jezika SQL prav tako hitro in ucˇinkovito.
Vendar se izkazˇe, da temu ni tako, saj imajo sˇtudentje mnoge tezˇave pri
ucˇenju [17]. Raziskava poudarja, da mora sˇtudent spisati poizvedbo, ki jo
sistem za upravljanje s podatki pred izvedbo dodatno pretvori. Tako se
tezˇavnost znatno povecˇa, saj sˇtudent nima takojˇsnje povratne informacije,
kaksˇne rezultate daje njegova poizvedba. Druga raziskava [14] omenja, da
tezˇavo predstavlja tudi pomnjenje podatkovnih shem, saj sˇtudentje preprosto
pozabijo imena atributov ter tabel. Napacˇno razumevanje dolocˇenih koncep-
tov, kot so agregacija podatkov, omejena agregacija podatkov, zdruzˇevanje
tabel (angl. join), je zelo pogosto [14].
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Danasˇnji sistemi za ucˇenje delno ublazˇijo tezˇave sˇtudentov pri ucˇenju.
Vecˇina jih omogocˇa testiranje napisanih poizvedb, tako da ima sˇtudent po-
vratno informacijo o rezultatu podane resˇitve [17]. Taksˇen pristop, glede
na [17], povecˇa ucˇinkovitost ucˇenja ter izboljˇsa motivacijo sˇtudentov za po-
izkusˇanje pisanja pravilnih resˇitev. Za lazˇje pomnjenje shem se besedilu
naloge nemalokrat doda slika izseka logicˇnega podatkovnega modela z imeni
atributov in tabel.
Res, da testiranje poizvedb pred oddajo povecˇa hitrost ucˇenja ter omogocˇi
sˇtudentu, da prilagaja poizvedbo za izpolnitev cilja, a obstajajo situacije, kjer
je ucˇenje sˇe vedno neucˇinkovito. Preprost primer je scenarij, kjer sˇtudent iz-
bere napacˇen pristop k resˇevanju naloge. Kljub temu da mu sistem omogocˇa
testiranje poizvedbe, obstaja majhna verjetnost, da bo sˇtudent zmozˇen preiti
iz napacˇnega pristopa resˇevanja k pravilnemu. Drug primer je scenarij, kjer
sˇtudent ne dojame, kaj od njega zahteva naloga. Takrat bi bilo konstruktivno
sˇtudentu ponuditi idejo, kako se lotiti resˇevanja naloge. Vse omenjene situ-
acije opisujejo inteligentne sisteme za ucˇenje pri katerih sˇtudent dobi pomocˇ
v obliki namigov. S pomocˇjo namigov je ucˇenje do dolocˇene mere hitrejˇse in
ucˇinkovitejˇse.
2.1 Inteligentni sistemi za ucˇenje
Inteligentni sistemi (ITS) se od obicˇajnih, racˇunalniˇsko podprtih sistemov za
ucˇenje razlikujejo v prilagajanju uporabniˇskim zahtevam po nacˇinu ucˇenja.
Medtem ko so namigi in vsebina pri obicˇajnih sistemih staticˇni, se pri sistemih
ITS vsebina za vsakega sˇtudenta dolocˇi dinamicˇno (sistem je adaptiven).
Sistem za ucˇenje je inteligenten, v kolikor izpolnjuje tri zahteve [15]:
1. Sistem dovolj dobro pozna domeno, v kateri deluje, da lahko samo-
stojno resˇuje probleme v tej domeni.
2. Sistem je zmozˇen razpoznati, do koliksˇne mere je sˇtudent usvojil znanje,
ki ga zˇelimo podati.
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3. Sistem je sposoben prilagajati tezˇavnost nalog, da zmanjˇsa razkorak
med znanjem eksperta domene in znanjem sˇtudenta.
Glede na zgornje zahteve lahko v vsakem inteligentnem sistemu identifi-
ciramo tri kljucˇne komponente: model domene (angl. domain model), model
sˇtudenta (angl. student model) in model ucˇitelja (angl. instructor model).
Slika 2.1: Osnovna arhitektura ITS sistemov
Model domene predstavlja obsezˇno zbirko znanja iz domene, ki jo sistem
lahko uporabi za evalvacijo in resˇevanje nalog. Nacˇin pridobivanja zbirke
znanja je odvisen od posameznega sistema. Obicˇajno se znanje vnese rocˇno s
pomocˇjo ekspertov domene. Vneseno znanje je lahko tudi dinamicˇno. Zbirka
znanja je skupna vsem sˇtudentom, medtem ko je model sˇtudenta razlicˇen od
posameznika do posameznika, odvisno od pridobljenega znanja ter kolicˇine
resˇenih nalog [15, 13]. Model sˇtudenta lahko definiramo tudi kot okno v mo-
del domene, saj sˇtudent v dolocˇenem trenutku obvlada podmnozˇico celotne
domene. Obicˇajno taksˇen model vsebuje informacije, kot so, katere naloge je
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sˇtudent resˇil, katera poglavja je obiskal in v idealnih razmerah, katere kon-
cepte je usvojil in katerih ne. Preprosti sistemi predpostavljajo, da je sˇtudent
usvojil koncept, cˇe ga je uspesˇno apliciral n-krat. Bolj kompleksni sistemi
uporabljajo Bayesovo formulo za dolocˇanje verjetnosti, da je sˇtudent usvojil
dolocˇen koncept.
Slika 2.1 prikazuje, kako omenjene komponente med seboj sodelujejo v
procesu ucˇenja. Model ucˇitelja uporablja informacije o posameznem sˇtudentu,
ki jih pridobi iz modela sˇtudenta (adaptivni del sistema). Skupaj z informa-
cijo o domeni oblikuje namige ter izbira prihajajocˇe naloge. Pomemben do-
datek v nekaterih sistemih predstavlja model odstopanj (angl. perturbation
model) [13]. Kot je razvidno iz slike 2.2, lahko sˇtudent dolocˇene koncepte
napacˇno dojame. Posledicˇno mnogi sistemi vsebujejo modele za dolocˇanje,
katere koncepte mora sˇtudent ponovno usvojiti. Model odstopanj je obicˇajno
predstavljen kot zbirka pogostih napak, h katerim so sˇtudentje nagnjeni med
resˇevanjem. Na ta nacˇin lahko sistem zazna, katere napake je sˇtudent storil.
Slika 2.2: Model odstopanj v ITS sistemih [13]
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2.2 Obstojecˇi pristopi k razvoju sistemov ITS
Skozi razvoj racˇunalniˇsko podprtega ucˇenja se je razvilo vecˇ inteligentnih sis-
temov za ucˇenje. Najbolj uveljavljeni med njimi so kognitivni tutorji (angl.
cognitive tutors), novejˇsi pristopi uporabljajo koncept omejitev ali zgradijo
model sˇtudenta s pomocˇjo strojnega ucˇenja. V nadaljevanju so opisani ome-
njeni pristopi k izgradnji sistemov ITS.
2.2.1 Kognitivni tutorji
Dolga leta so bili kognitivni tutorji najaktualnejˇsa resˇitev na podrocˇju siste-
mov ITS. Kljub temu da so danes v razvoju nove metode, kognitivni tutorji
sˇe vedno predstavljajo pomemben gradnik v racˇunalniˇsko podprtem ucˇenju.
Leta 1982 je bila dokoncˇana teorija ACT* (angl. Adaptive control of
thought), na podlagi katere je nastala vecˇina danasˇnjih inteligentnih siste-
mov za ucˇenje [1]. Glavni prispevek omenjene teorije je ta, da lahko procese
cˇlovesˇkega miˇsljenja delimo na deklarativne in proceduralne. Razlaga za
delitev je dokaj preprosta. V kolikor zˇelimo opraviti dolocˇeno nalogo, potre-
bujemo dolocˇena proceduralna znanja. Cˇlovek mora, preden pridobi ustre-
zna proceduralna znanja, usvojiti ustrezno deklarativno znanje. Bistveno za
ucˇenje je, da deklarativno znanje usvojimo vsaj enkrat. Tudi cˇe kasneje ne
poznamo potrebnega deklarativnega znanja, lahko sˇe vedno opravimo nalogo,
cˇe smo le usvojili ustrezno proceduralno znanje.
Preprost primer ponazarja ucˇenje izreka o trikotniˇski neenakosti. Sprva
moramo poznati izrek, ki trdi, da je vsota dolzˇin poljubnih dveh stranic v
trikotniku vecˇja od dolzˇine tretje stranice. Znanje izreka predstavlja deklara-
tivno znanje. Glede na teorijo ACT*, kognitivno znanje temelji na pretvorbi
priucˇenega deklarativnega znanja v proceduralno znanje [1]. V omenjenem
primeru bi proceduralno znanje usvojili z uporabo naucˇenega izreka za npr.
dokazovanje drugih izrekov ali pa racˇunanje vrednosti v trikotniku.
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Za doseganje kompetence v dolocˇeni domeni bi, glede na teorijo, bilo
dovolj, da usvojimo celotno deklarativno znanje. A hkrati bi interpretacija
deklarativnega znanja brez proceduralnih pravil povzrocˇila preveliko obreme-
nitev delovnega spomina posameznika. Velja tudi nasprotno; za doseganje
kompetence v domeni bi lahko celotno znanje usvojili v proceduralni obliki
[13]. Zaradi prevelikega sˇtevila proceduralnih pravil tudi taksˇna alternativa
ni sprejemljiva. Torej za uspesˇno ucˇenje potrebujemo zadostno kolicˇino tako
deklarativnega kot tudi proceduralnega znanja. Pridobivanje deklarativnega
znanja ni tezˇavno, saj nam ga podajajo ucˇitelji v obliki definicij in izrekov.
Izdatnejˇso tezˇavo predstavlja pridobitev proceduralnega znanja, saj mora
vsak posameznik skozi resˇevanje nalog usvojiti ustrezne postopke. Poudarek
kognitivnih tutorjev je zato predvsem na pridobivanju proceduralnih znanj.
Kognitivni tutorji so sprva bili razviti v namene potrjevanja teorije ACT*.
Zaradi osredotocˇenosti na proceduralno znanje predpostavljajo, da sˇtudentje
zˇe imajo potrebno deklarativno znanje. Njihov model domene predstavlja na-
bor proceduralnih pravil. Cilj ucˇenja je, spodbuditi sˇtudenta, da se obnasˇa
kot dolocˇajo proceduralna pravila v modelu domene. Ucˇenje poteka po me-
todi sledenja modelu (angl. model-tracing) [13]. Med resˇevanjem sˇtudent
oddaja nepopolne resˇitve. Sistem sledi sˇtudentu med resˇevanjem in mu v
primerih, ko zaide s pravilne poti, ponudi namig. V kolikor sistem ne pre-
pozna akcije sˇtudenta, ga obvesti o splosˇni napaki. Zaradi kombinatoricˇne
zahtevnosti sledenja sˇtudentovi resˇitvi skozi celoten model domene, se veli-
kokrat sˇtudenta prisili, da se vrne na pravilno pot resˇevanja. Za izgradnjo
modela sˇtudenta se uporabi Bayesova verjetnost. Izracˇuna se verjetnost, da
je sˇtudent usvojil proceduralno pravilo. Izracˇun poteka vsakicˇ, ko sistem
ugotovi, ali je resˇitev pravilna ali napacˇna.
Eno izmed prvih orodij na podrocˇju kognitivnih tutorjev je bilo orodje
LISP tutor [1] za ucˇenje istoimenskega programskega jezika. Tutor je deloval
tako, da je sˇtudentu ponudil predlogo programske kode, ki jo je bilo potrebno
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dopolniti. V primeru, da je sˇtudent zasˇel s pravilne poti, je vskocˇil program in
zamenjal napacˇno funkcijo s pravilno. Ker orodje uporablja tehniko sledenja
modelu, mora ves cˇas imeti podatek o tem, kako sˇtudent namerava resˇiti
naslednji korak naloge. V ta namen je orodje ob nejasnih situacijah sˇtudenta
vprasˇalo po njegovi nameri. Orodje se je izkazalo za zelo uspesˇno in je bilo
preizkusˇeno v univerzitetnem okolju.
2.2.2 Modeliranje na podlagi omejitev
Osnovna tezˇava kognitivnih tutorjev je njihova omejenost. Kognitivni tutorji
usmerjajo sˇtudenta preko natancˇno dolocˇene poti, ki je bila predvidena ob
vnosu proceduralnih pravil. Sˇtudent tako postane odvisen od pomocˇi tutorja,
da ga ta vodi do resˇitve. Za proceduralne domene, kot je npr. aritmetika, je
taksˇno delovanje povsem ustrezno. V kompleksnejˇsih, deklarativnih dome-
nah, kot je jezik SQL, postane ucˇenje tezˇavno, saj sˇtudent ne poskusˇa sam
z resˇevanjem nalog, temvecˇ se zanasˇa na orodje, da ga vodi k resˇitvi. Jedro
tezˇave predstavlja dejstvo, da je metoda sledenja modelu prevecˇ restriktivna,
saj ne uposˇteva, da imajo lahko naloge vecˇ resˇitev [12, 13]. Neuposˇtevanje
vecˇih resˇitev je posledica vnasˇanja proceduralnih pravil, saj je za vsako nalogo
vnesena le ena pravilna pot do resˇitve. Tezˇave se ne da preprosto odpraviti
tako, da bi vnesli vecˇ proceduralnih pravil za dolocˇeno nalogo, saj obstaja
prevecˇ kombinacij.
Kot odgovor na omenjene pomanjkljivosti se je razvil nov pristop k mo-
deliranju sistemov ITS, katerega osnova predstavljajo omejitve (angl. con-
straints). Leta 1994 je Ohlsson pripravil novo teorijo cˇlovesˇkega ucˇenja, ki
se mocˇno razlikuje od obstojecˇe ACT* teorije [12, 13]. Osrednje vodilo teo-
rije je ucˇenje iz napak med resˇevanjem nalog. Za razliko od teorije ACT* je
Ohlsson trdil, da se naucˇimo proceduralnih pravil, ko ugotovimo, da smo med
resˇevanjem napravili napako. Ohlssonova teorija trdi tudi, da je pojav napak
med resˇevanjem pogost in obicˇajen pojav, saj je nasˇ delovni spomin preo-
bremenjen. V danem trenutku sicer imamo potrebno deklarativno znanje,
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vendar obstaja preveliko sˇtevilo kombinacij, da bi se lahko pravilno odlocˇili.
Ko enkrat usvojimo potrebno proceduralno znanje, se lazˇje odlocˇamo, katere
dele deklarativnega znanja je potrebno uporabiti.
Ohlsson uporablja omejitve za opisovanje preslikav med delcˇki deklara-
tivnega znanja in trenutno situacijo. Omejitve imajo splosˇno obliko:
if relevanceCondition true then
satisfactionCondition true/false
end if
Pogoj relevantnosti pove, ali je delcˇek deklarativnega znanja relevanten.
Pogoj zadosˇcˇenosti podaja, ali je bil, v primeru da je pogoj relevantnosti
izpolnjen, delcˇek deklarativnega znanja pravilno uporabljen.
Bistvena razlika pri ucˇenju na podlagi teorije ACT* in Ohlssonove teorije
je v kolicˇini podrobnosti. Modeli ACT* usmerjajo sˇtudenta po tocˇno dolocˇeni
poti, tako da predpiˇsejo idealni postopek za dosego cilja. Modeli, ki teme-
ljijo na omejitvah, ne predpisujejo poti resˇevanja naloge, temvecˇ le prever-
jajo poznavanje kljucˇnih delov deklarativnega znanja. Tako je model domene
predstavljen kot zbirka omejitev, ki jim mora sˇtudent zadostiti [12, 13]. V
dolocˇenem trenutku se celoten nabor omejitev preveri nad resˇitvijo sˇtudenta.
Cˇe je dolocˇena omejitev relevantna (pogoj relevantnosti je izpolnjen), se pre-
veri pogoj zadosˇcˇenosti. V primeru, da je tudi pogoj zadosˇcˇenosti izpolnjen,
lahko predpostavimo, da je sˇtudent usvojil koncept, ki ga modelira omejitev.
V nasprotnem primeru sˇtudent ni izpolnil omejitve, omejitev postane del
modela odstopanj. Sistem lahko uporabi zbirko neizpolnjenih omejitev, da
poskusˇa ponovno priucˇiti sˇtudenta konceptov, ki jih ni dojel. Model sˇtudenta
ravno tako temelji na omejitvah, in sicer zajema omejitve, ki jih je sˇtudent
usvojil.
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V sklopu raziskave [13] je bilo razvito orodje SQL-Tutor [5], ki uporablja
modeliranje z omejitvami za ucˇenje jezika SQL. Omejitve v sistemu bodisi
preverjajo resˇitev sˇtudenta z idealno resˇitvijo bodisi preverjajo sintakticˇno
pravilnost resˇitve. Omejitve so zapisane v programskem jeziku LISP. Za pre-
verjanje pogoja zadosˇcˇenosti in pogoja relevantnosti se uporablja ujemanje
vzorcev (angl. pattern-matching). Za potrebe delovanja orodja je bila pri-
pravljena obsezˇna zbirka omejitev. Orodje se je izkazalo za dokaj uspesˇno.
Raziskava navaja, da se znanje sˇtudentov izboljˇsa zˇe po dveh urah uporabe.
2.2.3 Metode s podrocˇja umetne inteligence
Razvoj podrocˇja umetne inteligence je prinesel s seboj tudi pojav novih po-
drocˇij, kot sta strojno ucˇenje in rudarjenje podatkov (angl. data mining).
Omenjeni metodi sta zelo obetajocˇi in uporabni tudi v inteligentnih sistemih
za ucˇenje. Gradnja sistemov ITS je namrecˇ cˇasovno in strosˇkovno potratna
operacija. Razlog se nahaja v naravi dolocˇanja modela domene pri kogni-
tivnih tutorjih in sistemih, ki temeljijo na omejitvah. Da sistem ITS dosezˇe
dolocˇeno mero uporabnosti, je potrebno vlozˇiti vecˇ 100 ur vnasˇanja pravil in
omejitev, ki predstavljajo zbirko znanja (model domene). Metode iz umetne
inteligence so nam v pomocˇ, saj do dolocˇene mere omogocˇijo avtomatsko ge-
neriranje zbirke znanja iz zunanjih podatkov. Seveda to velja le pod predpo-
stavko, da imamo za posamezno domeno na voljo dovolj podatkov, iz katerih
se lahko ucˇimo.
Eden izmed prvih poskusov avtomatizacije generiranja modela domene je
dokumentiran v [8]. Temeljni cilj razvitega sistema je omogocˇiti ekspertom
domen, nevesˇcˇim v programiranju, da izdelajo vsebino za ucˇenje v siste-
mih ITS. Eksperti domen bi vnasˇali pravila po t. i. programiranju po zgledu
(angl. programming by demonstration), kjer bi sistem iz opazovanja ucˇiteljev
med resˇevanjem sam zgradil ustrezne programske konstrukte. Avtorji sistema
so uporabili strojno ucˇenje za avtomatizacijo generiranja produkcijskih pra-
vil, ki se uporabljajo pri ucˇenju in podajanju namigov. Natancˇneje, uporabili
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so prilagojeno razlicˇico iterativnega poglabljanja, pri cˇemer so za mejo po-
glabljanja vzeli verjetnost pojavitve dolocˇene funkcije. Sistem se je izkazal za
zelo uspesˇnega. Testiranje je bilo opravljeno na primerih ucˇenja sesˇtevanja
ulomkov, vecˇstolpicˇnega sesˇtevanja ter igre tri v vrsto. Sistem je zmozˇen za
skoraj vse primere izdelati natancˇen predpis proceduralnih pravil, ki se lahko
uporabijo v procesu ucˇenja z metodo sledenja modelu.
Vse vecˇji pomen imajo tudi zgodovinski podatki, ki jih lahko belezˇimo
med potekom ucˇenja. Dovolj velika kolicˇina podatkov oziroma dovolj kvalite-
tni podatki nam omogocˇajo, da iz njih izlusˇcˇimo koristne informacije. Tako
lahko iz podatkov o ucˇenju razberemo, kje sˇtudentje napravijo najvecˇ na-
pak, katere naloge resˇijo zadovoljivo itd. Prednost zgodovinskih podatkov
so pricˇeli izkoriˇscˇati tudi sistemi za ucˇenje. Iz shranjenih resˇitev sˇtudentov
je mogocˇe zgraditi bazo znanja, ki se lahko uporabi kot model domene.
Eden izmed taksˇnih sistemov je t. i. Hint factory [21]. Avtorji sistema
so uporabili pretekle podatke o resˇevanju sˇtudentov za izgradnjo Markovskih
odlocˇitvenih procesov (angl. Markov Decision Process). Posamezna resˇitev
sˇtudenta se sprva pretvori v omenjeni MDP, nato pa se vsi dobljeni grafi MDP
zdruzˇijo v en sam, celovit graf. Zdruzˇen graf predstavlja celotno zbirko resˇitev
sˇtudentov in vse razlicˇne poti resˇevanja. Vsak posamezen graf je sestavljen iz
zaporedja stanj, vsako stanje opisuje resˇitev sˇtudenta do dolocˇenega koraka.
Za vsako stanje v zdruzˇenem grafu se nato izracˇuna ocena, ki pove, kako
ustrezno je stanje z vidika sˇtudentove resˇitve. Racˇunanje ocen stanj poteka
po iterativni enacˇbi, dokler se ocene stanj ne ustalijo. Generiranje namigov
poteka tako, da se sˇtudentovo stanje preslika v eno izmed stanj v zdruzˇenem
grafu MDP. Nato se poiˇscˇe naslednik ujemajocˇega stanja z najviˇsjo oceno.
Naslednik hkrati predstavlja tudi namig. Avtorji so opisani sistem preizkusili
v prakticˇnem okolju in ugotovili, da je v kar 90 % primerov sistem zmozˇen
ponuditi namig.
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2.3 Primerjava pristopov k razvoju sistemov
ITS
V preteklih poglavjih so bili predstavljeni pomembnejˇsi pristopi k razvoju
sistemov ITS. Kljub razlicˇnim metodam, ki so uporabljene v opisanih pri-
stopih, je smiselna primerjava. Gradnja sistemov ITS je bila dolga leta drag
in dolgotrajen proces, pri katerem je morala sodelovati vrsta strokovnjakov.
Zˇelimo si najti kompromis med kompleksnostjo izgradnje taksˇnega sistema,
vlozˇenim cˇasom in ceno. Prav tako si zˇelimo, da sistem deluje uspesˇno in da
je ucˇenje ucˇinkovito.
Analizo pricˇnemo s kognitivnimi tutorji, saj so ti najbolj uveljavljeni na
podrocˇju inteligentnih sistemov. Osnovno vodilo kognitivnih tutorjev je, da
sˇtudentje usvojijo koncept, ko pravilno resˇijo podano nalogo. Sistem zato ne-
nehno usmerja sˇtudenta nazaj na pravilno pot resˇevanja. Z vidika sˇtudenta
je sistem vsiljiv, saj stalno popravlja vnose in nas opozarja, cˇe zaidemo s
poti. Ker je model domene zgrajen iz mnozˇice proceduralnih pravil, je ta
pravila potrebno vnesti rocˇno. Potrebujemo vrsto strokovnjakov domen, ki
poleg znanja iz domene obvladajo tudi programiranje. Kolicˇina potrebnih
pravil nam ni v pomocˇ, saj potrebujemo ogromno pravil, da zadostimo vsem
variacijam. Vecˇ kot ima naloga razlicˇnih nacˇinov resˇevanja, vecˇ pravil je po-
trebnih, vecˇ cˇasa je potrebno vlozˇiti za vnos teh pravil in hkrati se povecˇajo
strosˇki. Glede na raziskavo [13] je dodatna slabost kognitivnih tutorjev ta,
da niso primerni za vse domene. Raziskava navaja, da so kognitivni tutorji
primerni predvsem za proceduralne domene, kjer je postopek resˇevanja dokaj
natancˇno dolocˇen. Deklarativne domene, kjer je mozˇnih vecˇ poti resˇevanja,
sistem le stezˇka resˇuje. Razlog je seveda v tem, da je potrebno v primeru
alternativnih resˇitev dodati ustrezna proceduralna pravila v model domene.
Vecˇina kognitivnih tutorjev ravno iz tega razloga za vsako nalogo pripravi le
eno pot resˇevanja. Posledice vnosa manjˇsega sˇtevila pravil obcˇuti sˇtudent, ka-
terega ucˇenje ni vecˇ tako ucˇinkovito, saj sistem podpira le en nacˇin resˇevanja.
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Za kvaliteten proces ucˇenja je nujno, da sˇtudentu omogocˇimo svobodo pri
resˇevanju, saj le na tak nacˇin pridobi ustrezna proceduralna znanja.
Na modeliranje z omejitvami lahko gledamo kot na nekoliko olajˇsano
razlicˇico kognitivnih tutorjev. Namesto striktnega sledenja dolocˇeni poti
resˇevanja, dovolimo poljuben pristop k resˇevanju, kjer preverjamo zadosˇcˇenost
nabora splosˇnih omejitev. V kolikor zˇelimo bolj podroben nadzor, lahko uve-
demo specificˇne omejitve. Zaradi omenjene splosˇnosti omejitev lahko na-
stanejo tezˇave pri povratni informaciji, ki jo vrnemo sˇtudentu [13]. Raz-
iskava navaja, da lahko nastopi situacija, kjer je povratna informacija za-
vajujocˇa. Tezˇavo povzrocˇajo omejitve, ki za testiranje pogojev uporabljajo
idealno resˇitev. Modeliranje z omejitvami za razliko od kognitivnih tutorjev
ne vsebuje podatkov o korakih resˇevanja, temvecˇ preverja le splosˇne omejitve.
Sistem zaradi pomanjkanja informacije o postopku resˇevanja sˇtudentu ponudi
zavajujocˇo povratno informacijo. Povratna informacija zavaja sˇtudenta, ker
se nanasˇa na idealno resˇitev shranjeno v sistemu za ucˇenje in ne na resˇitev
sˇtudenta. Vecˇja tezˇava, ki izhaja iz omenjene nevsˇecˇnosti, je nezmozˇnost
sistema, da oceni, kaj bi sˇtudent moral storiti v naslednjem koraku [13]. Av-
torji sistemov za modeliranje z omejitvami so zato bili primorani vkljucˇiti
algoritme za resˇevanje nalog ter razsˇiritve za omejitve, ki vkljucˇujejo popra-
vljalno funkcijo v primeru krsˇene omejitve. Vse razsˇiritve povecˇujejo ceno
sistema, cˇas izdelave ter kompleksnost.
Dodatna tezˇava sistemov z omejitvami je omejenost nabora nalog, ki pre-
verjajo specificˇne omejitve [13]. V primeru, ko sˇtudent ne dojame koncepta
modeliranega z dolocˇenimi omejitvami, mu sistem ponudi naloge, ki prever-
jajo iste omejitve. Ker pa je sˇtevilo nalog majhno, sˇtudent hitro izcˇrpa nabor
nalog. Poleg zˇe omenjenih tezˇav je potrebno, tako kot pri kognitivnih tutor-
jih, rocˇno vnasˇanje omejitev v sistem. Situacija je sˇe dodatno otezˇena, saj
omejitve uporabljajo ujemanje vzorcev. Tako mora oseba, ki vnasˇa omejitve,
biti spretna tudi na tem podrocˇju. Vendar za razliko od kognitivnih tutor-
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jev pomanjkanje katere od omejitev ne predstavlja velike pomanjkljivosti za
sistem.
Tako modeliranje z omejitvami kot kognitivni tutorji gradijo model na
staticˇen nacˇin. V praksi to pomeni, da ITS, ki temelji na modeliranju z ome-
jitvami ali na kognitivnih tutorjih, lahko zgradi le visoko usposobljena oseba,
ki razume domeno ter kako sistem uporablja domeno za ucˇenje [13]. Slednjo
zahtevo lahko eliminiramo, v kolikor uporabimo metode na podlagi ume-
tne inteligence. Vse bolj se uveljavlja dinamicˇno grajenje modela domene,
kjer lahko pri izgradnji sistema ITS sodelujejo nevesˇcˇe osebe ali pa sploh
ni potrebe po cˇlovesˇki prisotnosti. Z dinamicˇnim grajenjem zbirke znanja
odstranimo potrebo po strokovnjakih ter obenem omogocˇimo, da ucˇitelji so-
delujejo pri izgradnji inteligentnih sistemov, tudi cˇe ne poznajo delovanja
taksˇnih sistemov.
Staticˇni sistemi ITS prav tako redko omogocˇajo napovedovanje nasle-
dnjega koraka v sklopu sˇtudentove resˇitve. Razlog je v tem, da taksˇni sis-
temi ne vsebujejo podatkov, ki bi jim omogocˇili sklepanje o sˇtudentovi resˇitvi,
temvecˇ se zanasˇajo le na svojo zbirko znanja. Tezˇava je ocˇitna predvsem, ko
sˇtudent odda prazno resˇitev in prosi za namig. Takrat mu sistem ni zmozˇen
ponuditi uporabnega namiga, saj nima resˇitve, na katero bi apliciral svoje
omejitve ali svojo pot resˇevanja, samostojnega resˇevanja naloge pa sistem ni
sposoben. V kolikor uporabimo model domene, ki temelji na zgodovinskih
podatkih, dobimo mozˇnost preslikave sˇtudentove resˇitve na resˇitve njegovih
sovrstnikov. Tako omenjene tezˇave vsaj do dolocˇene mere resˇimo. Kljub
mnogim prednostim pristopov z umetno inteligenco, je kompleksnost taksˇnih
resˇitev visoka. Poleg visoke kompleksnosti velikokrat potrebujemo dovolj ve-
liko kolicˇino zgodovinskih podatkov, prav tako pa morajo biti podatki kva-
litetni. Genericˇne resˇitve v taksˇnem primeru ni, saj je zgrajen sistem ITS
odvisen od narave uporabljenih podatkov.
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Primerjava analiziranih pristopov nam je ponudila vpogled v stanje in-
teligentnih sistemov ter njihovega procesa izgradnje. Opazimo, da si opa-
zovani sistemi glede na prednosti sledijo v sosledju. Kognitivni tutorji so
eden izmed prvih poskusov inteligentnih sistemov in so bili dolgo uveljavljeni
kot glavni standard na tem podrocˇju. Modeliranje z omejitvami ubere nov
pristop in tako izboljˇsa obstojecˇe kognitivne tutorje. Metode iz umetne inte-
ligence dosezˇejo sˇe vecˇjo samostojnost sistemov ITS, saj vpeljejo dinamicˇno
komponento v grajenje modelov domen in sˇtudentov.
Poglavje 3
Priporocˇilni sistem
V okviru diplomske naloge je bil izdelan sistem za lajˇsanje ucˇenja jezika
SQL. Glavna motivacija pri izdelavi inteligentnega sistema so bili zgodo-
vinski podatki resˇevanja nalog iz domene jezika SQL. Na voljo so nam bili
podatki resˇevanja nalog iz let 2014 in 2015 v okviru obveznega predmeta
Osnove podatkovnih baz. Predmet se predava v 1. letniku dodiplomskega
sˇtudija na Fakulteti za racˇunalniˇstvo in informatiko in predstavlja uvod v sis-
teme za upravljanje s podatki. Podatki so med drugim vsebovali cˇas oddaje
resˇitve, identifikator naloge in sheme ter dejansko poizvedbo, ki predstavlja
resˇitev sˇtudenta. Vseh zabelezˇenih resˇitev je bilo priblizˇno 32000. Zˇeleli
smo uporabiti znanje, skrito v nasˇih podatkih za izdelavo sistema, ki bo v
pomocˇ sˇtudentom pri resˇevanju tovrstnih nalog. Prednosti sistema so v pri-
porocˇilnem modulu in njegovem generiranju namigov. Poleg namigov sistem
omogocˇa tudi ostale, zˇe uveljavljene prednosti, kot so testiranje poizvedb
med resˇevanjem ter prilaganje izsekov slik logicˇnega podatkovnega modela
za lazˇjo vizualizacijo.
Na osnovi zgodovinskih podatkov smo opravili analizo uspesˇnosti resˇevanja
nalog s strani sˇtudentov. Za potrebe vrednotenja poizvedb smo uporabili ob-
stojecˇe orodje SQLer, ki se pri predmetu Osnove podatkovnih baz uporablja
za tocˇkovanje in ocenjevanje nalog ter je bilo razvito v okviru Laboratorija za
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podatkovne tehnologije. Orodje je bolj podrobno opisano v okviru poglavja
4.6. Poleg orodja za ocenjevanje poizvedb smo imeli na voljo tudi seznam
nalog, ki se ocenjujejo v okviru predmeta, ter za vsako nalogo podatek o
tezˇavnostni stopnji. Uporabili smo le podatke, katerih resˇitev je bila sin-
takticˇno pravilna poizvedba SQL. Rezultati analize so predstavljeni v tabeli
3.1. Prvi stolpec tabele vsebuje podatke o tezˇavnostni stopnji posamezne
naloge, pri cˇemer sˇtevilo 1 predstavlja najlazˇje naloge, sˇtevilo 5 pa najtezˇje.
Drugi stolpec tabele opisuje glavne koncepte, ki jih posamezna naloga skusˇa
preveriti. Tretji stolpec predstavlja povprecˇen odstotek dosezˇenih tocˇk pri
nalogi izmed vseh mozˇnih tocˇk za to nalogo. Rezultati v tabeli kazˇejo na to,
da imajo sˇtudentje presenetljivo tezˇave zˇe pri osnovnih nalogah, saj znasˇa
pri najlazˇji nalogi uspesˇnost ”le”49 %. Tudi pri tezˇjih nalogah uspesˇnost le
malce naraste z maksimalno vrednostjo pri 64 %, medtem ko pri dolocˇenih
nalogah uspesˇnost pade pod 40 %. Rezultati seveda izpostavljajo dejstvo,
ki smo ga zˇe opisali v poglavju 2. Sˇtudentje imajo tezˇave pri razumeva-
nju dolocˇenih konceptov, kot je npr. uporaba konstrukta EXISTS, ali pa jih
napacˇno razumejo in uporabljajo. Za boljˇse ucˇenje smo se odlocˇili izdelati
priporocˇilni modul in z njim razsˇiriti obstojecˇi sistem za ucˇenje. Razsˇiritev
poleg testiranja poizvedb omogocˇa tudi zahtevke po namigih, pri cˇemer po-
samezen namig vrne izboljˇsano poizvedbo, ki je blizˇje pravilnemu stanju kot
prvotna poizvedba sˇtudenta. Cilj sistema je, izboljˇsati uspesˇnost sˇtudentov
pri resˇevanju nalog ter nadgraditi sam proces ucˇenja. Da je ucˇenje zares
ucˇinkovito, potrebujemo tudi mehanizme, ki prilagajajo sˇtevilo namigov, ki
jih ima sˇtudent na voljo. S tem se onemogocˇi pasivnost sˇtudenta pri ucˇenju
in preprecˇi, da bi se sˇtudent zanasˇal le na namige.
Kot napovedujejo shranjeni podatki, smo izbrali metode umetne inteli-
gence za izgradnjo sistema. Odlocˇili smo se za uporabo strojnega ucˇenja nad
podatki ter napovedovanje naslednjega koraka iz trenutnega stanja sˇtudentove
resˇitve. Natancˇneje, nasˇ sistem temelji na metodi Hint factory iz [21], ki upo-
rablja Markovske odlocˇitvene procese za izgradnjo modela domene ter vre-
dnostno iteracijo (angl. value iteration) za dolocˇanje ocen stanj. Omenjena
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Tezˇavnost naloge Opis konceptov Povprecˇna
uspesˇnost
1 od 5 Preprosta SELECT poizvedba
brez filtriranja in stikov.
49 %
2 od 5 Poizvedba s filtriranjem v
WHERE stavku. Uporaba rezer-
viranih besed IS NULL za pre-
verjanje pogoja.
37 %
3 od 5 Uporaba agregacijske funkcije
COUNT ter grupiranja po enoj-
nem atributu. Dodatna upo-
raba stika dveh tabel.
47 %
3 od 5 Zdruzˇevanje rezultatov dveh
poizvedb z uporabo kon-
strukta UNION.
60 %
4 od 5 Uporaba vgnezdene poi-
zvedbe, uporaba agregacijske
funkcije MAX znotraj vgnez-
dene poizvedbe.
64 %
4 od 5 Uporaba konstrukta EXISTS
skupaj z negacijo NOT za
preverjanje neobstoja mnozˇice
podatkov v WHERE sklopu.
35 %
5 od 5 Uporaba dvojno vgnezdene
poizvedbe za dolocˇanje druge
najvecˇje vrednosti atributa.
51 %
Tabela 3.1: Rezultati analize uspesˇnosti resˇevanja nalog iz poizvedb SQL
metoda do sedaj sˇe ni bila uporabljena nad domeno ucˇenja jezika SQL, zato
je zanimivo opazovati ucˇinkovitost metode na tej domeni. Odlocˇitev o upo-
rabi omenjene metode temelji na, poleg uporabe zgodovinskih podatkov, tudi
sami naravi metode. Metoda je namrecˇ prilagojena za ucˇenje iz zgodovin-
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Slika 3.1: Osnovna arhitektura sistema za ucˇenje
skih podatkov ter napovedovanje naslednjih korakov resˇevanja iz obstojecˇih
podatkov. Poleg strojnega ucˇenja je pomembnejˇsa komponenta sistema tudi
komponenta za analizo in procesiranje samega jezika SQL, ki je sestavni del
priporocˇilnega modula na sliki 3.1. V procesu preslikave sˇtudentove resˇitve na
model domene je pomembna primerjava dveh poizvedb SQL, zato je taksˇna
komponenta nujno potrebna. Dodatna zahteva pri zasnovi sistema je bila ta,
da namigi ne razkrijejo celotne resˇitve, temvecˇ ponudijo sˇtudentu le naslednje
stanje, naslednji korak na poti do resˇitve. Tako postanejo namigi dejansko
uporabni.
Poleg priporocˇilnega modula sistem vsebuje tudi modul za upravljanje z
nalogami. Ucˇitelji in strokovnjaki domene lahko na preprost nacˇin preko sple-
tne aplikacije vnasˇajo nove naloge, urejajo obstojecˇe, dolocˇajo idealne resˇitve,
ki pomagajo v procesu generiranja namigov, itd. Spletna aplikacija poleg
upravljanja nalog omogocˇa tudi simulacijo resˇevanja nalog ter prikaz nami-
gov. Dodatna funkcionalnost je belezˇenje aktivnosti sˇtudentov pri resˇevanju,
vkljucˇno z izhodnimi namigi, ki jih sistem generira. Tako lahko v priho-
dnosti napovedujemo uspesˇnost sistema ter analiziramo kakovost namigov.
Slika 3.1 prikazuje najosnovnejˇso arhitekturo izdelanega sistema. Sistem vse-
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buje tipicˇne komponente, kot so trajna shramba (podatkovna baza), zaledni
sistem, ki tecˇe na aplikacijskem strezˇniku ter uporabniˇski vmesnik v obliki
spletne aplikacije.
3.1 Podatkovni model sistema
Za podporo delovanja zalednega sistema je bil izdelan konceptualni model
podatkovne baze. Na sliki 3.2 je prikazan entitetno relacijski diagram (ERD)
podatkovnega modela. Atributi v entitetah, ki so del primarnega kljucˇa, so
podcˇrtani. Povezave, ki vsebujejo trikotne figure, predstavljajo razmerje med
mocˇnim in sˇibkim entitetnim tipom.
Slika 3.2: ERD diagram podatkovnega modela sistema
Podatkovni model podpira dolocˇanje podatkovnih shem, nad katerimi
se izvajajo naloge. Podatki o shemi se belezˇijo v okviru entitete Schema.
Entiteta Alias omogocˇa uporabniku prijazno poimenovanje referenc tabel v
poizvedbi SQL, ki se vrne skupaj z namigom. Kot je opisano v prihajajocˇih
poglavjih, lahko skrbniki sistema sami dolocˇijo imena referenc tabel. Entiteta
Exercise belezˇi podatke o samih nalogah ter predstavlja osrednjo entiteto sis-
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tema. Za vsako nalogo se zabelezˇi naziv naloge, shema, nad katero se bodo
izvajale poizvedbe v okviru naloge, ter navodilo naloge, ki lahko vsebuje tudi
povezave na slike izseka logicˇnega podatkovnega modela ciljne sheme. Vsaka
naloga ima lahko vecˇ idealnih resˇitev. Idealne resˇitve za posamezno nalogo
se belezˇijo v sklopu entitete IdealSolution. Skrbniki sistema lahko s pomocˇjo
strokovnjakov domene vnesejo nabor idealnih resˇitev, ki pohitrijo generiranje
namigov v primerih, ko sˇe ni dovolj zgodovinskih podatkov. Postopek je bolj
podrobno opisan v poglavju 4.3.4.
Prvotne zgodovinske podatke smo migrirali v nasˇ lastni podatkovni mo-
del. Za pohitritev generiranja namigov smo pred migracijo za vsak zgodovin-
ski zapis izracˇunali oceno poizvedbe s pomocˇjo orodja SQLer. Rezultat smo
skupaj z ostalimi podatki zabelezˇili v entiteto Attempt. Entiteta tako hrani
podatke o cˇasu poskusa sˇtudenta, o imenu sˇtudenta, samo poizvedbo ter
oceno poizvedbe. Entiteta ne vsebuje le staticˇne migrirane podatke, temvecˇ
se dinamicˇno dopolnjuje z novimi poskusi med resˇevanjem nalog. Tako ima
sistem adaptivno zbirko znanja, ki se stalno nadgrajuje. Za potrebe belezˇenja
izdanih namigov smo predvideli entiteto HintHistory. Entiteta belezˇi vse zah-
tevke po namigih s strani sˇtudentov. Poleg cˇasovne komponente in identifi-
katorja sˇtudenta se zabelezˇi tudi vhodna poizvedba, ki jo je napisal sˇtudent,
ter izhodna poizvedba v okviru namiga.
3.2 Komponente zalednega sistema
Slika 3.3 prikazuje arhitekturo priporocˇilnega dela zalednega sistema. Proces
generiranja namigov poteka na sledecˇ nacˇin. Komunikacija spletne aplikacije
z zalednim delom sistema poteka preko spletnih storitev, in sicer spletne sto-
ritve REST. Koncept storitev REST je opisan v poglavju 3.4.1. Kot vhod
sistem prejme poizvedbo SQL, za katero sˇtudent zˇeli namig oziroma dopolni-
tev. Sama spletna storitev v nadaljnjih korakih komunicira s priporocˇilnim
modulom. Priporocˇilni modul skrbi za posodobitve modela domene ter za
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Slika 3.3: Shema arhitekture priporocˇilnega modula
samo generiranje namigov. Model domene je, glede na metodo Hint fac-
tory, predstavljen kot kombinirana mnozˇica zgodovine resˇitev, predstavlje-
nih z grafom MDP. Za kreiranje objekta MDP iz zgodovinskih podatkov
priporocˇilni modul uporablja komponentno za izgradnjo MDP. Slednja skrbi
za vecˇ procesov. Sprva pretvori poizvedbo SQL iz zgodovinskih podatkov
v drevesno strukturo s pomocˇjo komponente za procesiranje jezika SQL.
Nad dobljeno drevesno strukturo nato opravi sˇe dodatno transformacijo s
pomocˇjo komponente za generiranje korakov resˇitve. Rezultat transforma-
cije je mnozˇica dreves (gozd), ki si sledijo v sosledju in predstavljajo korake
na poti resˇevanja dolocˇene poizvedbe SQL. Komponenta nato zdruzˇi vse ko-
rake resˇevanja v objekt MDP in postopek ponovi za vse zgodovinske zapise v
podatkovni bazi. Kot rezultat dobimo velik, skupen objekt MDP, ki vsebuje
vse poti resˇevanja izbrane s strani sˇtudentov pri resˇevanju nalog. Nastali
MDP se vrne priporocˇilni komponenti, ta pa ga vstavi v predpomnilnik.
Ob naslednjen dostopu je tako MDP predpomnjen in ga lahko priporocˇilna
komponenta pridobi neposredno brez uporabe drugih komponent. Dodatna
prednost predpomnjenja je ta, da se izognemo cˇasovno potratnim operacijam
nad podatkovno bazo. Priporocˇilna komponenta po pridobitvi objekta MDP
izvede ujemanje najboljˇsega stanja glede na ocene stanj in trenutno stanje, v
24 POGLAVJE 3 PRIPOROCˇILNI SISTEM
katerem se nahaja sˇtudent. Kot namig se vrne poizvedba v iskanem stanju.
Psevdokoda opisanega postopka je prikazana v okviru algoritma 1. Samo
ujemanje najboljˇsega stanja je podrobno opisano v poglavju 4.4.
Algoritem 1 Generiranje namigov
1: procedure generateHint(input query, schema, exerciseId)
2: if cache(schema, exerciseId) 6= null then
3: mdp← cache(schema, exerciseId)
4: else
5: mdp← createMDP(schema, exerciseId)
6: cache(schema, exerciseId) ← mdp
7: end if
8: return matchBestState(mdp, input query)
9: end procedure
10:
11: procedure createMDP(schema, exerciseId)
12: mdp← empty
13: data← getHistoricData()
14: for i← 1 to | data | do
15: tree← processSQLQuery(data(i))
16: forest← generateSolutionSteps(tree)




Ker se sistem neprestano prilagaja in dopolnjuje svojo zbirko znanja, pri-
porocˇilna komponenta dostopa tudi do komponente za evalvacijo poizvedb.
Tako je sistem zmozˇen za vsako vhodno poizvedbo dolocˇiti oceno ter jo vsta-
viti v podatkovno bazo kot poskus. Ker je objekt MDP nespremenljiv (angl.
immutable), bo dodan poskus uposˇtevan ob naslednji ponovni gradnji MDP.
Sistem zato ob dolocˇenih cˇasovnih intervalih izprazni predpomnilnik, da za-
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gotovi ponovno gradnjo MDP. Omeniti je potrebno, da je sistem zmozˇen
ponuditi namig le, cˇe je vhodna poizvedba sintakticˇno pravilna ter se pra-
vilno izvede nad podatkovno bazo. Ob generiranju namigov se postopek
zabelezˇi v podatkovno bazo tako, da imamo pregled nad izdanimi namigi.
Poleg opisanih komponent se uporablja sˇe komponenta za upravljanje z do-
stopom do podatkovne baze, ki na sliki 3.3 ni prikazana. Komponenta skrbi
za komunikacijo med zalednim sistemom in podatkovno zbirko ter upravlja-
nje s transakcijami.
Ob priporocˇilnem modulu se na strezˇniku nahaja tudi modul za upravlja-
nje z nalogami. Primarna naloga modula je, zagotavljanje podpore upravlja-
nju z nalogami preko spletne aplikacije. Implementirane so osnovne CRUD
operacije za spreminjanje podatkov o nalogah in shemah. Pri tem se upora-
blja obstojecˇa komponenta za upravljanje z dostopom do podatkovne baze.
3.3 Komponente spletne aplikacije
Spletna aplikacija je sestavljena iz treh oddelkov: upravljanje s shemami,
upravljanje z nalogami ter simulacija resˇevanja nalog. Slika 3.4 prikazuje
obrazec za ustvarjanje, urejanje in brisanje shem. Skrbnik sistema lahko
upravlja z naborom shem, ki so na voljo za poizvedovanje v okviru resˇevanja
nalog. Za vsako shemo lahko urednik dolocˇi imena tabel in pripadajocˇa imena
referenc (alias). Dolocˇanje imen referenc se uporablja za boljˇso uporabniˇsko
izkusˇnjo, in sicer tako, da so imena referenc tabel v izhodnih namigih ustre-
zno preimenovana.
Razen urejanja shem lahko skrbnik sistema za vsako shemo pregleduje
tudi seznam nalog, dodaja nove naloge in ureja/briˇse obstojecˇe naloge. Pri
vsaki nalogi ima skrbnik omogocˇen vnos navodila naloge v jeziku Markdown,
opisanem v poglavju 3.4.7. Tako lahko za vsako nalogo dodamo sliko izseka
logicˇnega podatkovnega modela, ki razbremeni sˇtudenta pri resˇevanju nalog.
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Slika 3.4: Oddelek za urejanje podatkovnih shem
Skrbnik mora dolocˇiti vsaj eno pravilno resˇitev naloge. Pravilnim resˇitvam
pravimo tudi idealne resˇitve, saj se uporabijo v procesu izgradnje MDP struk-
tur in tako omogocˇajo sˇe boljˇse generiranje namigov. Opisan obrazec je pri-
kazan na sliki 3.5. Dodatno lahko skrbniki sistema urejajo koeficiente, ki jih
uporablja komponenta za evalvacijo poizvedb v okviru vrednotenja.
Zadnji oddelek omogocˇa simulacijo resˇevanja nalog na podoben nacˇin, kot
ga izkusi sˇtudent. Pri vsaki nalogi je poleg navodila naloge na voljo gumb
za testiranje poizvedbe. Za testiranje poizvedb se uporablja vmesni strezˇnik
(angl. proxy), ki je zˇe bil izdelan v okviru obstojecˇega sistema za resˇevanje
nalog pri predmetu Osnove podatkovnih baz. Testiranje poizvedb je cˇasovno
omejeno, zato da se zagotovi pravicˇna raba sistemskih sredstev. Sˇtudent
lahko vsakih 5 sekund testira poizvedbo. Vmesni strezˇnik zˇe vrne rezultate
poizvedbe v obliki HTML, ki se prikazˇejo pod nalogo, kot je razvidno iz
slike 3.6. Poleg gumba za testiranje je na voljo tudi gumb za namig. Ob
kliku na gumb se po koncˇani zahtevi na strezˇnik prikazˇe pogled Diff za
primerjanje sˇtudentove poizvedbe in poizvedbe v okviru namiga. Sˇtudent
lahko z gumbom ’Uporabi namig’ zamenja svojo poizvedbo s tisto iz namiga.
Tako je zagotovljeno, da namigi niso vsiljivi, temvecˇ so le v pomocˇ.
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Slika 3.5: Urejanje posamezne naloge
Slika 3.6: Simulacija resˇevanja naloge
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3.4 Uporabljene tehnologije in knjizˇnice
Pri gradnji sistema je bilo uporabljenih vecˇ standardov in tehnologij ter
knjizˇnic. Namen tega poglavja je, podati kratek pregled konceptov upo-
rabljenih tehnologij.
3.4.1 Java Enterprise Edition
JavaEE je platforma za gradnjo skalabilnih, visoko zanesljivih in varnih
strezˇniˇskih aplikacij. Zˇe iz imena platforme je razvidno, da se srecˇujemo
s tehnologijo, namenjeno velikim podjetjem, ki imajo taksˇne zahteve. Za
dosego omenjenih zahtev platforma uvede dodatno delitev aplikacij na vme-
snem sloju med odjemalcem in podatki [9]. Uvede se sloj, namenjen poslovni
logiki, ter spletni sloj za povezovanje odjemalcev in poslovne logike. Ja-
vaEE tecˇe na strezˇniku, ki implementira sam standard in ki ponuja storitve
platforme. Taksˇni strezˇniki so aplikacijski strezˇniki. Za razvoj aplikacij plat-
forma uporablja jezik Java z dodanimi API komponentami ter anotacijami.
Z uvedbo anotacij se mocˇno poenostavi konfiguracija, saj strezˇnik sam pri-
pravi vse vire, oznacˇene v anotacijah.
Za podporo obeh slojev JavaEE definira dve vrsti vsebnikov (angl. con-
tainer): spletni vsebnik in aplikacijski vsebnik. Spletni vsebnik vsebuje vse
komponente, ki omogocˇajo, da se aplikacijski strezˇnik obnasˇa kot regularni
spletni strezˇnik. Aplikacijski vsebnik vsebuje komponente poslovne logike,
spletne storitve, komponente za povezovanje s podatki itd. Razlicˇni aplika-
cijski strezˇniki se med seboj razlikujejo glede na implementirane API kompo-
nente, ki jih definira standard. Za nasˇ sistem smo uporabili Apache Tomcat 8
aplikacijski strezˇnik, ki privzeto ponuja implementacijo za Java Servlet API
[18]. Dodatno smo uporabili sˇe zunanje knjizˇnice za implementacijo CDI
API in JAX-RS API.
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Java Servlet API
Java Servlet API je pomembnejˇsi del specifikacije JavaEE. Prvotno so se ser-
vleti razvili z namenom podpiranja dinamicˇnih spletnih vsebin. Omogocˇajo
komunikacijo tipa zahteva–odgovor. Najvecˇkrat ta komunikacija poteka preko
protokola HTTP. Servleti so preprosti javanski razredi, s katerimi upravlja
spletni vsebnik. Ob vsaki zahtevi vsebnik nalozˇi ustrezen javanski razred,
ustvari novo instanco tega razreda in poklicˇe ustrezno inicializacijsko me-
todo znotraj razreda. Dodatno servleti omogocˇajo hranjenje podatkov med
sejami, tako da lahko posameznega uporabnika ob zaporednih zahtevkih iden-
tificiramo. Seje se po dolocˇenem cˇasu odstranijo avtomaticˇno.
Spletne storitve in JAX-RS
Spletne storitve omogocˇajo standarden nacˇin medsebojne komunikacije med
razlicˇnimi komponentami sistema [9]. Prednost spletnih storitev je ta, da
zagotavljajo sˇibko sklopljenost komponent sistema, kar pa omogocˇa preno-
sljivost in fleksibilnost. Danes obstajata dva vecˇja razreda spletnih storitev.
Spletne storitve SOAP delujejo po istoimenskem standardu in za izmenjavo
sporocˇil uporabljajo format XML. Prenos sporocˇil SOAP najvecˇkrat poteka
preko protokola HTTP. Drugi tip storitev so spletne storitve REST, ki se
prav tako zanasˇajo na protokol HTTP za prenos sporocˇil, vendar pa upo-
rabljajo dodatne formate za sporocˇila, kot je JSON. Spletne storitve SOAP
omogocˇajo vrsto razsˇiritev za varen in zanesljiv prenos podatkov, medtem ko
storitve REST tega ne zagotavljajo, vendar so slednje veliko bolj enostavne
za izdelavo in uporabo.
Vmesniki za dostop do virov v storitvah REST so predstavljeni z naslovi
URL. Za dolocˇanje tipa operacije nad posameznim vmesnikom se uporabi
ustrezna metoda HTTP (GET za pridobivanje vira, PUT za posodabljanje,
POST za ustvarjanje ali DELETE za brisanje). Poleg definicije naslovov
URL in metod HTTP, se za vsak vmesnik odlocˇimo za ustrezno poimeno-
vanje, tako da je zˇe iz naslova razvidno, do katerega vira dostopamo. Defi-
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nicija taksˇnih spletnih storitev je predvidena s strani standarda JAX-RS, ki
dolocˇa mnozˇico anotacij za definicijo vmesnikov in je del JavaEE platforme.
Obstaja vecˇ implementacij standarda JAX-RS. Nasˇ sistem uporablja orodje
Jersey [2], ki poleg implementacije standarda JAX-RS uvede dodatne funk-
cionalnosti za razvoj spletnih storitev v jeziku Java. V okviru aplikacijskega
strezˇnika se za potrebe orodja Jersey ustvari privzet servlet, katerega namen
je zagotavljati komunikacijo zahteva-odgovor preko protokola HTTP. Tako
je spletna storitev REST izpostavljena potencialnim odjemalcem.
Contexts and Dependency Injection
Namen standarda je, povezovanje komponent spletnega vsebnika s kompo-
nentami aplikacijskega vsebnika, pri tem pa dosecˇi sˇibko sklopljenost med
spletnim delom in poslovno logiko [9]. CDI (angl. Contexts and Dependency
Injection) opravlja dve nalogi: upravljanje s konteksti ter vstavljanje odvi-
snosti (angl. dependency injection). Kontekst predstavlja zˇivljenjsko dobo
posamezne komponente. Razvijalcu se ni potrebno ukvarjati z ustvarjanjem
ter odstranjevanjem komponent. Upravljanje konteksta je namrecˇ nadzoro-
vano s strani standarda, ki se odziva na razlicˇna stanja komponent in zagotovi
razvijalcu stalen dostop do zahtevanih modulov. Vstavljanje odvisnosti po-
skrbi za sˇibko sklopljenost strezˇniˇskega dela in odjemalcev. Zagotavlja nam,
da lahko v ozadju spremenimo implementacijo komponent brez potrebe po
spreminjanju odjemalca. Tudi CDI API temelji na anotacijah za preprosto
konfiguracijo. Nasˇ sistem uporablja implementacijo Weld [7].
3.4.2 Java Database Connectivity
Za potrebe dostopa do podatkovne baze se na strezˇniku uporablja JDBC
API, ki omogocˇa izvajanje poizvedb SQL preko jezika Java. Dodatna pred-
nost komponente je uporaba predpripravljenih poizvedb (angl. prepared sta-
tement), ki preprecˇujejo klasicˇne napade z vstavljanjem zlonamerne kode
SQL (angl. SQL injection). Poleg preprecˇevanja napadov taksˇne poizvedbe
omogocˇajo tudi ucˇinkovito izvajanje v primeru zaporednih poizvedb.
3.4 UPORABLJENE TEHNOLOGIJE IN KNJIZˇNICE 31
3.4.3 Jackson API
Spletne storitve REST omogocˇajo prenos podatkov v vecˇjem sˇtevilu forma-
tov. Toda strezˇnik poganja objektno usmerjen jezik Java, ki deluje na podlagi
razredov, zato je potrebna dodatna preslikava pred prenosom podatkov. Po-
stopek preslikave iz javanskih objektov v format za prenos preko omrezˇnih
povezav imenujemo serializacija. Obraten proces se imenuje deserializacija.
Standard JAX-RS omogocˇa uporabo razlicˇnih implementacij za potrebe se-
rializacije. V okviru nasˇega sistema smo uporabili implementacijo Jackson
[10], ki ponuja serializacijo objektov v format JSON. Taksˇen format je naj-
bolj ustrezen, saj spletna aplikacija temelji na jeziku Javascript.
Ker standard omogocˇa rekurzivno serializacijo objektov t. j. serializacija
referenc objektov znotraj drugega objekta, so pogoste tezˇave s serializacij-
skimi cikli. Cikel se pojavi, cˇe med objektoma obstaja dvosmerna pove-
zava. Takrat se program izvede nepravilno, pojavi se neskoncˇna zanka. Za
resˇevanje ciklov je potrebno atribute objekta opisati z ustreznimi pripisi, kar
povzrocˇi, da orodje omenjene atribute med serializacijo ne uposˇteva.
3.4.4 Google Guava
Google Guava [3] je javanska knjizˇnica, ki omogocˇa predpomnjenje objektov
v pomnilniku strezˇnika. Prednost knjizˇnice je, da omogocˇa vrsto politik, po
katerih se vnosi v pomnilniku odstranjujejo. Nasˇ sistem uporablja politiko
maksimalne velikosti, kar pomeni, da se najstarejˇsi vnosi avtomatsko od-
stranijo iz pomnilnika, ko ta zasede dolocˇeno maksimalno velikost. Obstaja
vrsta drugih politik, med zanimivejˇsimi je cˇasovna politika, kjer se objekt po
dolocˇenem cˇasu neaktivnosti (ni branj ali pisanj na omenjen objekt) avto-
matsko odstrani. Lahko se odstrani tudi po dolocˇenem cˇasu, ko je bil objekt
prvicˇ dodan v pomnilnik.
Knjizˇnica za predpomnjenje uporablja podatkovno strukturo podobno
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preslikavi, ki temelji na unikatnih kljucˇih (angl. hash map). Vsak objekt
se v pomnilnik vstavi pod dolocˇenim kljucˇem, s katerim kasneje dostopamo
do objekta. Dodatna zahteva podatkovne strukture je, da zagotavlja varne
operacije pri dostopu vecˇih niti (angl. threads). Tako se izognemo dvoumnim
situacijam, ko dve ali vecˇ niti hkrati dostopajo do istega kljucˇa v pomnilniku.
3.4.5 ANother Tool for Language Recognition
ANnother Tool for Language Recognition (ANTLR) omogocˇa gradnjo razcˇle-
njevalnikov jezika (angl. parser). Celotna teorija analize jezika ter gradnje
prevajalnikov je preobsezˇna v sklopu te diplomske naloge, zato bodo opisani
le osnovni koncepti.
Razcˇlenjevanje naravnih jezikov ali programskih jezikov se pricˇne z leksi-
kalno analizo [16]. Program analizira vsak znak vhodnega niza. Namen leksi-
kalne analize je, zagotoviti podporo viˇsjim plastem tako, da lahko v vsakem
trenutku iz niza vrnemo ustrezno zaporedje znakov oziroma besedo. Poleg
grupiranja znakov v besede, program, ki izvaja leksikalno analizo, vsaki izmed
mozˇnih besed jezika (predpostavka je, da je sˇtevilo mozˇnih besed koncˇno) do-
deli unikaten zˇeton (angl. token). Zˇeton se uporablja za referenciranje besed
in varcˇevanje s pomnilnikom. Cˇe jezik ne razlikuje med velikimi in malimi
cˇrkami, lahko posamezen zˇeton dodelimo vecˇim besedam. Znake, ki so redun-
dantni (presledki, komentarji v programski kodi), lahko program preprosto
izpusti.
Za grupiranje znakov v besede se uporabljajo regularni izrazi. Regularni
izraz nad naborom znakov je definiran kot prazen niz (ujemanje s praznim
nizom), katerikoli znak iz nabora dovoljenih znakov, z operatorjem ali (bodisi
prvi znak bodisi drugi znak), kot konkatenacija dveh znakov (prvi znak, ki
mu sledi drugi znak) ali pa kot Kleeneovo pokritje (nicˇ ali vecˇ ponovitev
znaka) [16]. Primeri regularnih izrazov:
• ““ (prazen niz)
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• a (znak ‘a‘)
• a|b (znak ‘a‘ ali znak ‘b‘)
• ab (znak ‘a‘, ki mu sledi znak ‘b‘)
• a* (niz ““, “a“, “aa“ ...)
Regularne izraze lahko predstavimo kot nedeterministicˇne koncˇne avto-
mate (NFA). NFA je definiran kot trojcˇek (vhodna abeceda, mnozˇica stanj,
mnozˇica prehodov med stanji) [16]. Primer avtomata za regularni izraz a∗
je predstavljen na sliki 3.7. Kot je razvidno iz slike, je v zacˇetnem stanju,
oznacˇenem z 0, mozˇen prehod bodisi v koncˇno stanje bodisi v stanje 1, glede
na naslednji znak iz niza. V stanju 1 je mozˇno poljubno sˇtevilo ponovitev
znaka a. Kleeneov teorem trdi, da obstaja povezava med NFA in regularnimi
izrazi, in sicer je povezava obojestranska. Vsak regularni izraz lahko pretvo-
rimo v NFA in obratno.
Slika 3.7: Nedeterministicˇni koncˇni avtomat za regularni izraz a∗ [16]
Za prakticˇno implementacijo NFA niso primerni, saj so nedeterministicˇni.
Posledica nedeterminizma je ta, da se mora program v vsakem stanju odlocˇiti
za povezavo, ki jo bo obiskal. V primeru napacˇne odlocˇitve se mora program
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vracˇati v prejˇsnje stanje. Namesto NFA se zato uporabljajo deterministicˇni
koncˇni avtomati (DFA). DFA je razsˇiritev NFA, kjer niso dovoljene pove-
zave, ki predstavljajo prazen niz in kjer nobeno stanje nima dveh izhodnih
povezav z enakim znakom [16]. Izkazˇe se, da je vsak NFA mozˇno pretvoriti v
DFA, in sicer z algoritmom Subset construction [16]. V kolikor zˇelimo, da je
program sestavljen iz DFA ucˇinkovit, potrebujemo minimizacijske postopke,
ki bodo zmanjˇsali sˇtevilo stanj v DFA. Minimizacijski algoritmi delujejo na
predpostavki, da so vsa stanja v DFA enaka. Med preverjanjem nato dodajo
samo tista stanja, ki se dejansko razlikujejo.
Druga komponenta razcˇlenjevalnikov jezika so slovarji (angl. grammar).
Slovar je sestavljen iz mnozˇice pravil v obliki A −→ α, kar pomeni, da lahko
vsak znak A zamenjamo z α [16]. Pravila, ki se ne pojavijo na levi strani
enacˇbe, so elementarni znaki abecede (angl. terminal symbols), medtem ko
so ostala pravila sintakticˇne spremenljivke (angl. non-terminal symbols), ki
se pretvorijo v osnovne znake abecede. Dodatni primeri pravil v slovarju
lahko zajemajo tudi relacijo ali (A −→ α | β) ali pa so na desni strani tudi
druge sintakticˇne spremenljivke (A←→ Bα). Slovar deluje tako, da aplicira
vsa pravila, dokler ni vecˇ sintakticˇnih spremenljivk, temvecˇ le elementarni
simboli abecede. Tako kot za NFA tudi za slovarje velja, da lahko vsak regu-
larni izraz pretvorimo v pripadajocˇ slovar. Obratna relacija ne velja. Slovar
lahko pretvorimo v regularni izraz le, cˇe imamo opravka z regularnim slovar-
jem. Regularni slovarji so tisti slovarji, za katere so vsa pravila podana v
obliki A −→ aB ali A −→ a.
Pomembno spoznanje je dejstvo, da regularni slovarji v resnici modeli-
rajo regularni jezik, ki je podmnozˇica vseh ostalih jezikov. Noam Chomsky
je opisal tudi jezike, ki niso regularni, t. j. jezike z neskoncˇno abecedo, ter
jih razdelil v hierarhijo, prikazano v tabeli 3.2 [16]. Jeziki so razdeljeni v hi-
erarhijo tako, da jezik na viˇsjem nivoju vsebuje vse jezike spodnjega nivoja.
Regularni slovarji se izkazˇejo za prevecˇ omejene, da bi lahko z njimi proce-
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sirali jezike, kot je SQL. A hkrati so slovarji nizˇjih nivojev kompleksnejˇsi.
Optimalno razmerje med kompleksnostjo in izrazno mocˇjo predstavljajo slo-
varji brez konteksta. Med njih spadajo zˇe omenjena pravila oblike A −→ α,
ki jih DFA in NFA ne morejo procesirati, saj nimajo mehanizmom za pomnje-
nje. Slovarji brez konteksta uporabljajo avtomate s skladom, ki omogocˇajo
pomnjenje.
Razred jezika Slovar Avtomati
3 Regularni NFA ali DFA
2 Brez konteksta (angl.
Context-Free)
Avtomati s skladom (angl.
Push down automata)
1 Slovarji s kontekstom (angl.
Context-Sensitive)
Linearno omejeni avtomati
(angl. Linear bounded auto-
mata)
0 Neomejeni Turingov stroj
Tabela 3.2: Chomskyeva hierarhija jezikov
Razcˇlenjevanje jezika (angl. parsing) je proces, kjer preverjamo ali se-
kvenca besed ustreza dolocˇenemu slovarju, ki ima definirano mnozˇico pravil.
Rezultat procesa je drevo, imenovano parse tree, ki prikazuje uporabljena
pravila iz slovarja. Primer slovarja in gradnje drevesa za razcˇlenjevanje arit-
meticˇnih izrazov (povzeto iz [16]):
Slovar:
E −→ E OP E | (E) | NUM
OP −→ + | − | ÷ | ×
NUM −→ (0 .. 9)∗
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Pri gradnji taksˇnih dreves sta na voljo dva pristopa:
• Pristop zgoraj-navzdol zacˇne s prvim simbolom iz niza ter poskusˇa apli-
cirati pravila iz slovarja, dokler niso vse leve strani pravil zamenjane z
desnimi stranmi.
• Pristop spodaj-navzgor zacˇne od konca niza proti zacˇetku, pri cˇemer
zamenjuje desne strani pravil z levimi stranmi, dokler ne dosezˇe prvega
simbola v nizu.
Poleg izbire nacˇina gradnje drevesa se lahko v vsakem koraku odlocˇimo za
poljubno sintakticˇno spremenljivko, katero bomo zamenjali s pripadajocˇim
izrazom pravila iz slovarja. Cˇe procesiramo niz od leve proti desni, vedno
izberemo najbolj levo sintakticˇno pravilo. V kolikor procesiramo niz od desne
proti levo, izberemo najbolj desno spremenljivko.
Najenostavnejˇsi algoritem za razcˇlenjevanje jezika po pristopu zgoraj-
navzdol je algoritem Recursive descent parsing [16]. Omenjen algoritem
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privzame, da je vsaka sintakticˇna spremenljivka na levi strani pravila de-
finicija funkcije, sintakticˇna spremenljivka na desni strani pravila klic funk-
cije, elementarni znaki abecede pa predstavljajo ujemanje z znaki iz niza.
Razcˇlenjevanje uporablja sklad. Za vsako ujemajocˇo levo stran pravila se
na sklad potisne desna stran pravila. Nato se s sklada vzame naslednjo
sintakticˇno spremenljivko. Postopek se ponavlja, dokler se na skladu ne na-
hajajo le elementarni znaki.
Poglavitna tezˇava algoritmov za razcˇlenjevanje je dolocˇanje katera spre-
menljivka na desni strani naj bo uporabljena v primeru vecˇih ustrezajocˇih
desnih strani pravila (zaradi relacije ali). Postopek vpogleda naprej (angl.
lookahead) analizira, katera spremenljivka se bo najverjetneje ujemala z
naslednjim znakom iz niza [16]. To stori tako, da napove prvi elemen-
tarni simbol, ki ga dolocˇa sintakticˇna spremenljivka na desni strani pravila.
Druzˇina razcˇlenjevalnikov LL(k) uporablja postopek vpogleda naprej, pri
cˇemer sˇtevilo k predstavlja minimalno sˇtevilo znakov za dolocˇanje natanko
ene ustrezajocˇe sintakticˇne spremenljivke. Orodje ANTLR temelji na ome-
njeni druzˇini razcˇlenjevalnikov z dodatnimi izboljˇsavami. Poleg razcˇlenjevanja
jezika orodje ponuja tudi sintakso za zapis pravil v okviru slovarjev ter zapis
regularnih izrazov za leksikalno analizo. Orodje definicijo slovarja pretvori v
javanske razrede, ki se lahko uporabijo za razcˇlenjevanje jezika.
3.4.6 AngularJS
Razvoj spletnih strani poteka vse od prve pojavitve jezika HTML leta 1991.
Od takrat se je proces razvoja stalno nadgrajeval. V samih zacˇetkih spleta
so bile spletne strani v celoti staticˇne. Kasneje, z uvedbo okolja CGI, so
postale vsebine spletnih strani dinamicˇne. Dinamika spletnih strani se je
povecˇala z ostalimi nadgradnjami, kot je jezik PHP, ASP.NET itd. Razvoj
je scˇasoma dosegel fazo visoko interaktivnih in dinamicˇnih strani, ki prezenti-
rajo podatke v realnem cˇasu. Centralni gradnik v interaktivnosti predstavlja
jezik Javascript, ki tecˇe na odjemalcˇevi strani. Dandanes vecˇina podjetij zˇeli
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minimizirati strosˇke vzdrzˇevanja spletnih strezˇnikov in hkrati poenostaviti
razvoj interaktivnih, a kompleksnih spletnih aplikacij. V ta namen je bilo s
strani podjetja Google leta 2009 razvito ogrodje AngularJS [4], ki temelji na
jeziku Javascript. V nadaljevanju so omenjene le najbolj atraktivne predno-
sti ogrodja, obstaja sˇe mnogo drugih.
Eden pomembnejˇsih konceptov ogrodja je gradnja t. i. spletnih aplikacij
z eno samo stranjo (angl. single page application). Tradicionalne spletne
aplikacije z vecˇimi stranmi dinamicˇno vsebino generirajo na strezˇniku, pri
cˇemer zdruzˇijo dinamicˇne podatke s staticˇno vsebino HTML. Rezultat nato
dostavijo odjemalcu. Postopek sicer zagotavlja gradnjo dinamicˇnih strani,
vendar onemogocˇa ucˇinkovito predpomnjenje vsebine HTML. Za zmanjˇsanje
porabe pasovne sˇirine je dandanes, zaradi vse vecˇje kolicˇine prometa na sve-
tovnem spletu, nujno potrebno ucˇinkovito predpomnjenje staticˇnih virov.
AngularJS uvede zdruzˇevanje podatkov in staticˇne vsebine na odjemalcu.
Naloga strezˇnika tako postane dostava staticˇnih vsebin HTML in podatkov,
in sicer locˇeno. Podatki se obicˇajno dostavijo preko spletne storitve. Tako
odjemalec samo prvicˇ prenese staticˇne vsebine, brskalnik pa jih nato predpo-
mni. V kolikor je staticˇna vsebina kombinirana z dinamicˇno, predpomnjenje
ni ucˇinkovito, saj je dinamicˇna vsebina ob vsakem dostopu razlicˇna.
AngularJS kot eden izmed prvih uvede zˇe poznan koncept MVC v spletne
aplikacije. MVC temelji na delitvi aplikacij na podatke (angl. model), po-
slovno logiko (angl. controller) in predstavitev (angl. view). Pri AngularJS
so podatki shranjeni v Javascript objektih, poslovna logika je shranjena kot
Javascript koda, pogled pa predstavljajo elementi strukture DOM. Taksˇna
delitev omogocˇa ucˇinkovito organizacijo programske kode.
Interaktivnost aplikacij AngularJS je zagotovljena preko Data Binding
API. Omenjena komponenta omogocˇa dinamicˇno spreminjanje pogleda ob
posodobitvah modela ter posodobitve modela ob spremembah pogleda. Tako
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nam ni potrebno, npr. ob osvezˇitvi podatkov s spletne storitve, ponovno
izrisati pogleda, saj se ta posodobi samodejno. Prav tako nam ni potrebno
dostopati do vsebine pogleda po interakciji uporabnika s pogledom, saj je
le-ta na voljo avtomatsko.
3.4.7 Bootstrap
Ogrodje Bootstrap [11] se je razvilo zaradi vse vecˇjega sˇtevila naprav. Z
vecˇjim sˇtevilom naprav se je okrepilo tudi sˇtevilo razlicˇnih zaslonov in kon-
figuracij. Obstojecˇe spletne strani so prilagojene le za dolocˇene zaslone kot
je npr. zaslon stacionarnega racˇunalnika. V kolikor smo zˇeleli prilagoditi
spletno aplikacijo tudi za mobilne naprave ali tablicˇne racˇunalnike, je bilo
potrebno vlozˇiti veliko dela. Ogrodje Bootstrap mocˇno poenostavi konfi-
guracijo za razlicˇne zaslone z uvedbo preddefiniranih stilov CSS. Prav tako
zagotavlja interoperabilnost med razlicˇnimi brskalniki.
3.4.8 Oznacˇevalni jezik Markdown
Markdown [6] je jezik za podajanje obogatenega teksta na enostaven in hi-
ter nacˇin. Omogocˇa zapis znacˇk, ki se pred predstavitvijo prevorijo v jezik
HTML. Na voljo nam je dodajanje slik, seznamov, spletnih povezav itd.
Poglavje 4
Podroben opis komponent
V prejˇsnjem poglavju je sistem bil opisan z vidika medsebojnega delovanja
komponent. Sledecˇe poglavje je namenjeno podrobnemu opisu vsake izmed
komponent priporocˇilnega modula zalednega sistema.
4.1 Komponenta za procesiranje jezika SQL
Za potrebe procesa analize poizvedb SQL je nujno potrebna komponenta, ki
je zmozˇna pretvoriti poljubno pravilno obliko poizvedbe SQL v strukturo,
ki je bolj primerna za procesiranje z vidika racˇunalniˇskega sistema. Kompo-
nenta za procesiranje jezika SQL skrbi za ustrezno pretvorbo poizvedb SQL
v drevesno strukturo, ki se shrani v pomnilniku. Za svoje delovanje kom-
ponenta uporablja razcˇlenjevalnik jezikov ANTLR, pri cˇemer je bil v okviru
diplomske naloge izdelan slovar za jezik SQL. Poleg orodja ANTLR bi za
procesiranje jezika lahko uporabili regularne izraze, a kot je zˇe bilo omenjeno
v poglavju 3.4.5, regularni jeziki nimajo dovolj velike izrazne mocˇi za proce-
siranje kompleksnih jezikov, kot je SQL. Orodje ANTLR za razcˇlenjevanje
potrebuje vsaj dva gradnika. Prvi je seznam definicij besed, ki se v procesu
leksikalne analize izlusˇcˇijo iz vhodnega niza. Drugi je seznam sintakticˇnih
pravil (slovar), ki se v procesu razcˇlenjevanja pretvorijo v elementarne znake
abecede.
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V procesu izgradnje slovarja za razcˇlenjevanje jezika SQL je bil pripra-
vljen seznam besed in osnovnih konstruktov, ki jih uporablja jezik SQL. Za



















Slika 4.1: Definicija niza iz jezika SQL
Slika 4.1 prikazuje pravilo za ujemanje niza v okviru poizvedbe SQL. De-
finicije konstruktov, ki so samoumevni (npr. PERCENT), niso prikazane. Niz
se praviloma pricˇne in koncˇa z narekovajem, bodisi enojnim bodisi dvojnim.
Znotraj narekovajev se nahaja beseda, kateri sledi nicˇ ali vecˇ besed locˇenih
s presledki. Beseda ima v jeziku SQL sˇirsˇi pomen, saj lahko vsebuje tudi
znak za odstotek ali podcˇrtaj za podporo izrazu LIKE. Obicˇajno je beseda
sestavljena iz enega ali vecˇ znakov abecede (vkljucˇno s sˇtevili). Poleg nizov
in besed se v jeziku SQL uporabljajo tudi osnovne primerjalne operacije in
aliasi.
Za vsako izmed rezerviranih besed jezika SQL je bil definiran ustrezen re-
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gularni izraz. Uposˇtevali smo tudi variacije malih in velikih zacˇetnic, saj
orodje ANTLR privzeto ne omogocˇa ujemanja brez uposˇtevanja razlik v
zacˇetnicah besed. Orodje v procesu leksikalne analize grupira ustrezne znake
v besede, glede na pravila, ki smo jih zapisali. Dobljene besede nato upo-
rabi pri razcˇlenjevanju jezika. Definiciji kljucˇnih besed jezika sledi definicija


















Slika 4.2: Definicija sintakticˇnih pravil za ujemanje poizvedbe SQL
Slika 4.2 prikazuje definicijo pravil za ujemanje poizvedb SQL. Poizvedba
SQL je lahko kompleksna, v smislu, da lahko vsebuje rezultate vecˇih poi-
zvedb, zdruzˇenih s konstruktom UNION. Osnovna poizvedba mora, glede na
standard SQL, vsebovati vsaj SELECT stavek in FROM stavek. Pravilo smo
zapisali na nacˇin, da je sklop FROM opcijski. Razlog lezˇi v tem, da zˇelimo
biti zmozˇni ponuditi namige tudi za primere, ko sˇtudent sˇe ni napisal sklopa
FROM, temvecˇ le osnovni SELECT stavek.
Pravilo za SELECT sklop, glede na sliko 4.3, v namene projekcije poi-

































Slika 4.3: Definicija pravila za SELECT stavek
zvedbe podpira uporabo atributov, primerjalnih izrazov, funkcijskih izrazov
ali projekcijo vseh atributov preko znaka ∗. Atribut je lahko beseda ali alias.
Podprta je tudi uporaba rezervirane besede DISTINCT in preimenovanje iz-
branih atributov z rezervirano besedico AS. Funkcijski izrazi lahko vsebujejo
splosˇno funkcijo, ki se izvede nad izbranim atributom. Uporabljajo se tako
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Slika 4.4: Definicija pravila za ujemanje funkcij
Iz slike 4.4 je razvidno, da lahko funkcije tudi gnezdimo, eno znotraj
druge. Jezik SQL podpira kompleksne pogoje v okviru selekcijskega sklopa
WHERE. Med drugim so podprte tudi vgnezdene poizvedbe in uporaba napre-
dnejˇsih konstruktov kot so EXISTS, ANY, ALL ... Dodatno lahko uporabnik
poljubno vgnezdi logicˇne pogoje OR in AND z uporabo oklepajev. Pravilo, ki
podpira omenjene zahteve, je prikazano na sliki 4.5.
Rezultat opredeljenega slovarja in kljucˇnih besed je vrsta javanskih ra-
zredov, ki jih orodje ANTLR ustvari ob grajenju ostale izvorne kode. Ja-
vanski razredi omogocˇajo procesiranje vhodnih nizov, ki predstavljajo poi-
zvedbe SQL. V primeru sintakticˇne napake v vhodnem nizu se prozˇi izjema,
katero lahko obravnavamo. Komponenta za procesiranje jezika SQL poleg
razcˇlenjevanja poizvedb SQL opravlja tudi pretvorbo v drevesne strukture.
Rezultat razcˇlenjevanja poizvedbe je zˇe omenjeni parse-tree, katerega doda-
tno pretvorimo v enostavnejˇso drevesno strukturo. Pretvorba poteka tako,




| logicalExpr OR logicalExpr



















| LPAREN sqlQueryExpr RPAREN
;
Slika 4.5: Definicija pravila za ujemanje logicˇnih izrazov
da se sprehodimo po drevesu, ki predstavlja rezultat razcˇlenjevanja, in sicer
opravimo sprehod v globino (angl. depth-first). Pri tem kopiramo vsako
vozliˇscˇe in ga dodamo v nasˇo lastno drevesno strukturo. Za poizvedbo
SELECT *
FROM zaposleni
WHERE Placa > 2500;
tako dobimo drevesno strukturo, prikazano na sliki 4.6.
Komponenta za procesiranje jezika SQL opravlja tudi nasprotno trans-
formacijo, in sicer je zmozˇna iz drevesne strukture pripraviti niz, ki predsta-
vlja poizvedbo. Tudi za taksˇno transformacijo se uporablja obhod drevesa
















Slika 4.6: Drevesna struktura za poizvedbo s preprostim selekcijskim pogojem
v globino, pri cˇemer se pred vgnezdenimi poizvedbami doda ustrezno sˇtevilo
oklepajev. Ostali elementi so zˇe del drevesne strukture in jih le izpiˇsemo.
Izpis je ustrezno formatiran v smislu dodanih presledkov med atributi.
4.2 Komponenta za generiranje korakov
resˇitve
Komponenta za procesiranje jezika SQL in zgodovinski podatki sami po sebi
ne predstavljajo zadostnega pogoja za uspesˇno generiranje namigov. Cˇe
zˇelimo zadostiti zahtevi, da naj namig ne razkrije celotne resˇitve, temvecˇ le
naslednji korak na poti do koncˇne resˇitve, potem potrebujemo posamezne ko-
rake resˇevanja. Koraki resˇevanja nam iz zgodovinskih podatkov niso na voljo,
saj je zabelezˇena le celotna poizvedba SQL. Za podporo korakov resˇevanja bi
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morali sproti, med resˇevanjem naloge s strani sˇtudenta, na strezˇnik posˇiljati
parcialne resˇitve. Izkazˇe se, da lahko ob predpostavki, da sˇtudent resˇuje na-
logo v vrstnem redu, glede na sklope, korake resˇitve ustvarimo iz obstojecˇih
poizvedb.
Komponenta za generiranje korakov resˇitve skrbi za ustvarjanje korakov
resˇevanja iz shranjenih poizvedb SQL. Temelji na prej omenjeni predpostavki
resˇevanja po sklopih. Kot vhod komponenta prejme drevesno strukturo, ki
predstavlja poizvedbo SQL. Kot rezultat vrne gozd, ki predstavlja mnozˇico
poizvedb, posamezna poizvedba predstavlja korak resˇevanja. Ker smo pred-
postavili, da resˇevanje poteka po sklopih, lahko privzamemo, da se sˇtudent
pomika po drevesni strukturi od leve proti desni. Sprva napiˇse SELECT sklop,
ki je v drevesni strukturi najbolj levo, kot zadnjega napiˇse morebiten LIMIT
sklop, ki je najbolj desno. Korake resˇevanja lahko zato dobimo z obhodom v
globino po drevesni strukturi, ki predstavlja poizvedbo. Komponenta izvede
omenjeni obhod drevesa, pri cˇemer se ustavi le pri listih drevesa. Listi drevesa
namrecˇ predstavljajo uporabnikov vnos in ne sintakticˇno pravilo. Ko kom-
ponenta dosezˇe list drevesa, naredi kopijo drevesa, ki vsebuje vsa obiskana
vozliˇscˇa na poti do trenutnega lista drevesa, vkljucˇno z listom. Omenjen pri-
stop ni najbolj ekonomicˇen, saj za vse liste drevesa naredi kopijo drevesa in
jih doda v gozd. Sˇtevilo resˇitev lahko zmanjˇsamo tako, da ustvarimo kopijo
drevesa le v primeru, da smo v listu, ki je najbolj desni otrok ocˇeta. Taksˇen
pristop ne poslabsˇa generiranja namigov in hkrati zmanjˇsa sˇtevilo dobljenih
dreves.
Poleg preverjanja pogoja najbolj desnega lista je pred vstavljanjem v
gozd potrebno preveriti, ali kopija drevesa predstavlja sintakticˇno pravilno
poizvedbo SQL. Pravilnost koraka resˇitve preverimo z obstojecˇo komponento
za procesiranje jezika SQL. Za drevesno strukturo na sliki 4.6 bi komponenta
ustvarila sledecˇe poizvedbe, ki predstavljajo korake resˇevanja:
1. SELECT *








WHERE Placa > 2500
Opazimo, da so koraki resˇitve predpone koncˇne poizvedbe, koncˇnega ko-
raka. Komponenta sicer deluje dovolj dobro nad preprostimi poizvedbami,
a naleti na zaplete pri vgnezdenih poizvedbah. Vgnezdene poizvedbe zah-
tevajo uporabo oklepajev. Ker komponenta preverja sintakticˇno pravilnost
kopije drevesa, se lahko zgodi, da se vmesni koraki ne generirajo. Razlog
je v pomanjkanju zaklepaja pri vgnezdenih poizvedbah. V dolocˇenem tre-
nutku komponenta dosezˇe list drevesa znotraj vgnezdene poizvedbe. V zu-
nanji poizvedbi zaradi obhoda v globino sˇe ni ustreznega zaklepaja, zato test
sintakticˇne pravilnosti vrne negativen rezultat. Primer tezˇave je prikazan na
sliki 4.7. Ko komponenta dosezˇe vozliˇscˇe Placa, naredi kopijo drevesa z vsemi
do sedaj obiskanimi vozliˇscˇi, nato pa preveri, ali dobljeno drevo predstavlja
pravilno poizvedbo. Ker obhod sˇe ni obiskal vozliˇscˇa ), bo test negativen in
korak resˇevanja ne bo dodan v gozd. Komponenta je sposobna resˇevati ome-
njene tezˇave tako, da pred testiranjem sintakticˇne pravilnosti doda ustrezen
zaklepaj v kopijo drevesa. Na ta nacˇin dobimo ustrezne korake resˇevanja
tudi za vgnezdene poizvedbe.











Slika 4.7: Primer fiktivne vgnezdene poizvedbe
4.3 Komponenta za izgradnjo MDP
Sistem ima do te stopnje na voljo vse podatke, ki so potrebni za ucˇenje in
generiranje namigov. Poleg shranjene zgodovine resˇevanja nalog ima na voljo
tudi komponento, ki je zmozˇna analize jezika SQL, ter komponento, ki nam
vracˇa korake resˇevanja. Manjka le sˇe struktura ali algoritem, ki bo povezal
pridobljeno znanje in se iz podatkov ucˇil ter napovedoval naslednje pravilno
stanje. Iskana struktura je Markovski odlocˇitveni proces (MDP), ki omogocˇa
napovedovanje v negotovih razmerah. Opis struktur MDP in osnovne defi-
nicije so povzete po [19] in [20]. Ideja o uporabi struktur MDP je vzeta iz [21].
Kadarkoli imamo opravka z Markovskimi odlocˇitvenimi procesi, zˇelimo
optimizirati koncˇni izid nekega dejanja v negotovem, dinamicˇnem sistemu.
Pravimo, da je sistem stohasticˇen, v kolikor se procesi v sistemu spreminjajo
glede na dolocˇeno verjetnost, negotovost. V taksˇnih sistemih je pomembno,
katere akcije izberemo, saj te niso deterministicˇne. Izbor akcije vpliva na
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dogodke v prihodnosti.
Markovski odlocˇitveni proces je peterka,
〈S,A,P ,R, γ〉 (4.1)
pri cˇemer je S koncˇna mnozˇica stanj, A koncˇna mnozˇica akcij, P matrika
prehodnih verjetnosti, R funkcija, ki podaja nagrade, γ ∈ [0, 1] diskontni
faktor
Posledica zgornje definicije je ta, da je sistem v vsakem trenutku v enem
izmed mozˇnih stanj. V vsakem stanju ima agent na voljo koncˇno mnozˇico
akcij, vsaka akcija z dolocˇeno verjetnostjo vodi v ciljno stanje, z dolocˇeno
verjetnostjo vodi v drugo stanje.
Matrika prehodnih verjetnosti je podana kot
Pass′ = P[St+1 = s′ | St = s,At = a] (4.2)
Matrika prehodnih verjetnosti za vsako akcijo iz mnozˇice koncˇnih akcij A
dolocˇi prehodno verjetnost, pri prehodu iz stanja s v stanje s′ ob trenutku t.
Za vsako stanje s velja ∑
a
Pass′ = 1 (4.3)
Vsako stanje ima seveda lahko vecˇ akcij, vsota prehodnih verjetnosti za
vse akcije je enaka 1. Poleg prehodnih verjetnosti, ki so znacˇilne tudi za
Markovske verige, je za MDP pomemben koncept nagrad.
Funkcija nagrad podaja pricˇakovano nagrado v naslednjem trenutku
Ras = E[Rt+1 | St = s,At = a] (4.4)
Vsaki akciji a iz koncˇne mnozˇice A lahko priredimo vrednost imenovano
nagrada akcije. V kolikor agent v stanju s izbere akcijo a, prejme nagrado
Ras .
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Politika pi je podana kot
pi(s, a) = P[At = a | St = s] (4.5)
Politika pi podaja preslikavo med stanji s ∈ S, akcijami a ∈ A in pre-
hodnimi verjetnostmi. Taksˇna politika natancˇno dolocˇa obnasˇanje agenta v
sistemu. Za vsako stanje s lahko dolocˇimo vrednostno funkcijo, ki pove, kako
ugodno je stanje za agenta. Stanje je ugodno z vidika nagrad, ki jih lahko
pricˇakujemo v prihodnosti. Nagrade v prihodnosti so odvisne od akcij, ki
jih bo agent izbral. Vrednostna funkcija zato uposˇteva akcije v trenutnem
stanju.
Vrednostna funkcija podaja pricˇakovano nagrado v prihodnosti, ob zacˇetnemu
stanju s in sledenju politiki pi
V pi(s) = Epi[Gt | St = s] (4.6)
Gt podaja diskontirano nagrado od cˇasovnega koraka t naprej




Iz enacˇbe (4.7) je razvidna vloga diskontnega faktorja γ. Vrednost na-
grade po k+ 1 cˇasovnih korakih je γkR, kar pomeni, da vecˇji kot je diskontni
faktor, bolj preferiramo dolgorocˇne nagrade. Manjˇsi kot je diskontni faktor,
bolj preferiramo kratkorocˇne nagrade oziroma krajˇse resˇitve.
Vrednostna funkcija akcij podaja pricˇakovano nagrado v prihodnosti, ob zacˇetnemu
stanju s, izbiri akcije a in nato sledenju politiki pi
Qpi(a, s) = Epi[Gt | St = s,At = a] (4.8)
Tako kot za stanja lahko tudi za akcije definiramo vrednostno funkcijo.
Dodatno lahko obe vrednostni funkciji razdelimo na neposredno nagrado in
diskontirano nagrado naslednjega stanja.
Vrednostno funkcijo V pi(s) lahko zapiˇsemo kot
V pi(s) = Epi[Rt+1 + γV pi(St+1) | St = s] (4.9)
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Vrednostno funkcijo akcij Qpi(a, s) lahko zapiˇsemo kot
Qpi(a, s) = Epi[Rt+1 + γQpi(At+1,St+1) | At = a,St = s] (4.10)
Obstaja povezava med vrednostno funkcijo stanja ter vrednostno funkcijo
akcij. Povezava je podana v enacˇbi (4.11).




pi(a, s)Qpi(a, s) =
∑
a




Cilj resˇevanja sistemov MDP je poiskati optimalno vrednostno funkcijo,
ki maksimizira pricˇakovano nagrado preko vseh politik pi.
Optimalna vrednostna funkcija je podana kot
V ∗(s) = max
pi
V pi(s) (4.12)
Optimalna vrednostna funkcija akcij je podana kot
Q∗(a, s) = max
pi
Qpi(a, s) (4.13)
Optimalno vrednostno funkcijo dobimo, v kolikor poznamo optimalno
politiko pi∗. Optimalno politiko lahko izracˇunamo tako, da maksimiziramo
preko vseh vrednosti Q∗(a, s). Enacˇba, ki dolocˇa optimalno vrednostno funk-
cijo, je podana v (4.14).
Optimalno vrednostno funkcijo lahko zapiˇsemo kot
V ∗(s) = max
a






Uporaba struktur MDP je primerna za ucˇenje jezika SQL. Ker imamo
na voljo mnozˇico zgodovinskih podatkov, iz katerih lahko pridobimo ko-
rake resˇitev, lahko korake zdruzˇimo v samostojni odlocˇitveni proces in nato
poiˇscˇemo optimalno politiko, kateri bo priporocˇilni modul (agent) sledil.
Markovski odlocˇitveni proces je predstavljen kot usmerjen graf, kjer vo-
zliˇscˇa predstavljajo stanja, akcije pa povezave med vozliˇscˇi. Vsako vozliˇscˇe
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je objekt, ki vsebuje enega izmed korakov resˇitev. Poleg poizvedbe vozliˇscˇe
vsebuje tudi informacijo o nagradi stanja ter seznam izhodnih ter vhodnih
povezav. Povezava je predstavljena z verjetnostjo, izvornim ter ciljnim sta-
njem. Verjetnost povezave je enaka frekvenci uporabe te povezave izmed vseh
povezav, ki izhajajo iz izvornega stanja povezave. Frekvence uporabe pove-
zav izracˇunamo iz zgodovinskih podatkov. Nagrado stanj lahko izracˇunamo
s pomocˇjo komponente za evalvacijo poizvedb. Tako izpolnjujemo vse po-
trebne pogoje za uporabo enacˇbe (4.14), ki dolocˇi pricˇakovane nagrade za
vsako stanje glede na akcije stanja. Agent lahko uporabi izracˇunane nagrade
za odlocˇanje, katero bo naslednje stanje, naslednji korak resˇevanja. Odlocˇanje
poteka v priporocˇilni komponenti.
4.3.1 Zdruzˇevanje korakov resˇitev
Zdruzˇevanje korakov resˇitev omogocˇa gradnjo enotnih zbirk znanja iz resˇevanja
posamezne naloge. Rezultat zdruzˇevanja je usmerjen, nepovezan ciklicˇni graf,
kjer enaki koraki resˇitev sovpadajo. Proces zdruzˇevanja sledi zaporedju kora-
kov resˇitve in hkrati iˇscˇe ujemajocˇa stanja v skupnem MDP. V kolikor obstaja
ujemajocˇe stanje, se vozliˇscˇe v skupnemu MDP ne ustvari, temvecˇ se dodajo
le nove akcije, ki izhajajo iz tega stanja. Cˇe ujemajocˇega stanja ni, se dodata
novo vozliˇscˇe ter akcija, ki vodi v ustvarjeno vozliˇscˇe. Ujemanje stanj temelji
na primerjanju drevesnih struktur. Algoritem za primerjavo dreves je opisan
v poglavju 4.5. Poleg dodajanja vozliˇscˇ ter povezav med njimi, se za vsako
povezavo posodobi njena verjetnost oziroma frekvenca uporabe. Frekvenca
se povecˇa, v kolikor se ne doda nova povezava, temvecˇ uporabi obstojecˇa
povezava. Primer zdruzˇevanja korakov resˇitev je prikazan za 3 poizvedbe:
SELECT *
FROM zaposleni
WHERE ID_oddelek = 3
SELECT *
FROM zaposleni
WHERE Placa > 2500
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SELECT Ime
FROM zaposleni
Korake resˇevanja prve poizvedbe vstavimo kot vozliˇscˇa v MDP, saj je ta
do tega trenutka prazen. Pri tem dodamo ustrezne povezave in posodobimo
verjetnosti:
Pri dodajanju korakov druge poizvedbe ugotovimo, da smo nasˇli uje-
majocˇe stanje SELECT *. Vozliˇscˇa zato ne dodamo. Ker se nahajamo v
prvem koraku poizvedbe, ni potrebno dodati povezav. Tudi v drugem ko-
raku obstaja ujemajocˇe stanje, zato vozliˇscˇa ne dodamo, temvecˇ le sledimo
povezavi med prvim in drugim vozliˇscˇem v obstojecˇemu MDP. Ustrezno po-
sodobimo verjetnost, ki sˇe vedno znasˇa 1.0. Tretji korak zahteva dodajanje
novega vozliˇscˇa in posodabljanje verjetnosti povezav. Zadnji korak je dodan
kot naslednik tretjega koraka:
Koraki zadnje poizvedbe se ne ujemajo z nobenim od obstojecˇih stanj,
zato jih dodamo kot nova vozliˇscˇa:
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Poleg povezav, ki povezujejo stanja v MDP, se doda sˇe mnozˇica povra-
tnih povezav. Namen povratnih povezav je zagotoviti, da bo sistem zmozˇen
preusmeriti sˇtudenta iz napacˇne veje resˇevanja nazaj na pot, ki vodi do pra-
vilne resˇitve. Pomembno vprasˇanje je, kaksˇno verjetnost naj ima povratna
povezava, saj povratne povezave ne izhajajo iz zgodovinskih podatkov. Ek-
sperimentalne meritve so pokazale, da majhna verjetnost povratnih povezav
(5 %) ne preprecˇuje pravilnih vej resˇitev ter hkrati zagotavlja, da se agent
lahko vrne iz napacˇne veje nazaj do ustreznega stanja.
V procesu zdruzˇevanja se za vsako koncˇno stanje (zadnji korak resˇitve)
dolocˇi ocena tega stanja oziroma nagrada, ki jo agent prejme ob obisku stanja.
Ocena temelji na evalvaciji poizvedbe s komponento za evalvacijo poizvedb.
V kolikor je izvedba v celoti pravilna, dobi stanje oceno 100. V nasprotnem
primeru dobi stanje oceno −100 (stanje je nezazˇeleno). Vsa vmesna stanja
dobijo oceno 0. Ocena vmesnih stanj je dinamicˇna, saj se posodablja ob
iskanju optimalne vrednostne funkcije.
4.3.2 Vrednostna iteracija
Rezultat zdruzˇevanja korakov resˇitev je MDP z dolocˇenimi ocenami koncˇnih
stanj. Preden lahko sistem napoveduje naslednje ugodno stanje, je potrebno
za vsa vmesna stanja izracˇunati ocene. Resˇiti je potrebno enacˇbo (4.14).
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Eden izmed nacˇinov resˇevanja je t. i. vrednostna iteracija. V okviru vre-
dnostne iteracije za vsako stanje racˇunamo optimalno vrednostno funkcijo,
dokler ocene vseh stanj ne konvergirajo. Omenjena enacˇba zahteva, da za
vsako izhodno akcijo stanja izracˇunamo pricˇakovano nagrado v prihodnosti.
Pricˇakovana nagrada je enaka zmnozˇku verjetnosti, da nas akcija dejansko
pripelje v zˇeleno stanje, ter optimalni vrednostni funkciji ciljnega stanja.
Uposˇtevati je potrebno tudi, da nas akcija z dolocˇeno verjetnostjo lahko pri-
pelje v drugo stanje. Kot diskontni faktor γ smo uporabili vrednost 1.0, kar
pomeni, da preferiramo dolgorocˇne nagrade. Z drugimi besedami, zˇelimo, da
sˇtudent dolgorocˇno pride do pravilnega koncˇnega stanja.
V sklopu Markovskih procesov je pomemben razmislek, zakaj v nasˇem
sistemu niso zadostne obicˇajne metode planiranja oziroma zakaj akcije niso
deterministicˇne. Z negotovostjo in vrednostno iteracijo dobijo stanja, kjer je
velika verjetnost, da sˇtudent zaide v napacˇno vejo resˇevanja, slabsˇe ocene.
Tako se agent avtomatsko izogiba stanjem, kjer so sˇtudentje velikokrat zasˇli
s pravilne poti. Podatke o nagnjenih k zahajanju s pravilne poti dobimo iz
zgodovinskih podatkov kot verjetnosti izbire akcije v dolocˇenem stanju.
4.3.3 Preimenovanje aliasov
Kljub velikemu sˇtevilu zgodovinskih podatkov teh ni dovolj, da bi zadostili
vsem variacijam poizvedb. Najbolj variabilen del vsake poizvedbe SQL pred-
stavljajo imena referenc tabel ali aliasi. Sˇtudentje lahko poljubno poimenu-
jejo aliase, pri cˇemer mora sistem sˇe vedno zagotavljati namige. Ker pri-
merjava poizvedb temelji na algoritmu za ujemanje drevesnih struktur, ki
opravlja natancˇno primerjavo, zgodovinski podatki niso dovolj. Pojavi se
lahko scenarij, kjer se sˇtudent odlocˇi za neobicˇajno ime reference tabele. V
taksˇnem primeru bo sistem bodisi nezmozˇen ponuditi namig bodisi ponudil
namig, ki ni v pretirano pomocˇ. Da bi povecˇali ujemanje med zgodovinskimi
podatki in poizvedbo sˇtudenta tako komponenta za izgradnjo MDP kot pri-
porocˇilna komponenta vsem poizvedbam preimenujeta aliase na skupno ime.
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S tem se zagotovi boljˇse ujemanje poizvedb. Vsak alias se preimenuje v novo
ime, ki je dolocˇeno s strani skrbnika sistema. Ker se preimenovani aliasi
pojavljajo v izhodnih namigih, generirana imena niso primerna (in cˇloveku
prijazna). Preimenovanje zopet poteka z obhodom drevesa v globino in uje-
manjem nizov v vozliˇscˇih.
4.3.4 Vloga idealnih resˇitev
V primerih, ko ni dovolj zgodovinskih podatkov ali je njihova kvaliteta vpra-
sˇljiva, lahko skrbniki sistema vnesejo eno ali vecˇ pravilnih (idealnih) resˇitev
za posamezno nalogo. Idealne resˇitve se tako, poleg ostalih zgodovinskih
podatkov, dodajo v MDP med grajenjem le-tega. Idealne resˇitve si lahko
predstavljamo kot seme, s katerim pospesˇimo generiranje namigov. Veliko-
krat se zgodi, da uvedemo nove naloge, za katere sˇe ne obstajajo podatki o
resˇevanju s strani sˇtudentov. Idealne resˇitve v omenjenih primerih izboljˇsajo
uporabnost sistema.
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4.4 Priporocˇilna komponenta
Priporocˇilna komponenta uporablja zgrajen MDP in deluje kot agent pri
ucˇenju. Kot vhod prejme poizvedbo SQL, za katero sˇtudent zˇeli namig. Poi-
zvedbo s pomocˇjo komponente za procesiranje jezika SQL pretvori v drevesno
strukturo. MDP pridobi bodisi iz predpomnilnika bodisi preko komponente
za gradnjo MDP. Predpomnilnik temelji na knjizˇnici Google Guava, opisani
v poglavju 3.4.4. Ko ima komponenta v lasti objekt MDP, najprej izvede
ujemanje najblizˇjega stanja glede na stanje sˇtudenta. Ujemanje poteka tako,
da komponenta izvede algoritem za primerjanje drevesnih struktur, opisan v
poglavju 4.5, nad vsakim stanjem. Na koncu izbere stanje, ki je kar najbolj
podobno stanju sˇtudenta, oziroma stanje, katerega drevesna struktura je naj-
bolj enaka drevesni strukturi poizvedbe sˇtudenta. V kolikor najde ujemajocˇe
stanje t. j. stanje, ki je popolnoma enako stanju sˇtudenta, pregleda sosednja
stanja.
Pregled sosednjih stanj temelji na iskanju stanja z viˇsjo oceno od trenu-
tnega stanja. V kolikor taksˇnega stanja ni, uporabnega namiga ne moremo
ponuditi, saj je sˇtudent v popolnoma napacˇni veji resˇevanja ali pa preprosto
nimamo dovolj zgodovinskih podatkov. V taksˇnih primerih zato kot namig
ponudimo poizvedbo enega izmed zacˇetnih stanj z najviˇsjo oceno. V kolikor
obstaja stanje z viˇsjo oceno, locˇimo dva primera. Prvi primer predstavlja sta-
nje z viˇsjo oceno, do katerega vodi povratna povezava. Povratna povezava
nakazuje, da se sˇtudent nahaja v napacˇni veji ter da lahko sˇtudenta usmerimo
nazaj na eno izmed pravilnih poti resˇevanja. Za usmerjanje nazaj na pravilno
pot ni dovolj ponuditi namig za naslednje stanje z viˇsjo oceno, saj je taksˇno
stanje sˇe vedno del napacˇne veje resˇevanja. Namesto tega se moramo vrniti
nazaj do prvega skupnega prednika napacˇne veje in pravilne veje. Ko enkrat
najdemo skupnega prednika napacˇne in pravilne veje resˇevanja, pregledamo
njegova sosednja stanja. Kot namig ponudimo sosednje stanje z najviˇsjo
oceno. Cˇe bi kot namig ponudili stanje, ki predstavlja skupnega prednika
obeh vej, namig ne bi bil uporaben, saj predstavlja predpono poizvedbe, za
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katero je sˇtudent zahteval namig. Primer vracˇanja nazaj je prikazan na sliki
4.8. Stanje z oceno 5.6 predstavlja prvega skupnega prednika napacˇne veje
in pravilne veje resˇevanja. Najboljˇsi naslednik skupnega prednika je stanje z
oceno 22.1. Tako bi v primeru, da je sˇtudent v stanju z oceno −100.0 dobil
namig, ki ga vodi v stanje z oceno 22.1 in ne v stanje z oceno −99.0.
Slika 4.8: Primer vracˇanja iz napacˇne veje resˇevanja.
Drugi primer predstavlja stanje z viˇsjo oceno, do katerega vodi obicˇajna
povezava. Takrat preprosto ponudimo namig za naslednje stanje. V primeru
vecˇih stanj z viˇsjo ocen, izberemo tistega z najviˇsjo. V kolikor ne najdemo
ujemajocˇega stanja, ponudimo namig za najblizˇje stanje t. j. stanje, ki
je najbolj podobno stanju sˇtudenta. Generiranje namigov predstavlja pre-
tvorbo drevesne strukture poizvedbe v niz SQL. Sˇtudentu se nato vrne nova
poizvedba, ki se v spletni aplikaciji primerja s staro poizvedbo (angl. diff).
4.5 Primerjava drevesnih struktur
Zmozˇnost primerjave drevesnih struktur je v sistemu kljucˇnega pomena. V
kolikor zˇelimo dolocˇiti, ali sta drevesni strukturi enaki ali razlicˇni, lahko po-
stopamo podobno kot pri iskanju razlik med dvema nizoma. Obicˇajen pristop
za iskanje razlik v nizih se posluzˇuje racˇunanja razdalje med nizi (angl. Le-
venshtein distance). Razdalja med dvema nizoma je definirana kot najmanjˇse
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sˇtevilo operacij, ki pretvorijo prvi niz v drugi niz. Operacijo predstavlja bri-
sanje znaka, dodajanje znaka ali spreminjanje obstojecˇega znaka. Podobno
kot pri nizih lahko tudi pri drevesnih strukturah definiramo osnovne opera-
cije [22].
Namesto dodajanja znaka lahko vpeljemo operacijo dodajanja vozliˇscˇa.
V kolikor dodamo vozliˇscˇe kot otroka dolocˇenemu ocˇetu, postanejo obstojecˇi
otroci desno od dodanega vozliˇscˇa novi otroci dodanega vozliˇscˇa. Primer
dodajanja vozliˇscˇa je prikazan na sliki 4.9. Analogno lahko operaciji bri-
sanja znaka priredimo operacijo brisanja vozliˇscˇa. Kadar vozliˇscˇe briˇsemo,
povezˇemo otroke brisanega vozliˇscˇa z ocˇetom brisanega vozliˇscˇa. Operacija
brisanja je tako komplementarna operaciji dodajanja vozliˇscˇa. Primer brisa-













Slika 4.10: Operacija brisanja vozliˇscˇa E
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Definiramo sˇe operacijo preimenovanja vozliˇscˇa. Vozliˇscˇe preprosto prei-
menujemo tako, da mu spremenimo oznako. Primer preimenovanja vozliˇscˇa





Slika 4.11: Preimenovanje vozliˇscˇa C v D
Operacije v drevesu lahko predstavimo kot par
(a, b) 6= (Λ,Λ) (4.15)
kjer je Λ prazno vozliˇscˇe, (a,Λ) operacija brisanja vozliˇscˇa, (Λ, b) operacija
dodajanja vozliˇscˇa, (a, b) operacija preimenovanja vozliˇscˇa
Vsakemu paru iz enacˇbe 4.15 lahko dolocˇimo metriko, ki podaja ceno ope-
racije. Tako lahko posameznim operacijam dolocˇimo vecˇjo ceno ali pa upo-
rabimo posebno funkcijo za dolocˇanje cene operacije, glede na npr. polozˇaj
vozliˇscˇ v drevesu. Razdalja med drevesoma je dolocˇena kot minimalna cena
operacij, potrebnih za preureditev prvega drevesa v drugo drevo.
Naj bo γ(a → b) ≥ 0 cena operacije (a, b) in S = s1...sk sekvenca operacij.
Razdalja med drevesom T1 in T2 je definirana kot
δ(T1, T2) = min
S
γ(S) (4.16)




Ker je γ metrika, je tudi razdalja med drevesoma δ metrika [22]. Sekvenco
operacij nad drevesom lahko graficˇno predstavimo s preslikavo na sliki 4.12.











Slika 4.12: Preslikava med vozliˇscˇi prvega in drugega drevesa [22]
Preslikava na sliki 4.12 prikazuje, kako lahko preuredimo prvo drevo v
drugo drevo. Vozliˇscˇa, ki so povezana s cˇrtkano cˇrto, predstavljajo operacijo
preimenovanja vozliˇscˇa. Ker se imena vozliˇscˇ ujemajo, smo opravili operacijo
preimenovanja s ceno 0. Vozliˇscˇa v prvem drevesu, ki niso povezana s cˇrtkano
cˇrto, se izbriˇsejo. Vozliˇscˇa iz drugega drevesa, ki niso povezana s cˇrtkano cˇrto,
se dodajo v prvo drevo. Preslikavo lahko tudi formalno zapiˇsemo.
Naj bo N1 sˇtevilo vozliˇscˇ v drevesu T1, N2 sˇtevilo vozliˇscˇ v drevesu T2, M
mnozˇica parov (i, j) ter naj velja 1 ≤ i ≤ N1 in 1 ≤ j ≤ N2. Trojica
(M,T1, T2) je preslikava med drevesoma T1 in T2 v kolikor za poljuben par
(i1, j1) ∈M, (i2, j2) ∈M velja:
i1 = i2 ⇐⇒ j1 = j2 (4.17)
Left(i1, i2) ⇐⇒ Left(j1, j2) (4.18)
Ancestor(i1, i2) ⇐⇒ Ancestor(j1, j2) (4.19)
Left(a, b) podaja relacijo urejenosti otrokov vozliˇscˇa t. j. vozliˇscˇe a je
levo od vozliˇscˇa b. Ancestor(a, b) podaja relacijo prednika t. j. vozliˇscˇe a je
prednik vozliˇscˇa b.
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Zgornje relacije podajajo osnovne zahteve za obstoj preslikave. Med dru-
gim niso dovoljene preslikave vozliˇscˇa iz prvega drevesa v vecˇ vozliˇscˇ drugega
drevesa, prav tako je potrebno ohraniti vrstni red otrok in relacije prednik–
potomec. Razdaljo med drevesoma lahko definiramo tudi s pomocˇjo presli-
kave.
Razdalja med drevesom T1 in T2 je definirana kot
δ(T1, T2) = min
M
γ(M) (4.20)
pri cˇemer je M veljavna preslikava med drevesoma T1 in T2
4.5.1 Algoritem Zhang–Shasha
Algoritem Zhang–Shasha [22] je le eden izmed mnogih algoritmov za racˇunanje
razdalje med drevesnimi strukturami. Podobno kot mnogo drugih algoritmov
deluje po pristopu dinamicˇnega programiranja za izboljˇsanje cˇasovne zah-
tevnosti. Algoritem razsˇiri koncept dreves in namesto razdalje med drevesi
racˇuna razdaljo med gozdovi. Drevo je namrecˇ le poseben primer gozda. Za
delovanje algoritem uporablja vrsto posebnih vozliˇscˇ in notacij, ki so opisane
v nadaljevanju.
T [i] predstavlja i-to vozliˇscˇe v obratnem obhodu drevesa T (angl. postor-
der traversal) [22]. Pri obratnem obhodu drevesa najprej obiˇscˇemo najbolj
levo poddrevo, nato desna poddrevesa, na koncu korensko vozliˇscˇe. Primer
obratnega obhoda ter indeksov vozliˇscˇ je prikazan na sliki 4.13.






Slika 4.13: Obratni obhod drevesa
l(i) oznacˇuje najbolj levega potomca vozliˇscˇa [22]. Za primer iz slike
4.13 je tako l(6) = l(4) = l(1) = 1. T [i..j] oznacˇuje urejen gozd, pridobljen z
vozliˇscˇi i do j drevesa T . Gozd je urejen v smislu narasˇcˇajocˇih oznak korenov






Slika 4.14: Primer gozda za T [1..5] iz slike 4.13
Razdaljo med gozdovoma oznacˇujemo z forestdist. Za razdaljo med goz-
dovoma veljajo dolocˇene zakonitosti podane v enacˇbah (4.21)-(4.23).
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Za razdaljo med gozdovoma velja
forestdist(∅,∅) = 0 (4.21)
forestdist(T1[l(i1)..i],∅) = forestdist(T1[l(i1)..i− 1],∅) (4.22)
+ γ(T1[i]→ Λ)
forestdist(∅, T2[l(j1)..j]) = forestdist(∅, T2[l(j1)..j − 1]) (4.23)
+ γ(Λ→ T2[j])
pri cˇemer je i1 katerikoli prednik vozliˇscˇa i, j1 katerikoli prednik vozliˇscˇa j
Enacˇba (4.21) je samoumevna, saj potrebujemo natanko 0 operacij za
transformacijo praznega gozda v drug prazen gozd. Enacˇba (4.22) opisuje
operacijo brisanja vozliˇscˇa iz gozda. Za transformacijo gozda v prazen gozd
moramo pobrisati vsa vozliˇscˇa. Iz drevesa odstranimo vozliˇscˇe z najvecˇjim
sˇtevilom in nadaljujemo postopek rekurzivno nad preostalim gozdom, pri tem
pa priˇstejemo ceno operacije brisanja. Postopek ponavljamo, dokler v gozdu
ni vecˇ vozliˇscˇ. Enacˇba (4.23) opisuje dodajanje vozliˇscˇa, pri cˇemer briˇsemo
vozliˇscˇa iz drugega gozda. Cilj je transformirati prazen gozd v ustrezen gozd.
V ta namen moramo dodati vsa vozliˇscˇa drugega gozda v prvi gozd.
Razdalja med gozdovoma je podana kot






forestdist(T1[l(i1)..i− 1], T2[l(j1)..j]) (4.25)
+ γ(T1[i]→ Λ)
forestdist(T1[l(i1)..i], T2[l(j1)..j − 1]) (4.26)
+ γ(Λ→ T2[j])
forestdist(T1[l(i1)..l(i)− 1], T2[l(j1)..l(j)− 1]) (4.27)
+ forestdist(T1[l(i)..i− 1], T2[l(j)..j − 1])
+ γ(T1[i]→ T2[j])
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pri cˇemer je i1 katerikoli prednik vozliˇscˇa i, j1 katerikoli prednik vozliˇscˇa j
Enacˇbi (4.25) in (4.26) sta podobni kot enacˇbi (4.22) in (4.23), le da sta
razsˇirjeni na primerjavi med nepraznima gozdovoma. Posebna pazljivost je
potrebna pri operaciji preimenovanja vozliˇscˇa, v enacˇbi (4.27). V procesu
preimenovanja vozliˇscˇa lahko namrecˇ drevo razpade na gozd, preimenovanje
vozliˇscˇ pa mora sposˇtovati relacijo potomcev glede na enacˇbo (4.19) [22].
Tako na sliki 4.15 ne bi bila pravilna preslikava med npr. prvim gozdom in
drevesom s korenskim vozliˇscˇem T2[j].
T1[l(i1)..l(i)− 1]
T1[i]
T1[l(i)..i− 1] T2[l(j1)..l(j)− 1]
T2[j]
T2[l(j)..j − 1]
Slika 4.15: Pravilne preslikave v okviru operacije preimenovanja vozliˇscˇa v
gozdu glede na enacˇbo (4.27) [22]
Opazimo, da je omenjena pazljivost potrebna le v primerih, ko bodisi prvo
bodisi drugo drevo razpade na gozd oziroma cˇe velja l(i) 6= l(i1) ali l(j) 6=
l(j1) [22]. Enacˇbo (4.27) lahko zato locˇimo na dva primera. Prvi primer
opisuje operacijo preimenovanja vozliˇscˇa, pri cˇemer drevo ne razpade na gozd.
Takrat lahko preprosto nadaljujemo z racˇunanjem razdalje med gozdovoma
za obe drevesi, katerim odstranimo vozliˇscˇi iz operacije preimenovanja. V
kolikor eno izmed dreves ali obe drevesi razpadeta na gozd, nadaljujemo z
racˇunanjem razdalje med gozdovi ter izracˇunamo razdaljo med drevesoma,
kjer koren drevesa predstavljata vozliˇscˇi iz operacije preimenovanja.
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Enacˇbo (4.27) lahko zapiˇsemo kot
(4.27) =

forestdist(l(i1)..i− 1, l(j1)..j − 1)
+ γ(T1[i]→ T2[j]); l(i) = l(i1) ∧ l(j) = l(j1)
forestdist(l(i1)..l(i)− 1, l(j1)..l(j)− 1)
+ treedist(i, j); drugacˇe
(4.28)
pri cˇemer je treedist(i, j) podaja razdaljo med drevesoma s korenom i in j.
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Enacˇba (4.28) nakazuje uporabo dinamicˇnega programiranja za resˇevanje
enacˇbe. Dodatno, ker so vozliˇscˇa i1 in j1 predniki vozliˇscˇ i in j, potrebujemo
za izracˇun treedist(i1, j1) sprva izracˇunane treedist(i, j). Omenjena opazka
narekuje uporabo pristopa od spodaj navzgor za izracˇun razdalj. Algoritem
ne opravlja izracˇuna razdalj med vsemi kombinacijami vozliˇscˇ v drevesih,
temvecˇ uvede poseben tip vozliˇscˇ, za katera izracˇuna razdalje.
Mnozˇica vozliˇscˇ “keyroot” je definirana kot
keyroots(T ) = {k | @k′ : k′ > k ∧ l(k) = l(k′)} (4.29)






Slika 4.16: Vozliˇscˇa “keyroot”
Vozliˇscˇa “keyroot” izhajajo iz enacˇbe (4.28), saj opazimo, da v kolikor se
vozliˇscˇe i nahaja na poti od vozliˇscˇa l(i1) in vozliˇscˇa i1 in obenem vozliˇscˇe
j na poti od vozliˇscˇa l(j1) in j1, nam ni potrebno racˇunati treedist(i, j),
temvecˇ lahko dobimo rezultat kot stranski produkt racˇunanja treedist(i1, j1)
[22]. Primer vozliˇscˇ “keyroot” za drevo iz slike 4.13 je prikazan na sliki 4.16.
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Algoritem 2 Zhang–Shasha
1: procedure zhangshasha(T1,T2)
2: Compute keyroots, left-most leaf descendants of T1 and T2
3: for k ← 1 to | keyroots(T1) | do
4: for l← 1 to | keyroots(T2) | do




9: procedure treedist(i, j)
10: forestdist(∅,∅)← 0
11: for i1 ← 1 to i do
12: forestdist(T1[l(i)..i1],∅)←
forestdist(T1[l(i)..i1 − 1],∅) + γ(T1[i1]→ Λ)
13: end for
14: for j1 ← 1 to j do
15: forestdist(∅, T2[l(j)..j1])←
forestdist(∅, T2[l(j)..j1 − 1]) + γ(Λ→ T2[j1])
16: end for
17: for i1 ← l(i) to i do
18: for j1 ← l(j) to j do
19: tmp← min{
forestdist(T1[l(i)..i1 − 1], T2[l(j)..j1]) + γ(T1[i1]→ Λ),
forestdist(T1[l(i)..i1], T2[l(j)..j1 − 1]) + γ(Λ→ T2[j1])}
20: if l(i1) = l(i) ∧ l(j1) = l(j) then
21: forestdist(T1[l(i)..i1], T2[l(j)..j1])← min{tmp,
forestdist(T1[l(i)..i1 − 1], T2[l(j)..j1 − 1])
+ γ(T1[i1]→ T2[j1])}
22: treedist(i1, j1) = forestdist(T1[l(i)..i1], T2[l(j)..j1])
23: else
24: forestdist(T1[l(i)..i1], T2[l(j)..j1])← min{tmp,
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4.6 Komponenta za evalvacijo poizvedb
Kot komponento za evalvacijo poizvedb se uporablja obstojecˇe orodje SQLer,
razvito v okviru predmeta Osnove podatkovnih baz za potrebe vrednotenja
poizvedb. Orodje za delovanje potrebuje delujocˇo povezavo s podatkovno
bazo, kjer so shranjene sheme, nad katerimi se preverjajo naloge. Orodje
deluje na podlagi primerjave rezultatov poizvedbe sˇtudenta ter rezultatov
idealne poizvedbe (resˇitve naloge). Za vsako nalogo lahko dolocˇimo vrsto
koeficientov, s katerimi dajemo poudarek na posamezne dele poizvedbe, kot
je npr. kolicˇina odvecˇnih atributov v rezultatu, vrstni red atributov, pra-
vilno poimenovanje atributov ... Orodje sprva preveri ujemanje atributov
med obema rezultatoma poizvedb. V kolikor obstajajo odvecˇni atributi v
rezultatu ali so napacˇno poimenovani, se, glede na koeficient, znizˇa sˇtevilo
dosezˇenih tocˇk. Poleg atributov se preverijo tudi rezultirajocˇe n-terice (angl.
tuple), med drugim se preveri pravilni vrstni red in sˇtevilo n-teric. Za pri-




Evalvacija sistema je potekala na podlagi sˇtudije primerov. Primeri so bili
izbrani glede na tezˇave, s katerimi se srecˇujejo sˇtudentje, opisane v poglavju
2. Testiranje je potekalo tudi z uporabo obstojecˇih zgodovinskih podatkov o
resˇevanju nalog, saj nismo imeli na voljo mozˇnosti testiranja v ucˇilnici. Testni
podatki zato niso zanesljivi in sluzˇijo le kot preprost vpogled v delovanje
sistema. Sˇtudija primerov je potekala za sledecˇe scenarije:
1. Sˇtudent se loti resˇevanja naloge na popolnoma napacˇen nacˇin.
2. Sˇtudent zˇeli resˇiti nalogo zgolj z namigi.
3. Sˇtudent delno resˇi nalogo in zˇeli namig za nadaljno resˇevanje.
Za vsak omenjen scenarij so bile izbrane reprezentativne naloge s tezˇavno-
stno stopnjo od najlazˇje do najtezˇje naloge. Poleg izbire naloge so bili izbrani
tudi ustrezni zgodovinski podatki, ki so sluzˇili kot sˇtudentov vnos k nalogam.
Scenarij 1: napacˇen pristop k resˇevanju
V okviru 1. scenarija smo preverjali, do koliksˇne mere je sistem sposoben po-
nuditi namig, v kolikor sˇtudent ubere popolnoma napacˇen pristop k resˇevanju
naloge. Rezultati testiranja so podani v tabeli 5.1. Za naloge z nizko
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tezˇavnostjo testiranja nismo opravili, saj so pri taksˇnih nalogah sˇtudentje
skoraj vedno izbrali pravilen pristop.







AND oddelek.Ime = ’
SALES’;



















, z1.priimek , z1.












WHERE ID_oddelek = 30
SELECT *
FROM Zaposleni









FROM ZAPOSLENI z, DELO
d









WHERE Placa > ALL (
SELECT z2.Placa
)
Tabela 5.1: Sˇtudija primerov za scenarij 1
Opazimo, da sistem ponuja namige, ki obsegajo zacˇetne dele poizvedb.
73
Razlog je v tem, da se sˇtudent nahaja v popolnoma napacˇni veji, iz katere
ga ne moremo preusmeriti nazaj do pravilne veje. Zato mu, kot je zˇe bilo
omenjeno, ponudimo namig za eno izmed zacˇetnih stanj. Dolzˇina, do katere
preiˇscˇemo zacˇetna stanja za iskanje najbolj optimalnega stanja, je eden izmed
parametrov sistema. V sklopu testiranja je bil parameter nastavljen na 2, kar
pomeni, da preiˇscˇemo zacˇetno stanje in njegove naslednike. Iz prve vrstice ta-
bele 5.1 je razvidno, da sistem sˇtudenta z namigi ne usmerja po poti idealne
resˇitve, temvecˇ po poti resˇitve drugega sˇtudenta, kar je zazˇeleno, saj tako
sˇtudent preizkusi tudi nove nacˇine resˇevanja. Natancˇen vpogled v 2. vrstico
tabele 5.1 prikazuje eno izmed trenutnih slabosti sistema. Nekaj sˇtudentov
je namrecˇ namesto splosˇne (in pravilne) poizvedbe SQL, resˇilo nalogo tako,
da so fiksirali vrednost pogoja (WHERE ID oddelek = 30). Ker se pravilnost
poizvedbe preverja le nad rezultatom izvajanja poizvedbe s pomocˇjo kompo-
nente za evalvacijo poizvedb, je tudi taksˇen nacˇin resˇevanja pravilen. Vendar
pa z vidika ucˇenja ni primeren, zato bi sistem moral biti zmozˇen izlocˇiti poi-
zvedbe s fiksiranimi pogoji. Z vidika uporabnosti namigov so le-ti ustvarjeni
tako, da sˇtudenta usmerjajo v pravilno smer.
Scenarij 2: resˇevanje zgolj z namigi
Scenarij sˇt. 2 je preverjal, do koliksˇne mere lahko sistem samostojno resˇuje
naloge. Predpostavili smo, da sˇtudent napiˇse le osnoven SELECT * stavek,
nato pa nalogo resˇi zgolj z namigi. Stavek SELECT * je potreben, saj sistem
ne dovoli generiranja namigov brez vhodne poizvedbe. Rezultati testiranja
so prikazani v tabeli 5.2. Prikazani so le koncˇni namigi t. j. namigi, ki
vrnejo zadnjo pravilno poizvedbo. Rezultati iz tabele izpostavljajo dejstvo,
da je sistem sposoben samostojnega resˇevanja nalog, saj se zanasˇa na zbirko
znanja, ki so jo zgradili sˇtudentje. Kljub temu sistem zaenkrat sˇe ni zmozˇen
izbirati elegantnejˇsih resˇitev in tako v dolocˇenih primerih ponudi sˇtudentu
kot namig daljˇso, a vseeno pravilno poizvedbo.
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Idealna resˇitev Koncˇni namig
SELECT *
FROM zaposleni
WHERE Provizija IS NULL;
SELECT *
FROM zaposleni
WHERE ID_zaposleni NOT IN ( SELECT
ID_zaposleni
FROM zaposleni z1
WHERE z1.provizija > 0
)
SELECT o.Ime , COUNT (*)
FROM zaposleni z, oddelek o
WHERE z.ID_oddelek = o.ID_oddelek
GROUP BY o.ID_oddelek;
SELECT o1.Ime , COUNT(z1.ID_zaposleni
) AS ’Stevilo_zaposlenih ’
FROM oddelek o1, zaposleni z1




WHERE ID_zaposleni IN (SELECT
ID_zaposleni FROM Zaposleni









Tabela 5.2: Sˇtudija primerov za scenarij 2
Scenarij 3: dopolnjevanje resˇitve z namigi
Scenarij sˇt. 3 predstavlja situacijo, kjer sˇtudent delno resˇi nalogo, nato pa
ne zna nadaljevati z resˇevanjem. Situacija narekuje generiranje namiga, ki
sˇtudenta “potisne“ v pravo smer resˇevanja. Rezultati testiranja so prika-
zani v tabeli 5.3. Prva vrstica prikazuje vracˇanje iz napacˇne veje resˇevanja.
Sˇtudent je pozabil opraviti stik s tretjo tabelo in se tako znasˇel v napacˇni
veji. Sistem ga je pravilno opozoril z namigom, ki zahteva uporabo doda-
tne tabele. Druga vrstica tabele prikazuje preprosto operacijo spremembe
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pogoja v WHERE sklopu poizvedbe. Sprememba obenem spremeni poizvedbo
sˇtudenta v pravilno resˇitev. Tretja vrstica demonstrira dopolnitev vgnezdene
poizvedbe.
Idealna resˇitev Resˇitev sˇtudenta Namig
SELECT COUNT (*)
FROM zaposleni z, oddelek
o, lokacija l




































WHERE placa = (
SELECT MAX(Placa)
FROM zaposleni















Tabela 5.3: Sˇtudija primerov za scenarij 3
Poleg prikazanih rezultatov testiranj iz tabele ne zanikamo obstoja si-
tuacij, za katere sistem ni zmozˇen ponuditi uporabnega namiga. Razlog je
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v pomanjkanju zgodovinskih podatkov oziroma variabilnosti le-teh. Tipicˇen
primer je kompleksna resˇitev sˇtudenta, z mnogimi vgnezdenimi poizvedbami.
Obstaja velika verjetnost, da nihcˇe ni resˇeval naloge na podoben nacˇin, zato
sistem ni zmozˇen opraviti ujemanja z boljˇsim stanjem. Namigi v taksˇnih pri-
merih vodijo sˇtudenta nazaj v eno izmed zacˇetnih stanj in potemtakem niso
uporabni. Mozˇnih izboljˇsav je vecˇ. Ena pomembnejˇsih je zamenjava nacˇina
ujemanja med stanji. Trenutno ujemanje poteka z uporabo striktnega algo-
ritma za primerjanje drevesnih struktur. Boljˇsa alternativa bi bila dolocˇitev
kljucˇnih objektov iz vsake poizvedbe in nato opraviti ujemanje med taksˇnimi
objekti. Tako bi se med drugim tudi izognili potrebi po preimenovanju alia-
sov.
Mozˇnosti izboljˇsav vidimo tudi v samem ujemanju med drevesnimi struk-
turami. Trenutno sistem striktno preverja vrstni red atributov v SELECT
sklopu. Vrstni red atributov ni kljucˇen za proces ucˇenja, zato bi bilo smiselno
vpeljati nestriktno preverjanje vrstnega reda. Poleg vrstnega reda atributov
je smiselno izboljˇsati samo obliko namigov. Namigi, ki se vrnejo sˇtudentu,
vedno vsebujejo nova imena aliasov zaradi preimenovanja imen referenc ta-
bel. Ker je namig predstavljen kot poizvedba drugega sˇtudenta, ni prilagojen
osebi, ki resˇuje nalogo. V prihodnje bi zato cilj sistema moral biti generiranje
individualnih namigov.
Morebitna dodatna slabost sistema je v generiranju korakov resˇitve ozi-
roma predpostavki, da sˇtudentje resˇujejo poizvedbo po sklopih. Kot je razvi-
dno iz rezultatov testiranj, so namigi mocˇno usmerjeni v resˇevanje po pristopu
zgoraj–navzdol, zaradi narave korakov resˇitev. Zaradi omejenih zgodovinskih
podatkov smo bili primorani sprejeti omenjeno predpostavko resˇevanja po
sklopih. V kolikor bi se sistem uporabljal v prihodnosti, bi lahko zamenjali
strategijo generiranja korakov resˇitev s sprotnim posˇiljanjem poizvedb na
strezˇnik. Tako bi dobili bolj realne podatke o postopku resˇevanja sˇtudentov.
Poglavje 6
Zakljucˇek
V okviru diplomskega dela je bil razvit sistem za lajˇsanje ucˇenja jezika SQL.
Sistem uporablja znanje, skrito v preteklih podatkih o resˇevanju nalog za
posredovanje namigov. Temeljne prednosti sistema tako postanejo namigi,
prilagojeni trenutni resˇitvi sˇtudenta. Zgodovinski podatki so pomembna baza
znanja, ki razbremenjuje ucˇitelje in omogocˇa izboljˇsan proces ucˇenja. Ker
so podatki vodilo sistema, je pomembno, da so kvalitetni in sˇtevilcˇni. V
poglavju 2 so bili predstavljeni inteligentni sistemi za ucˇenje ter pogoji, ki
jih morajo izpolnjevati. Na mestu je analiza izpolnjenosti teh zahtev. Prva
zahteva predpisuje, da naj bi bil sistem zmozˇen samostojno resˇevati naloge
iz podane domene. V poglavju 5 smo ugotovili, da je kot posledica obsˇirne
baze znanja zahteva izpolnjena. Druga zahteva vztraja pri razpoznavanju, do
koliksˇne mere je sˇtudent usvojil znanje, ki ga zˇelimo podati. Osredotocˇenost
sistema na namige pomeni, da te zahteve ne izpolnjuje oziroma jo izpol-
njuje le delno. Tretja zahteva dolocˇa, da mora biti sistem zmozˇen prilagajati
tezˇavnost nalog glede na znanje sˇtudenta. Ker zahteva logicˇno sledi iz 2.
zahteve, ji nasˇ sistem ne zadostuje. Trdimo lahko torej, da smo pripra-
vili adaptiven sistem za lajˇsanje ucˇenja jezika SQL, ki pa sˇe ni inteligenten v
pravem pomenu besede. Snovanje sistemov ITS je dolgotrajen in kompleksen
proces, preobsezˇen za okvire diplomskih nalog. Nasˇ sistem tako predstavlja
izhodiˇscˇe za prihodnje nadgradnje na podrocˇju ucˇenja jezika SQL. Pokazali
77
78 POGLAVJE 6 ZAKLJUCˇEK
smo, da je sistem sposoben dajati uporabne namige in usmerjati sˇtudente v
pravo smer, hkrati pa jih ne omejuje. Tako je proces ucˇenja kompleksnega
jezika, kot je SQL, mocˇno olajˇsan. Seveda ne smemo zanemariti mozˇnosti iz-
boljˇsav sistema. Predvsem so mozˇne izboljˇsave na podrocˇju individualizacije
namigov, tako da bodo le-ti zares prilagojeni posameznemu sˇtudentu.
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