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ABSTRACT
We propose a new approach to comparing simulated observations that enables us to determine the
significance of the underlying physical effects. We utilize the methodology of experimental design,
a subfield of statistical analysis, to establish a framework for comparing simulated position-position-
velocity data cubes to each other. We propose three similarity metrics based on methods described
in the literature: principal component analysis, the spectral correlation function, and the Cramer
multi-variate two sample similarity statistic. Using these metrics, we intercompare a suite of mock
observational data of molecular clouds generated from magnetohydrodynamic simulations with varying
physical conditions. Using this framework, we show that all three metrics are sensitive to changing
Mach number and temperature in the simulation sets, but cannot detect changes in magnetic field
strength and initial velocity spectrum. We highlight the shortcomings of one-factor-at-a-time designs
commonly used in astrophysics and propose fractional factorial designs as a means to rigorously
examine the effects of changing physical properties while minimizing the investment of computational
resources.
Subject headings: ISM:clouds — methods: statistical — radio lines:ISM
1. INTRODUCTION
The process of star formation in molecular gas is often
described as multi-physics. A myriad of physical effects
are thought to be important at regulating the process,
through establishing the structure of molecular gas and
the subsequent distribution of stellar masses that result.
Fluid dynamics shaped by gravitation, magnetic fields,
chemistry, and radiation lies at the heart of the process
and each of these effects is thought to contribute sig-
nificantly to the outcome. While analytic approaches
guide our thinking, numerical simulations have been es-
sential for modeling the nonlinear interaction of these
effects. As numerical simulations become more sophisti-
cated, they provide a better emulation of the processes
at work in molecular clouds. By finding a good match
between the observations and simulations, we recognize
the underlying physical parameters governing the simu-
lation as a possible (though not unique) set of conditions
within molecular clouds.
Given this improvement in numerical methods, many
groups have begun to compare simulations of star
forming molecular clouds to observations of the same
(e.g., Falgarone et al. 1994; Padoan et al. 2003, 2006;
Offner et al. 2008; Dib et al. 2010). These numerical
studies all produced synthetic observations, which can
be compared to observations of actual molecular clouds.
The synthetic observation approach avoids the complex-
ity of inferring the real physical properties of molecular
gas from the incomplete information present in observa-
tions. These comparisons usually leverage an underlying
statistic to gauge the degree of similarity. The most com-
1 University of British Columbia, Okanagan Campus, Depart-
ments of Physics and Statistics, 3333 University Way, Kelowna
BC V1V 1V7 Canada
2 Yale University Astronomy Department, 260 Whitney Ave,
New Haven, CT 06511, USA
3 Hubble Fellow
4 University of Alberta, Department of Physics, 4-181 CCIS,
Edmonton AB T6G 2E1, Canada
mon route is to identify a population of objects within
the simulation (e.g., dense molecular cores) and com-
pare their properties to those of the known population.
The studies claim a successful emulation when the distri-
butions of certain properties (mass, angular momentum,
size, etc.) mimic those of the observed population. Popu-
lation comparisons work well when there is a well-defined
population of observed objects to which the simulations
can be compared.
When comparing continuous structure such as that
of the gas in a molecular cloud, different sets of
statistics that rely on the continuous nature of the
data can be employed. In general, these statistics
can be broadly divided into those that rely on the
theoretical understanding of turbulence (Scalo 1984;
Kleiner & Dickman 1985; Dickman & Kleiner 1985;
Miesch & Bally 1994; Lazarian & Pogosyan 2000, 2004;
Heyer & Schloerb 1997) and those inspired by obser-
vations (Houlahan & Scalo 1990; Falgarone et al. 1991;
Stutzki et al. 1998; Rosolowsky et al. 1999). In addition
to those statistics that are constructed around the con-
tinuous nature of the star forming clouds, catalog-based
approaches are commonly adopted. The canonical ap-
proach is that of clump finding, which entails dividing or
extracting a catalog of substructures from the molecular
cloud (called clumps), and comparing the resulting popu-
lation of objects (Stutzki & Gu¨sten 1990; Williams et al.
1994; Kramer et al. 1998).
With the improving quality of both simulations and
observations, there is a growing need for a general frame-
work by which the comparisons between observations and
simulations can be rigorously assessed. Many statistical
tools are developed ad hoc, and it is unclear what each
individual tool is telling us. A given tool may not be sen-
sitive to different physical parameters. For example, frac-
tal statistics may not be significantly altered by changes
in the magnetic field. Similarly, simulation efforts may
claim to reproduce the structure of molecular clouds, but
the assessment of that similarity is frequently qualitative.
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In this paper, we present a framework by which the sen-
sitivity of different statistics to physical parameters can
be measured. We further use this framework to evaluate
the quality of these statistics.
We focus this work on the structure of star-forming
molecular clouds. Observations of molecular cloud struc-
ture use both spectral lines (typically CO) and the dust
continuum. Of these, we focus on the CO line mapping of
clouds, which produces position-position-velocity (PPV)
data cubes containing information about both the dis-
tribution and dynamics of molecular clouds. Such PPV
data sets display a wealth of structure, representing a
challenging modeling problem for numerical simulations.
In this paper, we will outline a basic analysis frame-
work and provide several candidate statistical measures
for comparing data sets (§2). We will then present a
suite of numerical simulations that exhaustively probe a
simple parameter space (§3). Using this set of simula-
tions, we describe how linear models provide a means to
analyze the significance of the statistical measures (§4).
Using the results of the analysis, we critically evaluate
the different proposed statistics in §5.
This work emphasizes the comparison of a family of
simulations to each other. Future work will use this ap-
proach to compare simulations to observations and the
optimization of simulation parameters to match observa-
tions.
2. COMPARISON STATISTICS
The comparison between simulations and observations
is best carried out in the observational domain. Our
observational window onto reality is restricted to infor-
mation that can be inferred from the observed emission
of these molecular clouds. Inferring the full suite of phys-
ical cloud properties (density, temperature, velocities)
from the emergent radiation is complicated by radiative
transfer effects (particularly in optically thick emission),
chemistry, spatially and temporally varying heating and
cooling as well as imperfections in observations. Com-
pensating for these effects is difficult and always leaves
caveats attached to the conclusions. By creating syn-
thetic observations from the known physics in simula-
tions, we avoid having to invert these non-linear effects.
Instead, we rely on the same caveats affecting both our
emulated and actual views of star formation. Thus, a rig-
orous comparison of simulations and observations neces-
sarily requires the comparison of synthetic observations
with actual observations (e.g., Goodman 2011). Even
though the present work does not directly incorporate
observational data, we operate on synthetic observations
and deploy statistical tools that can also operate on ob-
servational data.
Given two PPV data sets, O1 and O2, we propose a for-
malism based around a pseudo-distance metric that mea-
sures the differences between them. Like other distance
metrics, we require d(O1, O2) ∈ R0+ and, ideally, this
pseudo-distance measures the difference in the underly-
ing physics producing the data sets, such as temperature,
magnetic field, and Mach number of the fluid flow. In
contrast, it should not be affected by other features such
as coordinate shifts. Indeed, a good similarity statistic
will be unaffected by any representation effects such as
the pixelization (though it should depend on the resolu-
tion). For example, d(O1, O2) = 0 if O2 is just O1 shifted
along any of its axes, e.g., O2(x, y, v) = O1(x+ δx, y, v).
Any statistic that ignores the spatial relationships be-
tween pixels will trivially fulfill this criterion. The dis-
tance metric should be sensitive to difference in physical
scale for a scale factor s: O2(x, y, v) = O1(sx, sy, v).
For observational data, the statistic should be inde-
pendent of the noise levels of the data set. We de-
note the normal distribution with mean µ and vari-
ance σ2 as N (µ, σ2). For example, d(O1, O2) ≈ 0 if
O1 = Otrue + N (0, σ21) and O2 = Otrue + N (0, σ22) for
the same Otrue but different σ1 and σ2. Practically, this
means any statistic involving simulation data should not
rely on any data that are at low intensity levels with re-
spect to the maximum. Such data would be impossible
to measure in real observational data sets. The distance
metric should be near zero for different realizations of the
same physical processes. In our notation, d(O1, O2) ≈ 0
if O1 and O2 are synthetic observations generated with
the same physical conditions but different random seeds.
Likewise, observations of regions in a similar evolution-
ary state should also show minimal difference under these
statistics. Finally, there is significant physical informa-
tion in the spatial ordering of the pixels. Self-gravitation,
for example, leads to neighboring pixels begin correlated
in their density and consequently their emission. Thus,
d(O1, O
′
1) ≫ 0 if O′1 is the same data as O1 with the
positions randomized (either in position or in position
plus velocity). Given these considerations, we propose
several possible similarity statistics as follows. Not all
statistics fulfill all of the above criteria, and the differ-
ent features they incorporate lead to different responses
under the changing physical conditions (§5).
2.1. Principal Component Analysis
Heyer & Schloerb (1997) first proposed an application
of principal component analysis (PCA) to spectral line
data cubes of molecular clouds. Subsequently, PCA has
been shown to be sensitive to the structure function of
the underlying turbulent flow (Brunt & Heyer 2002a,b).
We adapt part of the PCA formalism to parameterize the
physical differences between datasets. Given two data
sets, O1(x, y, v) and O2(x, y, v), we construct a covari-
ance matrix, comparing the variance between different
velocity channels in the data cube:
S1(v, v
′) =
∑
x,y
O1(x, y, v)O1(x, y, v
′), (1)
and a parallel construction for O2 yielding S2. Follow-
ing the PCA approach, we compute eigenvalues λ and
eigenvectors u following Su = λu. To construct a dis-
tance measure, we sort the vectors eigenvalues in order
of absolute value (λ1, λ2) and propose a distance metric:
dPCA(O1, O2) =
[ ∑
j(λ1j − λ2j)2∑
j |λ1j |
∑
j |λ2j |
]1/2
. (2)
Here, the sums are carried out over the elements of the
vectors λ. The length of these vectors is equal to the
number of velocity channels in the data. In practice,
nearly all of the power is found in the first ∼ 10 eigenval-
ues, and thus we truncate the sums in Equation 2 after
50 terms. This facilitates comparing the results to cubes
with different extent in velocity.
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2.2. The Spectral Correlation Function
The Spectral Correlation function (SCF) was first pro-
posed by Rosolowsky et al. (1999), and subsequently
demonstrated to be a useful discriminant between the
properties of turbulence in comparing simulations and
observations (Padoan et al. 2003). The SCF has a vari-
ety of different forms; here we express the SCF in terms of
a normalized root-mean-square difference between spec-
tra separated by an offset vector ℓ:
S(ℓ) = 1−
〈√ ∑
v |O(r, v) −O(r + ℓ, v)|2∑
v |O(r, v)|2 +
∑
v |O(r + ℓ, v)|2
〉
r
.
(3)
Here, r is a vector representing the two spatial coordi-
nates within a datacube. Note that S(0) = 1 and gen-
erally decreases to zero as |ℓ| grows large. Computing
the SCF for a pair of data cubes will yield two different
surfaces. We calculate a distance metric as
dSCF =
√∑
ℓ
[S1(ℓ)− S2(ℓ)]2. (4)
Again, we truncate the summation over an area where
the SCF is significant. We chose a 23-pixel squared patch
for calculating S and subsequently dSCF.
2.3. The Cramer Statistic
Motivated by the need for multivariate two-sample
testing, the Cramer test statistic was first proposed by
Baringhaus & Franz (2004). Given two dimensional data
sets P and Q with sizes NP ×ND and NQ ×ND respec-
tively, the test statistic is calculated by viewing each row
as a point in a ND-dimensional space. The test statistic
is computed by comparing the typical Euclidean inter-
point distances between the data P and the data in Q to
the distances between the data within each of P and Q
respectively:
dC(P,Q)=
NPNQ
NP +NQ

 1
NPNQ
NP∑
p=1
NQ∑
q=1
||Ppj −Qqj ||
− 1
2N2P
NP∑
p1,p2=1
||Pp1j − Pp2j ||
− 1
2N2Q
NQ∑
q1,q2=1
||Qq1j −Qq2j ||

 . (5)
The above norm is the Euclidean norm between
two points in ND dimensions: ||Xj − Yj || ≡√∑ND
j=1(Xj − Yj). One advantage of the Cramer statis-
tic is that its significance can be determined by boot-
strapping. The bootstrap draws two mock data sets
of the same sizes as P and Q from the combined set
{P,Q} and evaluates the statistic over a large number of
repetitions. Additionally, the statistic has been shown
to be more sensitive than the multivariate Kolmogorov-
Smirnov test.
In the context of the current work, we must recast
PPV data cubes into sets of ND-dimensional points suit-
able for the Cramer test. We experimented with several
methods for representing a PPV data cube as one or more
k-dimensional points. Given a data cube O(x, y, v), one
approach is to consider each spectrum with ND velocity
channels as a datum and consider the sets P and Q as
spectra drawn from the two different data cubes. This
comparison requires that the data sets being compared
have matched spectral resolution and eliminates spatial
information in the data. Alternatively, we construct a
vector from each velocity channel in the data cube by
sorting the data into a vector of intensity values for each
channel. We found that only retaining the top quartile
of the brightness data maintained the sensitivity of the
statistic while improving performance. We use the latter
approach in this initial study and evaluate the applica-
tion of the Cramer test to PPV data cubes in other work
(Flynn et al., in prep.).
The Cramer statistic is sensitive to the absolute val-
ues of the data set. In order to eliminate this sensitivity,
we normalize the transformed arrays by their respective
spectral norms. The spectral norm of an array P is con-
structed by first taking the eigenvalues, λ of the square
array PTP . The spectral norm is then ||P ||2 ≡
√
maxλ.
We note that clearly the Cramer statistic is not sensi-
tive to pixel ordering in our implementation. The statis-
tic performs well in the task of classifying similar and
dissimilar data cubes, and experimentally satisfies the
requirements of a well behaved distance metric.
3. SIMULATED DATA SETS
We ran 16 simulations of self-gravitating, magnetized
turbulence using Enzo version 1.9 (O’Shea et al. 2004)5.
The simulations were designed to emulate a star form-
ing cloud undergoing gravitational collapse. We used a
base grid with dimensions 1283 over a box size of L = 10
pc with periodic boundary conditions. We set the initial
density field of the box to be uniform nH2 = 36 cm
−3 and
the initial direction of the magnetic field to be parallel
to one face of the cube. For each of the simulations, we
initially ran the simulations without self-gravity to allow
the driving mechanism to develop turbulence. The ran-
dom driving pattern for the turbulence is solenoidal with
power on wavenumbers from kv = 3 to kv = 4. Depend-
ing on the run, we set the shape of the initial velocity
spectrum to have power on a wide range of scale (from
kv = 2 to kv = 10) or only large scale velocity structure
(kv = 1 to kv = 2). We scale the time of the simula-
tion to the crossing time tc = L/Mcs where M is the
Mach number and cs is the sound speed. At t/tc = 2,
we turned on self-gravity, adaptive mesh refinement and
enabled the formation of sink particles. We used a Jeans
length refinement criterion, refining the grid by a factor
of two whenever the local Jeans length became shorter
than four cells (Truelove et al. 1997). We limited the
number of refinement levels to four. We systematically
varied the input Mach number (M, which sets the ampli-
tude of the forcing field), initial magnetic field strength
(B0), initial velocity spectrum shape (kv), and tempera-
ture (T ) as described in Table 1. The table also reports
the “text codes” we give to describe the varying param-
eters in the results. We analyze the simulations at inter-
vals of 0.1 crossing times from t/tc = 2.3 to t/tc = 3.0.
5 John Wise kindly provided modifications to the sink particle
code to prevent Enzo from crashing.
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TABLE 1
Coding for Parameters
Level M B0 kv T
(µG) (K)
Low 6 1 [2, 10] 10
High 18 100 [1, 2] 30
Text codes
M B k T
We ran one simulation for each of the 24 possible com-
binations of the parameter settings. We post-processed
the data using the RADMC-3D code (Dullemond 2012)
to produce PPV data cubes of 13CO(J = 1 → 0) emis-
sion. In RADMC-3D, the level populations are calcu-
lated using the large velocity gradient (LVG) approxima-
tion (Shetty et al. 2011). The 13CO collisional and emis-
sion coefficients are taken from the Leiden Atomic and
Molecular Database (LAMDA; Scho¨ier et al. 2005). The
simulated observations are generated as if the simulation
domain were located a distance of 260 pc (the distance
of the Perseus molecular cloud, chosen for future com-
parison with observational data from the COMPLETE
survey; Ridge et al. 2006). We also selected 13CO as a
tracer since it highlights the main structure of a molecu-
lar cloud while not being as limited by opacity effects in
the 12CO data. In the radiative transfer, we include “mi-
croturbulence” with σv = 0.1 km s
−1. Microturbulence
represents turbulent motions on scales too small to be re-
solved by the hydrodynamic grid and contributes to line
broadening. The velocity resolution of the data cubes is
δv = 0.017 km s−1. We produced PPV data sets for each
of the three orthogonal orientations of the cube to cap-
ture the effects of observations along and parallel to the
initial magnetic field. Regions where the adaptive mesh
undergoes refinement are averaged over so that the PPV
data have the same spatial size as the base grid, namely
10 pc resolved into 128 resolution elements. Our final
data suite consists of (16 simulations)×(8 time steps)×(3
orientations)= 384 synthetic PPV data cubes. Figure 1
shows the v = 0 slice through the data cubes for four dif-
ferent parameter settings at t/tc = 3.0. Additional data
from the simulations are presented in Appendix A.
4. RESPONSE ANALYSIS
The work leverages the framework from the statistical
subfield of experimental design. The goal of this analysis
is to determine how changes in physical conditions man-
ifest in the synthetic data. We refer to these changes as
effects and aim to estimate their significance. To make
these estimates, we use similarity metrics to compare the
values at the fiducial (or low) parameter values to those
at the high values (Table 1). We define a scalar response
when comparing the synthetic data from one simulation
to another. Since there are multiple timesteps available
for each set of physical parameters, these need to be ag-
gregated into a single statistic typifying how distinct sim-
ulations with different parameters are. We define a scalar
response value for the ith simulation compared to a fidu-
cial simulation as
yi =
1
Nt
Nt∑
j=1
d[O1(tj), Oi(tj)]. (6)
This is the mean of a given comparison statistic over
the last Nt = 8 outputs of the simulation (i.e., from
t/tc = 2.3 to 3.0). Each simulation is compared to the
fiducial simulation O1, which has M = 6, B0 = 1 µG,
T = 10 K and kv = [2, 10]. The averaging occurs when
self-gravity is active, and some simulations are evolving
significantly. The use of an average over time aggregates
these effects, but the time evolution can be significant
(see §6.2).
4.1. Linear Models
Typically, parameter studies of star formation use “one
factor at a time” (OFAT) variation of parameters (e.g.,
Shetty et al. 2011; Burkhart et al. 2009; Attwood et al.
2009; Va´zquez-Semadeni et al. 2008; Offner et al. 2013).
One parameter (e.g., the magnetic field strength) is var-
ied while all the other factors in the simulation are held
constant. The response of the simulation to the variation
of this single parameter is then interpreted as the effect
of changing this parameter. This approach is reasonable
when simultaneous parameter changes will not result in
a different degree response relative to individual changes,
i.e., when there are no interactions between the parame-
ters. Analyzing a suite of OFAT parameter studies may
be misleading when parameter interactions exist.
We establish quantitative measures of parameter
changes by studying the resulting runs as a standard lin-
ear model. We consider the case where we have n differ-
ent numerical simulations and k different combinations
of parameter settings. Note that repeated experiments
with the same parameter settings but different random
seeds will increase n but not k. In matrix form we have
Y = Xβ + ε, (7)
where X is an n× (k + 1) model matrix, Y is the n× 1
vector of responses (i.e., equation 6), ε is the n×1 vector
of independent normal errors and βT = (β0, β1, . . . , βk)
T
is the (k+1)× 1 vector of unknown parameters (includ-
ing the intercept). These fit parameters characterize the
response of the simulations to changing the physical con-
ditions in the simulation. In this framework, the OFAT
design has a model matrix
X =


1 0 0 0 0
1 1 0 0 0
1 0 1 0 0
1 0 0 1 0
1 0 0 0 1

 , (8)
where the first column corresponds to a constant inter-
cept, while the latter four columns code the factor set-
ting for the four factors used in this study (see Table
1). In OFAT, we represent the low/fiducial settings for
parameters with a code of 0 and the high setting of pa-
rameters with a code of 1. We utilize codes instead of
the actual parameter values for simplicity in developing
the design matrix (Equation 8) and interpreting the sta-
tistical properties thereof. There is substantial latitude
in choice of coding since the values of β. Under certain
coding schemes, the values of these effect estimates can
be interpreted in terms of quantitative effects (Box et al.
2005), but here we are only interested in the significance
of the values.
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Fig. 1.— Slices at v = 0 through example PPV data cubes at t/tc = 3.0 in the study looking along the initial magnetic field direction.
The grayscale displays 13CO(1 → 0) emission and runs linearly from 0 to 1.5 K. Panel (a) shows the fiducial simulation with M = 6,
B0 = 1 µG, T = 10 K and a full range of initial velocity spectrum. Panel (b) shows the effects for M = 18 and all other parameters as
seen in (a). Panel (c) shows the effects of changing the initial velocity spectrum only and panel (d) shows the effects of a strong magnetic
field (B0 = 100 µG).
The standard least squares estimator, βˆ, of the fit pa-
rameters β is given by:
βˆ = (XTX)−1XTY. (9)
The covariance matrix for β is given by
cov(βˆ) = σ2(XTX)−1, (10)
where σ2 is the unknown error variance characterizing
ε. Determining σ2 usually requires running multiple ex-
periments with the same physical parameter settings but
different random seeds. The repeated experiments indi-
cate what fraction of the measured variation is the re-
sult of statistical fluctuations, enabling these effects to
be distinguished from changes that can be attributed to
changing simulation parameters. The covariance matrix
for the parameters ε is given by
σ2(XTX)−1 = σ2


1 −1 −1 −1 −1
−1 2 1 1 1
−1 1 2 1 1
−1 1 1 2 1
−1 1 1 1 2

 (11)
indicating that the parameter estimates in the OFAT
approach are correlated with each other meaning that
changes in one will affect changes in another parameter.
In the case of an experimental setup and measuring of pa-
rameter significance it is desirable to have independent
(i.e., uncorrelated) parameter estimates. Additionally,
the above model does not allow for interactions between
the parameters to be studied through that set of simula-
tions.
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4.2. Full Factorial Designs
We run a full factorial design where all possible changes
of the parameters are considered. Using only two values
for each of the four factors, this setup results in 24 = 16
runs. In order to aid the resulting analysis, we adopt a
different coding for the levels, which utilizes the linear
independence between the columns of orthogonal arrays
to produce independent estimates of the importance of
different physical effects. We note again that the choice
of coding is arbitrary as we only seek to measure the
significance of the effect estimates. The fiducial/low will
be coded as −1 (previously 0) and a +1 is used for the
high level. The first five columns of the model matrix
are given as
X =


1 −1 1 1 1
1 1 1 1 1
1 −1 −1 1 1
1 1 −1 1 1
1 −1 1 −1 1
1 1 1 −1 1
1 −1 −1 −1 1
1 1 −1 −1 1
1 −1 1 1 −1
1 1 1 1 −1
1 −1 −1 1 −1
1 1 −1 1 −1
1 −1 1 −1 −1
1 1 1 −1 −1
1 −1 −1 −1 −1
1 1 −1 −1 −1
· · ·


(12)
where the first column represents the intercept and the
remaining 4 columns show the level setting for the pa-
rameters. For example the third row shows that Enzo
would be run with M = 6, B0 = 1 µG, kv = [1, 2] and
T = 30 K. Also notice that rows 15, 16, 14, 10 and 7
respectively are the 5 runs in the OFAT design described
in Equation 8.
The above design allows for the estimation of all of
the two, three and four factor interactions between the
resulting parameter settings. These terms are included
in the model matrix by adding an additional 10 columns
to X that are constructed by taking the product of all
possible subsets of the columns 2 through 5 in Equa-
tion 12. When using this parameterization, XTX = nI
where I is the identity matrix, so we describe this cod-
ing as an orthogonal design. In this case, the covariance
matrix (corresponding to Equation 11) is diagonal, and
the estimated effects βˆ are statistically independent. Un-
der this framework each parameter estimate is given by
βˆi =
1
2 (y¯+ − y¯−) where y¯+ and y¯− are the means of the
responses at the high and low values of the parameter
respectively (as defined in Table 1).
The goal is to evaluate the statistical significance of
these effects. Without a measure of the run-to-run vari-
ation in the response statistics, any derived effect could
just be the result of random fluctuations. Ideally, there
would be several replicates of each experimental run
which would allow for the estimation of σ2 in the model.
Replicated simulations are runs with the same physical
parameters, but different random seeds for the turbulent
driving. With an estimate of σ2, the statistical signif-
icance of each of the regression coefficients (βˆi) can be
assessed to determine what parameters are causing the
real changes in the underlying PPV data cubes. Usually,
replicated numerical experiments entail a considerable
investment of computational resources and using those
resources to produce a different experimental run can
provide substantially more information.
In the case of the two-level full factorial design, pa-
rameter significance can still be determined even with-
out replicated runs. Lenth (1989) introduced a formal
approach to judge parameter significance in unreplicated
experiments. Lenth’s method assumes that most effects
and interactions are insignificant so they can be used to
estimate the “noise” in the effect estimates. This as-
sumption is checked after analysis to verify that only a
small number of significant effects are indeed significant.
The method cannot be relied upon if it finds nearly all or
none the effects are significant. A pseudo-standard error
is calculated using a robust estimator Ψ given by
Ψ = 1.5 ·median{|βˆi| : |βˆi| < 2.5s0} (13)
where s0 = 1.5 · median{|βˆi|}. The approach proceeds
by constructing statistic similar to a Student’s t: τi =
βˆi/Ψ, i = 1, . . . , k and comparing τi to a critical value
set by the experimental design. In the case of a 16 run
experiment with 15 factors, any |τi| > 2.16 is judged as
significant, where the critical value is determined using
the so-called individual error rate and changes depending
in the number of runs (Wu & Hamada 2011).
5. RESULTS
Using the simulations described above, we calculate re-
sponse vectors Y for each of the three similarity metrics
described in §2. In this section, we examine how the dif-
ferent similarity metrics respond to changes in the physi-
cal parameters defined in the initial conditions of the sim-
ulation. We begin by examining what can be determined
from the full suite of 16 simulations, representing all pa-
rameters and then we examine how the results change
for an OFAT study. Finally, we propose using fractional
factorial designs, where a carefully chosen subset of the
16 simulations is used in the analysis.
5.1. Full Factorial Design
Using the full factorial design, we can estimate the
effects βˆi and their statistical significance. The effects
measure how responsive a statistic is to changing phys-
ical parameters in the simulations. The influence of the
four principal parameters (known as main effects in the
design literature) and their interactions is probed with a
full factorial design. For example, the analysis measured
how the SCF statistic responds to changes in input Mach
number and temperature as well as the interaction term
between these effects (coded as M:T) that measures the
change in the response statistic in excess of the change
seen from the main effects alone. These additional inter-
action terms probe cases where the physical parameters
amplify the effects of each other.
Figure 2 shows the analysis of the full factorial design
across all three similarity metrics. The coefficients βˆi
are shown as the lengths of the bars. The differences
in the range of values shown for each βˆi arises because
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the individual statistics have different numerical ranges
in their response. Only their value relative to the sig-
nificance threshold of 2.16Ψ for each statistic is impor-
tant. The degree by which βˆi exceeds the threshold can
be interpreted as a degree of significance. For example,
the scaling of the three statistics with changing the input
Mach number is more significant than any other effect for
the three response statistics. The analysis of the three
comparison statistics consistently highlights two signifi-
cant main effects: input Mach number and temperature.
Notably, there is no significant effect due to changing
magnetic field alone.
Since the input Mach number of the turbulent driv-
ing in the simulation determines the density contrasts
in shocks, this result is not surprising. Note that the
input Mach number is most closely tied to the ampli-
tude of the turbulent forcing field and does not mean
that actual Mach number of the flows in the simulation
is this value (see §6.1). The temperature changes mani-
fest in slightly larger line widths due to thermal pressure,
but these effects should be insignificant because the sonic
Mach numbers are large. The temperature increase also
controls the amplitude of the spectral lines after radiative
transfer (see Appendix A). While the amplitude of the
spectral lines is compensated for in the three statistics
under comparison, the compensation has varying degrees
of success. The full-factorial analysis indicates an inter-
action effect between the input Mach number and the
temperature which is significant for PCA and Cramer
statistics but not for the SCF. The interaction effect is
completely eliminated because of the nature of the SCF
normalization which compensates for absolute values of
the brightness in the cube comparison on a comparison-
by-comparison basis. The Cramer statistic also normal-
izes the data but appears to be more sensitive to varia-
tions due to the brightness of the data sets.
Given the strong effects of the magnetic field visually
apparent in Figure 1, it is surprising that the magnetic
field does not manifest as an active parameter in the re-
sponse statistics. This indicates a shortcoming of the
statistics as formulated in the analysis: they are not
sensitive to magnetic effects. Even though the princi-
pal analysis is formulated for a line of sight parallel to
the initial magnetic field, we performed a parallel analy-
sis for the two faces perpendicular to the magnetic field
and found no significant magnetic effects. This lack of
sensitivity to the strong effect on the emission structure
in the highly magnetized case can be explained because
the spectral line profiles for the B0 = 100 µG are not
significantly different from the fiducial case (see Figure
5). Again, the analysis highlights the relative merits of
the comparison statistics and indicates different statis-
tics will need to be developed in order to measure the
sensitivity to magnetic field. Despite this lack of sensi-
tivity to the main effect, both the PCA and SCF indicate
a negative interaction effect between the magnetic field
and the input Mach number. This interaction indicates
that joint increases in both the input Mach number and
magnetic field produce simulations that these similarity
measures find are more similar to the fiducial value than
if these parameters are increased independently. We at-
tribute these significant interaction effects to a difference
between the input Mach number, which is the parameter
in the simulation, and the actual Mach number which
establishes the density structure in the simulation (see
§6.1).
Despite the comparatively low resolution of the simu-
lation suite, the analysis of the full factorial design indi-
cates the initial success at adopting the formalism. The
results show that the framework can identify some of the
significant physical effects (input Mach number and tem-
perature) that govern the structure of PPV data cubes.
However, the nondetection of effects that are clearly
significant (magnetic field) shows that the construction
of the similarity statistics needs to be adapted to de-
tect magnetism. Alternatively, other similarity measures
which emphasize magnetic effects could be recast into
this framework (e.g., Heyer et al. 2008; Burkhart et al.
2013). We emphasize that the results identify the signif-
icance of both the effects and their interactions, repre-
senting the primary utility in employing the fully devel-
oped statistical framework to this analysis.
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Code PCA SCF Cramer
(Intercept) 0.00 0.00 0.00
M 0.80 0.14 0.57
B 0.26 0.10 0.06
k 0.16 0.02 0.01
T 0.49 0.04 0.12
TABLE 2
Effect estimates of the various statistics based on the
one factor at a time experiment (OFAT).
5.2. One Factor at a Time
Where the full factorial analysis identifies significant
main effects as well as their interaction terms, OFAT
analysis can only detect main effects. Furthermore,
OFAT analysis without multiple realizations of the phys-
ical effects yields no estimate of the variance that arises
because of the random fluctuations between simulations
with the same physical conditions. The OFAT analysis
can be used to compare the magnitude of the main ef-
fects as given in Table 2 for the three different similarity
statistics. As with the full factorial design, input Mach
number remains the dominant effect. Temperature ef-
fects and magnetic effects also seem to be detectable and
the initial velocity spectrum is least important affect.
The intercept value is estimated as 0.0 for all statistics
because of the definition of the response, namely y1 = 0
when the fiducial simulation is compared to itself. We
note that, in practice, the fiducial data will likely be ob-
servational data sets to which the simulations are being
compared. For analyzing a suite of simulations without
observational data, a simulation at the center of the pa-
rameter space would make the best choice for a fiducial
simulation.
The effect estimate for the magnetic field seems like it
could be detected by the similarity statistics; however,
the full-factorial design indicates that this apparent de-
tection arises because of the interaction effects seen be-
tween magnetic field strength and input Mach number.
A purely OFAT analysis will incorrectly conclude that
the influence of the magnetic field strength has been de-
tected. Furthermore, OFAT provides no assessment of
the variance in the similarity statistics and the impor-
tance of each of these effect estimates cannot be deter-
mined. This analysis highlights the shortcomings of the
OFAT approach. Specifically, the analysis can be misled
in the presence of parameter interactions and is ineffi-
cient at testing the significance of different simulation
parameters (Box et al. 2005).
5.3. Fractional Factorial Design
The full factorial design provides a more nuanced in-
terpretation of the responses as a function of changing
initial conditions. However, running a full factorial de-
sign can require substantial computational resources. We
ran the two-level, full factorial design, because we were
using 1283 resolution simulations. In addition, we chose
a model where there are only four factors and each fac-
tor only has two values. There are situations where
one would like to run simulations with higher resolution,
more factors, and a continuous range of values. To re-
duce the computational cost, it is possible to run a sub-
set of the full factorial design with the ability to estimate
both the main effects and some of the interactions. In
many situations, prior knowledge can be used to identify
a limited subset of the interactions that are likely to be
important. Starting from the full factorial design of 16
runs, we select the 8 runs that correspond to having all
factors (M,B,k,T) at the high level. This results in the
following 8 runs, which are commonly referred to as a
24−1 fractional factorial design.
X =


1 −1 −1 −1 −1
1 1 −1 −1 1
1 −1 1 −1 1
1 1 1 −1 −1
1 −1 −1 1 1
1 1 −1 1 −1
1 −1 1 1 −1
1 1 1 1 1


. (14)
Again the columns 2 through 5 are used to assign the
level setting for each of the four factors. Since we have
reduced the run size by a factor of two we lose the abil-
ity to estimate 8 of the 15 effects that were estimated
in §5.1. Of the 7 remaining degrees of freedom, one can
attribute the significance of the estimated effect to one
of two terms. For example, if the effect of column 2
is significant then either the main effect of input Mach
number (M) or the B:k:T interaction is important. We
assume third and higher order terms are negligible, so we
can estimate each of the four main effects. The remain-
ing three columns can be used to estimate the following
pairs of effects, M:B=k:T, M:T=k:B and B:T=k:M. The
notation M:B=k:T is an indication that, in fractional
factorial design, estimates of the two-factor interaction
M:B are aliased with the k:T interaction. If significant,
we would not be able to discriminate between these two
effects. This aliasing is a cost of running a factional fac-
torial design. However, we can use our prior knowledge
to decide whether a given significant effect should be in-
terpreted as, for example, a M:T interaction or a k:B
interaction. We believe that the effects from the initial
velocity spectrum are negligible because those effects are
washed out by the turbulent driving. Our assumption is
well justified by the insignificance of velocity spectrum
effects in the full factorial response analysis. In larger
simulations, it is possible the velocity spectrum and mag-
netic field could show dependence. Thus, for this set of
simulations, we believe that the significant interactions
would be attributed to M:B, M:T and B:T as opposed
to the effects involving the initial velocity spectrum (k).
Ignoring the aliasing of the parameters in the above de-
sign, the 8 runs simply correspond to a full factorial in
three factors. Hence, one can use the same unreplicated
analysis proposed by Lenth (1989) to determine which
parameters are significant. In this case the appropriate
critical value is |τ | = 2.279. Figure 3 shows the results
from the fractional factorial analysis.
The significant parameters from both the full factorial
and fractional factorial are consistent in relative magni-
tude and sign. The effect significance, particularly for
the PCA is reduced under the fractional factorial de-
sign. Some information is lost when the fractional fac-
torial is used over the full factorial, but the fractional
factorial does provide some information about the inter-
actions. In addition, it only requires an additional 3 runs
in comparison to the OFAT design, while establishing an
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understanding of the parameter interactions that com-
pares well to running the full suite simulations at twice
the computational cost. The results from this design
illustrate how a carefully chosen design can maximize in-
formation from a parameter studies that are subject to
limited computational resources. The savings of a frac-
tional factorial design over a full factorial grows as the
number of parameters explored or the number of level
settings increases.
6. DISCUSSION
6.1. Driving and Mach Number
The dominant physical effect we see in our simulations
is the response of our statistics to the input Mach num-
ber parameter set. This input Mach number does not
actually set the true Mach number of the fluid flow in
the simulation. Rather, it determines the amplitude of
the driving field used to establish the turbulent veloc-
ity field (Mac Low 1999, outlines an approach similar to
that used in Enzo). The default Enzo distribution uses a
heuristic formulation to specify the amplitude of the tur-
bulent driving force per unit mass: f = ηMcsv−1rmst−1ff ,
where η is a driving efficiency, cs is the sound speed, vrms
is the initial rms velocity measured in the simulation and
tff is the mean free-fall time in the domain. The param-
eter M is the input Mach number for the simulation
but does not necessarily mean that the Mach number
of the simulation will have that value. The driving ef-
ficiency was taken as η = 1600 for all simulations, but
this value only produces real Mach numbers close to the
initial Mach number parameter for weak B-field cases.
The initial Mach number should thus be thought as a
characteristic of the strength of the driving field rather
than the true Mach number characterizing the simula-
tion. When compared to the input Mach number, we
found that the actual Mach numbers were between 37%
(B0 = 100 µG, kv = [1, 2]) and 95% (fiducial) of the
input Mach number. Of note, the input Mach number
parameter also establishes the crossing time for the sim-
ulation. The actual crossing time will be different from
the crossing time reported in the simulation. We also
constructed a linear model of the actual Mach number
in the simulation as a function of the changing input pa-
rameters. As expected, the input Mach number was the
dominant effect in establishing the real Mach number,
but the initial magnetic field strength has a strong nega-
tive effect (increasing B0 decreased actual Mach number
relative to the input Mach number). The damping effect
of the magnetic field is expected on physical grounds and
serves to explain why the magnetic field appears signif-
icant in OFAT analysis, but the effect is not present in
the full-factorial design. Instead, interaction effects be-
tween the magnetic field and temperature or input Mach
number appear significant. The interaction effects in the
actual simulation response can be attributed partly to
the magnetic field driving a discrepancy between input
and actual Mach number. Additionally, a modest Mach-
temperature interaction emerged from the model which
may explain the same effect seen in the response of the
comparison metrics.
6.2. Time Evolution
Our primary analysis averages over the last eight time
steps of the simulation (from t/tc = 2.3 to 3.0). Since
self-gravity is turned on at time t/tc = 2.0, simulations
that are undergoing gravitational collapse will see these
effects manifest over the time period contributing to the
average. Real effects may be averaged over or diminished
by using the aggregate of all the response values over the
self-gravitating phase of the simulation. To address this
concern, we plot the main effect estimates as a function
of time in Figure 4. This figure compares each simula-
tion at a fixed time step (though note that tc will vary by
simulation based on the input Mach number as above).
Figure 4 shows that there is not a significant change in
the main effect estimates over the period when the sim-
ulation is self-gravitating. There is some variation in the
sensitivity of the SCF to the magnetic field at the last
timesteps of the simulation, but this effect is modest.
The significance of the effects for Mach and temperature
changes appears significant over the whole period.
7. CONCLUSIONS
In this work, we have proposed a formalism by which
PPV data cubes of spectral line data can be compared in
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order to assess physical effects. The formalism relies on
the methods utilized in the statistical subfield of experi-
mental design. We have proposed three similarity metrics
based on existing techniques in the literature and assess
their reliability using the formalism applied to a suite
of simulations. The three similarity metrics are principal
component analysis, the spectral correlation function and
a new method using the Cramer multivariate two-sample
test. All three similarity statistics showed consistent re-
sults in our analysis, though the relative sensitivities of
these measures varied. In particular, the statistics are
most sensitive to Mach number and temperature effects.
We have also examined the benefits and liabilities for
using the “one factor at a time” (OFAT) analysis that
is common in the astrophysical literature. While the re-
sults of OFAT analysis are relatively easy to interpret,
the analysis is unable to assess whether the physical ef-
fects explored in the simulations interact with each other.
This can lead to overinterpreting the importance of cer-
tain parameters in the simulation. For example, we
found that our measurement statistics appeared sensi-
tive to magnetic field strength based on the OFAT anal-
ysis. However, in exploring the parameter space fully, the
statistics were found to be unable to detect changes in the
magnetic field strength, instead finding an interaction ef-
fect between magnetic field strength and the input Mach
number. We attribute this interaction to the reduction of
the real Mach number relative to the input for increasing
magnetic field strength. A full exploration of parameter
space is invariably computationally prohibitive for high
quality simulations. Thus, we advocate selecting a frac-
tional factorial design that is able to recover those effects
most likely to be significant through the study.
A major shortcoming of this study is the exaggerated
ranges used for the parameters (e.g., 100 µG fields on 10
pc scales are not observed). Even so, this work demon-
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strates proof-of-concept for three avenues of study. First,
the comparison of simulations with observations can be
explored under this framework. Frequently, simulations
are compared to observations and the conditions for a
best match are assessed under qualitative terms. By
establishing observations as the fiducial to which the
simulation suite is compared, we can establish those ef-
fects which most closely govern similarity to simulations.
While this would formalize the comparison between sim-
ulations and observations, it will require amending the
similarity statistics to account for the effects of telescope
observations (variable data set sizes, limited resolution,
receiver noise).
The second set of work that this study enables is the
ability to assess the reliability of comparison metrics.
There are a wealth of such metrics present in the lit-
erature, but they are only validated under a limited set
of conditions. Using this test suite of simulations or a
higher quality suite that studies a full range of param-
eter combinations, we can assess how reliable the sim-
ulations are at detecting certain physical effects. The
framework also reveals when a statistic can be conflating
the effects of two parameters. For example, the Cramer
statistic is primarily sensitive to Mach and temperature
effects and is surprisingly immune to interaction effects
between these parameters and the magnetic field. The
PCA and SCF metrics detect significant statistical inter-
actions between these parameters and the magnetic field
strength. However, none of these statistics detect the
magnetic field as a main effect indicating limitations in
their current formulation.
Finally, this study offers guidance for explorations of
parameter space in suites of simulations. Given the
prevalence of OFAT analysis in astronomy and the com-
plexity of interpreting the simultaneous variation of mul-
tiple physical effects, using a statistical response model
to assess parameter effects offers some clear guidance.
Extensions to this framework allow for multiple val-
ues or continuous exploration of parameter spaces, non-
linear response models and efficient exploration of high-
dimensional parameter spaces for simulation.
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APPENDIX
SIMULATION PROPERTIES
In Figure 5 we present two summaries of the simulations in the simulation suite. Rather than plotting curves for
all 16 of the simulations, we only illustrate the fiducial case with all parameters at the low setting, the curves for only
one factor changing from its low to high setting and finally the curves for all parameters set to their high value. The
two summaries present density PDFs and spectra for these simulations. Of note, the density PDFs show that only the
fiducial case and the large scale initial spectrum (kv = [1, 2]) show significant gravitational collapse and a tail of values
off to high densities (Mac Low & Klessen 2004). In the other simulations, including those not shown in the figure,
the local Jeans refinement condition is never met and there is no local gravitational collapse. The initial driving scale
likely plays little role at governing gravitational collapse since the fixed driving pattern dominates the structure of the
turbulence at the time of gravitational collapse.
The average spectra of the simulated observations also show roughly expected behavior. The line width is larger
for higher Mach numbers and temperature. The amplitude of the line is also larger for the higher temperatures as
expected from radiative transfer effects. Spectra along individual lines of sight show significant non-Gaussian structure
as is frequently seen in simulated data.
