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Abstract
We establish the global boundary behavior of Dirichlet heat kernels on some unbounded
domains. These, combined with the interior estimate in the recent paper by Grigoryan and
Saloff-Coste (Comm. Pure Appl. Math 55(1) (2002) 93), provide a complete and qualitatively
sharp description of heat kernels G of Dirichlet Laplacians on some unbounded C1;1 domains
DCM: Here M is certain complete noncompact manifold with nonnegative Ricci curvature.
For example, there exist positive constants c1; c2 depending on the unbounded domain D; M
such that, for rðxÞ ¼ distðx; @DÞ;
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for all x; yAD and t40: Existence of these global bounds had been an unresolved problem
even in the Euclidean case.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let G ¼ Gðx; t; y; 0Þ be the heat kernel of the Dirichlet Laplacian in D  ð0; TÞ:
Here D is a domain in Rn or certain noncompact manifolds, and T40: When D is
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bounded, it is well known that G has Gaussian lower and upper bounds when x; y
are away from the boundary of D: However, in general, these bounds breakdown
when x; y are close to the boundary. A fundamental problem is therefore to
understand the boundary behavior of the heat kernel. When D is unbounded even
less is known for the heat kernel bounds.
In contrast, the elliptic counter part of the problem has been well understood when
@D is sufﬁciently smooth. In fact the following theorem is well known.
Theorem A. Let DCRn; nX3; be a bounded C1;1 domain and G be the Green’s
function of the Dirichlet Laplacian, then there exists a positive constant C such
that
C1
rðxÞrðyÞ
dðx; yÞ2 41
" #
dðx; yÞ2npGðx; yÞpC rðxÞrðyÞ
dðx; yÞ2 41
" #
dðx; yÞ2n:
Here rðxÞ ¼ distðx; @DÞ: The conclusions remain valid if G is the Dirichlet Green’s
function of a uniformly elliptic operator in divergence form with sufficiently smooth
coefficients.
The upper bound was proved in [GW] and the lower bound was proven in [Zo].
This theorem has played a major role in potential analysis and mathematical physics.
For instance, the well-known three-G theorem is a consequence of Theorem A. For
recent extensions of the theorem to the case of Lipschitz domains see [Bo] and the
references therein.
The parabolic problem has been studied by many authors. We refer the
reader to [A,Ba,BD,D,D2,DS,FGS,H,LSU,Wf,Wj] (Neumann heat kernel), [LSU,-
Va] and the papers quoted there. Signiﬁcant new developments are made in the
papers [Vo1,Vo2,Vo3,Vo4]. The situation when D is a bounded domain is well
understood by now. We refer the reader to [D,D2,DS] and the recent paper [Zh] for
details.
When D is an unbounded domain, the situation is more complicated due to the
vast differences between various types of domains. The simplest ones to consider are
the complement of bounded domains, also called exterior domains. In addition to
applications in differential equations, heat kernel bounds on exterior domains also
provide useful topological information of the manifold, such as the number of ends.
In a recent paper Grigoryan and Saloff-Coste [GS-C] proved the following
interesting theorem. As pointed out there these kind of bounds should have been
studied earlier.
Theorem B (Grigoryan and Saloff-Coste [GS-C]). Let D be the complement of a
bounded domain in M: Here M is a complete, nonparabolic manifold (meaning: the
Laplacian has positive Green’s function) and the Ricci curvature is nonnegative. Let G
be the heat kernel of the Dirichlet Laplacian, then there exist positive constant
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c1; c2; such that
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for all x; yAD such that rðxÞ; rðyÞXc40; and t40: Here rðxÞ ¼ distðx; @DÞ:
The boundary behavior of G is thus left open, except for some particular cases
[GS-C, p. 97]. The purpose of the paper is to answer this question. We mention that
the ﬁnite time behavior of G was already established in [Zh] in the Euclidean case.
Even that question had been open for some time.
In this paragraph we lay out a number of equations and notations to be used
throughout the paper. We are mainly concerned with the fundamental solution
G ¼ Gðx; t; y; 0Þ to the heat equation satisfying Dirichlet boundary condition.
Du  @tu ¼ 0 in D  ð0;NÞ: ð1:1Þ
Here DCM is a C1;1 domain; M is a complete noncompact manifold with
nonnegative Ricci curvature.
For any xAD; rðxÞ will be the distance between x and @D: Given x; yAD; dðx; yÞ
will denote the distance in M: We will use c; c0; C; c1; C1;y; to denote generic
positive constants.
The following theorem is the main result of the paper.
Theorem 1.1. Let M be a nonparabolic noncompact manifold with nonnegative Ricci
curvature. Suppose D is the exterior of a bounded C1;1 domain:
ðaÞ when x; y are in any unbounded connected component of D; then there exist
positive constants c1; c2 depending on D; M such that, for all t40;
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ðbÞ when x; y are in any bounded connected component of D; then there exist positive
constants c1; c2; l depending on D; M such that, for all t40;
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Remark 1.1. A manifold is called nonparabolic if D has positive Green’s function.
For example Rn with nX3 is nonparabolic. The method of proof grows out of the
boundary Harnack inequality developed in [FGS] and an idea in [FS]. Such a
method can be generalized to treat heat kernels of elliptic operators with variable
coefﬁcients in less smooth domains such as Lipschitz domains, e.g. for instance,
Theorems 1.1 still hold if D is replaced by a second-order uniformly elliptic operator
with Ho¨lder continuous coefﬁcients. The function r can be replaced by the ﬁrst
eigenfunction of the Laplacian on small balls straddling the boundary. The
assumption that the Ricci curvature is nonnegative can also be generalized as
pointed out in [GS-C]. But we will not seek the full generality this time.
When tXc40; part (b) of Theorem 1.1 is a well-known result, see [D] for example.
Even in this case we provide a very short proof.
Note also that the term dðx; yÞ2=t is bounded between two constants when tXc40
and x; y are in a bounded component of D: When x; y are in different component of
D; Gðx; t; y; 0Þ ¼ 0: So Theorem 1.1 gives a complete description of Dirichlet heat
kernels in exterior domains.
Remark 1.2. In [GS-C], interesting interior bounds for G when M is parabolic were
also established. A similar boundary bounds can be proven as in the nonparabolic
case. We will not dwell on it this time.
Theorems 1.1 will be proven in Section 2.
2. Proof of Theorem 1.1
As pointed out earlier the proof is basically an application of the Harnack
inequality. However, one needs to make a careful analysis of various regions of the
space time to reach the desired results. Even the interior estimate in [GS-C], which
we will also need, was obtained by some delicate arguments.
First we will present three lemmas about ﬁnite time behaviors of the heat kernel.
Lemma 2.1. Suppose rðxÞ2Xa1t and rðyÞ2Xa1t for some a141; then there exist
positive constants c1; c2 such that
1
c1jBðx;
ﬃﬃ
t
p Þj e
dðx;yÞ2=ðc2tÞpGðx; t; y; 0Þp c1jBðx; ﬃﬃtp Þj ec2dðx;yÞ2=t:
Here 0otpToN for some T40:
Proof. Note that if t is bounded away from zero, the bounds in the lemma are
already proven in [GS-C, Theorem 1.1]. However, we have to cover the case when
t-0: The upper bound is immediately proven by the maximum principle. So we
prove the lower bound. The proof is divided into three steps. The argument is based
on the idea in the paper [FS] adapted to the present setting.
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Step 1: We prove the following claim: Suppose rðxÞ2Xa1t for some a141; then
there exists a positive constant c such that then
Gðx; t; x; 0ÞX cjBðx; ﬃﬃtp Þj:
The arguments were used in [GS-C,S-C]. We pick a point x1 such that r2ðx1ÞXa1t:
Let fACN0 ðBðx1; t1=2=2ÞÞ be such that fðxÞ ¼ 1 when xABðx1; t1=2=4Þ and 0pfp1
everywhere. Consider the function
uðx; tÞ ¼
Z
D
Gðx; t; y; 0ÞfðyÞ dy:
As in [S-C], we extend u by assigning uðx; tÞ ¼ 1 when to0 and xABðx1; t1=2=4Þ; then
u is a positive solution of (1.1) in Bðx1; t1=2=4Þ  ðN;NÞCD  ðN;NÞ: Using
twice the Harnack inequality in the manifolds case (see e.g. [LY] or [S-C]), which is a
generalization of the standard parabolic Harnack inequality [M], we obtain
uðx1; 0ÞpCuðx1; t=4ÞpCuðx1; t=4Þ;
Gðy; t=4; x1; 0ÞpCGðx1; t; x1; 0Þ
for yABðx1; t1=2=2Þ: Hence
1 ¼ uðx1; 0ÞpCuðx1; t=4Þ ¼ C
Z
Bðx1;t1=2=2Þ
Gðx1; t=4; y; 0ÞfðyÞ dy
¼C
Z
Bðx1;t1=2=2Þ
Gðy; t=4; x1; 0ÞfðyÞ dy
pCGðx1; t; x1; 0Þ
Z
Bðx1;t1=2=2Þ
fðyÞ dy
pCGðx1; t; x1; 0ÞjBðx;
ﬃﬃ
t
p Þj:
Since x1 is arbitrary, the claim is proven. This ﬁnishes step 1.
Step 2: We prove the following claim: Suppose rðxÞ2Xa1t for some a141 and
dðx; yÞ2pt; then there exists a positive constant c such that
Gðx; t; y; 0ÞX cjBðx; ﬃﬃtp Þj:
The proof follows from the standard Harnack inequality. By step 1, there exists a
positive constant c such that
Gðx; t=2; x; 0ÞX cjBðx; ﬃﬃtp Þj:
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Consider the function uðy; tÞ ¼ Gðy; t; x; 0Þ which is a solution to (1.1) in Bðx; ð1þ
eÞ ﬃﬃtp Þ  ð0;NÞCD  ð0;NÞ: Here e40 is a sufﬁciently small. By the Harnack
inequality,
Gðy; t; x; 0ÞXGðx; t=2; x; 0ÞX cjBðx; ﬃﬃtp Þj:
This completes step 2.
Step 3: In this step we treat the remaining case: rðxÞ2Xa1t; rðyÞ2Xa1t and
dðx; yÞ2Xt:
Since Gðx; t; y; 0Þ ¼ 0 when x and y are in different components of D: We can just
assume that D is connected.
By our assumption on D and the smallness of t; we claim that there exists a length
parameterized curve lCD connecting x and y such that jlj ¼ l1dðx; yÞ for some
l1X1: Here l1 is a constant depends on D only. Moreover, l can be chosen so that
distðlðsÞ; @DÞXl2
ﬃﬃ
t
p
for all sA½0; jlj: Here l2 is another positive number depending
on D: Such a claim can be proven as follows. For a small d40 and t sufﬁciently
small, consider the domain D0 ¼ fzAD j distðz; @DÞ42 ﬃﬃﬃﬃﬃﬃa1tp g: The above claim
obviously holds for x; yAD0: When x; yAD  D0 and dðx; yÞoe; which is sufﬁciently
small, the claim also holds. This can be conﬁrmed by using local coordinates because
a neighborhood of x and y of uniform size is either diffeomorphic to the unit ball or
the half unit ball. When dðx; yÞXe clearly the claim holds since the ‘‘diameter’’ of
D  D0 is uniformly bounded due to the boundedness of M  D: Here the diameter
of D  D0 is deﬁned as the maximum of intrinsic distances between pair of points
in D  D0:
For a l340 to be determined later, let m be the smallest integer satisfying
l3dðx; yÞ2
t
pm
and xk ¼ lðkl1dðx;yÞm Þ with k ¼ 0; 1;y; m: By the reproducing formula of the heat
kernel
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Z
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m
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t
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yG ym1;
t
m
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where we integrate yk over the set
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Taking l3 sufﬁciently large, we haveﬃﬃﬃﬃ
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m
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when l3 is sufﬁciently large. By step 2, we have
G yk;
t
m
; ykþ1; 0
 
X
c
jBðxk; t=mÞj
for y1;y; ym in the region where the above integral takes place. Hence, by the
doubling property of geodesic balls,
Gðx; t; y; 0ÞX
Ym1
r¼0
C
jBðxr; t=mÞj
 Ym1
r¼1
½jBðxr; t=mÞj
XCm=jBðx; ﬃﬃtp Þj:
Since m is comparable to dðx; yÞ2=t; the above implies, for some c1; c240;
Gðx; t; y; 0ÞX c1jBðx; ﬃﬃtp Þj ec2
dðx;yÞ2
t
for tpT ; which depends on D:
This proves Lemma 2.1. &
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Lemma 2.2. Suppose rðxÞ2pa1t and rðyÞ2X16a1t for some a141; then there exist
positive constants c1; c2 such that
rðxÞ
c1
ﬃﬃ
t
p jBðx; ﬃﬃtp Þj edðx;yÞ2=ðc2tÞpGðx; t; y; 0Þp c1rðxÞﬃﬃtp jBðx; ﬃﬃtp Þj ec2dðx;yÞ2=t:
Here 0otpToN for some T40:
Proof. Without loss of generality, we take T sufﬁciently small. Let us prove the
upper bound ﬁrst. Given xAD such that rðxÞ2pa1t; let %xA@D be such that dðx; %xÞ ¼
rðxÞ: Let xtAD be chosen so that: %x; xt and x are in the same geodesic, rðxtÞ ¼
distðxt; @DÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
2a1t
p
; dðx; xtÞp
ﬃﬃﬃﬃﬃﬃﬃﬃ
2a1t
p
: From direct computation we have, for y
satisfying r2ðyÞX16a1t;
dðy; xtÞXdðy; xÞ  dðx; xtÞXdðy; xÞ=2; ð2:1Þ
dðy; xtÞpdðx; yÞ þ dðx; xtÞp4dðx; yÞ: ð2:2Þ
We also select x0tAD such that %x; x
0
t and x are in the same geodesic, rðx0tÞ ¼
distðx0t; @DÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
16a1t
p ¼ dð %x; x0tÞ: Clearly,
dðxt; x0tÞp ð4
ﬃﬃﬃ
2
p
Þ ﬃﬃﬃﬃﬃﬃa1tp ; dðx; x0tÞXdðx0t; %xÞ  dðx; %xÞ
X 4
ﬃﬃﬃﬃﬃﬃ
a1t
p  ﬃﬃﬃﬃﬃﬃa1tp ¼ 3 ﬃﬃﬃﬃﬃﬃa1tp : ð2:3Þ
Now we write uðz; tÞ ¼ Gðz; t; y; 0Þ and vðzÞ ¼ Gðz; x0tÞ; where G is the Dirichlet
Green’s function of D in the domain
O %x;r0  Bð %x; r0Þ-D:
From this point, we assume that 25a1tpr20: Here r0 is a small number to be chosen
later. Under this choice of t; we have, by the triangle inequality,
distðxt; @O %x;r0ÞX c
ﬃﬃ
t
p
40; distðx0t; @O %x;r0ÞXc
ﬃﬃ
t
p
40;
rðxÞ ¼ distðx; @O %x;r0Þ: ð2:4Þ
Both u and v are positive solutions of (1.1) in the region
ðBð %x; 3:5 ﬃﬃﬃﬃﬃﬃﬃﬃa1; tp Þ-DÞ  ðt=4;NÞ
and uðz; tÞ ¼ vðzÞ ¼ 0 when zA@D: By the local comparison theorem in [FGS], there
exists C40 such that
uðx; tÞ
vðxÞ pC
uðxt; 2tÞ
vðxtÞ ;
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i.e.
Gðx; t; y; 0ÞpCGðx; x0tÞ
Gðxt; 2t; y; 0Þ
Gðxt; x0tÞ
: ð2:5Þ
We comment that the above constant depends only on the Lipschitz character of the
@D-Bð %x; r0Þ and hence the location of %x is irrelevant for exterior domains. Note that
even though the results in [FGS] are stated in the Euclidean setting, by easy
localization arguments, they remain valid for bounded Lipschitz domains on
manifolds.
We choose r0 so small that the distance in the ball Bð %x; r0Þ is comparable to the
Euclidean distance. Even though D is an operator of variable coefﬁcients, in a small
ball, the estimates in Theorem A (for the Laplacian in domains in Rn) can be easily
generalized to the Laplace–Beltrami operator. Applying these classical estimates of G
on the domain Bð %x; r0Þ-D and using (2.1)–(2.4), we have
Gðx; x0tÞpC
rðxÞ
dðx; x0tÞn1
pC rðxÞ
tðn1Þ=2
;
Gðxt; x0tÞX
C
dðxt; x0tÞn2
X
C
tðn2Þ=2
:
We note that Bð %x; r0Þ-D is only a piecewise C1;1 domain since it is only Lipschitz at
Bð %x; r0Þ-@D: However since r2ðxÞpa1t; distðx; @ðBð %x; r0Þ-DÞÞ ¼ rðxÞ and @D is
C1;1; the above bounds for G still hold. This can be done by the arguments in
[B, Theorem 2 and Lemma 7 and the remark before (22)].
Hence
Gðx; t; y; 0ÞpC rðxÞdðxt; x
0
tÞn2
dðx; x0tÞn1
Gðxt; 2t; y; 0ÞpC rðxÞﬃﬃ
t
p Gðxt; 2t; y; 0Þ:
Using the maximum principle on Gðxt; 2t; y; 0Þ; one deduces, after using (2.1),
Gðx; t; y; 0Þp c1rðxÞﬃﬃ
t
p jBðx; ﬃﬃtp Þj ec2dðx;yÞ2=t:
This is the upper bound.
Now let us prove the lower bound. Keeping the same notations as in the proof of
the upper bound, by the comparison theorem in [FGS] again, we have, for C40;
uðx; tÞ
vðxÞ XC
uðxt; t=2Þ
vðxtÞ ;
i.e.
Gðx; t; y; 0ÞXCGðx; x0tÞ
Gðxt; t=2; y; 0Þ
Gðxt; x0tÞ
: ð2:6Þ
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By the classical estimates of G and (2.1) (Theorem A) and using (2.1)–(2.4), we have,
as in the case of the upper bound
Gðx; x0tÞXC
rðxÞ
dðx; x0tÞn1
XC
rðxÞ
tðn1Þ=2
;
Gðxt; x0tÞp
C
dðxt; x0tÞn2
p C
tðn2Þ=2
:
Here again we use the compatibility of the distance with the Euclidean distance in
small balls. Hence
Gðx; t; y; 0ÞXC rðxÞdðxt; x
0
tÞn2
dðx; x0tÞn1
Gðxt; t=2; y; 0ÞXC rðxÞﬃﬃ
t
p Gðxt; t=2; y; 0Þ:
Note that r2ðxtÞ ¼ 2a1t and r2ðyÞX16a1t; we have, by the lower bound in
Lemma 2.1,
Gðxt; t=2; y; 0ÞX CjBðx; ﬃﬃtp Þj ecdðxt;yÞ
2=tX
C
jBðx; ﬃﬃtp Þj ecdðx;yÞ
2=tc;
where we have used the inequality dðxt; yÞpdðx; yÞ þ dðx; xtÞpdðx; yÞ þ c
ﬃﬃ
t
p
: This
shows the lower bound
Gðx; t; y; 0ÞX CrðxÞﬃﬃ
t
p jBðx; ﬃﬃtp Þj ecdðx;yÞ
2=t: &
Lemma 2.3. Suppose, for a241; rðxÞ2pa2t and rðyÞ2pa2t; then there exist positive
constants c1; c2 such that
rðxÞrðyÞ
c1tjBðx;
ﬃﬃ
t
p Þj e
dðx;yÞ2=ðc2tÞpGðx; t; y; 0Þpc1rðxÞrðyÞ
tjBðx; ﬃﬃtp Þj ec2dðx;yÞ2=t:
Here 0otpToN for some T40:
Proof. Let us keep the notations in Lemma 2.2 except replacing a1 by a2: It is clear
that (2.5) still holds for all yAD since Gðz; t; y; 0Þ is a positive solution of (1.1) in
Bð %x; 3:5 ﬃﬃﬃﬃﬃﬃﬃﬃa1; tp Þ-D  ðt=4;NÞ for any ﬁxed yAD: Therefore,
Gðx; t; y; 0ÞpcrðxÞ
t1=2
Gðxt; 2t; y; 0Þ:
Now let uðz; tÞ ¼ Gðz; t; xt; 0Þ and vðzÞ ¼ Gðz; y0tÞ; where y0t; yt and %y (to be used
momentarily) are the counter parts of x0t; xt and %x for y:
Both u and v are positive solutions of (1.1) in the region
ðBð %y; 3:5 ﬃﬃﬃﬃﬃﬃﬃﬃa2; tp Þ-DÞ  ðt=4;NÞ
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and uðz; tÞ ¼ vðzÞ ¼ 0 when zA@D: By the local comparison theorem in [FGS], there
exists C40 such that
uðy; 2tÞ
vðyÞ pC
uðyt; 4tÞ
vðytÞ ;
i.e.
Gðy; 2t; xt; 0ÞpCGðy; y0tÞ
Gðyt; 4t; xt; 0Þ
Gðyt; y0tÞ
:
Since dðy; y0tÞ and dðyt; y0tÞ are comparable with
ﬃﬃﬃﬃﬃﬃ
a2t
p
; we have as in the last lemma,
Gðy; 2t; xt; 0ÞpC c1rðyÞﬃﬃ
t
p jBðx; ﬃﬃtp Þj ecdðxt;ytÞ2=t:
Since dðxt; ytÞXdðx; yÞ  dðy; ytÞ  dðx; xtÞXdðx; yÞ  C ﬃﬃﬃﬃﬃﬃa2tp ; the above implies
Gðy; 2t; xt; 0ÞpC c1rðyÞﬃﬃ
t
p jBðx; ﬃﬃtp Þj ecdðx;yÞ
2=t:
This and the ﬁrst inequality in the proof yield the upper bound
Gðx; t; y; 0Þp crðxÞrðyÞ
tjBðx; ﬃﬃtp Þj ecdðx;yÞ
2=t:
The proof of the lower bound can be carried out similarly. Indeed following
Lemma 2.2, we know that (2.6) actually holds for all yAD: Hence
Gðx; t; y; 0ÞXcrðxÞ
t1=2
Gðxt; t=2; y; 0Þ:
Switching the role of x and y we obtain
Gðxt; t=2; y; 0Þ ¼ Gðy; t=2; xt; 0ÞXcrðyÞ
t1=2
Gðxt; t=4; yt; 0Þ:
Since r2ðxtÞ ¼ r2ðytÞ ¼ 2a1t; Lemma 2.1 implies
Gðxt; t=4; yt; 0ÞX CjBðx; ﬃﬃtp Þj ecdðxt;ytÞ
2=tX
C
jBðx; ﬃﬃtp Þj ecdðx;yÞ
2=tc;
where we have used the inequality dðxt; ytÞpdðx; yÞ þ dðx; xtÞ þ dðy; ytÞpdðx; yÞ þ
c
ﬃﬃ
t
p
: The last three inequalities imply the lower bound
Gðx; t; y; 0ÞXCrðxÞrðyÞ
tjBðx; ﬃﬃtp Þj ecdðx;yÞ2=t:
The proof of Lemma 2.3 is complete. &
Now we are ready to give a
Proof of Theorem 1.1. (a) We assume that x; y are in a unbounded, connected
component of D; still named D for simplicity.
Case 1: 0otpt0: Here t0 is any ﬁxed ﬁnite number.
By the reproducing formula for heat kernels, it sufﬁces to assume that t0 is
sufﬁciently small.
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The proof of the theorem in this case is now straightforward. For any t40 and
a141; note that
fðx; yÞ j x; yADg ¼ D1,D2,D3,D4;
where
D1 ¼ fðx; yÞ j x; yAD; r2ðxÞXa1t; r2ðyÞXa1tg;
D2 ¼ fðx; yÞ j x; yAD; r2ðxÞpa1t; r2ðyÞX16a1tg;
D3 ¼ fðx; yÞ j x; yAD; r2ðxÞX16a1t; r2ðyÞpa1tg
and
D4 ¼ fðx; yÞ j x; yAD; r2ðxÞp16a1t; r2ðyÞp16a1tg:
In D1; the upper bound and lower bound are obtained in Lemma 2.1. The bounds in
D2 and D3 are covered by Lemma 2.2. The bounds in D4 are proven in Lemma 2.3
with a2 ¼ 16a1: Therefore,
rðxÞﬃﬃ
t
p 41
 
rðyÞﬃﬃ
t
p 41
 
c1e
c2dðx;yÞ
2
t
jBðx; ﬃﬃtp Þj
pGðx; t; y; 0Þp rðxÞﬃﬃ
t
p 41
 
rðyÞﬃﬃ
t
p 41
 
e
dðx;yÞ
2
c2t
c1jBðx;
ﬃﬃ
t
p Þj ð2:7Þ
for all x; yAD and 0otot0:
Note that
rðxÞﬃﬃ
t
p 41
 
rðyÞﬃﬃ
t
p 41
 
B
rðxÞrðyÞ
t
41
when both rðxÞp ﬃﬃtp and rðyÞp ﬃﬃtp ; or when both rðxÞX ﬃﬃtp and rðyÞX ﬃﬃtp : If
rðxÞp ﬃﬃtp ; but rðyÞX ﬃﬃtp ; then using the inequality rðyÞprðxÞ þ dðx; yÞ; we see that
rðxÞrðyÞ
t
41
 
ecdðx;yÞ
2p 1þ dðx; yÞﬃﬃ
t
p
 
41
 
ecdðx;yÞ
2pC:
So (2.7) is equivalent to
rðxÞrðyÞ
t
41
 
c1e
c2dðx;yÞ
2
t
jBðx; ﬃﬃtp ÞjpGðx; t; y; 0Þp rðxÞrðyÞt 41
 
e
dðx;yÞ
2
c2t
c1jBðx;
ﬃﬃ
t
p Þj
for all x; yAD and 0otot0:
Case 2: tXt040: In this case we will need the interior lower bounds in [GS-C].
We divide this case into two subcases.
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Case 2.1: Choose a r0 that is much smaller than
ﬃﬃﬃﬃ
t0
p
: We assume that dðx; @DÞpr0
and dðy; @DÞXr0: Of course, the case when the positions of x and y are exchanged
can be dealt with in the same manner.
Pick x1AD such that r0pdðx1; @DÞp4r0 and dðx; x1Þp2r0: Pick zAD such that
dðz; @DÞ ¼ 8r0 and r0=2pdðz; x1Þp16r0:
Let G be the Green’s function of D in Bðx1; 210r0Þ-D: Here we choose r0
sufﬁciently small so that
distðBðx1; 32r0Þ; @Bðx1; 210r0Þ-DÞX100r0:
Write uðx; tÞ ¼ Gðx; t; y; 0Þ and vðx; tÞ ¼ Gðx; zÞ: It is clear that when r0 is
sufﬁciently small the local comparison theorem in [FGS] holds for G: Hence
C
uðx1; t  r20Þ
vðx1Þ p
uðx; tÞ
vðxÞ p
uðx1; t þ r20Þ
Cvðx1Þ : ð2:8Þ
By the standard upper bound for G and the maximum principle, we see from (2.8)
that
Gðx; t; y; 0ÞpCGðx1; t þ r20; y; 0Þ
Gðx; zÞ
Gðx1; zÞ
pC rðxÞrðzÞ
dðx1; zÞ2
41
" #
dðx1; zÞn2
dðx; zÞn2
1
c1jBðx1;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ r20
q
Þj
e
dðx1;yÞ
2
c2ðtþr20Þ:
Here we have also used the classical elliptic estimate (Theorem A). Notice that
dðx; zÞBr0; dðx1; zÞBr0; rðzÞBr0 and dðx1; xÞpcr0pc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t þ r20
q
: Hence by the doub-
ling property of geodesic balls, the above implies
Gðx; t; y; 0ÞpCðrðxÞ41Þ 1
c1jBðx;
ﬃﬃ
t
p Þj e
c dðx;yÞ
2
t
þc dðx;x1Þ
2
t :
Therefore,
Gðx; t; y; 0ÞpCðrðxÞ41Þ 1
c1jBðx;
ﬃﬃ
t
p Þj e
c dðx;yÞ
2
t ð2:9Þ
when dðxÞpr0 and tXt0:
For the lower bound, we use the left-hand side of (2.8) to show that
Gðx; t; y; 0ÞXCGðx1; t  r20; y; 0Þ
Gðx; zÞ
Gðx1; zÞ
XC
rðxÞrðzÞ
dðx1; zÞ2
41
" #
dðx1; zÞn2
dðx; zÞn2
1
c1jBðx1;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t  r20
q
Þj
e
dðx1;yÞ
2
c2ðtr20Þ:
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Here we just used: (i) the interior lower bound for G proven in [GS-C, Theorem 1.1]
and (ii) the classical inequalities for G: By the doubling condition and the fact that
t  y20Xt=2; we see that
Gðx; t; y; 0ÞXCðrðxÞ41Þ 1
c1jBðx;
ﬃﬃ
t
p Þj e
cdðx;yÞ
2
t ð2:10Þ
when dðxÞpr0 and tXt0: This ﬁnishes case 2.1.
Case 2.2: dðx; @DÞpr0 and dðy; @DÞpr0 and tXt0:
We select x1 as in case 2.1. By the local comparison theorem in [FGS] again, one
sees that
Gðx; t; y; 0ÞpCGðx1; t þ r20; y; 0Þ
Gðx; zÞ
Gðx1; zÞ:
As before, this implies that
Gðx; t; y; 0ÞpCðrðxÞ41ÞGðx1; t þ r20; y; 0Þ: ð2:11Þ
Now repeat this estimate on Gðy; t þ r20; x1; 0Þ ¼ Gðx1; t þ r20; y; 0Þ by selecting y1 in
the same manner as x1: We obtain, by case 2.1,
Gðx1; t þ r20; y; 0ÞpCðrðyÞ41Þ
1
c1jBðy;
ﬃﬃ
t
p Þj e
cdðx1;yÞ
2
t : ð2:12Þ
Using the fact that
dðx1; yÞXdðx; yÞ  dðx1; xÞXdðx; yÞ  cr0Xdðx; yÞ  ct;
we can combine (2.11) and (2.12) to reach
Gðx; t; y; 0ÞpCðrðxÞ41ÞðrðyÞ41Þ 1jBðy; ﬃﬃtp Þj ec
dðx;yÞ2
t :
This shows, after using the doubling condition,
Gðx; t; y; 0ÞpCðrðxÞ41ÞðrðyÞ41Þ 1jBðx; ﬃﬃtp Þj ec0
dðx;yÞ2
t :
Thus, the upper bound is proven. The lower bound is derived similarly. This proves
part (a) of Theorem 1.1.
(b) We assume that x; y are in a D1; a bounded, connected component of D:
Given any ﬁxed t040; when tAð0; t0Þ; part (b) of the theorem was already proven
in [Zh] in the Euclidean case. For the current manifold case the proof remains the
same. In fact it just follows exactly the same lines as in the proof of part (a) of
Theorem 1.1 when t is small. So we will not repeat it here. We point out that the term
elt in the bounds are superﬂuous when tAð0; t0Þ:
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When t4t040; the result in part (b) is well known, see e.g. [D]. It can established
by the technique of logarithmic Sobolev inequality and eigenfunction expansion for
heat kernels.
Here we give a very short proof using just the small time bound for G and the
maximum principle.
Fixing t0; by the ﬁnite time estimate we have
Gðx; t0; y; 0ÞpCðt0ÞrðxÞrðyÞ:
Let l be the ﬁrst eigenvalue of D in D1 and f be the normalized ground state. Since
D1 is bounded and C
1;1; we see that rðxÞBfðxÞ:
Note that uðx; tÞ ¼ elðtt0ÞfðxÞfðyÞ is a nonnegative solution of the heat equation
in D1  ðt0;NÞ: By the maximum principle, for some C1ðt0Þ;
Gðx; t; y; 0ÞpC1ðt0Þelðtt0ÞfðxÞfðyÞ;
for tXt0: This is the desired upper bound.
For the lower bound, we just note that the ﬁnite time bounds imply
Gðx; t0; y; 0ÞXcðt0ÞfðxÞfðyÞ
since dðx; yÞ is ﬁnite in D1: The lower bound now follows from the maximum
principle again. This ﬁnishes the proof of the theorem. &
Remark 2.1. We comment that the above bounds in Theorem 1.1 do not hold for
unbounded domains with noncompact boundaries in general. Here is an example.
By Example 4.1.1 in [D], the Dirichlet heat kernel for the upper half-space in
Rn is given by Gðx; t; y; 0Þ ¼ ðcntÞn=2ejxyj2=ð4tÞð1 ex1y1=tÞ; where x ¼ ðx1; x0Þ; y ¼
ðy1; y0ÞAR1þ  Rn1: So the bounds in Theorem 1.1 do not hold for large time.
However, bounds as above can be obtained for the following unbounded D for ﬁnite
time. This follows by arguing as in [Zh], where the Euclidean case was treated:
(i) The Euclidean distance is ‘‘comparable’’ with the distance within D; i.e. there
exists r040 and l0X1 such that for any rAð0; r0Þ the following holds: For
x; yAD such that rðxÞXr; rðyÞXr there exists a length parameterized curve
lCD connecting x and y such that jlj ¼ l1dðx; yÞ for some l1A½1; l0:
Moreover, l can be chosen so that distðlðsÞ; @DÞXl2r for all sA½0; jlj: Here
l2 is another positive number depending on D:
(ii) D is uniformly C1;1 in the following sense: There exist r040; m40 such that
for every qA@D; there exists a function bq : R
n1-R such that jrbqðx0Þ 
rbqðy0Þjpmjx0  y0j and an orthonormal coordinate system such that
Bðq; r0Þ-D ¼Bðq; r0Þ-fy j y ¼ ðy1;y; ynÞ; yn
4bqðy1;y; yn1Þg:
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It is easy to see that the complement of any bounded C1;1 domain and the half-
space Rnþ satisfy (i) and (ii).
When D is an unbounded nonsmooth domain, some generalizations of Theorem
1.1 are possible when r is replaced by the ﬁrst eigenfunction of the Laplacian over
some balls of ﬁxed small radius.
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