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1. Introducción 
Hoy en día Internet es la principal fuente de información. Es inmensa 
la cantidad de documentos accesibles en lo que se conoce como la World 
Wide Web (WWW) o, simplemente, la web o la red. A pesar del desarro-
llo de motores de búsqueda como Google, Yahoo, o AltaVista, la loca-
lización de información verdaderamente relevante en la WWW sigue 
siendo difícil. Para paliar esta dificultad y mejorar el resultado de las 
búsquedas, se necesita crear lo que en inglés se conoce como machine-
readable content, es decir, contenidos legibles computacionalmente. Éste 
es el principal objetivo de la web semántica1 {Berners-Lee y Fischetti, 
1999): crear textos que un ordenador pueda comprender. Esta necesi-
dad de crear documentos cuyo contenido sea procesable computacional-
mente es lo que ha convertido la anotación semántica en una actividad 
esencial para los informáticos. Sin embargo, desde un punto de vista 
histórico, puede decirse que la existencia de la anotación semántica se 
remonta a los tiempos del antiguo imperio egipcio. De hecho, existe 
un grupo de jeroglíficos egipcios, los determinativos o signos semánticos 
meaning-signs) (Collier y Manley, 1999) que, usados en un determina-
do contexto, servían para aclarar el significado de los demás jeroglíficos 
La web semántica no es una red aparte o diferente de la WWW, sino una exten-
sión de la misma, en la que la información recibe un significado bien definido, 
facilitando aún más el trabajo conjunto, en cooperación, de personas y ordena-
dores (Berners-Lee y otros, 2001). 
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precedentes en un bloque o palabra. Estos jeroglíficos determinativos 
clasificaban los objetos del mundo real en una serie de categorías 
semánticas —los significados de cada determinativo— que permitían 
interpretar el sentido de aquellas secuencias de signos o jeroglíficos cuyo 
significado podía resultar ambiguo o incierto. Al contrario que el resto 
de los signos, cuando un jeroglífico actuaba como determinativo, es 
decir, al final de un bloque de jeroglíficos, no se leía, sino que simple-
mente era una información añadida que funcionaba como etiqueta 
(« anotación) o descriptor del significado de los signos precedentes. 
En la figura 1, puede verse una lista de determinativos con sus equiva-
lentes en inglés. 
En la actualidad, en el ámbito de la lingüística computacional y de 
corpus, los lingüistas que trabajan en anotación semántica recopilan 
grandes cantidades de documentos y extractos de texto (lo que se deno-
mina un corpus) y pretenden describir y aclarar el significado de esos 
textos mediante un cierto tipo de anotación, de forma no muy diferen-
te a como hacían los egipcios; es decir, adjuntando algún tipo de eti-
queta a las palabras del texto para describir su significado. Para obtener 
un corpus anotado semánticamente la anotación puede realizarse manual 
o automáticamente dejando la actividad en manos del ordenador. Gran 
parte del trabajo realizado por la lingüística de corpus ha resultado de 
interés para los informáticos que trabajan en el campo del procesa-
miento del lenguaje natural (PLN), aunque su enfoque sea diferente. 
En realidad, el objetivo de los informáticos no es realizar la anotación 
en sí misma, sino desarrollar aplicaciones y sistemas informáticos que 
la realicen de forma (semi-)automática o que hagan un uso práctico y 
automático de la misma. De hecho, el diseño de su modelo de anota-
ción semántica establece como requisito imprescindible que sea com-
prensible para los ordenadores o agentes computado nales encargados 
de leerlo y procesarlo, pues, de momento, se entiende por anotación 
automática, también la asistida. En la anotación automática propiamente 
dicha, el objetivo final es asignar a cada elemento del texto una etiqueta 
correcta y única, eliminando todo rastro de ambigüedad, así como la 
necesidad de la participación humana en el proceso. En la anotación 
asistida, un anotador o revisor humano es el encargado de determinar 
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la etiqueta final de aquellos elementos que el sistema informático no 
haya sido capaz de anotar bien o unívocamente, aún después de ejecu-
tar las rutinas de desambiguación adecuadas. 
jg" man, person 
¿I woman 
fê people 
d¡> child, young 
£§ old man, old 
(J official 
exalted person, 
die dead 
¿f god, king 
I *& king 
^ god, king 
^ | , goddess, 
queen 
J high, rejoice 
jj praise, supplicate 
*J force, effort 
J»|J eat. drink, 
speak, think, feel 
£¿ lift, carry 
Jfc£ weary, weak 
¿¡I enemy, foreigner 
**«} enemy, death 
r ^ *=* lie down, 
death, bury 
X mummy, likeness, 
shape 
® head, nod, throttle 
~*^ hair, moum 
•tfJ^  eye, see, 
actions of eye 
«w. actions or 
conditions ofthe eye 
¿5 £> nose, 
smell, joy, contempt 
4f ear, relating to 
the ear 
*— tooth, actions of 
teeth 
i—o force, effort 
o~_o offer, present 
••—* arm, bend arm, 
cease 
y envelop, embrace 
f=¡> phallus, beget, 
urinate 
Jf leg, foot, actions 
of foot 
Ji walk, run 
£V move backwards 
^ limb, flesh 
Q tumors, or dors, 
disease 
^ bodily 
discharges 
^ $ 3 cattle 
^ skin, mammal 
*§=» bird, insect 
^ small, bad, weak 
=S=< fish 
">"«- snake, worm 
0 tree 
\ plant, tlower 
\ \ b vine, Suit, 
garden 
>•*— wood, tree 
/CD t « « g^ain 
^=i sky, above 
® sun, light, time 
\ night, darkness 
~k star 
j¿ fire, heat, cook 
•Ci air, wind, sail 
<=• stone 
O copper, bronze 
- •> ° sand, minerals, 
pellets 
^ water, liquid, 
actions connected 
with water 
:i
=c sheet of water 
sx irrigated land 
<=3 land 
£^5 road, travel, 
position 
&Û3 desert, foreign 
country 
] foreign 
® town, village, 
Egypt 
C~3 house, building 
1
—' door, open 
Ë 3 box, cofSn 
"fi" shrine, mat 
• ^ boat, ship, 
navigation 
' ^ sacred bark 
"^P clothe, unen 
°Y bind, document 
^ rope, actions 
witiirope or cord 
^ knife, cut 
"^L hoe, cultivate, 
cut up 
x break, divide, 
cross 
O cup 
O vessel, anoint 
5 pot, vessel, 
beverages 
6 bread, cake 
° ° = loaf, 
cake, offering 
*37 festival 
abstract, book, 
writing 
C 3 royal name, 
king 
i one, the object 
shown 
several, plural 
\ substitute for 
signs difficult to 
draw (mostly 
hieratic) 
'gura 1- Lista de determinativos egipcios - © Copyright 1997, Jim Loy. 
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En el contexto de la web semántica, la anotación semántica se viene 
llevando a cabo mediante lenguajes de marcado, como XML2 (Bray y 
otros, 1998),RDF(S)3(LassilaySwick, 1999; Brickleyy Guha^OOO), 
DAML+OIL4 (Horrocksy Van Harmelen, 2001) o, más recientemen-
te, OWL5 (McGuinness y Van Harmelen, 2003), adjuntando a ciertos 
elementos del texto una etiqueta que, como ocurre con los determina-
tivos egipcios, identifican de alguna manera su referente en el mundo 
real (en este caso, en términos computacionales, se emplea lo que se 
conoce como onto logias); sin embargo, la información semántica apor-
tada por estos lenguajes es muy limitada, especialmente si se tienen en 
cuenta las consideraciones de los estudios lingüísticos sobre el signifi-
cado y cómo describirlo. 
Ahora bien, aunque la tarea es ardua, los beneficios de un corpus 
anotado son patentes tanto para lingüistas como para informáticos. 
Como afirma McEnery (2003), un corpus anotado, es decir, acompa-
ñado de información explícita sobre las expresiones contenidas en el 
mismo, se podría utilizar con mayor aprovechamiento. Más en concre-
to, la anotación aumenta las aplicaciones potenciales y la velocidad de 
uso del corpus; la información con la que se anota puede ser reutilizada 
con otros fines; además, la incorporación de anotaciones lingüísticas 
facilita y acelera la recuperación y el análisis de la información del cor-
pus especialmente en el ámbito lexicográfico. Por otro lado, en el ámbi-
to informático, las anotaciones son una ayuda inestimable en la evalua-
ción de los sistemas computacionales (Navarro y otros, 2003). En el 
campo de la Inteligencia Artificial, un corpus anotado conveniente-
mente abre todo un abanico de posibilidades de experimentación para 
los investigadores. No cabe duda de que Internet y la web semántica 
han abierto asimismo nuevas líneas de aplicación del PLN y la anota-
ción semántica se está haciendo cada vez más importante en áreas como 
el aprendizaje automático {machine learning, en inglés), en la extrac-
1 EXtensible Markup Language, 
3 Resource Description Framework Schema. 
4 DARPA's Agent Markup Language + Ontology inference Layer. 
5 Web Ontology Language. 
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ción y recuperación de la información, en el aprendizaje y población de 
ontologías, en la traducción automática, etc. 
El objetivo de este artículo es presentar el concepto de anotación 
semántica a todos aquellos interesados en este campo de investigación, 
desde una perspectiva interdisciplinar que combina, al menos, los pun-
tos de vista de dos comunidades investigadoras bien distintas: lingüis-
tas e informáticos, así como también la de aquellos a caballo entre am-
bas disciplinas: los investigadores en lingüística computacional o en 
PLN. De hecho, la anotación o el etiquetado, término que también se 
usa para referirse a esta tarea, aunque persigan el mismo objetivo, adop-
tan características diferentes según se desarrolle en un campo de inves-
tigación o en otro, la lingüística de corpus o la web semántica. 
El artículo presenta la siguiente estructura: en primer lugar, se in-
troducen los distintos términos usados para referirse a la anotación se-
mántica en los estudios sobre el tema (especialmente en inglés, lengua 
en la que se ha abordado la investigación principalmente) y se tratan 
también algunos de los problemas que plantea la existencia de distintos 
enfoques. A continuación, se describen en detalle los distintos tipos de 
anotación semántica existentes, finalizando con unas observaciones a 
modo de conclusión. 
2. La anotación semántica: un concepto caleidoscopio) 
Hace cinco o seis años, la búsqueda de documentos relacionados con la 
anotación semántica en la web (en Google, por ejemplo) no solía arrojar 
más de 10 resultados pertinentes, la mayor parte de ellos provenientes 
del campo de la lingüística de corpus o de la lingüística computacional; 
recientemente, el número de resultados ha crecido de forma desmesu-
rada, en especial con documentos de informática e inteligencia artifi-
cial. Este crecimiento en el número de páginas dedicadas a la anotación 
semántica está relacionado directamente con la expansión y el uso gene-
ralizado de la WWW. La gran cantidad de documentos colgados en la 
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web y el impresionante cambio social provocado por Internet —prácti-
camente todo el mundo recurre a la red como fuente documental y de 
información— hacen que sea de gran interés para la comunidad inves-
tigadora mejorar cada vez más los motores de búsqueda de información. 
Urge construir sistemas más eficaces que mejoren los resultados de las 
búsquedas, que eliminen la información inútil y que devuelvan al usua-
rio tan sólo aquellos textos que verdaderamente guardan relación con lo 
que busca. Este es el principal reto de los investigadores de la web semán-
tica: dotar a ios ordenadores del conocimiento necesario para que pue-
dan leer documentos y comprender aquello que están leyendo, usando la 
anotación semántica como elemento de apoyo. 
Pero el concepto de anotación semántica podría describirse como 
caleidoscópico, pues adopta diferentes formas según la perspectiva des-
de la que se observe. Explicitar el significado, es decir, la semántica de 
las palabras o de un documento y realizar su anotación se ha llevado a 
cabo de diversas maneras, dependiendo del área de investigación. En 
consecuencia, también son múltiples los términos acuñados en los tra-
bajos sobre este tema para referirse a esta actividad, a veces sin diferen-
cia aparente. En inglés, lengua en la que se publica prioritariamente, 
algunos de los términos utilizados son: semantic annotation-, semantic 
markup, semantic tagging o semantic labelling. 
En el diccionario Merriam-Webster Online6 (MWO) podemos en-
contrar dos definiciones distintas para el término annotation: a) nota 
añadida a forma de comentario o explicación, y b) acto de añadir notas. 
Estos dos sentidos se reflejan en el uso de los términos antes reseñados. 
Por un lado, annotation parece ser el término preferido para referirse a 
la actividad de anotar, por parte de las dos grandes comunidades impli-
cadas: lingüística e informática, aunque tagging o labelling (que tradu-
ciríamos en ambos casos por etiquetado) se utilizan asimismo en ciertas 
ocasiones. Por otro lado, mark-up, es decir, marcado, se emplea prefe-
rentemente en el ámbito computacional, tal como refleja la definición 
del MWO: "información añadida al contenido de los datos de un do-
6 Véase <http: / /www.m-w.com/> [Consulta: 25 nov 2007] . 
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cumento virtual que ayuda a describirlo o procesarlo";7 además, este 
diccionario atribuye el uso de este término exclusivamente al ámbito 
informático. A su vez, tagging se ha utilizado profusamente en lingüís-
tica de corpus, pues tag, etiqueta, es el término preferido para referirse a 
la anotación añadida a las palabras o a cualquier elemento o unidad 
(token) manejado y anotado en el corpus. De hecho, en la lingüística de 
corpus son muchos los tipos de etiquetas existentes, y las de tipo 
semántico son sólo un subconjunto. 
El etiquetado semántico, como denominan al realizado en la lingüís-
tica de corpus, es tan sólo uno más de los diferentes niveles de anota-
ción posibles. Como se recoge en Aguado y otros (2003) los niveles de 
anotación y los tipos de etiquetas, a las que se suman las semánticas, 
son los siguientes (figura 2): a) el etiquetado de lemas, que asocia a cada 
unidad léxica (token) o palabra del texto su lema, entendido como el 
término canónico que figuraría en el diccionario para describir esa uni-
dad o palabra; b) el etiquetado morfosintáctico, también denominado 
gramatical o etiquetado POS {part-ofspeech tagging, en inglés), que 
consiste en la anotación de la clase gramatical (nombre, verbo, etc.) de 
cada unidad o palabra del texto; c) el etiquetado sintáctico (resultado de 
un análisis sintáctico o parsing), que añade información sobre las rela-
ciones sintácticas que se establecen entre las palabras de la oración (cons-
titución de sintagmas, relaciones de dependencia existentes, etc.); d) el 
etiquetado discursivo, que puede ser de dos tipos: el centrado en la cohe-
sión (Halliday y Hasan, 1976) como mecanismo responsable de la in-
terconexión de las oraciones del texto, haciéndola patente mediante 
el etiquetado de las relaciones anafóricas; el basado en las etiquetas 
discursivas de Stenstrôm (McEnery y Wilson, 2001), derivadas empíri-
camente del análisis inicial de un corpus, que incluyen categorías o 
etiquetas, como disculpas {perdón, disculpe, etc.) o saludos {hola, bue-
ñas noches, etc.), e indican la función comunicativa que las unidades 
anotadas desempeñan en la gestión del discurso; finalmente, e) el eti-
quetado pragmático, que se encuentra en sus albores, anotaría todos los 
' "Information that is added to the data content of a virtual document as an aid to 
describing or processing it." 
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aspectos relacionados con el significado contextual izado de las expre-
siones del lenguaje y podría solaparse con el segundo tipo de etiqueta-
do discursivo antes mencionado. 
Hoy en día, tanto en la comunidad lingüística como en la informá-
tica se está imponiendo el uso del término anotación semántica (semantic 
annotation). En realidad, este término proviene, como ya se ha apunta-
do antes, de la lingüística de corpus, en la que se distinguen dos gran-
des líneas de investigación (McEnery y Wilson, 2001): el etiquetado del 
sentido de las palabras de un texto, por un lado, y, por otro, el etiquetado 
de los roles semánticos o las relaciones que se establecen entre los argu-
mentos del verbo; es decir, los agentes o pacientes de una acción con-
creta. Así, en leo la carta, la carta es paciente, mientras que en la oración 
la carta llegó a tiempo, la carta es agente. 
Etiquetado 
kesoiul.ores.de. 
anáforas y caiSToraï; 
Etiqueta dores del sentido 
y de entidades con nombre 
~fl 
Etiquetado 
del discurso 
Etiquetado 
semántico 
&no\iï.txdorèii sirti'&cLlcm 
Etiquetadores p-amfiticsïes 
Etiquetado sintáctico 
JÊUijitï'biiJ'y Jíüijíist-íi!^ 
J ÍJUÍ! ils <j. -jii vimï<j ;iu tíi'j Ü •-
Figura 2. Anotación de corpus - resumen gráfico. 
Por otra parte, en la comunidad informática se empleó inicialmen-
te el término marcado semántico (semantic markup) para denotar la des-
cripción de los contenidos de una página web (Motive, 2005). Pa r a 
codificar el significado se empleaban los denominados lenguajes de 
marcado basados en XML y de ahí la denominación. Este uso del ter-
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mino marcado para referirse a ese tipo de etiquetas descriptivas del con-
tenido también aparece en el mundo de la lingüística de corpus. Sin 
embargo, McEnery y otros (2006), que han trabajado en este campo, 
distinguen entre el marcado de un corpus y la anotación de un corpus. 
Según estos autores, el marcado del corpus puede definirse como "[...] 
el sistema de códigos estándar insertados dentro de un documento al-
macenado electrónicamente, que da información sobre el propio texto 
y determina su formato, así como sus características de impresión y 
otras formas de proceso del mismo"; en relación con la anotación del 
corpus, señalan que esta le confiere un valor añadido al corpus en cues-
tión. En palabras de Leech (1997), la anotación "[...] enriquece el cor-
pus como fuente de información lingüística para futuras investigado-
nes . 
Ahora bien, ni siquiera cuando los investigadores hablan de anota-
ción semántica, el término semántica se entiende de la misma manera y 
se observa que se emplea para referirse a la anotación de distintos aspec-
tos semánticos. Por ejemplo, Kingsbury y otros (2002), al añadir eti-
quetas semánticas al Penn TreeBank, un corpus de más de 4,5 millones 
de palabras en inglés americano anotado morfológica y sintácticamente, 
se concentran en el etiquetado de co-referencias y de la estructura 
argumentai de los verbos, de los participios con función de modifica-
dor, y de las nominalizaciones. En cambio, para la lingüística com-
putacional, anotación semántica parece querer decir, en realidad, etique-
tado del sentido (sense tagging). Así pues, sense tagging se refiere a la 
identificación del sentido de las palabras con contenido de un texto 
(verbos, nombres, adjetivos y adverbios) y puede interpretarse como la 
selección de la acepción del diccionario correspondiente al uso particu-
lar de una expresión. En las aplicaciones de lingüística computacional, 
normalmente supone asociarlo a un synsetde WordNet (o EuroWordNet, 
para lenguas europeas), especialmente en lo que se conoce como 
desambiguación del sentido de las palabras^ (Kokkinakis y Kokkinakis, 
1999). 
8 En inglés, Word Seme Disambiguation (WSD). 
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Por otra parte, en Calzolari y otros (2001), el etiquetado semántico 
(semantic tagging) se entiende como la asignación del tipo o concepto 
semántico apropiado (como <humano>, <animal>, etc.) a las ocurren-
cias de un corpus, tal como se define en el lexicón del proyecto SIM-
PLE. Como se verá más adelante, este tipo de etiquetado se correspon-
de con otro más genérico, el etiquetado del campo semántico. 
Por último, debe mencionarse un tipo de etiquetado muy impor-
tante por la cantidad de información que aporta, a pesar de que para 
referirse a él no se habla de ni de anotación ni de semántica. Surgió en el 
campo de la extracción de información y corresponde a la tarea deno-
minada reconocimiento y clasificación de entidades con nombre o entida-
des nombradas (Named Entity Recognition and Classification — NERC). 
NERC es el proceso de identificación y categorización de las denomi-
nadas entidades con nombre que aparecen en un fragmento de texto. Se 
trata sobre todo de nombres propios, y también de ciertos tipos de 
expresiones numéricas. Generalmente son expresiones que no se en-
cuentran como tales en un diccionario, salvo en los enciclopédicos, y 
en este caso nunca en su totalidad, pero la información que aportan es 
clave para la interpretación del texto en el que aparecen. De ahí el inte-
rés que tienen en determinados campos, como en la extracción y recu-
peración de información, por mencionar sólo alguno. 
Para concluir esta sección, es importante señalar que, desde la pers-
pectiva de la web semántica, el término anotación semántica es el prefe-
rido para destacar que el objetivo de los investigadores es proporcionar 
una representación del contenido de los documentos de la WWW que 
sea procesable automáticamente (es decir, mediante un ordenador). Por 
lo tanto, cuando estos investigadores quieren enfatizar que su atención 
está centrada en el significado (meaning) de lo anotado, no en su forma-
to, prefieren hablar de anotación, dejando el término marcado —el ori-
ginado en su campo— para referirse a la anotación de los aspectos for-
males del documento. 
En los siguientes apartados de este artículo se tratarán con mayoi 
detalle los distintos tipos de anotación o etiquetado semántico, divi-
diéndose en dos secciones. En la primera parte se describen las diferen-
tes aproximaciones al etiquetado semántico y, por consiguiente, los di-
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ferentes modos de describir el significado de las palabras; la segunda 
parte se centra en las tareas computacionales asociadas con el etiqueta-
do semántico: la desambiguación del sentido de las palabras (DSP), el 
reconocimiento y la clasificación de entidades con nombre (RCEN) y 
la anotación de contenidos en la web semántica. 
3. Tipos de etiquetados semánticos en la lingüística 
de corpus 
Por lo que respecta a la anotación semántica, son tres los principales 
aspectos del significado con los que se ha lidiado hasta hoy: el etiqueta-
do del campo semántico, el del sentido de la palabra y el de los roles 
semánticos o argumentos verbales. En esencia, lo que busca cada uno 
de estos etiquetados es hacer explícito de alguna forma el significado de 
las palabras. En unos casos, la información que se proporciona es sim-
plemente el ámbito de la realidad en el que esa palabra adquiere ese 
significado, es lo que se denomina la anotación del campo semántico; en 
otros casos, se alcanza una mayor precisión y se señala la acepción co-
rrespondiente a esa palabra en ese contexto, su sentido; finalmente, se 
puede indicar el valor que tienen unas palabras con respecto a las de-
más que participan en el proceso que representa la cláusula, es decir, los 
denominados roles semánticos. Estas tres manifestaciones de la anota-
ción semántica han enriquecido y mejorado el desarrollo de los corpus 
y otros recursos léxicos, además de aportar datos esenciales para la 
implemented ón de aplicaciones de procesamiento del lenguaje natural 
y servir de banco de pruebas para su evaluación. 
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3.1 El etiquetado del campo semántico 
El término campo semántico fue utilizado por primera vez por Trier 
(1931) en su estudio sobre el lenguaje del pensamiento y de la intelec-
ción en alemán. Para Trier las palabras propias de un dominio se orga-
nizan en grupos (clusters) o conjuntos (los campos semánticos) y esta 
idea supuso una revolución en la semántica de la época (Guiraud, 1965). 
Los campos semánticos han sido llamados también campos conceptua-
les, dominios semánticos, campos léxicos o dominios léxicos. Lyons (1977) 
habla incluso de una teoría de los campos semánticos aunque, para él, el 
concepto no queda realmente claro. Según Crystal (1991), una teoría 
de los campos semánticos sería una aproximación a la semántica en la 
cual el vocabulario de una lengua no es una mera lista de elementos 
independientes, como la lista de entradas de un diccionario parecería 
sugerir, sino que está organizado en áreas, o campos (semánticos), en 
los cuales las palabras se interrelacionan de varias formas y se definen 
mutuamente con ayuda de esas relaciones. Como ejemplo de campo 
semántico se citan con frecuencia las palabras empleadas para referirse 
a los colores, ya que el significado preciso de la palabra que designa un 
color sólo puede ser comprendido por contraste con el resto de los 
términos que aparecen con él a lo largo del espectro luminoso (Crystal, 
1991). 
El etiquetado del campo semántico implica, pues, "adjuntar a cada 
palabra del texto una etiqueta indicando el campo semántico en el que 
se enmarca" (Wilson y Thomas, 1997). Aunque la indefinición ya se-
ñalada del concepto de campo semántico haga difícil encontrar un siste-
ma ideal de etiquetado (Schmidt, 1988), la mayoría de los sistemas 
coinciden, en mayor o en menor medida, en las categorías básicas que 
emplean. Las grandes diferencias radican en la estructuración de las 
categorías, es decir, en la jerarquía establecida, y en su grado de detalle 
(granularidad). Generalmente, las categorías empleadas se extraen de 
recursos lexicográficos ya existentes. Este es el caso, por ejemplo, del 
esquema de etiquetado de campos semánticos de Lancaster (Piao y otros, 
2005) que adoptó las categorías del Longman Lexicon of Contemporary 
English de MacArthur (1981). 
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Las categorías utilizadas para el etiquetado del campo semántico 
están estrechamente relacionadas con otros estudios en semántica que 
tratan de categorizar el mundo real. En realidad, los recursos que reco-
gen el conocimiento léxico, como los diccionarios, los tesauros o las 
redes semánticas, pueden considerarse clasificaciones del mundo o de 
un dominio específico. Los tesauros agrupan entre sí palabras o térmi-
nos similares de acuerdo con un conjunto estándar de relaciones como 
término genérico o hiperonimia (broader term), término específico o 
hiponimia (narrower term), hermano o cohiponimia (sibling), etc. Los 
lexicones agrupan aquellas palabras {o elementos léxicos más comple-
jos, pero tratables como una unidad semántica) que guardan entre sí 
algún tipo de relación semántica como la sinonimia, la hiponimia, la 
meronimia o la antonimia. Suelen ser de ámbito general. Finalmente, 
las redes semánticas agrupan los términos o expresiones empleados en 
un dominio de conocimiento para referirse a la realidad de acuerdo con 
las relaciones que se establecen en ese dominio. 
Un ejemplo de lexicón que proporciona información sobre el cam-
po semántico es el proyecto SIMPLE,9 que, a finales de los noventa, 
continuó la labor iniciada con el proyecto PAROLE para la construc-
ción de un lexicón multilingue y multifuncional. El objetivo de SIM-
PLE era etiquetar 10.000 unidades léxicas con información de su do-
minio (campo semántico), además de su sentido y su rol semántico. En 
la tabla 1, pueden verse las categorías semánticas que utilizó el proyecto 
SIMPLE, tomadas de ISLE10 (2004). 
) Semantic Information for Multifunctional Plurilingual Léxica. 
" International Standards for Language Engineering. 
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3D Location 
Abstract Enriry 
Abstract Property (Entity) 
Air Animal 
Animal 
Area 
Artifact 
Artifact Food 
Art ¡factual Area 
Artifactual Drink 
Artifactual Location 
Artifactual Material 
Artwork 
Building 
Clothing 
Cognitive Fact 
Color 
Concrete Entity 
Container 
Convention 
Domain 
Drink 
Earth Animal 
Entity 
Flavouring 
Flower 
Food 
Fruit 
Furniture 
Geopolitical Location 
Human 
Ideo 
Information 
Institution 
Instrument 
Kinship 
Language 
Living Entity 
Location 
Material 
Measurement Unit 
Micro-organism 
Money 
Moral Standards 
Movemcnt-Of-Thought 
Natural Substance 
Number 
Opening 
Organical Object 
Other Artifact 
People 
Persistent Activity Agent 
Physical Object 
Physical Power 
Physical Property (Entity) 
Plant 
Profession 
Psychological Property (Entity) 
Quality 
Representation 
Role 
S em ¡otic Artifact 
Shape 
Sign 
Social Property (Entity) 
Social Status 
Substance 
Temporary Activity Agent 
Time 
Vegetal Entity 
Vehicle 
Water Animal 
T a b l a 1. C a t e g o r í a s s e m á n t i c a s de l p r o y e c t o S I M P L E . 
3.2 El etiquetado del sentido 
íntimamente relacionado con el etiquetado del campo semántico nos 
encontramos con el tipo de anotación conocido como etiquetado del 
sentido. La primera aparición del término sentido (sense) en lingüística 
se atribuye al filósofo y matemático alemán Frege (1892), en su afa-
mada obra Sobre el sentido y el significado. Este nuevo término, sense, 
cautivó a los investigadores en el campo de las lenguas y conduciría a 
la definición de la semántica como "el estudio del sentido de las pala-
bras" (l'étude du sens des mots) (Guiraud, 1966). Actualmente, en el 
campo del procesamiento del lenguaje natural (Jurafsky y Martin, 
2000), sentido es el término que se usa para referirse al significado de 
un lexema. 
Más concretamente, se entiende por sentido cada una de las acep-
ciones de una entrada o palabra que el diccionario proporciona para 
explicar su significado, y por etiquetado el proceso de adición de la eti-
queta con la explicación correspondiente a ese sentido que se extrae del 
diccionario. Se trata de una tarea muy compleja, incluso cuando se 
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realiza de forma manual. Esta complejidad se debe, principalmente, a 
que la correspondencia entre las palabras y los sentidos (o significados) 
no es biunívoca, pues una palabra tiene más de un sentido y el mismo 
sentido puede, en muchas ocasiones, expresarse mediante varias pala-
bras. La polisemia, la homonimia, la sinonimia, el reconocimiento del 
significado exacto en el contexto y la siempre compleja tarea de inter-
pretar el significado de las palabras ambiguas, cuando no se trata de 
una ambigüedad pretendida por el autor, son algunos de los problemas 
habituales del etiquetado del sentido. 
El recurso léxico más utilizado en la actualidad para la anotación 
del sentido es WordNet (Miller y otros, 1990) para el inglés americano, 
y EuroWordNet (Vossen, 1998) para las lenguas de Europa. WordNet 
fue desarrollado en la Universidad de Princeton, basándose en las teo-
rías del psicólogo George A. Miller. En WordNet, los nombres, los ver-
bos, los adjetivos y los adverbios se distribuyen en agrupaciones llama-
das synsets (conjuntos de sinónimos) entre los que se establecen relaciones 
semánticas básicas como la antonimia, la hiponimia o la meronimia 
(del inglés meronymy) que especifica la relación parte-todo. Cada clase 
de palabras se organiza de forma diferente y así, en el caso de los verbos, 
se añade otra relación, la de inclusión o implicatura, que refleja el he-
cho de que una acción presupone la existencia de otra, por ejemplo el 
verbo dar presupone tener, o roncar presupone dormir. EuroWordNet 
se estructura de la misma forma, pero al inglés se han ido uniendo otras 
len guas, como el holandés, el italiano, el castellano, el alemán, el fran-
cés, el checo y el estonio. En la tabla 2 se muestra la información que 
WordNet contiene acerca de la palabra inglesa way, de múltiples senti-
dos, tanto en inglés como en español. 
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NUMERO 
âeSYNSET 
04167943n 
00l24536ii 
00226596n 
115]54S9n 
00298329n 
0389958In 
06989847n 
04284527n 
04871762n 
04906835H 
11385404n 
1098433In 
DOMINIO 
Factotum 
Factotum 
Factotum 
Factotum 
Factotum 
Transport 
Transport 
Factotum 
Factotum 
Factotum 
Factotum 
Factotum 
GLOSA (NOTA, 
EXPLICATIVE) 
A manner of 
performance 
How a result is 
obtained or an end 
is achieved 
A journey or 
passage 
The condition of 
things generally 
A course of 
conduct 
Any artifact 
consisting of a road 
or path affording 
passage from One 
place to another 
A line leading to a 
place or point 
ELEMENTOS del 
SYNSET 
Manner (1) 
Modc( l ) 
Style (2) 
Way( l ) 
Fashion (1) 
Means (1) 
Agency (5) 
Way (2) 
Way (3) 
Way (4) 
Way (5) 
Pa(h(l) 
Wayof l i f e ( l ) 
Way (6) 
Direction ( 1 ) 
Way (7) 
The property of Way (8) 
distance in general Ways ( 1 ) 
Doing as one '
 ( 9 } 
pleases or chooses J 
A general category 
of things; used in 
the expression "in 
the way o f 
Space for 
movement 
A portion of 
something divided 
into shares 
Way (10) 
Room (2) 
Way (11) 
Elbow room ( l ) 
Way (12) 
EJEMPLOS 
a manner of living; 
in the characteristic New York style; 
a way of life; 
A means of control; 
an example is the best agency of 
instruction; 
the true way to success; 
they are on the way; 
¡hat's the way it is or ¡felt the same 
way; 
the path of virtue; 
we went our separate ways; 
our paths in life led us apart; 
he ¡aid he was looking for the way 
out; 
he looked the other direction; 
didn't know the way home; 
it'i a long way to Moscow: 
¡colloquial) lie went a long ways; 
ifl had my way; 
they didn't have much in the way of 
clothing; 
room to pass; 
make way for; 
hardly enough elbow room to turn 
around; 
the split the loot three ways; 
Tabla 2 . Información contenida en Word-Net (versión 1.7 en inglés) para way. 
3.3 El etiquetado de roles semánticos 
Otro aspecto importante de la anotación semántica es el etiquetado del 
rol semántico o papel semántico. Los roles semánticos corresponden a los 
participantes en una acción concreta, por ejemplo, el agente o paciente 
de ia acción (Fillmore, 1968; Fillmore y otros, 1992). Revelan, pues, 
las relaciones semánticas que se establecen entre los diferentes partid-
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pantes de la acción verbal expresada en la cláusula u oración, propor-
cionando la estructura argumentai del verbo y conectándola con la es-
tructura sintáctica de la cláusula (Kingsbury y otros, 2002). De hecho, 
el etiquetado del rol semántico establece la conexión entre la semántica y 
la estructura sintáctica de la cláusula, consolidándose así la interfaz en-
tre la sintaxis y la semántica (Johnson y Fillmore, 2000; Gildea y Jurafsky, 
2002; 2003). 
Uno de los proyectos más avanzados del área es FrameNet (Naraya-
nan y otros, 2003). El objetivo de FrameNet es obtener un conjunto 
representativo de oraciones analizadas sintáctica y semánticamente, que 
proporcione información fiable sobre las valencias o las posibilidades 
combinatorias de cada elemento perteneciente a lo que denominan 
marco semántico. El concepto de marco semántico (semantic frame) re-
sulta un elemento clave en FrameNet. Cada marco identifica un con-
junto de elementos del marco (frame elements, FEs), que no son más que 
los roles semánticos específicos (participantes, propiedades, circunstan-
cias del acontecimiento o situación) que ese marco representa. Los 
marcos pueden ser simples, es decir, pequeñas escenas o situaciones 
estáticas con relaciones entre las entidades y las funciones que desem-
peñan, o bien, situaciones verdaderamente complejas que sirven para 
contextualizar las palabras y dotarlas de la significación adecuada. En 
definitiva, los marcos semánticos agrupan los vocablos relacionados con 
una situación determinada y, en cierta medida, son comparables a los 
mareosas Minsky (1974) o los guiones de Schank y Abelson (1977), en 
el ámbito de la inteligencia artificial, ya que son como modelos 
lingüísticos de representación de la realidad en donde los vocablos uti-
lizados para describir las distintas acciones y los elementos que partici-
pan en ellas se enlazan entre sí. 
Los resultados del proyecto FrameNet forman parte de lo que sus 
autores denominan la base de datos de FrameNet, que contiene el cono-
cimiento lingüístico asociado a cada unidad léxica. La descripción de 
estas unidades léxicas incluye los marcos a los que pertenece cada uno 
de sus sentidos y las distintas realizaciones que pueden presentar los 
elementos del marco en estructuras encabezadas por esa unidad léxica 
(una palabra, generalmente). En la figura 3 se muestra la información 
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relativa a la entrada léxica CAR (coche) en FrameNet, mientras que en la 
figura 4 vemos la información referente a CAR como elemento de mar-
co, que se corresponde con la entrada léxica CAR. Ambos ejemplos se 
han extraído de la página web del proyecto FrameNet.11 
frame I N 
Lexical E n t r y R e p o r t ( t è t e n t d a t a ) 
Back to Annotation Report; car.n I View Vehicle frame | Top of Frame Index | Top of Lexical Unit Index ¡ 
car.n 
Frame: Vehic le 
Definition 
COD: a powered load vehicle designed to carry a small number of people 
Governors:abandon , buy , climb , trash , door, drive, follow , have , hijack, leave , run , sell, steal, stoo , take , travel j turn , use 
Frame Elements a n d Their s y n t a c t i c Real izat ions 
The Frame elements for this word sense are (with reataations): 
yIframeHement.[¡number Annotated ¡Reellzatlqns(s) 
~ ~ i | iflSi jJDEN.-~i.43) ~~1| 
Va lence P a t t e r n s : 
These frame elements occur In the following syntactic patterns: 
l l ¡Number Annotated ¡Patterns 
<«3> 
Lut Updl!«J ( Prl, 11 ftor JWS 16iM¡57 -0700 ) 
Figura 3. Información asociada a la entrada léxica CAR en FrameNet. 
La base de datos de FrameNet, desarrollada a partir de varios cor-
pus, puede ser utilizada como diccionario (Ruppenhofer y otros, 2002) 
o como tesauro. Para su uso como diccionario, a cada unidad léxica se 
le asigna el nombre del marco al que pertenece y se hace un enlace con 
la descripción del marco. Para su uso como tesauro, las palabras se enla-
11 Véase <http://framenet.icsi.berkeley.edu> [Consulta: 25 nov. 2007]. 
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zan con los marcos semánticos en los que participan y, por lo tanto, 
con otras palabras que están relacionadas con esos mismos marcos. Asi-
mismo, la base de datos incorpora una definición y una descripción de 
la valencia de la entrada, que resume tanto los roles semánticos como la 
forma y la función sintáctica de los sintagmas (phrases) que instancian o 
realizan estos roles. Se ofrece además, acceso a ejemplos anotados. 
Actualmente, se está elaborando FrameNet para el español (Subirats, 
2004). El proyecto Spanish FrameNet abarcará varios dominios 
semánticos y el primer objetivo será la puesta a punto de un lexicón 
inicial (starter lexicon), con, al menos, 1.000 elementos léxicos. 
à Annotation .Report.(recent data) 
Back to Lexical Entry Report: car.n | View Vehicle frame [ Too of Frame Index | Top of Lexical Unit Index | 
car.n 
| Frame Elements 
IriJMllSBn 
]":""" " 
ÜHÍWBBBWIJffl 
3B3S3Î 
¡5E35 
| Core Type 1 
Parapherai ¡ 
;|perfcheral | 
^Extra-Thematic ¡ 
¡Peripheral | 
¡Core | 
m 
* ppfor 
1. I met Mr Coary and Mr Rafter of the sewing-machine shop , and once the back-ilapp^ig was over, t set off in 
32J for my new lodgings . ^ ^ ^ ^ 
2. You could evenenfoy your wine-tasting as a pre-ttnnei drmk, as you wont need ^ H H 3 for this short }owney . 
* ppin ^ ^ 
1, She abandoned BB #J3 in thr-. cm park of Harpenden Leisure Centre , Hertfordshire , where she worked. 
2, More gardens to the left, so it would make sense to suppose that you 'd come m from the right, leaving WBHraa m the rose 
at the end of the row. 
3, Tha export of ¡ ¡ S ^ 8 M I"'he past nir^ months is 90 per tent. 
1. she ran out from behind a line of <ai:f-r-lBJE8in M^rlnwuflvwraw. 
5, Well, we have seen JUJLfflHj (HJfilntne form of milk floats for many year i , and of course they 're particularly suited to 
intermittent use, stopping and starting every few yards , 
* Ppon _ _ - _ 
1, If you are unable to get adecúate Information about runnirm BBffl Wlia on unleaded fuel from vou; dealer or local garage phoi 
these help lines : ^ ^ 
2. She was following behind In TBI was on her way home when a booby trap exploded , hurling the RUC man'star Into a ditch . 
* ppwith 
1. I even walked to the hospital, rather than travelling in the jugfl with my desperate parents, f Pt the psychiatrist's 
appointment which resulted In my ten-week enforced stay . 
* ppwithout ^ ^ ^ ^ 
1. Which is politically much like trying to run SSBS 3? MM wirhm il- petrol. " 
2. I shell be the only person returning to IB 5 H without a shopping trolley . 
* period 
* ppother ^ ^ 
1. She glared at him, waiting untUhe had stopped the MM outside he! house before treating him to a told smile . 
Z. Shaw Sooth had turned fflgfflj Into Akers Way at speeds of around, eighty miles an hour. 
3. The ether tine were targeted by a gunman who stepped from a W ! ^ iE f tBS MJ3 at the runction of Castle Street, WHald . 
Figura 4. Información asociada a CAR como elemento de marco en FrameNet. 
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4. La anotación semántica desde el punto de vista informático 
Los tres apartados en los que se divide esta sección —desambiguación 
del sentido de las palabras (DSP), reconocimiento y clasificación de 
entidades con nombre (RCEN) y anotación de contenidos de la web 
semántica— son las principales áreas de investigación en la comunidad 
informática. Sin embargo, en el caso de la desambiguación del sentido 
de las palabras, son tantos datos lingüísticos los que se necesitan que 
podría ser descrita como investigación lingüística con un enfoque 
computacional; en cambio, el reconocimiento y la clasificación de en-
tidades con nombre y la anotación de la web semántica han sido de 
interés casi exclusivo para la comunidad informática. 
4.1 La Desambiguación del Sentido de las Palabras (DSP) 
La desambiguación del sentido de las palabras o DSP (en inglés WSD 
de Word Sense Disambiguation) es un campo de investigación ya conso-
lidado en lingüística computacional, que tiene como principal objeti-
vo la elaboración de sistemas de etiquetado automático del significado. 
Por automático se entiende que el etiquetado se realiza mediante siste-
mas informáticos. Equivaldría, pues, al etiquetado del sentido de las 
palabras, pero realizado de forma automática por el ordenador. La meta 
de los investigadores en DSP es desarrollar programas que desambigüen 
el sentido de las palabras de un texto. Dicho de otra manera, la DSP 
puede definirse como "el proceso de identificación del sentido de las 
palabras en su contexto" de forma automática (Stevenson y Wilks, 2003)-
La DSP busca, por tanto, la resolución automática de la ambigüedad 
léxica, tanto si se trata de una misma palabra con varios significados 
como de la coincidencia formal de dos palabras diferentes. Existen dos 
grandes enfoques en el desarrollo de sistemas de DSP: los que hacen 
uso de recursos léxicos y los basados en métodos empíricos.12 Entre los 
12 En Ide y Véronis ( 1998) y Agirre y Edmonds (2006) puede encontrarse un resu-
men detallado del campo de la DSP. 
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recursos léxicos empleados, se encuentran los lexicones y las bases de 
conocimientos, generalmente procesables computacionalmente 
(machine-readable). A este respecto conviene recordar que (Euro)Word-
Net, es uno de los recursos léxicos más utilizados en DSP Los métodos 
empíricos, a su vez, extraen datos a partir de un corpus empleando, 
generalmente, técnicas estadísticas. 
El etiquetado del significado es una tarea muy compleja, incluso 
cuando se realiza manualmente.13 A continuación se incluye un diálo-
go, inventado por los autores de este artículo y creado a partir de las 
definiciones y acepciones registradas en el Gran Diccionario Oxford 
(GDO, 2003) y en el Oxford Advanced Learner's Dictionary (OALD, 
2005) que ilustra ampliamente las dificultades con las que hay que en-
frentarse para identificar el significado de la palabra inglesa way. 
[...) After that, her sadness soon gave wayx to nervousness and, eventually, to 
desperation. She felt as if the ground would give way2 beneath her. At that 
point, she could not help it anymore and she gave way5 to tears. ' You must not 
give way to pessimism , he said, since he could notice that she was in a mess 
and could see no way5 out. 'An investigation is under way6: sooner or later, 
things will go your way7'. 'Don't expect too much from them in the way8 of 
help', she replied; 'There is no way9 they can help us'. 'Well, you have to trust 
Chief Inspector Adams: that's the way10 it goes; besides, he has a way1 ' with 
this type of problems- he knows his way12 around', he answered, and added: 
'Don't think about i t - this would be better in every way15. Can you think of a 
better way101 to act?'. 'He has a way15 of 'makingpeople feelat ease', she thought. 
And answered: 'All right, we'll do it your way™. By way17 of change of 
conversation, when are your parents arriving? They come byway18 of Rome, 
don't they? By the way19, did they call you yesterday?'. ' That's the way20!', he 
reflected, 'She must realize that she can't have her own way21 all the time. She 
shouldn't let all this stuff get in her way22, she shouldn't lose her way2-1 
because of this. Many times before, when troubles came her way24, she 
overcame them ingeniously; this time won't be different . For now, she is 
quite a way25 from achieving it, though' [...] 
13 Veronis (2001 y 2003) presenta un interesante estudio sobre la dificultad del 
etiquetado del sentido incluso para anotadores humanos. 
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En este diálogo, hay 25 ocurrencias de way (que se muestran en 
negrita), la mayor parte de las cuales poseen un sentido diferente: sólo 
3 de ellas parecen tener el mismo sentido. Estas ocurrencias cubren 
todos los sentidos detallados para way en los diccionarios menciona-
dos. Las oraciones y cláusulas en cursiva son citas tomadas literalmente 
de estos dos diccionarios (en especial, del primero). En la tabla 3, pue-
den verse cada una de las ocurrencias de way, etiquetadas con su senti-
do correspondiente. 
Para comparar y mejorar la precisión y eficiencia de los programas 
existentes en el ámbito de la DSP se organizaron, a finales de la década 
de los noventa, una serie de competiciones entre los diferentes grupos 
de investigación que trabajaban en este ámbito. En estas competicio-
nes, se realizan pruebas (benchmarks) sobre un conjunto de textos con 
palabras ambiguas. Los resultados de cada sistema se evalúan, compa-
ran y clasifican en función de su precisión a la hora de determinar el 
sentido de cada una de esas palabras. Una de las iniciativas de evalua-
ción más conocida es SENSEVAL (Kilgarriff, 1998; Kilgarriff y 
Rosenzweig, 2000; SENSEVAL, 2007) 
La DSP es indispensable para todas aquellas aplicaciones que re-
quieren la interpretación del lenguaje, tales como la comprensión de 
mensajes y la interacción hombre-máquina, entre otras, así como para 
otras tareas más concretas, como la traducción automática, la recupera-
ción y extracción de información y, por ello, se considera una tarea 
intermedia en el campo del procesamiento del lenguaje natural. 
4.2 El Reconocimiento y la Clasificación de Entidades con Nombre 
El reconocimiento y la clasificación de entidades con nombre (RCEN) es 
una tarea fundamental en la extracción de información. Su objetivo es 
identificar y clasificar automáticamente, dentro de los textos o docu-
mentos, un tipo de información previamente determinado. Una enti-
dad con nombre es aquella palabra o secuencia de palabras que actúa 
como identificador único para una entidad (organizaciones, personas, 
lugares), un punto en el tiempo (una fecha, una hora), o una cantidad 
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CÓDIGO de) 
SENTIDO 
(GDO, 2003) 
OCURRENCIA EXPLICACIÓN del SENTIDO (GDO, 2003) 
SUBESPECIFICACIÓN del 
SENTIDO (OALD, 2005) 
m.E was replaced/superseded by 
III.E sink, subside, coîlapse 
ÏII.E succumbed to, gave in to 
III.E succumb, give in 
[No entry] [Not given] 
III.F 
[No general explanation given] 
has been started / opened / 
launched 
[..,] stopped resisting | 
allow yourself to be very 
strongly affected by [...] 
[way out (noun) - sense 2] 
a way of escaping from a 
difficult situation 
(of events) [...] go well for you; 
be in your favour I.C «direction» 
III.C 
(as preposition) «as regards» 
10 
III.D 
(colloquial) [No general explanation given] 
(informal) used to say that there 
is no possibility that somebody 
will do something or that 
something will happen 
n.B 
II.B (idiom) 
with [... 
is good at dealing 
12 
13 
15 
16 
17 
19 
20 
21 
22 
23 
24 
25 
I.A «route» (idiom) [...] is familiar with a place, subject, etc. 
II.D «feature, respect» 
II.A «method, means» 
II.C «custom, characteristic» 
II.A «method, means» 
III.B 
(as preposition) «to serve as» 
III.B 
; preposition) 
III.A «incidentally (independent)» [ 
II.A «method, mcansx 
n.c «wish, will» 
LB «passage, space" 
LA «route» 
I.C «direction» 
I.D «distance» 
labia 3. Sentidos de las diferentes ocurrencias de la palabra way incluidas en el párra-
fo de ejemplo. 
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(valores monetarios y porcentajes).14 El primer trabajo en este ámbito 
(Stevenson y Gaizauskas, 2000) se realizó en el año 1995, dentro de la 
sexta edición de las conferencias sobre la interpretación de mensajes 
(Message Understanding Conferences — MUC). Estas conferencias,15 ce-
lebradas entre 1987 y 1997, fueron patrocinadas por el Gobierno de 
los EE.UU. para alentar el desarrollo de nuevos y mejores métodos en 
el ámbito de la extracción de información y para evaluar el estado de la 
cuestión en ese campo. Para la preparación de cada conferencia, se les 
hacía llegar a los participantes unos mensajes de ejemplo con instruc-
ciones acerca de la información que debía extraerse y, en consecuencia, 
cada participante desarrollaba un sistema de procesamiento de dichos 
mensajes. Las conferencias MUC sirvieron para potenciar los sistemas 
de extracción de información tradicionales, aplicados a dominios limi-
tados y bien definidos. De hecho, la mayor parte de los trabajos eran 
específicos de un dominio y dependientes de la lengua, puesto que se 
centraban en corpus periodísticos en inglés. En la tabla 4 se muestra un 
fragmento de texto de la sexta edición de las MUC (MUC-6), acompa-
ñado del etiquetado en SGML de las entidades con nombre. 
"It's a chance to think first level questions", said Ms. <enamex type="PERSON"> 
Cohn </enamex>, a partner in the <enamex type="ORGANIZATION"> 
McGlashan & Sarrail </enamex> firm in <enamex type="LOCATION"> San 
Mateo </enamex>, <enamex tipe="LOCATION"> California </enaraex> 
Tabla 4. Un ejemplo de etiquetado de entidades con nombre en SGML. 
En las MUC-6 y las MUC-7 (Chinchor, 1997) se identificaron sie-
te clases distintas de entidades con nombre, agrupadas en tres grandes 
conjuntos: las de personas, las de organizaciones, y las de lugares. Esta 
clasificación se muestra en la tabla 5. 
14 Véase <http://www.es.nyu.edu/cs/faculty/grÍshman/NEtask20.book_2.html#-
HEADING 1> [Consulta: 25 nov. 2007]. 
15 Véase <http://en.wikipedia.org/wiki/Message_Understanding_Conference> 
[Consulta: 25 nov. 2007]. 
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En 1999, avalado por la agencia norteamericana NIST (National 
Institute of Standards and Technology), nace el programa de Extracción 
Automática de Contenidos (Automatic Content Extraction - ACE16), 
heredero en gran parte de las conferencias MUC, pero que transfor-
mará la extracción de información en extracción de contenidos. El 
programa ACE pretende "desarrollar tecnología capaz de extraer y ca-
racterizar el significado del lenguaje humano" {Maynard y otros, 2003). 
Impulsa, por tanto, un nivel más profundo de procesamiento y análisis 
de textos, semántico, no meramente lingüístico como ocurría en las 
MUC. La investigación en ACE (Kokkinakis, 2004) busca detectar y 
caracterizar las entidades, las relaciones y los eventos, no simplemente 
los nombres; asimismo, amplía los dominios cubiertos por las MUC y 
afina sus clasificaciones, haciéndolas más precisas (finer-grained). Por 
ejemplo, en ACE (Maynard y otros, 2003) se subdividen las entidades 
con nombre de lugar en tres subclases diferentes, como se muestra en la 
tabla 5. Además, se inicia el nivel superior de anotación de corpus, el de 
la anotación discursiva, pues se aborda la resolución de la coreferencia. 
Dentro de la tarea conocida como detección y seguimiento de entidades 
{Entity Detection and Tracking— EDT), todas y cada una de las mencio-
nes de una entidad, bien sea mediante un nombre, una descripción o 
un pronombre, han de ser señaladas y marcadas mediante la relación de 
equivalencia "se refiere a la misma entidad que" (Doddington y otros, 
2004).17 
16 Véase <http://www.nist.gov/speech/tests/ace/index.htm> [Consulta: 25 nov. 
2007]. 
17 En definitiva, una clase de equivalencia es una familia de elementos de un conjun-
to que se relacionan todos entre sí, pero no con ningún elemento que esté fuera 
de esa familia; una relación de equivalencia es aquella que genera este tipo de 
clasificaciones disjuntas en el conjunto sobre el que se establece. Para un análisis 
más detallado, puede consultarse Caballero Roldan y otros, (2007) en donde se 
recogen tanto una definición detallada de estos tipos de relaciones como ejem-
plos prácticos de los conceptos matemáticos de relación y clase de equivalencia. 
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CLASIFICACIÓN MUC-7 
ENAMEX: 
Entity (as such) 
NUMEX: 
Numerical expression Quantities) 
TIMEX: 
Temporal expression (Time) 
Person 
Organisation 
Location 
Monetary value 
Percentage 
Date 
Time 
CLASIFICACIÓN ACE 
Person 
Organisation 
Location 
Geo-Political location 
(essentially, any kind of Location which has a 
government, such as a city or a country) 
Facility 
Tabla 5. Clasificaciones de las entidades con nombre en las conferencias MUC-7 
yACE. 
Como intento de integrar el reconocimiento y la clasificación de 
entidades con nombre con la anotación en el ámbito de la web semán-
tica, puede citarse la plataforma para la gestión de la información y el 
conocimiento (Knowledge andInformation Management—JUM).IS Como 
afirman Kiryakovy otros (2005), en una de las muchas publicaciones en 
relación con este proyecto, la anotación semántica "tiene que ver con 
asignar, a las entidades del texto, enlaces a su descripción semántica". 
4.3 La anotación en la Web semántica 
Como ya se ha apuntado anteriormente, con la aparición de la web 
semántica, se hicieron necesarios nuevos tipos de anotación capaces de 
indicar el significado o contenido semántico de un documento para que 
fuera procesable por los ordenadores (computer-processable meaning). En 
el campo de la informática, el término marcado (markup) se utilizó 
originariamente para referirse a la acción de etiquetar o poner marcas (to 
mark up) en el texto mediante una serie de símbolos, de acuerdo con 
18 Véase <http://www.ontotext.com/kim/> [Consulta: 25 nov. 2007]. 
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ciertas reglas. Siguiendo a Shea (2005) este marcado puede ser de dos 
tipos: marcado semántico (semantic markup) y marcado para la presen-
tación (presentation markup). EI marcado para la presentación consiste, 
simplemente, en etiquetar una página web con información sobre las 
características formales del documento mediante HTML (es decir, cómo 
debe mostrarse al lector, con negrita, mayúsculas, colores, etc.). El mar-
cado semántico, en cambio, incluiría información sobre el contenido de 
la página web en cuestión (documento, imagen, URL, etc.) y estaría 
implementado en XML o en cualquier otro lenguaje de marcado basado 
en él (por ejemplo, los mencionados por Gómez-Pérez y Corcho (2002)). 
En cualquier caso, la preparación de documentos para su publica-
ción en la web semántica, mediante anotaciones que expliquen su con-
tenido y que sean procesables por un ordenador, conlleva al menos tres 
posibles fases: 1) la elección del lenguaje que se utilizará; es decir, ha de 
ser uno de los lenguajes basados en XML y desarrollados para la web 
semántica, como RDF, RDF(S), DAML+OLL u OWL, entre otros; 2) la 
adición, en el lenguaje elegido, de comentarios o anotaciones semánticas 
(como son los metadatos o datos sobre los documentos o páginas web 
que aportan cierto significado) a los recursos que desean publicarse en 
la web semántica; y 3) el razonamiento con estos metadatos semánticos. 
Una condición fundamental para que estos metadatos tengan valor y 
permitan el razonamiento es su especificación de forma consensuada 
para que pueda ser compartida por los distintos agentes participantes.19 
Precisamente, para alcanzar este consenso sobre el significado nacen las 
ontologías; una ontología proporciona una representación de un domi-
nio específico,20 así como un vocabulario compartido y controlado, que 
19 En este sentido, cabe mencionar el trabajo de Hartman y otros (2006) en el que se 
proporciona un vocabulario consensuado para los metadatos de la web semántica. 
20 Una ontología contiene conceptos, propiedades, relaciones, funciones, instan-
cias, reglas y axiomas que organizan el conocimiento de un dominio (Gómez-
Pérez y otros, 2004). Para los investigadores en inteiigencia artificial, una ontolo-
gía es el modelo ideal para representar el conocimiento del dominio, y se define 
generalmente como "una especificación explícita y formal de una conceptualiza-
ción compartida" ("... a formal, explicit specification of a shared conceptualization" 
(Gruber, 1993; Studer y otros, 1998)). 
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puede comunicarse entre personas y aplicaciones. La figura 5 muestra un 
ejemplo21 en donde se ve esquemáticamente el uso de las ontologías para 
la anotación en la web semántica. 
Hoy en día, la investigación en el campo de la web semántica se 
dirige hacia la anotación22 de datos multimedia (textos, imágenes, in-
formación semi-estructurada, voz y sonidos, etc., todos ellos integra-
dos) y multilingues, con el fin de que las búsquedas de información 
recuperen los documentos pertinentes sea cual sea la lengua en la que 
estén escritos. 
announced profits in Q3, planning to 
build a $12OU plant in Bulgaria-,--.., and 
more and more and more and more text"... 
KIM Ontology & KB 
L o c a t i o n 
Company 
t y p e Ci t y C o u n t r y 
t y p e 
HO
- - . t y p e t y p e 
••* XYZ  
London 
" 0 3 / 1 1 / 1 9 7 8 " UK Bulgaria * 
Figura 5. Ejemplo de anotación semántica en la web semántica - . 
21 Tomado de <http://www.ontotext.com/kim/semanticannotation.html> [Consulta: 
20 nov. 2007]. 
22 Una clasificación detallada de los distintos tipos de anotación que pueden aplí' 
carse a páginas de la web semántica puede encontrarse en Bechhofer y otros (2002). 
Por su parte, Uschold (2003) incluye una discusión acerca del grado de 
formalización que alcanzan los distintos tipos de anotación posibles. 
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5. Conclusiones 
Ha sido nuestro objetivo ofrecer una panorámica de lo que hoy se en-
tiende por anotación semántica con el fin de aclarar la terminología 
empleada y las coincidencias que existen entre los intereses y resultados 
obtenidos por las dos comunidades investigadoras que de ella se han 
ocupado: la informática y la lingüística. Estas dos comunidades, que en 
los primeros trabajos sobre el tema estaban claramente distanciadas, se 
están aproximando cada vez más. 
La comunidad lingüística hablaba de añadir etiquetas con significa-
do a los corpus que estaban elaborando, con el fin de proporcionar el 
máximo de información posible e incrementar las aplicaciones y utili-
dad de esos corpus; en cambio, la comunidad informática prefería ha-
blar de marcar los documentos, ya que los lenguajes utilizados para 
mostrar los documentos en la web se llamaban lenguajes de marcado. 
Hoy en día, el proceso de añadir información sobre el significado o 
el contenido se denomina anotación semántica y, en función de su obje-
tivo, pueden distinguirse los siguientes tipos: 
- El etiquetado del campo semántico que consiste en añadir una eti-
queta con el campo semántico al que pertenece cada una de las 
palabras del texto. 
- El etiquetado del sentido de las palabras, que indica el sentido o acep-
ción en que se usan en el texto las palabras plenas o con contenido. 
Para ello se utilizan diversos recursos léxicos. En el ámbito del pro-
cesamiento del lenguaje natural, y cuando se realiza de forma auto-
mática, coincide con lo que se conoce como desambiguación del 
sentido de las palabras. Computacionalmente, esta tarea se consi-
dera una tarea intermedia, ya que es un paso previo imprescindible 
en otras tareas finales como la recuperación de información o la 
traducción automática. 
- El etiquetado de los roles semánticos, es decir, la anotación de la fun-
ción (agente, paciente, beneficiario, etc.) que desempeñan los 
sustantivos dependientes de un verbo. Este tipo de anotación esta-
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blece la conexión entre la sintaxis y la semántica. Un ejemplo de 
este tipo de anotación puede verse en el proyecto Framenet. 
— El reconocimiento y la clasificación de las entidades con nombre^ que 
consiste en identificar, clasificar y etiquetar los nombres propios de 
un texto o los referentes a cantidades. La naturaleza semántica de 
estos nombres y su importancia para la recuperación de información 
ha sido reconocida por la comunidad informática especialmente en 
el proyecto ACE (Extracción automática de contenidos). 
— La anotación del contenido en la web semántica^ es decir, el proceso 
de añadir metadatos a las páginas web y también información sobre 
el dominio en cuestión mediante una ontología que señale los con-
ceptos, los individuos, las propiedades y las relaciones que se esta-
blezcan entre ellos. 
El progreso tecnológico que ha supuesto Internet y la pretensión de 
conseguir una web verdaderamente semántica hacen evidente la necesi-
dad de incorporar los resultados de la lingüística de corpus en cuanto al 
etiquetado semántico. La comunidad informática reconoce, en la ac-
tualidad, la importancia de elaborar recursos léxicos de calidad y las 
muchas posibilidades que ofrece la investigación en torno al lenguaje 
natural. Así, en el ámbito de la extracción de información, se están 
aunando esfuerzos y desarrollando tareas conjuntas, como la que lleva a 
cabo la detección y seguimiento de entidades que auna el reconoci-
miento y clasificación de entidades con nombre con la resolución de la 
coreferencia. De igual forma, tanto el proyecto ACE (Extracción auto-
mática de contenidos) como la plataforma de gestión de ía informa-
ción y el conocimiento (KIM) consideran las entidades con nombre 
como parte fundamental de la anotación semántica. 
Es evidente que, de estudios más detallados del lenguaje natural, de 
la creación de recursos lingüísticos de calidad y de corpus anotados a 
todos los niveles, se beneficiarán muchas de las denominadas tareas 
finales de la lingüística computacional, como la extracción de informa-
ción, la recuperación de documentos, los sistemas de pregunta-respuesta 
o el procesamiento en línea de información multilingue. Incluso el 
aprendizaje automático y la ingeniería ontológica necesitan cada vez 
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más información sobre el funcionamiento del lenguaje natural. Sólo la 
unificación de esfuerzos contribuirá sin duda a mejorar resultados ya 
que se aprovechará lo mejor de dos comunidades tradicionalmente dis-
tantes. Hoy en día se habla ya de ingeniería lingüística y está claro que 
aún tiene mucho camino que recorrer. 
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