Abstract
Introduction
Turbo codes [6] are widely known to provide errorcorrection capability within 1 dB of the Shannon limit. A limiting aspect of turbo code usage is the complexity of its hardware implementation. Typical implementations often require 2× to 5× more arithmetic operations [5, 16] than competing Viterbi techniques. Additionally, the parameters associated with turbo coding in a wireless environment (signal-to-noise ratio, available power, etc.) can frequently change, requiring a hardware implementation that offers both flexibility and parallelism. For many mobile communication systems, power and performance are the most important system design issues. Although FPGAs are often considered to be power inefficient compared to their ASIC counterparts, the reconfiguration capabilities offered by FPGA devices provide an opportunity to match application power consumption to existent operating parameters. Contemporary microprocessors and DSPs provide runtime power flexibility for turbo decoders via voltage scaling [12, 16] , but the functional parallelism present in these devices is likely to be insufficient for computation as the need for decoder accuracy increases.
To address this need we have developed an FPGA-based turbo decoder architecture which matches the decoder architecture to available FPGA resources. Power reduction is achieved through the use of run-time decoder reconfiguration in response to changing channel conditions. Our Adaptive Soft Output Viterbi Architecture (ASOVA) turbo decoder has been derived from an existing SOVA decoder [10] and provides reduced computational complexity and a competitive bit error rate (BER) for decoders with the same operating parameters. Computationally-expensive on-chip memory updates have been customized to match the on-chip memory structures of contemporary FPGAs. The architecture and power-consumption of the decoder are dynamically varied in response to channel signal-to-noise (SNR) variations while maintaining a fixed BER. Dynamic reconfiguration is used to ensure that the lowest-power decoder that meets the required BER is present in the FPGA.
The benefits of our decoding approach have been verified via experimentation. Following simulation to determine decoder parameters, a series of ASOVA turbo decoders were designed and mapped to an Altera Stratix FPGA on a NIOS Development Board [2] . Experimental results show that by using dynamic reconfiguration, the ASOVA decoder consumes 52% less power when compared to a static decoder while providing a fixed BER. Performance comparisons for a software version of ASOVA using an NIOS microprocessor [2] and a Pentium IV showed a performance improvement of over 100×. A power reduction of 30% is achieved for the hardware decoder versus a NIOS software implementation.
The rest of the paper is organized as follows. Section 2 introduces turbo codes and the existing SOVA decoding algorithm. Our new ASOVA decoding algorithm and associated parameter exploration is described in Section 3. Section 4 presents the architecture of our ASOVA turbo decoder and the tradeoffs required for FPGA implementation. The experimental approach used for simulation and hardware test are described in Section 5 and experimental results and analysis are provided in Section 6. In Section 7, we describe related work. Section 8 summarizes our efforts and offers directions for future work.
Background

Turbo Codes
Turbo codes [6] are error-correction codes that rely upon redundant data transmission. By adding parity bits to transmitted data, turbo codes allow the receiver to correct errors caused by the channel. The architecture of a turbo encoder at the transmitter influences the decoder architecture at the receiver. The most important parts of a typical turbo encoder are component encoders which accept input data and generate encoded symbols. As shown in Figure 1 , a component encoder consists of a shift register augmented with generator functions (AND and XOR gates). Each input bit u k is augmented with one or more parity bits p k . The parameter input vectors to the generator AND gates are often specified as octal values (or codes). For example, if (g 10 ,g 11 ,g 12 = 1,1,1) and (g 20 ,g 21 ,g 22 = 1,0,1) in Figure 1 , a (7, 5) code-based encoder is specified. In our work, previouslydetermined codes with high performance, (15, 13), (31, 27), and (65, 57) are used [13, 18] . The constraint length K for the encoder indicates the number of times each input bit in the shift chain influences a parity output. For the example in Figure 1 , K is 3. Note that the number of flip flops in the encoder can be deduced from both K and the generator code.
In general, turbo encoders contain two component encoders. For the turbo encoders considered in this work, both component encoders generate a single parity bit, resulting in the transmitted values (u, p 1 , and p 2 ) for each encoder input bit (code rate 1/3). The data stored in the flip flops of a component encoder can be regarded as an encoder state, with state changes defined via a state machine which starts from state 0. The state machine inputs a bit u k and outputs the parity bit p k together with u k at each time step.
After u, p 1 , and p 2 are sent through a transmission channel, they ultimately arrive at the turbo decoder as received values y, p and q. Due to channel noise, the received values may not match their transmitted counterparts. The turbo decoder attempts to reconstruct transmitted u values through a series of decoding steps. As shown in Figure 2 turbo decoder [6] consists of two identical component decoders, D1 and D2, interleaver/de-interleaver blocks, and an output decision block. The interleavers permute the data bits to support the error correction algorithm. The output from one decoder is fed into the other through an interleaver/de-interleaver to help the latter decoder make a better decoding decision in subsequent decoding iterations. Multiple iterations are required before the decoder converges to a final result. After a pre-specified number of decoding iterations, the final decision is made in the Decide block by combining the outputs from both decoders.
Several algorithms have been implemented for the component decoder in turbo decoders. MAP [4] and Log-MAP [13] algorithms are optimal with respect to bit error probability but exhibit significant computational complexity due to extensive searching and memory accesses. The MaxLog-MAP algorithm [9] reduces complexity by replacing logarithm computations with comparisons. The SoftOutput Viterbi Algorithm (SOVA) [13] significantly reduces complexity over other approaches by limiting searching and overall memory accesses. For a BER of 10 −4 , the performance of SOVA is approximately 0.7 dB worse than that of MAP [13] . We choose to base our decoder on SOVA because it requires half the computation of Max-Log-MAP [23] and maintains competitive bit error performance.
Soft Output Viterbi Algorithm
Although a full description of the SOVA algorithm is beyond the scope of this paper (interested readers may consider [13] ), we provide the algorithm basics necessary to understand our turbo decoder architecture. Like better known Viterbi algorithm decoders [8] , a SOVA decoder determines a corrected output bit sequence by using an approximation of the encoder state, shown in the flip flops in Figure  1 , and received channel values. To distinguish decoderapproximated values from encoder variables (u k , p k ), the symbols (û k ,p k ) are used. Successive evaluation of state over time leads to the trellis diagram shown in Figure 3 . The diagram is a time-ordered mapping of encoder state with each state represented by a point on the vertical axis (note K = 3 for this trellis). The horizontal axis represents time steps. Each edge emanating from each state node indicates a specific encoder bit u k for the state and leads to the next state to be held in the flip flops. The edge leaving a state node represents a u k value of 0 or 1. A more detailed discussion of a similar trellis diagram can be found in [25] . A cost, called a branch metric, is associated with each trellis edge. For a turbo decoder, this cost represents the likelihood that the decoder inputs y and p were generated by the specific u k indicated by the branch. For turbo decoders, a high cost metric represents a close match.
To reconstruct a sequence of received u k values, a path of multiple trellis stages can be followed in the trellis diagram. The accumulated branch metrics along a path form the path metric for a specific terminal state node and represent the likelihood that a sequence of received bits matches bits transmitted by the decoder. The concepts of branch and path metrics are illustrated by the trellis in Figure 3 . The path metric of each state appears above the state in the figure. When multiple paths converge into the same node, the path with the maximum path metric is retained and its path metric is marked on the node.
For SOVA-based turbo decoder implementations, the completion of a time step requires a write phase to store path metrics andû k bits associated with path trellis edges to path storage memory. After a series of steps, referred to as the truncation length (TL), the path with the largest path metric is determined, identifying the Maximum Likelihood (ML) path and its associated bit sequenceû ML k is the decoded output. A typical value of the truncation length is five times the constraint length [21] . In Figure 3 , the ML path is shown with dashed lines. In SOVA, the path metric represents the likelihood that a path is the decoded path, and a larger metric implies an increased likelihood. The decoded bit sequenceû is obtained by a traceback along the T L edges of the ML path for the bitsû ML k associated with the edges.
In addition to obtaining the decoded bit sequence, the In Figure 3 , ∆ is equal to (2.5 -1.0 -branch metric for path from state 0 to state 2). The competitive path is shown with dotted lines. An important phase of the SOVA algorithm is the dynamic update of ∆ in earlier trellis stages as later stages are reached [13] . As shown in Figure 4 , after tracing back T L stages from trellis state i, the next U stages are checked for ∆ update via the following equation.
where t is the stage index,û ML andû cmp are the decoded bits of the ML path and the competitive path at a trellis stage, and U is a parameter. Through experimentation, we con-
provides the best decode result.
Adaptive Soft-Output Viterbi Algorithm
Although a SOVA component decoder exhibits lower computational complexity than competing MAP, Log-MAP, and Max-Log-Map approaches, the total number of path metric evaluations per state for SOVA is still proportional to 2 K−1 . To facilitate the subsequent implementation of turbo decoders in FPGAs, we consider new algorithmic techniques to reduce the complexity of SOVA while preserving the BER of the resulting decoded bit stream. Rather than preserving all 2 K−1 state path metrics for each trellis stage, this new adaptive SOVA (ASOVA) approach attempts ... to eliminate intermediate trellis paths during processing that are least likely to lead to the decoded output bit sequence. Like the Simmons T-algorithm [24] variant of the Viterbi algorithm, path reduction for ASOVA is accomplished by considering the following criteria in evaluating path metrics.
• A threshold T (≤ 0) is used to evaluate path metrics. If the path metric of a path is less than d m + T , where d m is the maximum path metric of the previous trellis stage, the path is discarded.
• A total of at most N max paths are retained at each trellis stage. If more than N max paths survive path metric pruning with T , the N max paths with the highest path metrics are retained.
Since it is unlikely for a low metric path to become the ML path later, path pruning has a low likelihood of changing the ML path. As a result, ASOVA generates the correct decoding sequenceû with a smaller number of metric paths, reducing the decoding complexity and memory usage. An example is given in Figure 5 , where the numbers on top of each node represents paths metrics, T = −2.0, and N max = 3. The node obstructed by a cross represents a path pruned using threshold T than -1.5, the state with the smallest path metric is pruned so that only N max = 3 survivors remain. In stage S 4 , the path metric for state 1 (-0.5) is less than the d m value for stage S 3 (2.0) plus -2.0 so the path is pruned due to T .
The BER versus SNR performance of a turbo decoder using ASOVA for several N max values is shown in Figure  6 . The experiment uses a (31,27) code with blocks of 1024 data bits. It can be seen that more than 0.8 dB will be lost at a BER of 10 −4 when the survivor number is restricted to N max = 13.
ASOVA Algorithm Enhancements
Like SOVA, the soft output ∆ of ASOVA is generated by the metric difference between the ML path and its competitor path. When the paths with low path metrics are pruned, it is likely that competitors will also be discarded since they often have similar metrics. The loss of competitors can result in inaccurate soft outputs.
To Figure 7 . Component decoder architecture the application of a scaling factor α < 1 to ASOVA soft output values. As mentioned in Section 2.2, the soft output ∆ is the path metric difference at the state node with the highest path metric. The path difference is created by subtracting the path metrics of the paths that converge on the state, the ML path and the competitive path. In cases when the competitive path for an ML output has been pruned, an estimation of the path metric can be used in its place. For ASOVA, this value was determined through analysis to be 2 σ 2 [17] , where σ is the standard deviation of the transmission channel noise. Since a number of intermediate competitive paths may be pruned during ASOVA processing and repeated use of estimated path metrics may be necessary, resulting soft outputs for ASOVA are often larger than the corresponding values determined using SOVA. Through experimentation we have determined that this increase can be characterized via a fixed scaling factor α < 1. Multiplication of each soft output by α compensates for the use of estimation.
ASOVA Hardware Architecture
A turbo decoder based on our ASOVA component decoder architecture was developed and tested in an Altera Stratix FPGA. The basic components of the decoder follow the blocks shown in Figure 2 . To allow for pipelined decoding, the interleaver and de-interleaver each include two data buffers. While one buffer receives new data, stored data can be read from the other. An entire 1024 bit code word can be stored in each buffer.
The component decoder is the key unit of the turbo decoder. As shown in Figure 7 , the component decoder consists of four parts: the branch metric unit (BMU), the addcompare-select (ACS) unit, the survivor memory, and the control path. BMU and ACS are used to generate the new path metrics for each trellis stage. The survivor memory stores decoded bit u k and soft output ∆ k values and performs write, traceback, and update operations. The control path determines next state values and controls data flow between the other three units. Detailed architectural descriptions are provided in the following sections. 
Branch Metric Unit
The BMU generates the branch metrics for all four possible encoder output pairsû k ,p k . Received decoder input values y and p and the soft output feedback F from the alternate component decoder, (e.g. F1 and F2 in Figure 2 ) are used to generate the branch metric for eachû k ,p k combination. For soft output decoders, channel values y and p are quantized to multi-bit values whileû k andp k are single bits. For ASOVA, the branch metric of a givenû k ,p k at trellis stage k with a soft output feedback F is:
where L c is equivalent to 2 σ 2 , and σ is the standard deviation of the transmission channel noise. Sinceû k andp k are binary numbers, each BMU output requires two adders and a multiplier. The DSP blocks inside the Altera Stratix FPGA are used for multiplication.
Add-Compare-Select Unit
The goal of the add-compare-select unit is to add the branch metric for a trellis edge to the path metric of the present trellis state to create a new path metric for a next state in the next trellis stage. This metric is then compared to the computed path metric from the competitive path to determine the survivor for the next state. The ACS operation must be performed for at most N max present state path metrics for each trellis stage.
The hardware architecture used to perform this ACS computation for each path is shown in Figure 8a . The correct index into the present state path metric array is obtained from the survivor memory and is used to select path metric PM0. This index is also used as an input to a preprogrammed look-up table to select the path metric PM1 for the competitive path. As shown in Figure 8b , the branch metric BM0, BM1 for each path is added to the appropriate path metric to create new path metrics for the next state. A subtractor takes the difference of the new metrics to generate the needed soft output ∆ value for the next state. A comparator selects the largest of the two path metrics PMout for survival.
As shown in Figure 8 , the ACS unit employs the threshold d m + T to prune low cost paths. Only those paths whose metrics fulfill the threshold requirement are subsequently stored in the next state path metric array. The array index used to store the next state path metric is stored in the survivor memory. If more than N max paths survive, the threshold T is dynamically increased and ACS computation is reperformed with the new T .
Survivor Memory Unit
The survivor memory is a two dimensional memory array with N max rows and 2*T L columns. The memory uses traceback pointers [8] so that data movement is limited. Each word in the survivor memory stores the decoded bit u k , metric difference ∆, and pointers to the previous trellis stage survivor memory values along the saved and competitive paths. As described in Section 2.2, the survivor memory supports three operations for up to N max trellis states for each decoded input value: write, traceback and update. For a single trellis stage, a memory write requires a write port, traceback requires a read port, and the update phase requires two read ports to read ML and competitive path ∆ values, and a write port for new ∆ values. As a result, the survivor memory requires a total of 2 write ports and 3 read ports.
To facilitate FPGA implementation, our ASOVA memory is partitioned into banks. As shown in Figure 4 , survivor memory traceback and write operations occur in portions of the memory that are isolated from the update phase. As a result, the survivor memory is partitioned vertically into eight separate banks. To save power, four banks store the two path indices andû k values and the other four banks store the ∆ values. The memory can be implemented using general two-port RAM blocks. A single memory read and write operation is performed in one clock cycle.
Experimental Approach
Test Platform
To test the practicality of our reconfigurable ASOVAbased architecture, a hardware implementation of the decoder was tested as part of a communication system. This system contains blocks for data generation, encoding, transmission, and decoding. A random bit generator creates a bit sequence to model transmitted data. A turbo encoder, also shown in Figure 1 , then encodes the data for transmission. A modulator converts the coded bits into real numbers: 0 -> 1, 1 -> -1 for the binary phase-shift keyed (BPSK) system employed. The output of the modulator is input to a AWGN channel simulator. This block simulates a noisy channel where white Gaussian noise is added to the transmitted signal. The amount of noise depends on the signal-to-noise ratio preset by the user. The symbols obtained from the AWGN channel model are quantized before being sent to the decoder as its input. On receiving the input, the decoder attempts to recover the original sequence. All software modeling of the communication system (except for the FPGA-based decoder) was performed using a 1.6 GHz Pentium IV PC.
Hardware Implementation
The ASOVA-based decoder architecture was mapped to a Stratix EP1S10 FPGA located on an Altera NIOS Development Board [2] . This mapping allowed for in-field testing of turbo decoder designs for constraint lengths up to K=6. An RTL level description of the turbo decoder was written in Verilog so that it could be mapped to FPGA devices. The Verilog code was simulated using Altera Quartus II simulation tools. All designs were synthesized and mapped using Quartus II with timing constraints. The maximum operating frequencies of the FPGA were obtained following Quartus II compilation. Overall communication system decode rates were measured through profiling with the time utility on the PC.
Power consumption values for the turbo decoders were determined using the Quartus II power analyzer. To account for power consumption during EP1S10 reconfiguration, the power associated with reading the configuration bitstream from SDRAM and storing it in the FPGA was calculated. It was determined that approximately 125 mW of power are needed during reconfiguration to read the 3,534,640 EP1S10 configuration bits from 4M×32 Micron MT48LC4M32B2 SDRAM [19] . This value was determined by scaling the specified maximum power dissipa- 
Experimental Results
ASOVA Parameter Evaluation
Prior to implementing the ASOVA component decoder in hardware, a set of simulations were performed to evaluate appropriate T and N max values for our ASOVA-based decoders. Via simulation it was determined that a T = −10 Table 1 were best suited for our decoders for a fixed BER of 10 −4 . The signal-to-noise ratio (SNR) range supported by each tested decoder is shown in Table 1 . For a constraint length K = 4, code (15, 13) was used, for K = 5, code (31,27) was used, and for K = 6, code (65,57) was used. When the SNR is high, a reduced N max can be used to obtain the required BER.
Parameter values were used to evaluate the ASOVA decoders error-correcting performance versus competing component decoders. For comparison purposes, software versions of turbo decoders based on SOVA, Log-MAP, and Max-Log-MAP component decoders were also written. Figure 9 indicates that the BER performance of ASOVA is superior to SOVA and approaches the performance of the computationally more expensive Log-MAP algorithm for the (31,27) code (K = 5). Other codes demonstrated similar results.
ASOVA Turbo Decoder Implementation
To test the power consumption and decoding speed of our ASOVA-based turbo decoders, a parameterizable decoder was written in Verilog. Decoders for a variety of K and N max values were synthesized to an Altera Stratix EP1S10 FPGA and downloaded to a NIOS Development Board [2] . In the following experiments, turbo decoders were tested with 1024 bit data blocks and 6 decode iterations. The survivor memory was constructed from eight memory banks with the capacity to hold 10 × K trellis columns ofû k and ∆ information (5 × K for traceback, 2.5 × K for update, 2.5 × K for rotating spare storage). Table 1 illustrates the hardware resource usage of the decoders. 
ASOVA Dynamic Reconfiguration
A second set of experiments were used to determine power savings that could be achieved if the entire FPGA decoder was reconfigured at run-time to support existent channel SNR requirements. Depending on the SNR, power savings are achieved by using a lower N max , lower-power decoder for high SNR and a higher N max , higher-power decoder for low SNR. The three constraint lengths K offered three separate SNR ranges for testing.
A set of 10,000 SNR values were generated for each K Table 3 . Dynamic reconfiguration statistics using a log-normal shadowing distribution [22] for a total transmission length of 2.5 billion bits. Based on the assumption that SNR can be sampled successfully every 250K bits [21] , the FPGA was periodically reconfigured during the transmission process. Table 3 shows the number of required reconfigurations, the resulting decode rates at 50 MHz, and the average power dissipated. The average power consumption for the (31,27) code (K = 5) is 131 mW, a 36% improvement over a fixed N max = 16 decoder. For a (65,57) code (K = 6), the average power of 216 mW is 52% less than the power of the fixed N max = 32 decoder, 448 mW. Power and decode rate numbers include the time and power needed for FPGA reconfiguration and the time and power needed to read associated configuration bits from SDRAM, as described in Section 5. Derived power numbers are based on common standards-based assumptions [20] regarding communication systems. The circuitry required to determine existent SNR and associated decoder K and N max values is assumed to be located external to the decoder in a power-rich operating environment. Upon detection of an SNR change, this circuitry sends new K and N max values to the decoder to initiate FPGA reconfiguration.
Performance Comparison to Microprocessor Implementations
Although the parallelism and memory structure of turbo decoders make efficient implementation on a microprocessor difficult, we contrasted the software performance of ASOVA on two microprocessors versus FPGA hardware implementations. Software results were determined using the 1.6 GHz Pentium IV PC (the host for the NIOS board) and the 50 MHz NIOS processor running on the FPGA board. The results for K = 4, 5, and 6 are shown in Table 4 . For a given K and N max , the 50 MHz FPGA decoder outperformed software implemented on the Pentium IV by over two orders of magnitude. The NIOS processor power consumption of approximately 630 mW for all decoders is 30% larger than the highest power consumption for an FPGA decoder (447 mW).
In a hardware experiment we performed a direct comparison between FPGA decode rates on the NIOS board 
Comparison to Commercial Cores
In a final experiment, we compared our ASOVA decoder to comparable commercial FPGA turbo code cores available from Xilinx [26] and Altera [1] . All results in Table  5 are for a (15,13) code with 5 iterations. Xilinx and Altera values were taken from respective data sheets. A power value for the Altera core was unavailable.
Related Work
Although some reduced-complexity turbo coding approaches have been explored, published implementation results are scarce. Several path pruning algorithms, similar to ASOVA, evaluate the possibility of eliminating low cost paths. The Soft-output Adaptive Viterbi Algorithm [7] adapts SOVA to include a flexible T value to prune lowcost paths while maintaining BER performance. At each stage, only those paths whose path metrics are higher than the threshold are preserved. As a result, the number of survivor paths is reduced, limiting required computations and memory size. Path pruning approaches based on T and N max have been presented for MAP-based turbo decoders [11] . The M-BCJR algorithm preserves a fixed number of the best paths at each trellis stage. The T-BCJR algorithm preserves all paths with a path metric above a threshold, T . Results show that the latter approach is more efficient and preserves more paths across iterations. No hardware implementation results for these algorithms have been reported.
A reconfigurable turbo decoder based on MAP was implemented in a ReConfigurable Processor Board (RCP) [14] , a PCI board consisting of six Altera FLEX 10K70 FPGAs and SRAM units. The implementation allows for configuration based on constraint length K, interleaver length, and decoding iterations. Run-time dynamic reconfiguration was not used with this system. The reported decoding speed for a K = 4 configuration using six iterations is 700 cycles/bit, a decode rate of 71 Kbps at 50 MHz. Another implementation [5] mapped a MAP-based turbo decoder onto a PC-based card. Reported data rates varied between 4.8 Kbps and 128 Kbps.
Conclusion
In this paper we have presented a dynamically reconfigurable FPGA-based turbo decoder which has been optimized for power consumption. The component decoding algorithm, ASOVA, has been derived from an existing decode algorithm to provide the reduced complexity necessary for efficient hardware implementation. Parameters for the decoder have been determined via simulation. The key to power savings is decoder reconfiguration based on changing channel noise conditions. Through experimentation it is shown that up to a 52% power savings can be achieved by reconfiguring the decoder at run time rather than requiring a static implementation of a higher-complexity, higher power decoder. Our decoder has been verified in hardware using an Altera NIOS Development Board containing a Stratix FPGA.
In the future, we plan to contrast our decoder to software implementations on low power DSPs that employ voltage scaling. It is possible that noise-based reconfiguration of voltage levels may be possible for both DSP and FPGA-based implementations. We also plan to consider approaches to make the turbo decoder partially reconfigurable. 
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