We classify 329 late-type giants within 1 parsec of Sgr A * , using the adaptive optics integral field spectrometer SINFONI on the VLT. These observations represent the deepest spectroscopic data set so far obtained for the Galactic Center, reaching a 50% completeness threshold at the approximate magnitude of the helium-burning red clump (K S ∼ 15.5 mag.). Combining our spectroscopic results with NaCo H and K S photometry, we construct an observed Hertzsprung-Russell diagram, which we quantitatively compare to theoretical distributions of various star formation histories of the inner Galaxy, using a χ 2 analysis. Our best-fit model corresponds to continuous star formation over the last 12 Gyr with a top-heavy initial mass function (IMF). The similarity of this IMF to the IMF observed for the most recent epoch of star formation is intriguing and perhaps suggests a connection between recent star formation and the stars formed throughout the history of the Galactic Center.
1. INTRODUCTION A growing body of evidence suggests that the stellar population of the Galactic nucleus is distinct from that of the bulge. Surface brightness measurements from the NIR to the FIR show that in contrast to the bulge, the central few hundred parsecs of the Galaxy are dominated by a flat, disk-like distribution of stars, gas, and dust (Kent 1992; Launhardt et al. 2002) . This difference is also reflected in the kinematics: OH/IR stars in the central hundred parsecs show higher rotational velocities than expected for an inner single-component, bulge population (Lindqvist et al. 1992) .
Evidence for ongoing star formation also distinguishes the nucleus from the bulge.
The Galactic bulge is composed primarily of an old starburstlike population formed early, some 7-10 Gyr ago (Zoccali et al. 2003; van Loon et al. 2003; Zoccali et al. 2006; Ballero et al. 2007) . In contrast, the Galactic nucleus harbors substantial young and intermediate-age stellar populations. Intermediate-age populations have been most commonly inferred from broad-band photometry (Rieke 1987; Narayanan et al. 1996; Davidge et al. 1997; Philipp et al. 1999; Alexander & Sternberg 1999; Figer et al. 2004) . Star formation tracers have also been used to study intermediate-age populations, including young supergiants and luminous AGBs, which trace 10 Myr -1 Gyr populations (Sellgren et al. 1987; Blum et al. 1996b,a) , and OH/IR stars, which trace 1-3 Gyr populations (Wood et al. 1998; Sjouwerman et al. 1999) . The young stellar populations in the Galactic nucleus have been the subject of much recent work. These populations are predominantly concentrated in three young, massive clusters: the Arches and Quintuplet clusters (Figer et al. 1999 (Figer et al. , 2002 Stolte et al. 2005 , and references therein), approximately 30-50 pc in projected distance from the Galactic Center, and the Central Cluster, located within the central parsec (Krabbe et al. 1991 (Krabbe et al. , 1995 Paumard et al. 2006 , and references therein).
Star formation in the nucleus is thought to be ultimately linked to the inward transport of gas induced by the Galactic bar (Morris & Serabyn 1996; Kormendy & Kennicutt 2004) . However, precisely how gas is funneled from the outer galaxy to the nucleus and how this process affects the resultant star formation, remains poorly known. At present, there is a concentration of molecular gas 2-8 pc from the Galctic Center termed the circumnuclear disk (Guesten et al. 1987; Jackson et al. 1993; Serabyn et al. 1994 ). If such a structure routinely fuels star formation in the central parsec, the stars formed in this region may represent an entirely distinct population from the Arches and Quintpulet clusters or the intermediate age populations found throughout the ∼200 pc nucleus. Dynamical effects due to the supermassive black hole (Genzel et al. 2003 , Ghez et al. 2005 , and references therein) and the large stellar and remnant density in the central parsec may also lead to population differences between the Central Cluster and that in the larger nucleus, either prior to star formation or afterwards.
A number of investigators have attempted to address the nature of the Central Cluster and its relationship to the larger 100-300 pc nucleus. Most recently, Paumard et al. (2006) investigated the properties of the young stellar population in the central parsec, spectroscopically identifying nearly 100 OB and WolfRayet stars. They find that the majority of the young stars reside in two, inclined and counter-rotating disks, suggesting in situ star formation in dense gas accretion disks. Studies of the older stellar population in the central parsec have been primarily limited to broadband photometry. They have suggested that the fraction of low mass stars in the population increases with distance from the center, perhaps due to dynamical mass segregation (Philipp et al. 1999; Genzel et al. 2003; Schoedel et al. 2007) .
A detailed analysis, however, of the late-type giant population requires spectroscopy, owing to the large scatter in extinction near the Galactic Center and the intrinsic variations in giant star colors. Blum et al. (2003) pioneered work in this area, using spectroscopic and photometric observations of the most luminous giants and supergiants (50% complete at K S ∼10 mag.) to construct an H-R diagram for stars in the inner 5 pc. They report that the GC star formation rate in the central few parsecs is largely similar to that of the bulge. Specifically, they find that the majority of stars formed more than 5 Gyr ago, though they also find evidence that significant star formation also occurred during the past 100 Myr. However, their conclusions are limited by their bright magnitude limit, which samples only short-lived evolutionary stages, for which theoretical models are uncertain.
In this paper, we build on the work of Blum et al. (2003) in an effort to better characterize the late-type giant population within the central parsec. We report deep photometric and spectroscopic observations of 329 late-type giants in the GC, complete to 50% at K S ∼15.5 mag. Our observations for the first time include the helium-burning red clump, as well as the red giant branch and asymptotic giant branch. This improved magnitude limit allows for the most robust picture of the Galactic Center star formation history to date, as these stars are much better understood than the supergiants and luminous AGB stars studied by Blum et al. (2003) . In §2, we present our observations and the techniques used to construct the Hertzsprung-Russell (H-R) diagram. Section 3 discusses the resulting H-R diagram and implications for the GC star-formation history. We discuss our results in §4 and conclude with §5.
OBSERVATIONS AND DATA REDUCTION
2.1. Spectroscopic Observations and T eff Determination We observed eight Galactc Center fields between March and September 2006 using the integral field spectrometer SPIFFI (Eisenhauer et al. 2003a,b) in conjunction with the MACAO adaptive optics module (Bonnet et al. 2003 ) mounted on the SINFONI ESO VLT facility. We observed these fields for the dual purpose of identifiying main sequence B stars outside the central parsec (Martins et al. 2007b, in prep) and gathering spectroscopic observations for a large number of late-type giants. We chose fields with a radial distance from Sgr A * of less than 20 arcsec, selecting regions outside the minispiral to avoid nebular contamination in Brackett γ, and choosing fields north of Sgr A * to minimize separation from the AO guide star. We also avoided regions with extremely bright stars (K 9). As stars this bright are relatively rare, the selection bias in avoiding these stars is negligible. If the fields had instead been chosen at random, we expect no more than a few K 9 stars would be selected.
We observed each selected SINFONI field in 50 × 100 mas pixel mode, resulting in 0.2 arcsec resolution and a 4.2 ′′ × 4.2 ′′ field of view. We simultaneously observed all fields in H and K band, leading to a spectral resolution of R ≈ 1500. Figure 1 displays the location of the observed fields. The total exposure time for all fields was 4200 s, except for the fields at (17 ′′ , 17 ′′ ), (5 ′′ , 11 ′′ ), and (-8 ′′ , 8 ′′ ), which had total exposure times of 6600 s, 7200 s, and 2400 s, respectively. The fields span a range in projected distance from Sgr A* of 4 arcsec to 26 arcsec. A histogram of the observed stellar positions is shown in Figure 2 .
We reduced the raw data using a standard procedure to perform flat-fielding, sky subtraction, and wavelength calibration (Schreiber et al. 2004) . Following extraction, we removed the stellar continua by dividing by a second degree polynomial fitted to the linefree regions of the stellar spectra. The normalized spectra allow us to directly compare the VLT spectra to the normalized catalog spectra in Wallace & Hinkle (1997) and Kleinmann & Hall (1986) . A typical resultant GC K band spectrum following normalization is shown in Figure 3 . Three template spectra from the Wallace & Hinkle (1997) spectral library are also shown for comparison.
To classify the stars in our sample, we used the 12 CO 2.2935 µm, ν = 2 − 0 rovibrational band head, the strongest feature in our spectra and a well-known T eff indicator, for a given luminosity class (Kleinmann & Hall 1986) . We use only this feature, as it is largely free of nebular and telluric lines, making it more reliable than other H− and K−band signatures in our spectra. We note that in contrast to the work of Blum et al. (1996b Blum et al. ( , 2003 , we do not need the H+K band H 2 O feature to reliably predict effective temperatures, as our sample consists only of giants with K S >10.3 (see §2.2). Due to their rarity, stars sufficiently bright to be supergiant or long period variable candidates are not contained in our sample.
To define a T eff -12 CO index relation, we computed the CO index defined by Blum et al. (1996b) . Although not as well-known as other CO indices (e.g. equivalent width, photometric indices of Frogel et al. (1978) ), Blum et al. (1996b) showed that this index correlates well with other CO indices. Furthermore, it has the advantage of being insensitive to small variations in the nearby continuum because it does not require a fit to the continuum. The index is defined as CO % = [(1 − F band / F cont ) × 100)], where both bands are 0.015 µm wide and the continuum and CO band centers are defined as 2.284 µm and 2.302 µm, respectively. We note that although we adopt the same definition for the CO index as Blum et al. (1996b) , our spectra are normalized while theirs are not, and thus, our computed indices are not directly comparable to theirs. We calculated uncertainties in the computed indices, assuming the noise is dominated by photon statistics of the source and background and that the uncertainty in the band is approximately equal to that of the nearby continuum.
Following Blum et al. (2003) , we used CO strength to estimate effective temperatures for the cool giants in our GC sample. To define a CO index versus T eff relation, we used a set of archival comparison star spectra taken from Wallace & Hinkle (1997) and Kleinmann & Hall (1986) with well-determined effective temperatures given in the literature. In an effort to avoid systematic errors in our derived index−T eff relation, we used a large number of references, assuming temperatures derived from a wide variety of methods. A summary of the comparison star data is given in Table 1 , and the resulting relationship between CO index and T eff is shown in Figure 4 . The Wallace & Hinkle (1997) and Kleinmann & Hall (1986) relationships are in very good agreement with each other (for stars in common, ∆CO < 0.5%), suggesting that the CO index is largely independent of resolution or observing system. The relation is tightest for CO 17. As no stars in our GC sample have computed indicies exceding this value, we did not include comparison stars with CO > 17 in our fit. The resulting index-T eff relation using both empirical data sets is: log T eff = 3.7351 − 0.0060 × CO − 0.00040 × CO 2 , for all stars with measured indices 17 > CO ≥ 3. The errors in the derived coefficients are 0.0092, 0.0022, and 1.2×10 −4 , respectively. In order to separate cool giants from warmer giants and main sequence stars, warm stars with CO < 3 are removed from the sample. Of the 355 detected stars in our spectroscopy, 329 were categorized as CO-absorbers, and we assigned effective temperatures to these stars using the above index−T eff relation. Prior to temperature calculation, we cross-correlated all CO-absorbing stars with a CO-template in order to remove radial velocities. Errors in temperatures were estimated based on the noise in each spectrum and the intrinsic dispersion in our index−T eff relation (σ = 0.0050). As noted by Ramirez et al. (1997) , errors determined in this way are strictly only lower limits. The spectral classification and analysis of the remaining early-type (non-CO-absorbing) stars in our sample is less straight-forward (Martins et al. 2007a) , and we defer analysis of these stars to a later paper (Martins et al. 2007b, in prep) .
Photometric Observations
We made photometric observations using the imaging system NAOS/CONICA (NaCo), consisting of the adaptive optics system NAOS (Rousset et al. 2003 ) and the NIR camera CONICA (Hartung et al. 2003) at the 8.2-m UT4 (Yepun) of the ESO VLT. In April 2006, we collected several AO-corrected images in each of H and K S band with a pixel size of δx = 27 mas. The total exposure time was 64 s for each band, broken into thirtytwo dithered images, in which every fourth image was separated from the previous exposure by 16 arcsec. We used our standard reduction pipeline to perform sky subtraction, bad pixel corrections, flat field corrections, and stacking of images to create final mosaics. In Figure 1 , we display a sub-section of the final K S band mosaic, containing all stars analyzed in this paper. Photometry was extracted for only this region to help ensure PSF constancy across the image.
We used the crowded field photometry package StarFinder (Diolaiti et al. 2000) to establish relative photometry and source detection. An empirical PSF for the central core (FWHM ≃ 0.10 arcsec) was extracted from each image using seven bright, isolated stars. The full radial extent of the extracted PSF was r ≃ 0.19 arcsec. To derive the photometric curve of growth needed to place these results on an absolute scale, we adopted the MTF-fitting technique of Sheehy et al. (2006) . This technique fits the power spectrum of the image using a combination of the source spatial distribution function determined by StarFinder and a parameterized description of the modulation transfer functions (MTF) of the atmosphere, telescope, AO system, and science camera. The advantage of this technique is that it derives the PSF encircled energy curve of growth, including the extended, seeing-limited halo, and thus provides the aperture correction required for absolute photometric calibration. In deriving the curve of growth from the data themselves, we avoid systematic calibration errors introduced from using a PSF standard acquired at a different time and under different observing conditions than the target data. Given the rapid variations in AO performance (Fitzgerald & Graham 2006; Vacca et al. 2007 ), this technique is crucial for deriving accurate absolute photometry.
The MTF-fitting technique has so far only been applied to data obtained for the Keck Observatory LGSAO system (Sheehy et al. 2006; Vacca et al. 2007 ). To apply this technique to the VLT images, we used the Sheehy et al. (2006) software with appropriate input pa- Wallace & Hinkle (1997) and Kleinmann & Hall (1986) catalogs. The solid line is a least-squares fit to both data sets for stars with 17 > CO ≥ 3.
rameters for the VLT telescope pupil size and geometry, the camera platescale and pixel size, and the deformable mirror actuator spacing. The software uses the IDL procedure MPFIT 7 to perform a Levenberg-Marquardt least-squares fit of the parameterized model MTF to the data. The best fits to the H and K S band image power spectra are shown in Figure 5 . The spatial frequency, ν n , is normalized relative to the telescope cutoff frequency in the image plane (D tel /λ).
All images, even seeing-limited images, contain power up to the spatial frequency cutoff, which is D/λ for a circular pupil. To faithfully record all spatial information allowed by the telescope aperture, the pixel sampling frequency must therefore satisfy 1/δx ≥ 2D/λ (see Sheehy et al. (2006) for a detailed discussion). The K S band data are Nyquist-sampled: (1/δx)/(2D/λ) = 1. However, the H-band data are undersampled: (1/δx)/(2D/λ) = 0.76. This aliasing causes power at frequencies 0.76 < ν n < 1 to corrupt frequencies 0.52 < ν n < 0.76. The contamination of frequencies between 0.52 and ∼0.7 is negligible, as the power aliased to these frequencies consists only of detector and background noise. This power is orders of magnitude less than the non-aliased power at these spatial frequencies, and thus, has very little effect on the total power spectrum. On the other hand, the aliased power for contaminated spatial frequencies ν n 0.7 is of the same order-of- Perrin et al. (1998) magnitude as the non-aliased power, so the power spectrum at these frequencies is heavily influenced by the aliasing. We, therefore, chose only to fit the power spectrum for all spatial frequencies ν n < 0.70. As only detector and background noise contribute to the power spectrum for spatial frequencies ν n 0.8, we are excluding very little information about the PSF.
The relatively minor discrepency in Figure 5 between the model and data power spectra in K S band is likely due to uncertainties in the deformable mirror influence function, as an explicit description of the VLT CILAS mirror influence function was not available. We, therefore, used the approximate influence function for the Keck Xinetics mirror from van Dam et al. (2004) . The overall power spectra fits are satisfactory, and we do not expect that the photometric accuracy of our technique is significantly affected by this choice.
The Strehl ratios implied by the PSFs reconstructed from the fits in Figure 5 are 10% and 19%, for H and K S band, respectively. To test the integrity of these fits, we divided the images into nine subimages and fit the power spectrum of each subimage. This process yielded fairly consistent results for all subimages, implying an error in the H and K S band Strehl ratios of 0.5% and 1.0%, respectively. This agreement between subimages suggests that PSF variations due to variable distance from the guide star and variable exposure time in the final mosaic are only present at a low level.
We determined the photometric zero point from observations of the near-IR standard star 9178 (Persson et al. 1998) , obtained on the same night. The measured atmospheric extinction coefficients used to correct for the difference in airmass between our standard stars and science targets were 0.06 mag. airmass −1 for H and 0.07 mag. airmass −1 for K S . We derived photometric errors and completeness using the standard technique of inserting and recovering artificial stars of specified magnitude. Completeness is not uniform, so we calculated errors and completeness separately for each spectral field. To avoid artificially crowd- Sheehy et al. (2006) . The H band data are aliased, and we therefore, fit only the power spectrum for νn < 0.7 (see §2.2). The spatial frequency, νn, is normalized relative to the cutoff frequency in the image plane (D tel /λ). The Strehl ratios implied by these fits are 10±0.5% and 19±1.0% , for H and K S band, respectively. .-H and K S band photometric errors and completeness based on the artificial star tests described in §2. The spectroscopic completeness is estimated based on the number of CO-stars for which we could extract spectra, compared to the total number of stars detected in the photometry.
ing our images, we inserted only fifty stars at a time to each spectral subimage and repeated this procedure five times for each magnitude bin. We computed the photometric error at each magnitude using a Gaussian fit to the difference between the input and recovered magnitudes. Figure 6 shows the average photometric errors and completeness at each magnitude bin. Also shown is the spectroscopic completeness, estimated by comparing the number of stars detected in the H and K S band photometry to the number detected in the SINFONI data. The incompleteness in the SINFONI data at K S ∼13-15 mag. is caused by crowding and confusion with nearby bright stars in the field of view.
3. RESULTS
Hertzsprung-Russell Diagram Construction
Using the derived photometry and effective temperatures presented in the preceding section, we are able to place our GC sample on the Hertzsprung-Russell (H-R) diagram. To convert the measured photometric magnitudes to luminosity, we use models that assume the K band magnitudes are measured in the JohnsonCousins-Glass system (Bessell & Brett 1988) . Therefore, we first transformed the measured K S magnitudes to the Johnson-Cousins-Glass system, using the approximate transformations given in Carpenter (2001), assuming the NaCo and 2MASS JHK S color systems are identical, as in McCaughrean et al. (2004) . We next adopted empirical bolometric corrections of Fluks et al. (1994) for M stars and theoretical corrections of Girardi 2005 (http://pleiadi/pd.astro.it) for hotter stars. For the theoretical corrections, we assumed a solar metallicity and a surface gravity of log g = 2.0, though the results are largely independent of these assumptions. For all temperatures in the Galactic Center sample, we found systematic differences < 0.05 mag. in BC K for ∆[M/H] = 1.0 dex and ∆ log g = 1.0 dex, leading to systematic differences in the luminosity of ∆ log(L/L ⊙ ) 0.02. Additionally, we assumed a distance to the Galactic Center of 8.0 kpc (Reid 1993; Eisenhauer et al. 2003c ). There has been much recent debate concerning the precise distance to the Galactic Center. However, the choice of distance has only a small systematic effect on our derived luminosities; a change in distance of ∆d = 0.4 kpc induces a change in luminosity of ∆ log(L/L ⊙ ) ∼ 0.05. Finally, we corrected each star's luminosity individually for extinction using the photometric color, the derived T eff , and the interstellar extinction law of Rieke (1999) , derived from NICMOS observations of Galactic Center stars. All results are tabulated in Table 2 . 
Observed Hertzsprung-Russell Diagram
The GC H-R diagram is shown in Figure 7 . Our data clearly show the red clump at log(L/L ⊙ ) ∼ 1.7, as well as the upper red giant branch / early asymptotic giant branch. There is an indication of the AGB bump at log(L/L ⊙ ) ∼ 2.3, and we also detect some lower red giant branch stars at lower luminosities, though the observations are highly incomplete in this region. The data set in Figure 7 allows for a more robust analysis of the Galactic Center star formation history than any other previously published data set. Photometric studies are limited to the modeling of luminosities alone (Rieke 1987; Narayanan et al. 1996; Davidge et al. 1997; Philipp et al. 1999; Alexander & Sternberg 1999; Figer et al. 2004 ), due to intrinsic variations in late-type giant colors and the large variation in Galactic Center extinction. This point is illustrated in Figure 8 , which compares the observed H-R diagram to a color-magnitude diagram (CMD) for the same GC stars. The RGB/AGB and RC populations are more clearly distinguished in the H-R diagram than in the CMD, and there is less scatter in T eff than H − K, due to variations in GC extinction. As a result, only the K-band luminosity function can reliably be modeled with broadband photometry alone. The observed H-R diagram in this study is also an improvement with respect to previous spectroscopic work (Blum et al. 1996b (Blum et al. , 2003 , due to our improved magnitude limit (∼5 mag. deeper), which allows for the analysis of well-populated regions in the H-R diagram, in which the evolutionary models are fairly well understood.
The errors in temperature and luminosity are shown with the data in grey in Figure 7 . Average errors in temperature and luminosity for stars with luminosities 1.6 < log(L/L ⊙ ) < 2.0 (the red clump region) are shown at right. The temperature limit for the minimum CO index and the 50% completeness limit for the average extinction correction (A K = 2.75 mag.) are also shown. Solar metallicity (in red, left) and metal-poor (Z=0.008, in blue, right) isochrones from Girardi et al. (2000) are overplotted. The isochrones show the wide range of ages spanned by the Galactic Center population. Figure 7 also demonstrates the age-metallicity degeneracy inherent in this part of the diagram. Stars in the same part of the H-R diagram may represent a metal-rich, intermediate-age ( a few Gyr) population or a metal-poor, old ( 5 Gyr) population. For stars younger than ∼5 Gyr, the Galactic Center stellar population is known to be approximately solar (Ramírez et al. 2000; Carr et al. 2000) . For older stars, the Galactic Center metallicity distribution is not well-known. We will address this uncertainty later in the paper.
Deriving the Star Formation History
To investigate the star formation history implied by our sample, we begin with a qualitative discussion, followed by quantitative analysis in §3.4-3.5. We start by considering three models based on candidate star formation histories presented in the literature. The first scenario consists of an ancient burst of star formation 7.5-8.5 Gyr ago, similar to the single stellar population of the bulge. Genzel et al. (2003) compared this scenario to the K band luminosity function (KLF) of the inner parsec. The second model consists of constant star formation between 10 Myr and 10 Gyr ago. This model is based on the best-fit model of Figer et al. (2004) , who considered the Galactic Center KLF within 40 pc of the center. The third model corresponds to the best-fit star formation history of Blum et al. (2003) , who fit the H-R diagram of asymptotic giant branch and cool supergiant stars within the central 5 pc, using four specified age bins. All models are summarized in Table 3 .
For each scenario, we generated model H-R diagrams using the synthetic color-magnitude diagram computation algorithm IAC-Star (Aparicio & Gallart 2004) . The algorithm uses a Monte Carlo approach to compute composite stellar populations on a star-by-star basis, using a specified set of evolutionary tracks. The code accommodates several additional inputs, including the initial mass function, star formation rate function, and chemical enrichment law. To compare the generated models to the data, we added Gaussian noise based on the average observed errors in luminosity and temperature. We also randomly removed stars from the models according to our estimated spectroscopic completeness (Fig 6) .
The models are shown against our Galactic Center sample in Figure 9 . A qualitative comparison suggests Fig. 7 .-H-R diagram for the GC stars with solar-metallicity (in red, left) and metal-poor (Z=0.008, in blue, right) isochrones from Girardi et al. (2000) overplotted. The magnitude limit for 50% completeness (see Figure 6 ) and the temperature limit for which stars no longer show CO (see Figure 4) are overplotted as solid dark lines. Errors are shown in grey. The mean errors in temperature and luminosity for stars with luminosities 1.6 < log(L/L ⊙ ) < 2.0 (the red clump region) are shown at right.
that the ancient burst model is insufficient to fully describe the observed data set. The continuous star formation model and the Blum et al. (2003) model span the full range in temperature and luminosity of the observed data set but seem to have relatively too many stars at cool temperatures. It is unlikely this observed effect is caused by systematic errors or a selection bias. A systematic underestimate of the GC CO indices would shift the pattern to hotter temperatures. However, the red edge of the Hertzsprung gap (log T eff ∼ 3.70) is well matched by the models, making such a systematic effect unlikely. In addition, some cool RGB/AGB stars are present in the data, while a systematic shift to warmer temperatures would allow none. Finally, the brightness and CO strength of cool RGB/AGB stars compared to warmer, dimmer red clump stars means that cool RGB/AGB stars are relatively easy to detect and classify. There is no obvious way of selectively removing these stars from the sample.
Motivated by the comparison in Figure 9 , we consider three alternative scenarios that could potentially explain the relative paucity of stars at low temperatures:
1. The first and simplest possibility is that the star formation rate was low at early times ( 5 Gyr).
To test this hypothesis, we generated two models consisting of linear combinations of constant star formation in two specified age bins (Models 4 and 5 in Table 3 ). Model 4 assumes bins of 0.01-5 Gyr and 5-12 Gyr. Model 5 assumes bins of 0.01-7 Gyr and 7-12 Gyr.
2. A second possibility is that the oldest stars are metal poor. The previously described models assume a solar metallicity for all times. This assumption is motivated by the work of Ramírez et al. (2000) , who found the stellar [Fe/H] abundance to be approximately solar for stars younger than ∼5 Gyr. For older stars, the Galactic Center metallicity distribution has not been determined. However, the bulge, which formed 7-12 Gyr ago, is known to have a nearly solar distribution (Sadler et al. 1996 ). An extremely metal poor ancient popula- 
; ni is the number of observed stars and mi is the number of model stars in bin i. b Goodness of Fit Parameter: Percentage of Monte Carlo trials in which synthetic data sets composed of stars drawn from the best-fit models have larger χ 2 λ than the χ 2 λ implied by the observed data set. If the model is an accurate representation of the true star formation history, this percentage should be approximately 50%. c Average relative star formation rate for each age bin specified in the third column. The rates are normalized such that the total relative star formation rate is 1. d Uncertainty in the relative star formation rate, derived by fitting the star formation history to a series of synthetic data sets consisting of stars drawn from the observed data set. tion would, therefore, represent a completely separate population from the bulge. Given the current observed differences between the bulge and the nucleus discussed in §1, we can not exclude this possibility. We, therefore, generated two models to represent this scenario. The first model, Model 6, consists of a linear combination of constant star formation in two age bins with solar metallicity for 0.01-5 Gyr and a metallicity of 0.008 for 5-12 Gyr. The second model, Model 7, is a simple closed box model assuming constant star formation for 0.01-12 Gyr, a starting metallicity of 0.004 and an ending metallicity of solar.
3. A final way to explain the relative lack of stars at cool temperatures invokes a non-standard initial mass function (IMF). In all above models, we assume a Salpeter IMF with an upper mass limit of 120 M ⊙ and a lower mass limit of 0.7 M ⊙ . As stars less massive than ∼ 0.7M ⊙ have main sequence lifetimes comparable to the age of the Universe, we are not sensitive to stars below this mass limit. Recent results indicate that the current initial mass function of the Galactic Center is flatter than a Salpeter function or has an unusally high lower mass cut-off (Nayakshin & Sunyaev 2005; Paumard et al. 2006) . Such a mass function could explain the relative lack of low mass stars in the observed old stellar population. To test this hypothesis, we consider three models, all assuming continuous star formation at solar metallicity for 0.01-12 Gyr. The first model, Model 8, assumes a flat single power-law slope (dN/dm = m −0.85 ), chosen to match the results of Paumard et al. (2006) . Models 9 and 10 both assume a standard Salpeter slope (dN/dm = m −2.35 ), but with lower mass limits of 2.5 M ⊙ and 1.5 M ⊙ , respectively.
Results stemming from these three hypotheses are tested in §3.5.
Quantification of Fit
To quantitatively compare the models described above to the data, we adopted the numerical techniques described in Dolphin (2002) . We first binned the observed and model H-R diagrams in temperature and luminosity for stars above our 50% completeness threshold, using uniform bins with size three times our average errors (δ log(L/L ⊙ ) = 0.12, δ log T ef f = 0.018). The choice of bins in this technique is somewhat subjective. However, tests using different bins sizes showed that while Table 3 for a description of the models. We have added noise to the models based on the average observed errors in luminosity and temperature (upper left). We also corrected for the incompleteness function of the data (Fig 6) . A qualitative comparison suggests that all literature models produce relatively too many cool stars to describe the observed data set.
the binning scheme does change the fit quality, it does not significantly affect the derived star formation rates. This finding is in agreement with Dolphin (2002) .
For models with two age bins, we used the Numerical Recipes procedure AMOEBA (Press et al. 1992) to search for the linear combination of models that minimized the Poisson maximum likelihood parameter: (Dolphin 1997) . Here, n i is the number of observed stars and m i is the number of model stars in bin i. For models with fixed relative star formation rates, we scaled the model distribution to minimize χ 2 λ . To estimate the errors in the derived star formation history, we implemented the technique described in Blum et al. (2003) . We built a set of 100 H-R diagrams consisting of a random sampling of 329 stars drawn from the observed H-R diagram, allowing each observed star to be selected any number of times. We then re-derived the star formation history for each H-R diagram and given model. The resulting standard deviation in the derived star formation rate was taken as the 1σ uncertainty.
We measured the fit quality through a second set of Monte Carlo simulations. In this set, we generated 10,000 synthetic data sets drawn from the fitted models, selecting 329 stars randomly for each trial and re-deriving the star formation history for the selected subset. For a model that is an accurate representation of the true star formation history, χ 2 λ derived from the actual data set should be comparable to χ 2 λ derived from a typical synthetic data set. Therefore, to establish the goodness of fit, we calculated the percentage of trials, P λ , in which χ 2 λ was larger when fitting the synthetic data sets to the models than when fitting the true data sample to the models. If the model is a good representation of the true star formation history, P λ should be approximately 50%.
Model Results
The results of all model fits are listed in Table 3 . Hess diagrams showing the difference between the observed data histogram and the best-fit model histograms are shown in Figure 10 . White indicates regions where the model produces too many stars relative to the observed data set, and black indicates regions where the model produces too few stars relative to the observed data set. Examination of the P λ values in Table 3 confirms the qualitative result discussed in §3.3 that no literature model (Models 1-3) is a likely description of the observed data set. This result is also reflected in the first three panels in Figure 10 , which show white diagonal streaks, corresponding to the overdensity of cool stars in the models relative to the data.
Table 3 also suggests that the early-history low star formation rate models (Models 4 and 5) are unlikely representations of the data, though Model 5 returns a considerably better fit, and we are unable to completely exclude this model. However, examination of the fourth and fifth panels in Figure 10 show that both models systematically overpredict the number of cool stars, as in Models 1-3. Table 3 . White indicates regions where the model produces too many stars relative to the observed data set, and black indicates regions where the model produces too few stars relative to the observed data set. The first three panels correspond to models proposed in the literature and described in the text. All show white diagonal streaks, corresponding to the overdensity of cool stars in the models relative to the data. The early-history low star formation rate models (Models 4 and 5) suffer similar systematic deficiencies. The early-history low metallicity models (Models 6 and 7) predict a red clump / horizontal branch morphology that is too blue compared to the observed distribution. The high IMF mass limit models (Models 9 and 10) predict a hotter and more luminous red clump than is observed. The flat IMF model (Model 8) corresponds to the best fit and shows minimal systematic trends compared to the other models.
The early-history low metallicity models (Models 6 and 7) also show systematic deficiencies when compared to the data. Both models predict a red clump / horizontal branch morphology that is too blue compared to the observed distribution. Similar discrepencies between the models and data are present in the high IMF mass limit models (Models 9 and 10). Each predicts a hotter and more luminous red clump than is observed. However, while Models 9 and 10 predict no old, cool stars, the flat IMF model (Model 8) predicts few old, cool stars, in good agreement with the observations. Model 8 also gives a satisfactory goodness of fit (P λ = 40%) suggesting that this model is a likely representation of the observed distribution.
Using the models listed in Table 3 , we tested for population differences as a function of distance from the cluster center. Such differences within the central 1-2 pc are expected due to mass segregation, and several broadband photometry studies have found indications of such an effect (Philipp et al. 1999; Genzel et al. 2003; Schoedel et al. 2007 ). To test for this effect in our data, we separated the data into two sets containing the four innermost (4 ′′ − 15 ′′ , 11 ′′ median) and outermost (13 ′′ − 26 ′′ , 20 ′′ median) spectral regions shown in Figure 1 . We then refit the two best-fit models (Models 5 and 8) to each subset, applying the average errors and completeness specific to that subset. This process returned fits for each subset that are consistent with those obtained for the entire data set. In particular, the subset P λ values were within 10% of that obtained for the entire data set, and the relative star formation rates returned by both subsets for Model 5 were within 1σ of the rates returned by the entire data set. We therefore, find no significant evidence in our data for a population gradient. This result is not that surprising, as the broadband photometry results of Schoedel et al. (2007) suggest that variations in the cool, low-mass stellar population within the central parsec should be most evident 3-7 arcsec from Sgr A * . Our sample is outside of the region expected to exhibit the largest population differences (see Figure 1) . In the future, the technique we describe could be applied to regions closer to Sgr A * , although limited spectroscopic completeness due to increased stellar density would complicate such a study. Still, a thorough spectroscopic study of the red-clump and RGB/AGB populations as a function of distance from Sgr A * could provide the first definitive test of mass segregation within the central parsec (Alexander 2005) .
With the restriction to simple models, the top-heavy IMF model appears to be superior to the remaining three model families we consider (low star formation rate (SFR) at early times, low metallicity at early times, IMF with high lower mass limit). The low-SFR, low-Z, and high M lower families all show consistent systematic deficiencies when compared to the data. It is, therefore, unlikely one could slightly change the chosen parameters (i.e. precise metallicity, age bin cut-offs, mass ranges, etc.) within these families to produce a model that is an adequate description of the data.
Of the models considered in Table 3 , Model 8 (continuous star formation at solar metallicity with a top-heavy IMF) fits the observations best, and our Monte Carlo tests show that it is a reasonable description of the data. Based on the goodness of fit, we cannot completely exclude Model 5. However, as discussed in the previous section, this model shows systematic deviations from the data; we, therefore, favor Model 8. We note that Model 8 is probably not the only possible description of the data with this degree of likelihood. All models so far discussed assume a simplistic description of the GC star formation history, and there are likely more complicated scenarios that also adequately describe the data. For instance, an additional model with age bins identical to Model 5 and an IMF slope identical to Model 8 yields a reasonable fit (χ 2 λ = 257.0, P λ = 26.3%). However, we do not feel that increasing the number of free parameters is justified, given the limits, uncertainties, and size of our data set.
In the context of our current knowledge about the Galactic Center, continuous star formation with a topheavy IMF is reasonable. At present, there is substantial evidence for stars in the Galactic nucleus spanning a wide range of ages, based on results from broadband photometry, and several distinct age tracers, including supergiants, AGB stars, and OH/IR stars (see §1). The present distribution and kinematics of gas in the inner Galaxy is also consistent with continuous star formation (Morris & Serabyn 1996) .
In addition, the most recent epoch of star formation in the Galactic Center is likely represented by a topheavy initial mass function (Nayakshin & Sunyaev 2005; Paumard et al. 2006) . If this recent epoch of star formation is not anomolous and periodic bursts of GC star formation have occurred throughout the history of the Galaxy, there is no a priori reason to believe the GC IMF would change with time. The present data set appears to support this picture. We note that the mass traced by giants in the Central Cluster is primarily set by the initial mass formed, rather than dynamical effects, since mass segregation is expected to only strongly affect the central ∼0.01 pc of the Galactic Center (Hopman & Alexander 2006; Freitag et al. 2006 ). On the 1-2 pc scale studied in this paper, the efficiency of mass segregation is thought to be much lower, in agreement with observational photometry results (Genzel et al. 2003; Schoedel et al. 2007 ).
Though our findings are broadly consistent with several stellar population studies of the Galactic Center and the nucleus at large, there remains some disagreement. In particular, our results are somewhat different from those presented in Blum et al. (2003) , who probed the central 5 pc and used supergiants and bright AGB stars to quantify the star formation history in a method very similar to that employed here. Using their observed H-R diagram, Blum et al. (2003) argued for variable star formation over a wide range of ages, with the majority of stars formed more than 5 Gyr ago at solar metallicity. We find a much smaller fraction of our sample is represented by solar-metallicity low-mass stars with ages 5 Gyr.
The present work and the work of Blum et al. (2003) study different regions in the H-R diagram. Each regime has relative advantages and disadvantages for studying the GC star formation history, and we discuss each in turn:
1. Field of View: Due to the rarity of supergiants and bright AGB stars in the Galactic Center, Blum et al. (2003) probed all late-type stars above their magnitude limit for the entire Central Cluster (r < 2.5 pc). They, therefore, derived absolute star formation rates and were able to compare the cluster mass implied to estimates from dynamical studies. In contrast, our study probes a relatively small region on the sky (∼0.2 pc 2 within r < 1.0 pc). As such, our results are somewhat susceptible to population inhomogeneities in the Central Cluster, and we are able to derive only relative star formation rates.
2. Stellar Crowding: Spectral extraction from our SINFONI fields is complicated by stellar crowding. While we took care to ensure that our derived CO indices are largely independent of exact pixel and background selection, contamination by neighboring stellar spectra remains a source of uncertainty for many of the dim stars. The stars studied by Blum et al. (2003) , on the other hand, are well separated from each other. In addition, the GC AGBs and supergiants are much brighter than neighboring stars, so there is negligible uncertainty in the Blum et al. (2003) spectra due to crowding.
Spectral Classification:
The spectral classification method presented by Blum et al. (2003) is very similar to that presented here. Our depper study has the advantage that only giants are observed, and thus, a separate luminosity class determination is not required. Additionally, the stars we study are warmer than those studied by Blum et al. (2003) , and thus, our CO-T eff relationship is tighter than theirs, due to reduced uncertainties in model atmosphere spectra at warmer temperatures (Reid & Hawley 2000) . We further note that the derived temperatures for the red supergiants in the work of Blum et al. (2003) are likely systematically too cool, as Levesque et al. (2005) recently showed that red supergiants are ∼400 K warmer than previously thought.
Adequacy of Stellar Evolution Models:
The evolutionary models in the part of the H-R diagram probed by our study (red clump, red giant branch, early AGB) are much less uncertain than the part of the H-R diagram studied by Blum et al. (2003) (supergiants, TP-AGBs). Gallart et al. (2005) review the adequacy of AGB stellar evolution models for deriving star formation histories, concluding that the observed bright AGB populations are often more sensitive to poorly known modeling parameters than the star formation history. The input physics for the late AGB stages is not well determined (e.g. mass loss, convection, efficiency of the third dredge-up), and currently, only the Padova libraries include these stages (Girardi et al. 2000) . While uncertainties in mass loss and convection are also present for the red clump, RGB, and early AGB, the input physics for these stages is much better understood, and a number of stellar evolution models including these phases have been compared and tested against observations. For this reason, we believe our star formation history fit is more reliable than that presented in Blum et al. (2003) . Finally, our data set also has the benefit that it contains several evolutionary features (red clump, AGB bump) that are cleraly distinguishable from surrounding regions in the H-R diagram. The diagram morphology assures us that no large systematic effects are present in the data and allows us to construct physically motivated models. The region of the H-R diagram studied by Blum et al. (2003) has no such morphological features.
While we believe that our results are more robust than those presented in Blum et al. (2003) , we also note that the findings are not necessarily in conflict. The region probed by Blum et al. (2003) extends to ∼2.5 pc from the center, whereas we probe only the central parsec. Furthermore, we note that there are some similarities in our findings. Both studies find evidence for star formation throughout the history of the Galaxy, and both studies suggest that purely solar metallicity models are needed to produce the observed data. Still, further work is needed to resolve the remaining discrepencies (i.e., variable versus continuous star formation, Salpeter versus flat IMF). Specifically, a sample tracing a large region on the sky and containing thousands of stars would represent a significant step forward in this field. The planned FLAMINGOS-2 GC Survey on Gemini (Eikenberry et al. 2006 ) will obtain 4000 late-type giant spectra out to one degree in Galactocentric radius (∼140 pc) and with a spectral resolution of R∼20,000. It will, therefore, provide unprecedented information on the Galactic Center chemical enrichment and star formation history.
SUMMARY AND CONCLUSION
We observed 329 late-type giants 4 ′′ − 26 ′′ north of Sgr A * with the integral field spectrometer SINFONI on the VLT. Combining spectral classifications with NaCo photometry, we derived luminosities and effective temperatures for these stars. Due to the improved magnitude limit of our sample relative to previous work, our derived H-R diagram clearly shows the red clump, as well as the red giant branch and asymptotic giant branch. Using a maximum likelihood analysis, we compared the observed distribution to models representing ten possible star formation histories. The best-fit model corresponds to continuous star formation over the last 12 Gyr with a top-heavy IMF. The similarity of this result to the IMF observed for the most recent epoch of star formation is intriguing and perhaps suggests a connection between recent star formation and the stars formed throughout the history of the Galactic Center. The upcoming FLAMINGOS-2 GC Survey on Gemini will provide important information needed to further understand this suggestive result.
