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Given a collection of random variables, we build a probabilistic relation that, in the case of continuous random vari-
ables, expresses for each couple of random variables the probability that the ﬁrst one takes a greater value than the second
one. In order to compute this probability, the random variables are artiﬁcially coupled by means of a ﬁxed commutative
copula. The main result of this paper pertains to the transitivity of this probabilistic relation. Provided the commutative
copula satisﬁes some additional condition, this transitivity can be described elegantly within the cycle-transitivity frame-
work. It ranges between two known types of transitivity: TL-transitivity and partial stochastic transitivity.
 2007 Elsevier Inc. All rights reserved.
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Many methods can be established for the comparison of the components (random variables, r.v.) of a ran-
dom vector (X1, . . .,Xn), as there are many ways to extract useful information from the joint cumulative dis-
tribution function (c.d.f.) F X 1;...;Xn that characterizes the random vector.
A ﬁrst simpliﬁcation consists in restricting the comparison strategy to methods that aim at comparing the
r.v. two by two. In science it is common practice to regard the joint interaction between three or more entities
as the result of their pairwise interactions solely. In probability theory, it means that a method for comparing
r.v. should only use the information contained in the bivariate c.d.f. F X i ;Xj . Therefore, from the point of view
of model building, one can very well ignore the existence of a multivariate c.d.f. and just describe mutual
dependencies between the r.v. by means of the bivariate c.d.f. Of course one should be aware that not all
choices of bivariate c.d.f. are compatible with a multivariate c.d.f. The problem of characterizing those ensem-
bles of bivariate c.d.f. that can be identiﬁed with the marginal bivariate c.d.f. of a single multivariate c.d.f., is0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.05.010
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and therefore will refer to the couplings between pairs of r.v. as artiﬁcial couplings.
A second simplifying step often made is to bypass the information contained in the bivariate c.d.f. to
devise a comparison method that entirely relies on the one-dimensional marginal c.d.f. In this case there is
even not a compatibility problem, as for any set of univariate c.d.f. F X i , the product F X 1F X 2    F Xn is a
valid joint c.d.f., namely the one expressing the independence of the r.v. The comparison method reduces
to the comparison of one-dimensional c.d.f. There are many ways to compare such functions, and by far
the simplest one is the method that builds a partial order on the set of r.v. using the principle of ﬁrst
order stochastic dominance. It states that a r.v. X is weakly preferred to a r.v. Y if for all u 2 R it holds
that FX(u) 6 FY(u). Other types of stochastic dominance, such as second order stochastic dominance, also
appear in various applications [20]. At the extreme end of the chain of simpliﬁcations, are the methods
that compare r.v. by means of a characteristic or a function of some characteristics derived from the
one-dimensional marginal c.d.f. The simplest example is the weak order induced by the expected values
of the r.v.
In this paper, we ignore the latter simplifying steps and fully utilize the information contained in the (arti-
ﬁcial) bivariate c.d.f. We extend and further analyze a method that we have recently put forward to compare
independent random variables in a pairwise manner [8]. More precisely, a so-called probabilistic relation Q is
generated, which can be regarded as a graded preference relation, expressing intensities of preference [16]. For
discrete r.v., these intensities of preference can in turn be regarded as winning probabilities in a dice game,
each r.v. being associated to a (possibly unfair) hypothetical dice with an arbitrary number of faces each con-
taining an arbitrary number of eyes [10].
In our setting, the cornerstone for computing the probabilistic relation Q is the knowledge of the bivariate
c.d.f. F X i;X j for all couples of r.v. (Xi,Xj). In general, the function Cij that joins the one-dimensional marginal
c.d.f. F Xi and F Xj into the bivariate marginal c.d.f. F X i;X j , i.e. F X i;X j ¼ CijðF X i ; F XjÞ is known as a (commuta-
tive) copula [22]. Note that the copulas should not be the same for all pairs of r.v. For a collection of inde-
pendent r.v., however, they are all equal to the ordinary product TP(x,y) = xy and the pairwise
comparison expressed in terms of a probabilistic relation therefore relies upon the knowledge of the one-
dimensional marginal c.d.f. solely, as is the case in stochastic dominance methods. Our comparison method,
however, is not equivalent to any known kind of stochastic dominance, but should rather be regarded as a
graded variant of it.
In this paper, we investigate the case where all copulas used to artiﬁcially couple the r.v. are the same but
not necessarily equal to the product, neither to the greatest copula TM(x,y) = min(x,y), the minimum oper-
ator, nor to the smallest copula TL(x,y) = max(x + y  1,0), also known as the Łukasiewicz t-norm. These
three special cases have been considered recently by the present authors and in particular it has been revealed
that the probabilistic relations generated by these couplings possess transitivity properties that can be nicely
characterized. The main theorem of this paper extends these transitivity results to a particular class of copulas,
which contains the family of Frank copulas.
Transitivity is a simple, yet powerful property of relations. It plays a decisive role in many ﬁelds, such
as graph theory, clustering techniques, preference modelling, etc. In preference modelling, for instance,
rationality considerations often lead to the demand of transitivity. The concept of transitivity is unique
for crisp relations, but for probabilistic relations there is a whole range of transitivity properties. Often,
one tries to capture the transitivity in the form of a type of stochastic transitivity, but in our previous work
it appeared that the latter framework is too narrow to cover the transitivity properties of the probabilistic
relations generated already in the case of independent r.v. On the other hand, also the framework of T-
transitivity, with T a t-norm, and well known from the theory of fuzzy relations, proved insuﬃcient to deal
with the transitivity of probabilistic relations. Instead, we have developed a new framework, called cycle-
transitivity framework, that allows to characterize the types of transitivity that will arise in the present
investigation.
In the next section, we brieﬂy summarize the main concepts to be used, such as copulas and cycle-transi-
tivity. In Section 3, we recall the method used to compare r.v. and the way a probabilistic relation is generated
from it. Section 4 contains the main result of this paper in the form of a theorem. Finally, Section 5 is con-
cerned with the family of Frank copulas.
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2.1. Transitivity of fuzzy relations
A binary relation R on a universe A is called transitive if for any (a,b,c) 2 A3 it holds that
ðða; bÞ 2 R ^ ðb; cÞ 2 RÞ ) ða; cÞ 2 R: ð1ÞHowever, many other equivalent formulations may be devised, such asðRða; bÞP a ^ Rðb; cÞP aÞ ) Rða; cÞP a; ð2Þ
for any a 2 [0, 1]. Alternatively, transitivity can also be expressed in the following functional form:minðRða; bÞ;Rðb; cÞÞ 6 Rða; cÞ: ð3Þ
Note that on {0,1}2 the minimum operation is nothing else but Boolean conjunction.
In the setting of fuzzy set theory, formulation Equation (3) has led to the popular notion of T-transitivity,
where a t-norm T [18] is used as generalization of the Boolean conjunction. Recall that a fuzzy relation R on A
is an A2 ! [0,1] mapping that expresses the degree of relationship between elements of A.
Deﬁnition 1. Let T be a t-norm. A fuzzy relation R on A is called T-transitive if for any (a,b,c) 2 A3 it holds
thatT ðRða; bÞ;Rðb; cÞÞ 6 Rða; cÞ: ð4Þ
The three main continuous t-norms are the minimum operator TM, the algebraic product TP and the
Łukasiewicz t-norm TL.
In [4] we have extended the above deﬁnition to other binary operations frequently occurring in the ﬁeld of
probability theory and statistics, namely quasi-copulas and copulas. For an excellent monograph on copulas
and related operations, we refer to [22].
Deﬁnition 2. A binary operation C:[0,1]2 ! [0,1] is called a copula if it satisﬁes:
(i) Neutral element 1: ("x 2 [0,1])(C(x, 1) = C(1,x) = x).
(ii) Absorbing element 0: ("x 2 [0, 1])(C(x, 0) = C(0,x) = 0).
(iii) Monotonicity: C is increasing in each variable.
(iv) Moderate growth: ("(x1,x2,y1,y2) 2 [0,1]4)ðx1 6 x2 ^ y1 6 y2Þ ) ðCðx1; y1Þ þ Cðx2; y2ÞP Cðx1; y2Þ þ Cðx2; y1ÞÞ:Note that condition (iii) can be omitted (as it follows from (ii) and (iv)). It is well known that a copula is a
t-norm if and only if it is associative; conversely, a t-norm T is a copula if and only if it is 1-Lipschitz,
i.e. ("(x1,x2,y1,y2) 2 [0,1]4)ðjT ðx1; y1Þ  T ðx2; y2Þj 6 jx1  x2j þ jy1  y2jÞ:
Finally, note that for any copula C it holds that TL 6 C 6 TM.
In analogy to T-transitivity, we suggest the following deﬁnition.
Deﬁnition 3. Let C be a copula. A fuzzy relation R on A is called C-transitive if for any (a,b,c) 2 A3 it holds
thatCðRða; bÞ;Rðb; cÞÞ 6 Rða; cÞ: ð5Þ
If C is a copula, then the binary operation eC deﬁned byeCðx; yÞ ¼ xþ y  Cðx; yÞ ð6Þ
is called the dual of C, while the binary operation C* deﬁned by
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is called the co-copula of C. Note that neither the dual of a copula, nor its co-copula is a copula. However, the
binary operation bC deﬁned bybCðx; yÞ ¼ xþ y  1þ Cð1 x; 1 yÞ ð8Þ
is a copula, called the survival copula of C. A copula is called stable if it coincides with its survival copula [19].
A very important family of stable copulas is the family of Frank copulas ðT Fk Þk2½0;1 [15]. This family is also
well known in fuzzy set theory as the family of Frank t-norms. We will use the parametrization commonly
used in the latter ﬁeld, well knowing that in probability theory a diﬀerent parametrization is used. For
k2]0,1[[]1,1[, the Frank copula T Fk is deﬁned byT Fk ðx; yÞ ¼ logk 1þ
ðkx  1Þðky  1Þ
k 1
 
: ð9ÞAs limit cases, one obtains TM (k! 0), TP (k! 1) and TL (k!1).
2.2. Transitivity of probabilistic relations
Another class of A2 ! [0, 1] mappings are the so-called probabilistic relations Q satisfying
Qða; bÞ þ Qðb; aÞ ¼ 1; ð10Þfor any (a,b) 2 A2. For such relations, it holds in particular that Q(a,a) = 1/2. Transitivity properties for prob-
abilistic relations rather have the logical ﬂavour of Eq. (2). There exist various kinds of stochastic transitivity
for probabilistic relations [1,21].
Deﬁnition 4. Let g be a commutative increasing [1/2,1]2 ! [1/2,1] mapping. A probabilistic relation Q on A is
called stochastic transitive w.r.t. g, or shortly g-stochastic transitive, if for any (a,b,c) 2 A3 it holds thatðQða; bÞP 1=2 ^ Qðb; cÞP 1=2Þ ) Qða; cÞP gðQða; bÞ;Qðb; cÞÞ: ð11Þ
This deﬁnition includes many well-known types of stochastic transitivity. Indeed, g-stochastic transitivity is
known as [21]:
(i) strong stochastic transitivity when g = max;
(ii) moderate stochastic transitivity when g = min;
(iii) weak stochastic transitivity when g = 1/2.
Although T-transitivity, with T a t-norm, or C-transitivity, with C a copula, on the one hand, and g-sto-
chastic transitivity on the other hand are of a completely diﬀerent nature and arise in diﬀerent contexts, there
have been several successful attempts to unify both concepts into a single general framework. One such frame-
work, called FG-transitivity, has been developed by Switalski [24,25]. It formally generalizes g-stochastic tran-
sitivity in the sense that Q(a,c) is now bounded both from below and above by [1/2,1]2 ! [0, 1] mappings.2.3. Cycle-transitivity
The present authors recently introduced the cycle-transitivity framework [4]. In analogy to FG-transitivity,
cycle-transitivity involves an upper and a lower bound function; however, instead of Q(a,c), it is the cyclic
invariant sum Q(a,b) + Q(b,c) + Q(c,a) that is bounded. We will give a brief introduction to cycle-transitivity,
as it will turn out to be, to our knowledge, the only appropriate framework for expressing the type of tran-
sitivity exhibited by the probabilistic relation generated from the pairwise comparison of a collection of r.v.
In the cycle-transitivity framework [4], for a probabilistic relation Q = [qij], the quantitiesaijk ¼ minðqij; qjk; qkiÞ; bijk ¼ medðqij; qjk; qkiÞ; cijk ¼ maxðqij; qjk; qkiÞ; ð12Þ
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be used.
Deﬁnition 5. A function U : D ! R is called an upper bound function if it satisﬁes:
(i) U(0,0,1)P 0 and U(0,1,1)P 1;
(ii) for any (a,b,c) 2 D:Uða; b; cÞ þ Uð1 c; 1 b; 1 aÞP 1:The function L : D! R deﬁned by
Lða; b; cÞ ¼ 1 Uð1 c; 1 b; 1 aÞ ð13Þis called the dual lower bound function of a given upper bound function U.
Deﬁnition 6. A probabilistic relation Q = [qij] is called cycle-transitive w.r.t. an upper bound function U, if for
all (i, j,k) it holds that:Lðaijk; bijk; cijkÞ 6 aijk þ bijk þ cijk  1 6 Uðaijk; bijk; cijkÞ; ð14Þwhere L is the dual lower bound function of U.
If (14) holds for some (i, j,k), then due to the built-in duality, it also holds for all permutations of (i, j,k). On
the other hand, this duality implies that it is suﬃcient to verify only the right-hand inequality (or equivalently,
only the left-hand inequality) for two permutations of (i, j,k) that are not cyclic permutations of one another,
e.g. (i, j,k) and (k, j, i). When the lower bound equals the upper bound, i.e. L(a,b,c) = U(a,b,c) for all
(a,b,c) 2 D (in which case the inequalities in (14) become equalities), we say that the function U is self-dual.
The above deﬁnition implies that if a probabilistic relation Q is cycle-transitive w.r.t. U1 and
U1(a,b,c) 6 U2(a,b,c) for all (a,b,c) 2 D, then Q is cycle-transitive w.r.t. U2. It is clear that U1 6 U2 is not
a necessary condition for the latter implication to hold. Two upper bound functions U1 and U2 will be called
equivalent if for any (a,b,c) 2 D it holds that a + b + c  1 6 U1(a,b,c) is equivalent to
a + b + c  1 6 U2(a,b,c).
Cycle-transitivity includes as special cases C-transitivity, with C a commutative copula, and all known types
of g-stochastic transitivity.
Proposition 1. Let C be a commutative copula. A probabilistic relation Q is C-transitive if and only if it is cycle-
transitive w.r.t. the upper bound function UC defined byUCða; b; cÞ ¼ aþ b Cða; bÞ: ð15Þ
The operation in Eq. (15) is the dual of the copula C. In particular, if C belongs to the family of Frank
copulas, i.e. C ¼ T Fk for some k 2 [0,1], then UCða; b; cÞ ¼ SFk ða; bÞ, with SFk the corresponding Frank co-cop-
ula/t-conorm. The following special cases are of particular interest:
(i) TM-transitivity: UM(a,b,c) = max(a,b);
(ii) TP-transitivity: UP(a,b,c) = a + b  ab;
(iii) TL-transitivity: UL(a,b,c) = min(a + b,1). An equivalent upper bound function is given by
U 0Lða; b; cÞ ¼ 1.
Proposition 2. Let g be a commutative, increasing [1/2,1]2 ! [1/2,1] mapping such that g(1/2,x) 6 x for any
x 2 [1/2,1]. A probabilistic relation Q on A is g-stochastic transitive if and only if it is cycle-transitive w.r.t. the
upper bound function Ug defined byUgða; b; cÞ ¼
bþ c gðb; cÞ; if bP 1=2 ^ a < 1=2;
1=2; if aP 1=2;
2; if b < 1=2:
8><>: ð16Þ
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(i) strong stochastic transitivity: Uss(a,b,c) = b (a self-dual upper bound function);
(ii) moderate stochastic transitivity: Ums(a,b,c) = c;
(iii) weak stochastic transitivity: Uws(a,b,c) = b + c  1/2.In our former work, a type of transitivity that can neither be classiﬁed as a type of C-transitivity, nor as a
type of g-stochastic transitivity, has proven to play a predominant role and this new type of transitivity has
been called dice-transitivity [10].
Deﬁnition 7. Cycle-transitivity w.r.t. the upper bound function UD deﬁned byUDða; b; cÞ ¼ bþ c bc; ð17Þ
is called dice-transitivity.
Since UP 6 UD 6 UL and also Ums 6 UD, dice-transitivity can be situated between TP-transitivity and TL-
transitivity, and also between moderate stochastic transitivity and TL-transitivity. We have also shown that
dice-transitivity cannot be cast into the FG-transitivity framework [3].
Yet another form of transitivity is a slight weakening of moderate stochastic transitivity. A probabilistic
relation Q on A is called partially stochastic transitive [13] if for any (a,b,c) 2 A3 it holds thatðQða; bÞ > 1=2 ^ Qðb; cÞ > 1=2Þ ) Qða; cÞP minðQða; bÞ;Qðb; cÞÞ:
Also this type of transitivity can be expressed elegantly in the cycle-transitivity framework [7].
Proposition 3. Cycle-transitivity w.r.t. the upper bound function Ups defined byUpsða; b; cÞ ¼ c ð18Þ
is equivalent to partial stochastic transitivity.3. A method for comparing random variables
An immediate way of comparing two r.v. is to consider the probability that the ﬁrst one takes a greater
value than the second one. Proceeding along this line of thought, a random vector (X1,X2, . . .,Xm) generates
a probabilistic relation.
Deﬁnition 8. Given a random vector (X1,X2, . . .,Xm), the binary relation Q deﬁned byQðX i;X jÞ ¼ ProbfX i > X jg þ 1
2
ProbfX i ¼ X jg ð19Þis a probabilistic relation.
Note that for discrete r.v. Xi and Xj,Q(Xi,Xj) is not just the probability that Xi takes a greater value than Xj,
as half of the probability of a tie is also taken into account. In general, probabilistic relations are not only a
convenient tool for expressing the result of the pairwise comparison of a set of alternatives [1], but they also
appear in various ﬁelds such as game theory [12], voting theory [17,23] and psychological studies on preference
and discrimination in (individual or collective) decision making methods [11].
For two discrete r.v. Xi and Xj, Q(Xi,Xj) can be computed asQðX i;X jÞ ¼
X
k>l
pX i;X jðk; lÞ þ
1
2
X
k
pX i ;Xjðk; kÞ; ð20Þwith pX i ;Xj the joint probability mass function (p.m.f.) of (Xi,Xj). For two continuous r.v. Xi and Xj,Q(Xi,Xj)
can be computed asQðX i;X jÞ ¼
Z þ1
1
dx
Z x
1
fX i;X jðx; yÞdy; ð21Þwith fX i;X j the joint probability density function (p.d.f.) of (Xi,Xj).
312 B. De Baets, H. De Meyer / Internat. J. Approx. Reason. 47 (2008) 306–322The above comparison method takes into account the bivariate marginal c.d.f. and hence the pairwise
dependence of the components of the random vector. The information contained in the probabilistic relation
is therefore much richer than if, for instance, we would have based the comparison of Xi and Xj solely on their
expected values. Despite the fact that the dependence structure is entirely captured by the multivariate c.d.f.,
the pairwise comparison is only apt to take into account pairwise dependence, as only bivariate c.d.f. are
involved. Indeed, the bivariate c.d.f. do not fully disclose the dependence structure; the r.v. may even be pair-
wise independent while not mutually independent.
Since the copulas Cij that couple the univariate marginal c.d.f. into the bivariate marginal c.d.f. can be dif-
ferent from another, the analysis of the probabilistic relation and in particular the identiﬁcation of its transi-
tivity properties appear rather cumbersome. It is nonetheless possible to state in general, without making any
assumptions on the bivariate c.d.f., that the probabilistic relation Q generated by an arbitrary random vector
always shows some minimal form of transitivity.
For fuzzy relations, TM-transitivity is the type of transitivity closest to the transitivity of crisp relations as
all a-cuts of a TM-transitive fuzzy relation are transitive crisp relations [26]. At the other end of the ‘transitivity
scale’, one could very well imagine a situation of total absence of any type of transitivity in the sense that,
given Q(a,b) and Q(b,c), there is no restriction at all on the value of Q(a,c). In practice, however, fuzzy or
probabilistic relations resulting from pairwise comparison methods, whether it concerns, e.g. physical or eco-
nomical processes, or processes related to human reasoning and behaviour, often show some minimal form of
transitivity. This ‘weakest’ type of transitivity apparently inherent to reality is TL-transitivity. It frequently
arises in the context of similarity measurement [2,5], and is strongly connected to the triangle inequality in
metric spaces [6]. Not surprisingly, the probabilistic relation Q generated by a random vector also shows this
type of transitivity.
Proposition 4. The probabilistic relation Q generated by a random vector is TL-transitive.
Proof. Let (X,Y,Z) be any components of the given random vector. We ﬁrst consider the case of continuous
r.v. characterized by a 3-dimensional joint p.d.f. fX,Y,Z. Since the event that two or more r.v. take the same value
has zero probability, we consider the following mutually exclusive events: (1) X > Y > Z, (2) X > Z > Y, (3)
Y > X > Z, (4) Y > Z > X, (5) Z > X > Y and (6) Z > Y > X and we generically denote by f i, i 2 {1 , . . . , 6},
the integral of fX,Y,Z on the domain described by the double inequality numbered (i). For instance,f 1 ¼
ZZZ
x>y>z
fX ;Y ;Zðx; y; zÞdxdy dz:Obviously,
P6
i¼1f
i ¼ 1. Since Q(X,Y) = Prob{X > Y}, one immediately obtains that QðX ; Y Þ ¼ f 1 þ f 2 þ f 3.
Similarly, QðY ;ZÞ ¼ f 1 þ f 3 þ f 4 and QðZ;X Þ ¼ f 4 þ f 5 þ f 6. It follows that QðX ; Y Þ þ QðY ; ZÞþ
QðZ;X Þ  1 ¼ f 1 þ f 4 þ f 5 6 1, which proves that Q is TL-transitive.
Next, consider the case of discrete r.v. characterized by a 3-dimensional joint p.m.f. fX,Y,Z (for convenience,
we keep the notation f for probability masses). Besides the six events described before, seven more events have
to be distinguished, namely (7) X = Y > Z, (8) X = Z > Y, (9) Z > X = Y, (10) Y > X = Z, (11) Y = Z > X,
(12) X > Y = Z and (13) X = Y = Z. We denote by f i the sum of fX,Y,Z on the domain described by the double
inequality–equality numbered (i). Clearly, it holds that
P13
i¼1f
i ¼ 1. Since QðX ; Y Þ ¼ ProbfX > Y gþ
1
2 ProbfX ¼ Y g, it also holds thatQðX ; Y Þ ¼ f 1 þ f 2 þ f 5 þ 1
2
f 7 þ f 8 þ 1
2
f 9 þ f 12 þ 1
2
f 13:Combining Q(X,Y) with similar expressions for Q(Y,Z) and Q(Z,X), we ﬁnally obtain that
QðX ; Y Þ þ QðY ; ZÞ þ QðZ;X Þ  1 ¼ f 1 þ f 4 þ f 5 þ 1
2
P13
i¼7f
i 6 1, which again shows thatQ isTL-transitive. h
Our further interest is to study the situation where (momentarily) abstraction is made that the r.v. are com-
ponents of a random vector, and all bivariate c.d.f. are enforced to depend in the same way upon the univar-
iate c.d.f., in other words, we consider the situation of all copulas being the same, well knowing that this might
not be possible at all. In fact, this simpliﬁcation is equivalent to considering instead of a random vector, a
collection of r.v. and to artiﬁcially compare them, all in the same manner and based upon a same copula.
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previously unravelled three particular cases, namely the case of the product copula TP, and the cases of the two
extreme copulas, the minimum operator TM and the Łukasiewicz t-norm TL, respectively related to a pre-
sumed but not-necessarily existing comonotonic and countermonotonic pairwise dependence of the r.v.
[22]. From these studies the following results can be reported.
Proposition 5 ([8,10]). The probabilistic relation Q generated by a collection of random variables pairwisely
coupled by TP is dice-transitive, i.e. it is cycle-transitive w.r.t. to the upper bound function UD. In particular, the
probabilistic relation generated by a collection of independent r.v. is dice-transitive.
Proposition 6 ([7,9]). The probabilistic relation Q generated by a collection of random variables pairwisely cou-
pled by TM is cycle-transitive w.r.t. to the upper bound function U given byUða; b; cÞ ¼ minðbþ c; 1Þ:
Cycle-transitivity w.r.t. the upper bound function U is equivalent to cycle-transitivity w.r.t. UL or U
0
L.
Proposition 7 ([7,9]). The probabilistic relation Q generated by a collection of random variables pairwisely cou-
pled by TL is partially stochastic transitive, i.e. it is cycle-transitive w.r.t. to the upper bound function Ups.
Let us recall that the proofs were ﬁrst given for discrete uniformly distributed r.v. [9,10]. It allowed for an
interpretation of the values Q(Xi,Xj) as winning probabilities in a hypothetical dice game, or equivalently, as a
method for the pairwise comparison of ordered lists of numbers. Subsequently, we have shown that as far as
transitivity is concerned, this situation is generic and therefore characterizes the type of transitivity observed in
general [7,8]. Note that this does not contradict the fact that if the r.v. possess distributions that belong to
certain parametrized families, the generated probabilistic relation can ‘gain’ transitivity [8]. In the present
paper, we will not deal with special families of marginal distributions.4. Transitive comparison of artiﬁcially coupled random variables
In this section, we derive the main result of the paper. It concerns the transitivity of the probabilistic rela-
tion generated by a collection of random variables that are pairwisely (and artiﬁcially) coupled by a same com-
mutative copula C.
In the extensive and intricate proof, we will consider as generic situation continuous r.v. that are uniformly
distributed on ﬁnitely countable unions of ﬁnite intervals. This generalizes the situation of uniformly distrib-
uted discrete r.v. that was used as generic situation in the proofs for the special cases of C being either TP, TM
or TL.
In the following, let X, Y and Z be three continuous r.v. with p.d.f. given byfX ðuÞ ¼
1
jDX j ; if u 2 DX ;
0; elsewhere;
(
fY ðuÞ ¼
1
jDY j ; if u 2 DY ;
0; elsewhere;
(
fZðuÞ ¼
1
jDZ j ; if u 2 DZ ;
0; elsewhere;
(where DX, DY and DZ are ﬁnitely countable unions of ﬁnite real intervals such that DX \ DY \ DZ = ;; also, jÆj
denotes the total length. Note that X, Y and Z are uniformly distributed on disjoint subsets of the real line.
To compare X and Y we use the copula C. Since X and Y cannot take the same value, it follows thatQðX ; Y Þ ¼ ProbfX > Y g ¼
ZZ
x>y
dF X ;Y ;
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sentation of the probability Q(X,Y). We draw a 2-dimensional (FX(x), FY(y))-plot, where x and y run from
1 to +1. With each couple (x,y) corresponds a point (FX(x), FY(y)) in the unit square. As depicted in
Fig. 1, the curve (FX(u),FY(u)), u2] 1, +1[ that separates the regions where x > y and x < y, has the shape
of a staircase which departs either from the bottom line or the left vertical line and ends either at the top line or
the right vertical line. In the following, we call this demarcation line in the (FX,FY)-plot the (X,Y)-staircase,
and we will make a distinction between ‘noses’ and ‘holes’ for the turning points on this staircase. The staircase
shape follows from the fact that X and Y are uniformly distributed on disjoint subintervals of the real line.
The computation of probabilities proceeds as followsProb fx1 6 X 6 x2; y1 6 Y 6 y2g
¼ F X ;Y ðx1; y1Þ þ F X ;Y ðx2; y2Þ  F X ;Y ðx1; y2Þ  F X ;Y ðx2; y1Þ
¼ Cðs1; t1Þ þ Cðs2; t2Þ  Cðs1; t2Þ  Cðs2; t1Þ;where s1 = FX(x1), s2 = FX(x2), t1 = FY(y1) and t2 = FY(y2). The points (s1, t1) and (s2, t2) determine a rectan-
gular domain in the (FX,FY)-plot (the dashed rectangle in Fig. 1) and the probability is computed by means of
the values of the copula C in its corner points. We call the probability associated with this rectangle and cop-
ula C, the C-weighted area of the rectangle. To compute the probability Q(X,Y), we must partition the region
x > y of Fig. 1 into rectangular parts and sum up the probabilities associated with these rectangles, in other
words, we compute the C-weighted area of the region x > y. Note that since C is a copula, the C-weighted area
is non-negative.
Assume now that Q(X,Y) has a ﬁxed value k with 0 6 k 6 1. There are many uniform distributions of X
and Y on unions of intervals that yield this probability k, or, in graphical terms, there are many (X,Y)-stair-
cases that delimit a region x > y with C-weighted area equal to k. We can distinguish two extreme cases: the
(X,Y)-staircase is either a single horizontal or a single vertical line. These extreme cases are depicted in Fig. 2.
In Fig. 2a the region x > y is the rectangle below the horizontal line and its C-weighted area is given byCð0; 0Þ þ Cð1; kÞ  Cð0; kÞ  Cð1; 0Þ ¼ k:
Similarly, in the other extreme case Fig. 2b, the region x > y is the rectangle to the right of the vertical line with
C-weighted area given byCð1 k; 0Þ þ Cð1; 1Þ  Cð1 k; 1Þ  Cð0; 1Þ ¼ 1 ð1 kÞ ¼ k:
Herewith, we have gathered the ingredients that allow us to state and prove the main theorem.
Theorem 1. Let C be a commutative copula such that for any n > 1 and for any 0 6 x1 6    6 xn 6 1 and
0 6 y1 6    6 yn 6 1, it holds thatX
i
Cðxi; yiÞ 
X
i
Cðxn2i; yn2i1Þ 
X
i
Cðxn2i1; yn2iÞ
6 C xn þ
X
i
Cðxn2i2; yn2i1Þ 
X
i
Cðxn2i; yn2i1Þ; yn þ
X
i
Cðxn2i1; yn2i2Þ 
X
i
Cðxn2i1; yn2iÞ
 !
;
ð22ÞFig. 1. (X,Y)-staircase delimiting the region x > y in the 2-dimensional (FX,FY)-plot.
Fig. 2. The two extreme cases of delimiting the region x > y such that Q(X,Y) = k.
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relation Q generated by a collection of random variables pairwisely coupled by C is cycle-transitive w.r.t. to
the upper bound function UC defined by:UCða; b; cÞ ¼ maxðbþ Cð1 b; cÞ; cþ Cðb; 1 cÞÞ: ð23Þ
If C is stable, thenUCða; b; cÞ ¼ bþ Cð1 b; cÞ ¼ cþ Cðb; 1 cÞ: ð24ÞProof. Let X, Y and Z be three uniformly distributed r.v. on domains DX, DY and DZ, and pairwisely coupled
by the commutative copula C. Assume that Q(X,Z) and Q(Z,Y) are given. We want to ﬁnd the extreme values
that can be attained by Q(X,Y). Throughout the proof, we will use the shorter notation qXY instead of
Q(X,Y).
There exist many c.d.f. FX and FZ for which Prob{X > Z}, computed with C, has the given value qXZ. In
graphical terms, with any (X,Z)-staircase in the (FX,FZ)-plot such that the region x > z has C-weighted area
equal to qXZ, we can associate appropriate c.d.f. FX and FZ. Similarly, there exist many c.d.f. FZ and FY such
that the (Z,Y)-staircase in the (FZ,FY)-plot delimits a region z > y that has C-weighted area equal to qZY.
Assume that such an (X,Z)-staircase and a (Z,Y)-staircase have been chosen. We then superpose the two plots
on a single (FX,FY)-plot as shown in Fig. 3.
In the (FX, FY)-plot, the staircase that delimits the intersection of the regions x > z and z > y from the
(FX,FZ)- and (FZ,FY)-plots, is the region for which it deﬁnitely holds that x > y and its C-weighted area is
therefore a lower bound for qXY. On the other hand, the staircase that delimits the union of the regions x > z
and z > y, is the largest region for which it can possibly hold that x > y, and therefore its C-weighted area is anFig. 3. An (X,Z)-staircase and a (Z,Y)-staircase superposed in an (FX,FY)-plot.
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x < z and z < y and therefore also that x < y.
As we are only interested in the upper bound for qXY, from here onwards we only consider the union of the
regions x > z and z > y. We must determine for which (X,Z)- and (Z,Y)-staircases the C-weighted area of the
union of the regions is maximal and then prove that there exist uniform distributions FX, FY and FZ for which
this maximum is attained. To get an idea of what the maximum could be, let us consider the situations where
the (X,Z)- and (Z,Y)-staircases are either horizontal or vertical lines. Four combinations should be
distinguished.
Firstly, if the (X,Z)-staircase is a vertical line and the (Z,Y)-staircase is a horizontal line, such that
qXZ = 1  qZX and qZY = 1  qYZ are ﬁxed, we ﬁnd the situation as depicted in Fig. 4. To obtain an upper
bound for qXY, we have to compute the C-weighted area of the union of the two regions. Partitioning this
union as shown in Fig. 4, we obtain:Fig. 4.
beingqXY 6 ½Cð0; 0Þ þ Cð1 qXZ ; qZY Þ  Cð0; qZY Þ  Cð1 qXZ ; 0Þ þ qXZ
¼ qXZ þ Cð1 qXZ ; qZY Þ
¼ 1 qZX þ CðqZX ; 1 qYZÞ;from which it follows thatqXY þ qYZ þ qZX  1 6 qYZ þ CðqZX ; 1 qYZÞ: ð25Þ
Note that in this case, the upper bound for qXY can be attained for instance with the choiceDX ¼ 1 qYZ ; 1 qYZ þ qZX ½ [ 2þ qZX ; 3½;
DY ¼ 0; 1 qYZ ½ [ 2 qYZ þ qZX ; 2þ qZX ½;
DZ ¼ 1 qYZ þ qZX ; 2 qYZ þ qZX ½:Since (qXY, qYZ, qZX) can be any permutation of (a,b,c), the upper bound condition implies the conditionaþ bþ c 1 6 maxðaþ Cð1 a; bÞ; aþ Cð1 a; cÞ; bþ Cð1 b; aÞ; bþ Cð1 b; cÞ;
cþ Cð1 c; aÞ; cþ Cð1 c; bÞÞ:Since C is increasing, it holds that C(1  a, b) 6 C(1  a, c), C(1  b, a) 6 C(1  b, c) and C(1  c,
a) 6 C(1  c, b), and since C is 1-Lipschitz, it holds that a + C(1  a, c) 6 b + C(1  b, c). The upper bound
condition therefore reduces toaþ bþ c 1 6 maxðbþ Cð1 b; cÞ; cþ Cð1 c; bÞÞ: ð26Þ
Note that the right-hand side of Eq. (26) is the upper bound stated in the theorem. As we already know
that this upper bound can be attained, the proof will be complete if we can show that there does not exist
an attainable higher bound. In fact, we will prove a somewhat stronger result, namely that no higher theoret-
ical bound can be obtained, even making abstraction of the fact whether it is attainable or not. Secondly, withIllustration of the computation of an upper bound for qXY from extreme (X,Z)- and (Z,Y)-staircases, the values of qXZ and qZY
given.
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oretical upper bound is now given byFig. 5.
being g
Fig. 6.
being gqXY 6 ½Cð0; 0Þ þ CðqXZ ; 1 qZY Þ  Cð0; 1 qZY Þ  CðqXZ ; 0Þ þ qZY
¼ qZY þ CðqXZ ; 1 qZY Þ ¼ 1 qYZ þ Cð1 qZX ; qYZÞ;from which it follows thatqXY þ qYZ þ qZX  1 6 qZX þ Cð1 qZX ; qYZÞ: ð27Þ
Note that the only diﬀerence with the previous situation is that qYZ and qZX have changed roles. It can be
shown that this theoretical bound, though it yields the same upper bound condition Eq. (26) as before, is
not attainable in the setting of Fig. 5. Thirdly, let the (X,Z)- and (Z,Y)-staircases be both horizontal as shown
in Fig. 6. It follows thatqXY 6 maxðqXZ ; qZY Þ ¼ 1minðqYZ ; qZX Þ;
whenceqXY þ qYZ þ qZX  1 6 maxðqYZ ; qZX Þ; ð28Þ
which yields the upper bound conditionaþ bþ c 1 6 c: ð29Þ
It can be shown that this upper bound can be attained, but as it is not greater than the upper bound in Eq.
(26), we can ignore this situation. Finally, the reader can easily verify that if the (X,Z)- and (Z,Y)-staircases are
vertical lines, then the same theoretical bound Eq. (28) is obtained and also this situation can therefore be
ignored.Illustration of the computation of an upper bound of qXY from extreme (X,Z)- and (Z,Y)-staircases, the values of qXZ and qZY
iven.
Illustration of the computation of an upper bound for qXY from extreme (X,Z)- and (Z,Y)-staircases, the values of qXZ and qZY
iven.
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delimited by any (X,Z)- and (Z,Y)-staircases, cannot be greater than the C-weighted area of the union of the
two regions delimited by the vertical and horizontal staircase, respectively. The proof goes in two steps.
Firstly, we show that it is suﬃcient to consider only those combinations of (X,Z)- and (Z,Y)-staircases that
yield an (X,Y)-staircase (delimiting the union of the regions x > z and z > y) of which the noses are taken
alternately from the noses of the (X,Z)-staircase and the (Z,Y)-staircase. Indeed, assume for instance that two
or more consecutive noses of the (X,Y)-staircase are noses of the (X,Z)-staircase, as illustrated in Fig. 7a
(three noses on the staircase drawn with full lines, the other staircase being drawn with small dashes). The
section from a to e of the (X,Z)-staircase is modiﬁed into a new section that contains only one nose (section a–
b–c–d–e drawn with large dashes) such that the C-weighted area of the x > z region under the modiﬁed (X,Z)-
staircase remains constant. It implies that the C-weighted area of the shaded region in the middle of Fig. 7b
exactly compensates the sum of the C-weighted areas of the other two shaded domains. Consequently, the C-
weighted area of the union of the two regions after transformation is at least as great as the C-weighted area of
the union before transformation. Now, we carry out one more C-weighted area-preserving transformation on
the (Z,Y)-staircase, such that it contains only one hole where it lies below the transformed section of the
(X,Z)-staircase. This is illustrated in Fig. 7c. By means of well-chosen transformations, it is therefore always
possible to obtain the maximal C-weighted area by means of intertwined (X,Z)- and (Z,Y)-staircases that
alternately deliver the noses of the (X,Y)-staircase, and forming a chain of rectangular boxes in the (FX,FY)-
plot.
For the second step of the proof, we need to consider arbitrary intertwined staircases, or equivalently,
arbitrary chains of rectangular boxes. To get insight in this general situation, let us ﬁrst investigate the case of
a chain of three rectangular boxes, and consider the middle box, as illustrated in Fig. 8. The C-weighted area
of the region to the right and below the (X,Z)-staircase (full line) is qXZ, while the C-weighted area of the
region to the right and below the (Z,Y)-staircase (dashed line) is qZY. Let us compare the C-weighted area of
the union of these regions to that of the union of the rectangular regions obtained by taking e.g. the horizontal
line with ordinate 1  qZX = qXZ as the (X,Z)-staircase and the vertical line with abscissa qYZ as (Z,Y)-
staircase. Let us assume that y1 6 1  qZX 6 y2 and x1 6 qYZ 6 x2. The shaded region labelled I which extends
from x1 to qYZ and from 1  qZX to y1 is the region that is maximally added to the union of the two
rectangular domains, whereas the shaded rectangular regions labelled II and III, extending from 0 to x1 and
from y1 to 1  qZX, resp. from qYZ to x2 and from y2 to 1, are the regions that are minimally subtracted from
that union. It follows that the C-weighted area of the union of the two rectangular domains is a maximum if
the C-weighted area of I is at most equal to the sum of the C-weighted areas of II and III, i.e. ifCðqYZ ; y2Þ þ Cðx1; 1 qZX Þ  Cðx1; y2Þ  CðqYZ ; 1 qZX Þ
6 Cðx1; 1 qZX Þ  Cðx1; y1Þ þ sþ CðqYZ ; y2Þ  qYZ  Cðx2; y2Þ:Since y2  C(x1, y2) = 1  qZX and x2  C(x2, y1) = qYZ, this condition is equivalent to the condition
Cðx1; y1Þ þ Cðx2; y2Þ  Cðx1; y2Þ  Cðx2; y1Þ 6 Cðx2  Cðx2; y1Þ; y2  Cðx1; y2ÞÞ: ð30ÞFig. 7. Illustration of how staircases can be transformed into intertwined staircases forming rectangular boxes.
Fig. 8. Computing the maximal C-weighted area of the union.
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1  qZX < y1 or qYZ < x1 the same condition is retrieved.
Let us ﬁnally compare the C-weighted area of the union of the regions x > z and z > y delimited by
staircases to the C-weighted area of the union of the rectangular regions delimited by the vertical line with
abscissa qZX as extreme (X,Z)-staircase and the horizontal line with ordinate 1  qYZ as extreme (Z,Y)-
staircase. A completely similar derivation leads to the conclusion that the C-weighted area of the union of the
regions delimited by the (X,Z)- and (Z,Y)-staircases is not greater than the C-weighted area of the union of
the regions delimited by the vertical and horizontal lines, provided it holds thatCðx1; y1Þ þ Cðx2; y2Þ 6 x2 þ y2  1þ Cð1 x2 þ Cðx2; y1Þ; 1 y2 þ Cðx1; y2ÞÞ: ð31Þ
This inequality is obtained from Eq. (22) by setting n = 3 and choosing x3 = y3 = 1 and therefore is fulﬁlled.
Continuing in the same line as for the case of a chain of three rectangular boxes and with the same
notational conventions, the following conditions are easily derived. If the nose (x1, y2) of the (X,Y)-staircase
belongs to the (X,Z)-staircase, then for even n = 2m, the condition isX
i
Cðxi; yiÞ 
X
i
Cðx2i1; y2iÞ 
X
i
Cðx2i; y2i1Þ
6 C x2m þ
X
i
Cðx2i; y2iþ1Þ 
X
i
Cðx2i; y2i1Þ; y2m
 
þ
X
i
Cðx2iþ1; y2iÞ 
X
i
Cðx2i1; y2iÞ
!
; ð32Þwhile for n = 2m + 1 the condition isX
i
Cðxi; yiÞ 
X
i
Cðx2i1; y2iÞ 
X
i
Cðx2i; y2i1Þ
6 x2mþ1 þ y2mþ1  1þ C 1 x2mþ1 þ
X
i
Cðx2iþ1; y2iÞ
X
i
Cðx2i1; y2iÞ;
 
1 y2mþ1 þ
X
i
Cðx2i; y2iþ1Þ
X
i
Cðx2i; y2i1Þ
!
: ð33ÞIf the nose (x1,y2) of the (X,Y)-staircase belongs to the (Z,Y)-staircase, then for even n = 2m, the condition isX
i
Cðxi; yiÞ 
X
i
Cðx2iþ1; y2iÞ 
X
i
Cðx2i; y2iþ1Þ
6 x2m þ y2m  1þ C 1 x2m þ
X
i
Cðx2i; y2i1Þ 
X
i
Cðx2i; y2iþ1Þ;
 
1 y2m þ
X
i
Cðx2i1; y2iÞ
X
i
Cðx2iþ1; y2iÞ
!
; ð34Þ
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i
Cðxi; yiÞ 
X
i
Cðx2iþ1; y2iÞ 
X
i
Cðx2i; y2iþ1Þ
6 C x2mþ1 þ
X
i
Cðx2i1; y2iÞ 
X
i
Cðx2iþ1; y2iÞ; y2mþ1þ
X
i
Cðx2i; y2i1Þ 
X
i
Cðx2i; y2iþ1Þ
!
: ð35Þ
 
Note that all these conditions are fulﬁlled, as Eq. (32) is equivalent to Eq. (22) with n = 2m, Eq. (33) is
equivalent to Eq. (22) with n = 2m + 2 and x2m+2 = y2m+2 = 1, Eq. (34) is equivalent to Eq. (22) with
n = 2m + 1 and x2m+1 = y2m+1 = 1, and Eq. (35) is equivalent to Eq. (22) with n = 2m + 1. Note also that if
C is stable, then Eq. (32) is equivalent to Eqs. (34) and (33) is equivalent to Eq. (35).
To conclude, if C satisﬁes Eq. (22), then the maximal C-weighted area is obtained with extreme (X,Z)- and
(Z,Y)-staircases, from which it follows that the function UC deﬁned in Eq. (23) is the upper bound function
that determines the cycle-transitivity property of the probabilistic relation Q if the r.v. are uniformly
distributed on disjoint sets of intervals. If the r.v. have arbitrary c.d.f., the staircases become curves that have
the property that for any point on them all the points to the left of and below that point belong to the region of
interest. It is clear that such a curve can always be approximated as closely as desired by a staircase (in the
sense that the C-weighted area of the region enclosed by the curve and the staircase approximation can be
made as small as required). As none of the combinations of staircases provides a greater upper bound than the
one obtained with the extreme staircases, also in the limit none of the combinations of delimiting curves yields
a greater upper bound. The situation of r.v. that are uniformly distributed on disjoint sets of intervals is
therefore generic as far as the transitivity of Q is concerned.
One can easily verify that if C is a stable copula, then it holds thatbþ Cð1 b; cÞ ¼ cþ Cðb; 1 cÞ;
from which Eq. (24) immediately follows. Note that without the concept of cycle-transitivity, it would be very
diﬃcult to describe this type of transitivity in a compact manner. This completes the proof of the theorem. h5. Artiﬁcial coupling with frank copulas
It is natural to ask whether commutative copulas that fulﬁl condition Eq. (22) can be characterized in an
alternative way. We consider again the case n = 2 which corresponds to Eq. (30):Cðx1; y1Þ þ Cðx2; y2Þ  Cðx1; y2Þ  Cðx2; y1Þ 6 Cðx2  Cðx2; y1Þ; y2  Cðx1; y2ÞÞ;
for all 0 6 x1 6 x2 6 1 and 0 6 y1 6 y2 6 1. The following example shows that this condition is not necessarily
satisﬁed for any stable commutative copula.
Example 1. Consider the commutative copula C deﬁned byCðx; yÞ ¼
1
3
þmaxðxþ y  1; 0Þ; if ðx; yÞ 2 ½1=3; 2=32;
minðx; yÞ; elsewhere:
(
ð36ÞIt is the ordinal sum h1/3,2/3,TLi with TL linearly rescaled to the square [1/3,2/3]2. It is easily veriﬁed that
C is stable (as it is a ‘symmetrical’ ordinal sum of Frank copulas [19]). Let x1 = y1 = 1/4 and x2 = y2 = 3/4.
The left-hand side of Eq. (30) becomes C(1/4,1/4) + C(3/4,3/4)  C(1/4,3/4)  C(3/4,1/4) = 1/4 + 3/4 
1/4  1/4 = 1/2, while the right-hand side evaluates to C(x2  C(x2,y1),y2  C(x1,y2)) = C(1/2,1/2) = 1/3,
showing that Eq. (30) does not hold for all 0 6 x1 6 x2 6 1 and 0 6 y1 6 y2 6 1. Note that for the same choice
of points also Eq. (31) fails to hold.
From this example we also learn that ‘symmetrical’ ordinal sums of Frank copulas do not always fulﬁl
the condition of Theorem 1. For the Frank copulas themselves, however, condition Eq. (30) is always
satisﬁed.
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Cðx1; y1Þ þ Cðx2; y2Þ  Cðx1; y2Þ  Cðx2; y1Þ 6 Cðx2  Cðx2; y1Þ; y2  Cðx1; y2ÞÞ:Proof. The proof goes by straightforward computation. Let C ¼ T Fk and assume that k > 1. Condition Eq.
(30), rewritten in the formCðu; sÞ þ Cðv; tÞ  Cðu; tÞ  Cðv; sÞ 6 Cðv Cðv; sÞ; t  Cðu; tÞÞ;
with u 6 v and s 6 t, is equivalent with½k 1þ ðku  1Þðks  1Þ½k 1þ ðkv  1Þðkt  1Þ½k 1
6 ½k 1þ ðku  1Þðkt  1Þ½k 1þ ðkv  1Þðks  1Þ½k 1þ ðkvCðv;sÞ  1ÞðktCðu;tÞ  1Þ:SincekxCðx;yÞ  1 ¼ k
xðk 1Þ
k 1þ ðkx  1Þðky  1Þ  1 ¼
ðkx  1Þðk kyÞ
k 1þ ðkx  1Þðky  1Þ ;the above inequality is also equivalent withðk 1Þ2ðkt  ksÞðkv  kuÞ 6 ðkt  1Þðk kuÞðkv  1Þðk ksÞ:
This inequality holds for all u, v, s, t 2 [01] sinceðk 1Þðkt  ksÞ 6 ðkt  1Þðk ksÞ;
is equivalent to (k  kt)(ks  1)P 0, and similarly,ðk 1Þðkv  kuÞ 6 ðkv  1Þðk kuÞ;
is equivalent to (k  kv)(ku  1)P 0. For k < 1, the computations are similar. For k = 1, the proof is
immediate. h
Based on numerous numerical experiments, we dare to put forward the following conjecture.
Conjecture 1. For any Frank copula condition (22) is satisfied.
Assuming the conjecture is true, Theorem 1 applies in particular to the Frank copula family. For C ¼ T Fk , it
then holds that the probabilistic relation Q generated by a collection of r.v. is cycle-transitive w.r.t. the upper
bound function UFk given by:UFk ða; b; cÞ ¼ bþ T Fk ð1 b; cÞ ¼ bþ c T F1=kðb; cÞ ¼ SF1=kðb; cÞ: ð37Þ
In the above transition, we have used the fact that T Fk ð1 x; yÞ ¼ y  T F1=kðx; yÞ [14].
Since for k 6 k 0 it holds that T Fk P T Fk0 , it also follows that UFk P UFk0 . Therefore, the lower the value of k
when the r.v. are coupled by T Fk , the weaker the type of transitivity exhibited by the probabilistic relation gen-
erated by these r.v. In particular, the strongest type of transitivity is encountered when coupling by TL, the
weakest when coupling by TM.
Let us discuss the three main copulas again.
(i) For C ¼ T L ¼ T F1, it follows from Eq. (37) that Q is cycle-transitive w.r.t. the upper bound function
UF1 given byUF1ða; b; cÞ ¼ maxðb; cÞ ¼ c ¼ Upsða; b; cÞ:
In other words, Q is partially stochastic transitive (Proposition 7).
(ii) For C ¼ T P ¼ T F1 , we retrieve the well-known case of independent r.v. (Proposition 5), with
UF1 ða; b; cÞ ¼ bþ c bc ¼ UDða; b; cÞ:(iii) For C ¼ TM ¼ T F0 , it follows from Eq. (37) that Q is cycle-transitive w.r.t. the upper bound function
UF0 given by
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6. Conclusion
In this paper, we have studied the probabilistic relation generated by a collection of random variables,
obtained by computing winning probabilities from artiﬁcially constructed bivariate c.d.f. Provided the copula
involved in this construction satisﬁes some additional condition, this probabilistic relation turns out to exhibit
an interesting type of transitivity that can be expressed in the cycle-transitivity framework. The generated
probabilistic relation can therefore be seen as a graded alternative to stochastic dominance. In future work,
we will try to characterize the (stable) commutative copulas fulﬁlling the additional condition encountered,
and at least conﬁrm that Frank copulas eﬀectively fulﬁl that condition. Additionally, we will examine how
the knowledge of this type of transitivity can help us come up with meaningful crisp partial orders on a col-
lection of random variables, providing alternatives to the classical stochastic dominance notions.
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