This short paper presents a preliminary analysis of the impact of model parameter uncertainty on the accuracy of solution algorithms for the scheduling problems with the learning effect. We consider the maximum completion time minimization flowshop problem with job processing times described by the power functions dependent on the number of processed jobs. To solve the considered scheduling problem we propose heuristic (NEH based) and metaheuristic (simulated annealing) algorithms. The numerical experiments show that NEH and simulated annealing are robust for this problem with respect to model parameter uncertainty.
INTRODUCTION
Classical flowshop scheduling problems are perceived to be more interesting in a theoretical context than as a practical research (Gupta and Stafford, 2006) . It follows from observations that algorithms constructed on the basis of the classical models usually provide unsatisfactory (unstable) solutions for real-life flowshop problems, since these models do not take into consideration additional factors such as the learning effect that is significant in practice (Biskup, 2008) , (Lee and Wu, 2004) , (Rudek, 2011) .
A schedule for a real-life problem (e.g., in manufacturing or computer systems) is calculated on the basis of a model and values of its parameters. Due to the possible differences between estimated and real values of problem parameters (e.g., shape of the learning curve, job processing times), the algorithms that are efficient for the modelled problem do not have to be accurate for the real problem. Therefore, it is crucial to evaluate how values of parameters (uncertainty) affect the quality of solutions provided by such algorithms, thereby determine their usefulness.
Thus, in this paper, we will analyse the impact of values of parameters on the accuracy of solution algorithms for the scheduling problems with the learning effect. In particular, we will consider the maximum completion time minimization flowshop problem with job processing times described by the power functions dependent on the number of processed jobs. This paper is organized as follows. Next section contains the problem formulation. Approximation algorithms with the analysis of their efficiency are given subsequently. The last section concludes the paper.
PROBLEM FORMULATION
There are given a set J = {1,. . ., n} of n jobs and m machines, namely M ={M 1 ,. . ., M m }. Each job j consists of a set O = {O 1, j , . . . , O m, j } of m operations. Each operation O z, j has to be processed on machine M z (z=1,. . ., m). Moreover operation O z+1, j may start only if O z, j is completed. It is assumed that machines have to process jobs in the same order, i.e., a permutation flowshop, and each machine can process one operation at a time. There are no precedence constraints between jobs, operations are non-preemptive and are available for processing at time 0 on M 1 . Further, instead of operation O z, j , we say job j on machine M z .
Due to the learning effect the processing timẽ p (z) j (v) of job j processed as the vth in a sequence on machine M z is described by a non-increasing positive function dependent on the number of previously processed operations (v − 1), i.e., on its position v in a sequence. The functionp (z) j (v) of the job processing time that models the learning effect is called the learning curve. Moreover, each job j is characterized by its normal processingp (z) j time on machine M z that is de-fined as the time required to perform a job if the machine is not affected by learning, i.e., p
Following (Mosheiov and Sidney, 2003) , in this paper, we focus on a problem, where the processing time of job j processed as the vth on machine M i is described by:p
where p (z) j and α (z) j are the normal processing time and the learning index, respectively, of job j on machine M z . Moreover, we will analyse the problem with the special cases of (1), where α
For the m-machine permutation flowshop problems the schedule of jobs on the machines can be unambiguously defined by their sequence (permutation). Let π = π(1), ..., π(i), ..., π(n) denote the sequence (permutation) of the n jobs where π(i) is the job in position i of π. Also, let Π be the set of all job permutations. Thus, for each job π(i), i.e., scheduled in the ith position in π, we can determine its completion time C (z) π(i) on machine M z as follows:
(l) is the completion time of a job placed in position i in the permutation π on M 1 . On this basis, the maximum completion time (makespan) for the given π can be defined as
The objective is to find such a schedule π * of jobs on the machines that minimizes the maximum completion time (makespan):
For convenience, the problem according to the three field notation scheme X | Y | Z will be denoted as Fm|p j (v) = p j v α j |C max and its special case (α
ALGORITHMS
In this section, we will briefly describe the algorithms that are analysed in the further part of this paper. Namely, we present the extensive search algorithm (ESA), the random schedule algorithm (RND), the shortest processing time (SPT) rule, NEH (Nawaz et al., 1983) and simulated annealing (SA) (Kirkpatrick et al., 1983) . Note that the problem Fm|p j (v) = p j v α j |C max is strongly NP-hard even without the learning effect for m ≥ 3, and it seems to be strongly NP-hard for m = 2 with the learning effect.
The extensive search algorithm (ESA) is an exact method that searches the total solution space, which size is O(n!).
The random schedule algorithm (RND) provides a random schedule (permutation) as a solution; its complexity is O(n).
The shortest processing time (SPT) rule constructs the solution according to the non-decreasing order of the normal processing times of jobs on machine M 1 , i.e., p (1) j ; its computational complexity is O(n log n). The NEH algorithm (Algorithm 1) is based on the method introduced by (Nawaz et al., 1983) . It starts with an initial solution π initial that determines the order of jobs that are subsequently inserted into the resulting solution π * such that the criterion value C max (π * ) is minimized. The computational complexity of this algorithm is O(mn 3 ).
Algorithm 1: NEH. 1: Determine the initial sequence of jobs in π initial and set π * := / 0 2: Get the first job j from π initial 3:
Insert j in such a position in π * for which C max (π * ) is minimal 4:
Remove j from π initial 5:
If π initial = / 0 Then go to Step 2 6: The permutation π * is the given solution Algorithm 2: SA. 1: Determine initial solution π init and π = π * = π init , T = T 0 2: For i = 1 to Iterations 3:
Choose π ′ by a random interchange of two jobs in π 4:
Assign π = π ′ with probability
The permutation π * is the given solution
The presented simulated annealing (SA) algorithm (Algorithm 2), that is based on (Kirkpatrick et al., 1983) , starts with an initial solution π initial and generates in each iteration a new permutation π ′ based on the current solution π by interchanging of two randomly chosen jobs in π. This new solution π ′ replaces π (i.e., π = π ′ ) with the following probability
, where T is the temperature that decreases in a logarithmical manner T = T 1+λT , and the values of the initial temperature T 0 and of the parameter λ are chosen empirically. The solution π * with the minimal found cri-terion value C max (π * ) is also stored. The algorithm stops after Iterations steps, thus, its overall computational complexity is O(Iterations · mn).
NUMERICAL ANALYSIS
In practice, a schedule for a real-life problem (e.g., in manufacturing systems) is calculated on the basis of a model and values of its parameters. Due to the possible differences between estimated and real values of problem parameters (e.g., shape of the learning curve, job processing times), the algorithms that are efficient for the modelled problem do not have to be accurate for the real problem. Therefore, it is crucial to evaluate how uncertain values of parameters affect the quality of solutions provided by such algorithms. Some of the analysed algorithms were described in (Rudek, 2011) .
Let REAL denote the flowshop problem Fm|p j (v) = p j v α j |C max , where job processing times are described by (1) and the values of the job parameters (p
j ) are precise. However, in practice it is usually difficult to obtain such accurate values and solution methods are based on uncertain (estimated) values. Following this, let ESTIM denote the flowshop scheduling problem, where the exact values of job parameters are unknown. In this case, job parameters are estimated, and we assume that job processing times are described by p In the further part of this section, we provide the numerical analysis of the presented algorithms concerning the impact of the imprecise model on their efficiency. It is done according to the following steps. First, we draw values of job parameters for the problem REAL. Next, we solve the problem REAL using an algorithm A, which find a schedule π with criterion value C max (π). Based on the parameters of the problem REAL, we draw or determine values of parameters for the problem ESTIM (Fm|p j (v) = p j v α |C max ), which simulates their estimation. Next, we use the algorithm A to calculate a schedule π for the problem ESTIM. For this schedule, we calculate the corresponding criterion value C max ( π) for the problem REAL. The difference C max ( π)−C max (π) informs about the usefulness of the algorithm A in case of imprecise values of job parameters. Algorithms with smaller differences are more stable (robust), than those with greater. The values of parameters for the problem REAL are generated as follows. For each pair of n ∈ {10, 25, 50} and m ∈ {2, 3}, 100 random instances are generated from the uniform distribution in the following ranges of parameters: p (Biskup, 2008) .
The values of the normal processing times for ES-
, where ∆ p is the estimation error, which allows us to control precision of parameters for the analysis; it simulates the estimation process. The values of ∆ p and α are provided for particular experiments in Table 1 .
Let A R = {ESA, ESA max , RND, SPT, NEH, SA} denote the algorithms that calculate the schedule for the problem REAL, where ESA max is the algorithm that calculates the schedule with the maximum possible criterion value (opposite to ESA). ESA and ESA max clearly show the place of the errors provided by the analysed algorithms in reference to the optimum and the worst criterion values. Note that the algorithms RND provide the same solution (schedule) for REAL and ESTIM. On the other hand, let A E = { ESA, SPT, NEH, SA} denote the corresponding algorithms from A R that calculate the schedule for the problem ESTIM.
The initial solution for NEH and SA is a random permutation (in this case natural) and values of the parameters of SA were chosen empirically as follows: Iterations = 1000000, T 0 = 1000000 and λ = 0.01.
1
The algorithms are evaluated, for each instance I, according to the relative error
) denotes the criterion value provided by algorithm A ∈ {A R , A E } for instance I and C max (π * I ) is the optimal solution of instance I (if n = 10) or the best found solution of instance I (if n ≥ 25) provided by the considered algorithms. The optimal solution is provided by ESA for the problem REAL. The results concerning the percentage values of mean, minimum and maximum relative errors and mean criterion valuesC max (rounded to integer) provided by the analysed algorithms are presented in Table 1 .
First, we discuss the results provided by the heuristic and metaheuristic algorithms for the prob-1 All algorithms were coded in C++ and simulations were run on PC, Intel Core TM i7-2600K Processor and 8GB RAM. Table 1 that SA finds solutions with criterion values close to the optimum. On the other hand, the differences between the mean relative errors provided by SA and NEH is about 3.5% and for the maximum errors 10%; for SPT it is about 14% for mean and 35% for maximum errors. The random solution is usually equally between the optimal and the worst case (n = 10) and provides mean and maximum errors (in reference to SA) about 20% and 45%, respectively. However, if the applied algorithms are based on uncertain values of model parameters (solve the problem ESTIM), then their accuracy decreases in reference to the criterion value found by the algorithms, which are based on exact values (solve the problem REAL). It can be seen in Table 1 (for n = 10), that SA is more robust with respect to model parameter uncertainty than ESA. Namely, solutions obtained for ESTIM by SA have lower criterion values (in reference to REAL) than provided by ESA. Note that the mean relative errors of NEH and SA increase about 3-5% if model parameters are uncertain. The exception is SPT, which is robust to the analysed model parameter uncertainty, however, it provides solutions with relative errors greater than NEH and SA. Note that the considered algorithms calculate schedules that are significantly lower than a random solution (RND).
From the numerical analysis follows that NEH and SA can be efficiently applied to solve the considered real-life problem even if the model parameters are uncertain.
CONCLUSIONS
In this paper, we analysed the impact of model parameter uncertainty on the accuracy of solution algorithms for the makespan minimization flowshop scheduling problem with job processing times described by the power functions dependent on the number of processed jobs. We showed that the considered algorithms are efficient even if the values of problem parameters are not precisely identified.
