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Summary
Future communication networks promise to provide ubiquitous high-speed services for
numerous users, as such, it is envisioned that one of the key aspects of the next generation
of communication network is the deployment of different types of access points, e.g.
small cells (SCs), on a massive scale. Meanwhile, energy efficiency (EE) has become
an important feature for designing the next generation of communication networks and
offering good user experience to all users while incurring low operational cost to the
operators. In this context, this thesis focuses on the design of a novel green scheduling
framework for improving both the EE and user fairness in the underlay HetNet scenario.
Focusing on the user/subcarrier allocation, we design an EE-based allocation boundary
which dynamically categorises users into inner area and cell-edge users. Our dynamic
resource allocation boundary is updated at every scheduling interval such that it can
capture the time-varying characteristics of the mobile networks, contrary to the fixed
boundaries used in long-term planning schemes (e.g. fractional frequency reuse). This
dynamic allocation boundary is used to design a green scheduling scheme and can im-
prove the EE of an underlay HetNet system by up to 70% as compared to existing
schemes.
Focusing on the power allocation algorithm, a low-complexity energy-efficient power
allocation algorithm is designed to coordinate the macro and underlay SCs and fully
exploit the transmit power reduction capability of SCs. By applying a symmetric user
grouping method, it is shown that the original non-convex EE optimisation problem can
be transformed into a pseudo-convex problem, where the optimal power allocation can
be obtained for a given user/subcarrier allocation. This energy-efficient power allocation
algorithm is further incorporated with the dynamic allocation boundary which improves
the EE (up to 70%) and user fairness (up to 50%) compared to existing algorithms in
the underlay HetNet.
Keywords: Energy Efficiency, User Scheduling, Power Allocation, Heterogeneous
Network
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Introduction
Mobile network is facing an unprecedented challenge to meet the deluge of data
traffic generated by the explosive growth of mobile portable devices and various
new applications. The most recent visual network index report by Cisco [2] an-
nounces that the global Internet Protocol (IP) traffic will have increased 127-fold
from 2005 to 2021. With the global IP traffic already reached 1.2 ZettaByte (ZB),
i.e. 1.2×1021 bytes per year in 2016, it is expect to continue increasing nearly three-
fold over the next 5 years (3.3 ZB per year by 2021). Moreover, a turning point
will happen when Wi-Fi and mobile devices will account for the majority of the IP
traffic than wired devices, accounting for 63 percent of IP traffic by 2021. Further-
more, the number of devices connected to IP networks will be three times as high as
the global population in 2021. In order to catch up with this unstoppable growth
trend, the main paradigm shift in future network will be the extreme densification
of access points [3, 4] along with more spectral efficient technologies and novel
deployment strategies such as base station (BS) coordinated multipoint (CoMP)
technique [5], i.e. access point coordination/cooperation, massive multiple-input
multiple-output (MIMO) transmission [6], multi-user superposition transmission
(MUST) [7], non-orthogonal multiple access (NOMA) scheme [8], cognitive ra-
dio [9], provided that bandwidth is scarce in wireless networks.
Meanwhile, the rapid growth in wireless communication usage has raised concerns
from both economic and ecological perspectives. On one hand, the rise in energy
1
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consumption that is needed for running wireless communication networks trans-
lates into an increased operating expenses (OPEX) for network operators. For
instance, the energy cost for running a typical cellular network can vary between
18 percent (EU) to 32 percent (India) of the total OPEX of a network [10]. Thus,
reducing energy consumption in cellular networks will have direct economic effects
for mobile operators. On the other hand, the increased energy consumption corre-
sponds to a sizeable greenhouse gases emissions since wireless networks are mainly
powered by fossil fuels around the world. According to [11], the carbon footprint
of mobile communication systems will almost triple between 2007 and 2020 if no
actions are taken, reaching more than one third of the present annual emissions
of the entire United Kingdom. In addition, the densification of BSs will further
incur a higher OPEX and carbon footprint. It is therefore crucial to minimise the
economical as well as environmental impacts to ensure the sustainability of future
mobile network [12].
It is believed that the economical and environmental sustainability of future net-
works can only be achieved by improving their energy efficiency (EE) [11, 12].
As a consequence, a surge of interests have been witnessed on energy-efficient de-
signs for the future communication networks in recent years [13–15]. International
research groups (such as OPERA-Net [16], EARTH [17], GreenTouch [18]) have
been established, aiming to develop the energy-efficient/green communication net-
works [14]. Indeed, energy efficiency has become a key figure of merit for designing
the next generation mobile networks [3]. In the past, research on EE focused on
optimising the power consumption of power-limited equipments [19–21], e.g. mo-
bile devices (uplink), to prolong the battery life of these devices. However, in
terms of energy consumption, BSs are identified to be the biggest consumer in
wireless networks [22], accounting for over 80% of the electricity consumption in
mobile networks [23]. This is due to the fact that a BS needs to use a high trans-
mit power to maintain its large coverage size (500 m inter site distance (ISD) for
urban macrocells and 1732 m ISD for suburban macrocells in LTE (Long Term
Evolution) networks [24]). Consequently, driven by the previous mentioned two
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factors, i.e. (1) lowering the carbon footprint and other greenhouse gases emis-
sions, (2) reducing the expensive OPEX of mobile operators, the research focus
has shifted from reducing the power consumption of power-limited equipments to
power-unlimited communication equipments, i.e. BSs (downlink), which is now of
same importance.
User scheduling and resource allocation have been found effective in the past for
improving the spectral efficiency (SE) or peak rate performance of communication
systems [25]. Multi-carrier multiple access schemes, such as Orthogonal frequency-
division multiplexing (OFDM)-based multiple access, provide a flexible framework
for allowing numerous users to communicate at the same time, by efficiently allo-
cating/scheduling the system resources (e.g. subcarriers, transmit power) to these
users. Whereas scheduling is an effective technique for making the most out of
this framework and achieving high performance. Indeed, the way in which the re-
sources are allocated to the users changes the distribution of the interference, which
directly affects the system performance. SE-based scheduling schemes, which are
designed to maximise SE under peak or average power constraints, normally con-
sume the maximum allowable transmit power when transmitting. In fact, the
design principle of using all the power available to maximise the SE is funda-
mentally different from the EE principle, which has become an equally important
design criterion in the future wireless system [26]. Therefore, it is necessary to
design user scheduling schemes that can optimise the EE of the mobile network.
This kind of scheduling schemes are generally referred as green scheduling in the
literature [27].
Small cell (SC) deployment is also considered to be a promising approach in the
evolution of greener future communication networks. Due to the reduced cell size,
small BSs operate at a much lower transmit power and generally do not need
cooling units required by macro BSs, thus have a smaller footprint of energy con-
sumption [28]. While macro BS densification is effective in sparse area (e.g. rural
area), today’s network is already very dense, especially in urban areas. In fact,
the benefits brought by macro BSs densification are limited by the interferences
they generate, not mentioning the unacceptable expensive site-acquisition fees.
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As a result, a massive scale deployment of SCs is expected in near future. Small
cells can operate in either underlay or overlay mode, i.e. operate either on the
same frequency band as macro cells (i.e. underlay deployment, macro and SC
tiers interfere with each other) or on a different band (i.e. overlay deployment, no
interference between the two tiers), respectively. Overlay heterogeneous network
(HetNet) can be viewed as a network with two separate tiers that can be indepen-
dently optimised respectively. Whereas optimising the performance of underlay
HetNet requires a joint optimisation of the two tiers at the same time, which makes
the optimisation more challenging and complex, but potentially more rewarding
in terms of performance.
1.1 Objectives and Motivation
The aim of this thesis is to investigate energy-efficient user scheduling schemes,
a.k.a. green scheduling schemes, in the downlink of cellular networks. It is envi-
sioned in [3] that future network have extreme BS and device densities, as well as
unprecedented numbers of antennas to provide high-rate coverage and a seamless
user experience. As a consequence, energy and cost efficiencies will become even
more critical considerations. However, traditional resources allocation approaches
(frequency planning and user scheduling) are mainly SE-oriented, besides, fre-
quency planning approaches are mainly static/fixed approaches, which are not
necessarily very suitable in the future scenario of extreme densities of BSs and
user devices. In [19, 29–31], it have been shown that green scheduling schemes
can effectively improve the EE for the downlink communications. However, green
scheduling schemes normally favours users with good channel conditions to the
detriment of those with poor channel conditions. This is because, less transmit
power is required for achieving the same service rate when scheduling users with
good channel instead of users with poor channel on a given subcarrier, which in
consequence leads to a better EE. Green scheduling schemes therefore need to
deliver good user experience for the many, not only the few, while improving the
EE of a communication system at the same time. In addition, the deployment of
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various types of access points in the existing system (i.e. HetNet) makes current
green scheduling approaches that are dedicated to homogenous networks not nec-
essarily suitable for more complex layout, as they do not take into consideration
the difference between macro and other types of BSs [29, 30].
Considering that BS is known to be the component consuming the most power
in a mobile network, we therefore aim to design in this thesis a green scheduling
scheme for the downlink of heterogenous network, which addressees both EE and
user fairness problems, by:
 Deriving a novel dynamic resource allocation boundary for improving the
EE of a HetNet System. By using this novel dynamic allocation boundary,
users can be categorised into inner and outer area users to receive tailored
scheduling treatment, such that EE and user fairness can be achieved.
 Designing a boundary-enabled green scheduling scheme for the downlink
HetNet system by incorporating the proposed dynamic allocation boundary,
where the boundary is updated for every scheduling interval to accommodate
the variations in mobile networks.
 Developing an energy-efficient power allocation algorithm for the HetNet
system that can coordinate the power levels of both the macro and SC-tiers
to jointly optimise the EE performance.
 Evaluating and comparing the EE and fairness performance of the proposed
boundary-enabled green scheduling schemes with exiting green scheduling
schemes.
1.2 Fundamental Assumptions
The following fundamental assumptions were made in the context of green schedul-
ing scheme:
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 Infrastructure: All the BSs are interconnected to a central controller which
has an infinite processing capability.
 Channel: The channel is assumed to be quasi-static within a scheduling in-
terval, and only pathloss is considered when deriving the dynamic allocation
boundary for tractability purpose.
 Channel State Information: Perfect instantaneous channel state infor-
mation (CSI) of all the communication links is assumed to be available at
the central controller to perform the scheduling.
1.3 Thesis Structure and Outline
The reminder of the thesis is structured as follows:
 Chapter 2: “Literature Review”
This chapter first review the traditional approaches used to provide SE and
user fairness in mobile networks. For long-term management, i.e. fractional
frequency reuse (FFR), different schemes are introduced and compared. The
key idea in FFR is to categorise the users into different groups so that users
with poor channel conditions can be treated differently. While for short-
term management, three classic scheduling schemes are introduced. Here-
after, we focus on the recent developments on green scheduling schemes. A
general framework used for the design of green scheduling schemes is in-
troduced, which includes the system model, power consumption model, and
most importantly, the formal definition of EE. We classify the green schedul-
ing schemes into different categories base on the different constraints they
used and use a tree diagram for illustrating the categories. Through the
survey on the current designs on green scheduling schemes, we found that
scheduling schemes show great potential in reducing the transmit power of
BSs while still maintaining a good network capacity.
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 Chapter 3: “Boundary-enabled Energy Efficient Scheduling”
According to our literature review on the green scheduling schemes, works on
green scheduling schemes favour users with good channel conditions, which
causes unfairness among users. Given that future networks are designed to
deliver good user experience, addressing the fairness problem is therefore
very important. A scheduling scheme needs to understand the differences in
channel condition of different users in order to address the fairness problem.
In this chapter, we present our work on designing a user scheduling scheme
to address the user fairness problem in HetNet. We propose a novel concept
called “scheduling boundary” for the downlink of multi-cell macro systems
which uses EE as its design criterion. Different from the static boundary
used in cell planning approaches, this energy-efficient scheduling boundary
is updated for every scheduling interval to capture the variations of the net-
works. By using this scheduling boundary, the users are categorised into
different groups, where different treatments are matched for the purpose of
user fairness. In this chapter, the theoretical framework used to derive this
scheduling boundary is presented. We then incorporate this energy-efficient
scheduling boundary into our scheduling schemes for HetNet systems. This
boundary-enabled scheduling scheme is evaluated and compared against ex-
isting schemes.
 Chapter 4: “Energy Efficient Power Allocation for Underlay Het-
Net”
This chapter presents our work on designing an energy-efficient power allo-
cation algorithm for the boundary-enabled scheduling scheme developed in
Chapter 3. We formulate this power allocation problem and use convex opti-
misation as a tool to solve this power allocation problem for underlay HetNet
system. Given the large number of BSs as well as the different character-
istics of macro and small BSs, we use a symmetric user grouping principle
such that users of similar channel conditions can form a group and share the
same subcarrier. This symmetric user grouping principle greatly simplifies
the power allocation algorithm, where the power allocation for a two-tier
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HetNet can be obtained by solving a quartic equation. The performance
of this power allocation is evaluated and compared against existing power
allocation schemes.
 Chapter 5: “Conclusion and Future Work” This chapter provides a
conclusive summary of the works have been done in previous chapters, i.e.
design a green scheduling scheme to address both the EE and user fairness
problems in underlay HetNet. It also discussed about the future works that
can be done to further enhance this work, such as develop green scheduling
schemes for HetNet system using NOMA.
1.4 Overview of Contributions
The main contributions of this thesis can be summarised as follows:
 A novel dynamic resource allocation boundary is proposed for improving
both EE and user fairness in HetNet. A comprehensive analysis regard-
ing this resource allocation boundary is presented with detailed mathematic
proofs. This dynamic resource allocation boundary is then used for design-
ing a novel boundary-enabled green scheduling scheme that improves both
the EE and fairness performances compare to the state-of-the-art (SOTA).
Extensive simulations are conducted and the simulation results confirm that
both EE and user fairness can be improved by up to 70% and 20%, respec-
tively, as compared to conventional scheduling schemes, by integrating our
dynamic resource allocation boundary concept into green scheduling. This
contribution results in the following publications:
– T. Yang, F. Heliot, and C.H. Foh, “Energy Efficient Boundary-enabled
Scheduling in the Downlink of Multi-Carrier Multi-Access Heteroge-
neous Network”, submitted to Transactions on Green Communications
and Networking, 2018.
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– T. Yang, F. Heliot, C.H. Foh, and K. Moessner “Boundary-enabled
Fair Scheduling in Downlink Multi-Carrier Multiple-Access Networks”,
IEEE ISCC, 2017.
 An energy-efficient power allocation scheme is proposed for underlay HetNet,
which jointly takes into account the different characteristics of the macro and
small BSs. This energy-efficient power allocation algorithm coordinates the
power levels of the macro and small tiers that can improve up to 70% of the
EE performance of the HetNet system. Closed-form of optimal/suboptimal
power allocation is derived. In addition, we show that our power allocation
algorithm exhibits low complexity compared to the SOTA and, hence, it can
be used in scenarios with densely deployed SCs. This contribution results in
the following publications:
– F. Heliot, T. Yang, and C.H. Foh, “Low-complexity Green Schedul-
ing for the Coordinated Downlink of HetNet System”, IEEE CAMAD,
2015.
– F. Heliot, T. Yang, and C.H. Foh, “Low-complexity Green Scheduling
for the Downlink of Coordinated Cellular System”, IEEE ICC, 2015.
Chapter 2
Literature Review
In this chapter, we first review the frequency reuse and classic scheduling schemes
for cellular communication systems that are available in the literature. We then
focus on introducing the emerging research works on green scheduling schemes.
Through our survey, we summarise the common framework used for designing
green scheduling schemes, which includes the general system model, the power
consumption model, and most importantly, the definition of EE. We categorise
the green scheduling schemes according to the various constraints that can be
used for designing them; this will be further detailed in the following. The key
findings related to the existing green scheduling schemes are also summarised and
discussed in this chapter; in turn, these findings have been useful to identify new
research directions that have been investigated in this thesis. Finally, a summary
of the chapter is presented.
2.1 Fractional Frequency Reuse
Frequency band acts as the fundamental medium for wireless communication sys-
tems. Due to the scarcity of these spectrum resources, vast efforts have been put
to improve the utilisation efficiency of the spectrum, that is to say, through fre-
quency reuse. Given how widely spread directional antennas are, macro BSs are
10
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nowadays equipped with three directional antennas (e.g. LTE network), with each
covering a hexagonal area referred to as cell/sector, as it is illustrated in Fig. 2.1.
The dodecagonal area (surrounded by dotted line) in Fig. 2.1 is a typical area
which is served by three different BSs such that each sector of a BS has two neigh-
bouring BSs/sectors (two dominate interfering BSs). Since most existing cellular
networks rely on such a sectorised layout, without loss of generality, we therefore
use this layout for illustrating the differences between different existing works on
frequency reuse. Note that in this thesis, for clarity, we use channel-gain-to-noise
ratio (CNR) as in [32] when distinguishing users with different channel conditions;
high CNR indicates good channel condition and low CNR indicates poor channel
condition, respectively.
Figure 2.1: Planar sectorised cellular layout with directional antennas.
Provided the fading nature of communication signals, the frequency band can
be reused if the separation of the cells are large enough. Frequency reuse-based
schemes can be classified into two categories, the conventional frequency reuse
schemes and FFR as shown in Fig. 2.2.
Given the scarcity of spectrum resources, the ideal case in communication system
is to reuse the spectrum as much as possible, thus a frequency reuse factor of 1 is
favourable (e.g. LTE network), i.e. all the cells sharing the same frequency band,
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Frequency Reuse-Based Schemes
FFRConventional Frequency Reuse
Reuse-1 Reuse-3 Strict FFR SFR
Figure 2.2: Frequency reuse-based schemes.
which is referred to as reuse-1 (as seen in Fig. 2.3 (a)). In this case, since all the
BSs are using the same frequency band, multiple transmissions can be scheduled
on the same subcarrier (i.e. at least two sources of interferers can be identified in
a three sector layout). This type of frequency reuse is beneficial to users with high
CNR, as their transmissions/receptions are more robust to interference. Therefore
better system performance can be expected by scheduling users with high CNR.
However, reuse-1 disadvantages users with low CNRs since they normally reside in
the cell edge area with both poor received signal strength and high interferences
from neighbouring BSs. Opposite to reuse-1, reuse-N (N is an integer larger than
1) is used to avoid interferences among cells by dividing the whole frequency band
into N equal sized sub-bands where each cell is allocated with one sub-band [33].
The term N is usually equal to the number of cells, e.g. N = 3 for a three-
sector layout as it can be seen in Fig. 2.3 (b). For reuse-3, each cell is allocated
with one sub-band, which has a width that is only one third of that in reuse-1.
With reuse-3, each BS schedules the users on its allocated sub-band, since the
sub-bands are orthogonal to each other, creating an interference-free environment
for the transmissions. However, this comes at a cost of a potential lower spectrum
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utilisation when compared to reuse-1.
FFR has been introduced in [34] as a trade-off between reuse-1 and reuse-3; FFR
aims at both improving the spectrum utilisation (compared to reuse-3) and miti-
gating the impact caused by interference (compared to reuse-1). The key difference
between traditional reuse schemes (e.g. reuse-1 and reuse-3) and FFR is that FFR
applies different frequency reuse factor to different group of users. FFR can be
divided into two classes, i.e. strict FFR and soft FFR (SFFR). The former applies
a strict “no sharing” policy while the latter relaxes this policy for different groups
of users, which will be discussed in the following.
𝑓
𝑓
𝑓
𝑓
Sector
1
2
3
𝑓1
𝑓3
𝑓2
𝑓
Sector
1
2
3
𝑓
𝑓
𝑓
𝑓3
𝑓2
𝑓1
(a) Frequency Reuse Factor of 1 (b) Frequency Reuse Factor of 3
Figure 2.3: Conventional frequency planning (a) Reuse-1 (b) Reuse-3.
2.1.1 Strict FFR
In FFR, users within a cell are normally divided into two groups: one group of
users with high CNRs and another one with low CNRs, which are usually referred
to as cell centre and cell edge users. Taking the three-sector layout in Fig. 2.4 as an
example, each cell of each sector is first divided into two areas prior to allocating
frequency bands to these areas; the area close to the serving BS is referred to as
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inner area (where cell centre users reside) and the area close to the cell edge is
referred to as outer area (where cell edge users reside) as in Fig. 2.4. Assuming
that the system has a total frequency band of f , it is then divided into four
orthogonal sub-bands (i.e. f0, f1, f2, f3 in Fig. 2.4) in strict FFR: the sub-band
f0 is shared among the three inner areas just like in reuse-1, while each outer
area is allocated one sub-band (i.e. f1, f2, f3) as in reuse-3, which illustrates that
FFR is conceptually a trade-off between reuse-1 and reuse-3. In this way, users
in the outer area are protected from interferences while users in the inner area
can meaningfully contribute to improve the bandwidth utilisation as they are less
vulnerable to interference. Please note that due to the strict no-sharing policy,
the inner area users cannot access the sub-band allocated to outer area users, and
vice versa, which explains why this scheme is named strict/original FFR.
𝑓1
𝑓3
𝑓2
𝑓0
𝑓0
𝑓0
𝑓
Sector
1
2
3
𝑓0
𝑓0
𝑓0
𝑓1
𝑓2
𝑓3
Inner 
Outer 
Figure 2.4: Fractional frequency reuse.
2.1.2 Soft Frequency Reuse
Contrary to strict FFR, the strict no sharing policy between inner and outer
areas of a cell is relaxed in soft frequency reuse (SFR) for further improving the
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utilisation of the frequency band. Fig. 2.5 shows an example of SFR in a same
three-sector layout as in Fig. 2.4. As it can be seen in Fig. 2.5, the whole frequency
band is divided into three sub-bands (e.g. f1, f2, f3), where each cell edge area
is allocated with one sub-band, (i.e. as in reuse-3). Whereas, within the same
cell/sector the cell centre area is allocated with two sub-bands excluding the sub-
band occupied by the cell edge area. For instance, the cell edge area of BS 1 is
allocated with the sub-band of f1, and its inner area is allocated with sub-bands
f2 and f3. This sub-band allocation is feasible by adopting a non-uniform power
profile.
In SFR, the total available transmit power of a BS is split between the inner
and outer areas, where a higher transmit power is used in the outer area [35]. For
instance in Fig. 2.5, Pinner is used for the inner area whereas Pouter is used for outer
area, with the former lower than the latter. Since the users in the inner areas are
permitted to access the sub-bands allocated to the cell edge users of its neighbours,
the lower transmit power will be used to control the interferences generated. On
the contrary, the higher transmit power is used for scheduling the outer area users
to compensate for the higher pathlosses experienced by these users [36]. For multi-
carrier systems, after the power is split between the two areas (i.e. inner and outer
areas), the corresponding transmit power can then be allocated either equally on
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𝑓1 + 𝑓2
𝑓2 + 𝑓3
𝑓1 + 𝑓3
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𝑓2, 𝑃𝑖𝑛𝑛𝑒𝑟
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Figure 2.5: Soft frequency reuse.
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each individual subcarrier [37] or by using power allocation algorithms [38]. While
most works on SFR only allow the inner users to access the sub-bands of its
neighbour cell edge users, in other works as in [39], the inner users can also use
the sub-band of the cell edge area of its own cell (e.g. f1 in BS 1 is also used in the
inner area), resulting to a frequency reuse factor of 1 for the users of the inner area
(i.e. the inner users can access the whole frequency band of the system). Whereas
higher power is used for the cell edge transmissions. In SFR, although cell edge
users still receive interference from at least two of its closest neighbours (i.e. a cell
edge user utilising the same frequency band as two inner users from two neighbour
cells), the level of interference is reduced when compared to reuse-1, since a lower
power is used for scheduling the transmissions of the inner area users. In [40], the
total transmit power is split according to a ratio between cell centre and cell edge
areas from 0 to 1, with 0 corresponding to reuse-3 and 1 corresponding to reuse-
1. According to the simulation results reported in [39, 40], SFR outperforms the
traditional reuse-1 and reuse-3 schemes. The performance of the traditional FFR
and SFR is evaluated in [41], which confirms that traditional FFR provides the
highest cell-edge user Signal-to-Noise-plus-Interference Ratio (SINR), while SFR
is the best at balancing the requirements of interference reduction and resource
efficiency.
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Figure 2.6: Soft fractional frequency reuse.
Soft FFR is an enhanced version of FFR by combining strict FFR with the SFR.
SFFR scheme has been proposed as a way to improve the overall cell throughput
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of FFR [42]. In SFFR, taking a three-sector layout as an example, the whole
available bandwidth is divided into four orthogonal sub-bands as in FFR [36],
with the inner areas sharing the same sub-band and each outer area has its own
sub-band (see in Fig. 2.6). In addition, each inner area can use the sub-bands
of its neighbour cell edge area (e.g. in addition to the dedicated sub-band (f0)
allocated to inner area of BS 1, inner area of BS 1 also makes use of the sub-bands
f2 and f3 as see in Fig. 2.6), but with a reduced power level. In fact, the system
performances of SFR and SFFR schemes are strongly related to the power profile
used. As reported in [43], researchers have conducted a series of investigations on
the impact of different power levels used in SFFR. It was found that in the inner
area, the transmit power levels do not have a significant impact on the overall cell
throughput. This in turn indicates that there is a potential opportunity for saving
power at the BSs without compromising the cell throughput. Meanwhile, it was
also remarked that the performance of the cell edge area is proportional to the
transmit power being used.
2.2 Classic Scheduling
While frequency reuse schemes play a fundamental role in wireless communication
systems for making the most of the spectrum resource, scheduling is also important
for enabling the communication of multiple users in cellular systems by allocating
them with resources (e.g. time, frequency, power) [44, 45]; in essence, it serves as a
bridge between the user-side (mobile users) and the server-side (BSs). Compared
to FFR, scheduling schemes are short-term management schemes which help at
better managing the available resources to improve the system’s performances.
Indeed, the way in which the resources are allocated to the users changes the dis-
tribution of the interference, which directly affects the system performance. In
recent years, the developments of advanced multi-carrier multiple access schemes
(e.g. OFDM-based multiple access) have provided a flexible framework for schedul-
ing schemes to allocate all the necessary resources to multiple users in a dynamic
way. In the literature, most of the scheduling schemes can be classified into two
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categories, power or fairness based schemes, as it is further explained in the fol-
lowing.
2.2.1 Power Constrained Scheduling
Channel conditions of different users in wireless communication systems vary in
time and locations, due to the fading property of the communication channels. The
difference in users’ channel conditions is referred to as multi-user diversity [46].
Scheduling schemes can be used to exploit this diversity for enhancing the sys-
tem’s performance. Traditionally, in most systems aiming at maximising the
SE/throughput, only users with best signal to noise ratio (SNR)/CNR tend to
be scheduled [46–48]; indeed, according to Shannon’s capacity equation [49], the
SE increases with the SNR for some given spectrum and power resources. Authors
in [47] consider a system with a single carrier where multiple users are served by
one access point. The scheduling is based on a slot by slot basis where the SNR
of each subcarrier is known. Given that the single carrier is only allocated to a
single user for each time slot, the SE of the system is solely depending on the user
scheduled on the carrier for a give time slot, where the amount of transmit power
is limited for this transmission. This work confirms that by only scheduling users
with good SNRs, a significant gain in system’s throughput can be achieved.
In a multi-cell context, authors in [50] consider the problem of optimally allo-
cating the BS transmit power in two neighbouring cells for maximising the total
system throughput of a time-division multiple access (TDMA) wireless cellular
system. Each of the two BSs transmits different data by using the same spectral
resource to two different receiving mobile users, i.e. one user per BS, leading to
a interference and noise impaired system. Each BS is assumed to operate under
a peak power constraint. Under this assumption, [50] derives an optimal power
allocation scheme for either/both of the two BSs according to the users to be
scheduled. In [51], a multi-cell downlink orthogonal frequency division muliple
access (OFDMA) network with reuse-1 is considered. The scheduler aims to max-
imise the sum rate of all the individual subcarriers under the maximum transmit
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power constraint. BSs are assumed to be able to coordinate with each other by
exchanging CSI such that joint optimisation via a central unit can be performed
to improve the system throughput performance.
Since the aforementioned schedulers mostly schedule users with best SNR or SINR,
and the corresponding power allocation scheme is only bounded by the maximum
transmit power, this type of schemes can be referred as power constrained schedul-
ing schemes. This kind of scheduling schemes aim to maximise the SE/system’s
throughput, therefore, it disproportionately favors the users with high SNR/CNRs
when it comes to scheduling them (i.e. exploiting the multiuser diversity gain).
Indeed, these users are more likely to achieve high rates for a fixed amount of
power, resulting in an overall better system performance. Although this kind of
scheduling schemes lead to high system throughput, it is unfairly biased towards
the users with high CNRs (e.g. inner area user) to the detriment of users with low
CNRs, which are very unlikely to be scheduled at all. In order to deal with this
bias, fairness-based scheduling has been introduced.
2.2.2 Quality of Service/Fairness Constrained Scheduling
In wireless communication system, user fairness/Quality of Service (QoS) is usu-
ally measured based on the individual rate of each user link. The Jain’s fairness
index [52] and Gini’s fairness index [53] are two widely adopted fairness indexes
used in wireless communication systems to measure how fair a multi-user system
is. For every scheduling interval, the Gini’s index calculates the average of the
difference between each individual user rates, with 0 indicating that the rate of
each user is the same (i.e. most fair scheduling case) and 1 indicating that all
the resources have been allocated to a single user (i.e. least fair scheduling). The
Jain’s index, on the other hand, can be viewed as an inverse of the Gini’s index.
The Jain’s index is given by
J (R1, R2, ..., RK) =
(∑K
k=1 Rk
)2
K ·∑Kk=1 R2k , (2.1)
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where K is the number of users, Rk the achievable rate of user k. With Jain’s
index, the higher the index value is, the better the fairness is (1 is the best case,
indicating that each user receive the same rate).
These two metrics are not only useful for measuring fairness but, as well, for
enforcing fairness in the context of scheduling. The key principle of designing
QoS/fairness scheduling schemes is to increase the likelihood of users with low
CNRs to be scheduled. Traditionally, in order to maximise the system throughput,
greedy scheduling will be used to scheduling the users,
k∗ = arg maxRk, k ∈ {1, 2, ..., K}, (2.2)
where the user which can achieve the maximum rate will be scheduled. However,
greedy scheduling results in poor fairness performance. Unlike greedy schedul-
ing scheme, Round robin (RR) scheduling is a classical example of fairness-based
scheduling scheme which aims to provide fairness among users within the same
cell. In RR scheduling scheme, the users are scheduled available resources in a
sequential order without taking into account the channel conditions of the users
as in
k∗ = mod (s,K), s ∈ {1, 2, ..., S}, (2.3)
where S is the total number of subcarriers, mod calculates the modulus after
division. Consequently, each user is provided with relatively the same amount of
resources in RR. Due to the polling nature of the scheduling, RR scheduling is easy
to be implemented in real communication systems [54]. RR scheduling schemes can
actually achieve very good user fairness especially when the channel conditions of
all the users are similar. In this case, by allocating the users with the same number
of channels and the same amount of power, the achievable rate of each user would
be similar and, in turn, a high level of fairness can be achieved (measured by Jain’s
or Gini’s index). However, due to the uncertainty of the channel conditions, it is
unlikely that all the users exhibit the same channel conditions. In addition, if
some users have very low CNRs, it may lead to a transmission failure, which the
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RR scheduling scheme is not aware of, resulting in a waste of both spectrum and
power resources.
A more robust fairness-based scheme is the proportional fair (PF) time domain
scheduling scheme. It has been designed for 3G code-division multiple access
(CDMA) systems, where one user at a time is selected for transmission on the
available code resources [55]. With respect to RR scheduling, where users are
cyclically scheduled irrespective of the channel condition, PF scheduling makes
use of the CSI to increase the system throughput while maintaining the long-term
allocation fairness between users. The PF scheduler allocates users that maximises
the ratio of achievable instantaneous data-rate over average (long-term) received
data rate as in [56],
k∗ = arg max
rk
R¯k
, k ∈ {1, 2, ..., K}, (2.4)
where rk is the instantaneous transmittable data rate at the current slot of user k
and R¯k is the average data rate at the previous slot of user k. Since the schedul-
ing criterion is to select the maximum ratio of the current rate to the average
of all the previous rates of each user, many more users are scheduled than just
the ones with the best channel conditions. In [57], a generalised PF scheduling
algorithm is presented, which can be used to tweak the trade-off between fairness
and throughput performance for best effort traffic in a cellular downlink scenario.
This is achieved by combining the classical PF criterion with two parameters (one
for numerator, one for the denominator, both in the range of [0, 1]) and by prop-
erly adjusting the values of these parameters. In [58], a PF scheduling algorithm
is proposed for the downlink OFDMA systems. Different from single carrier sys-
tem, the PF criterion there is applied in a per subcarrier basis for multi-carrier
single cell system, where for each subcarrier, the maximum ratio of the current
achievable rate on that subcarrier of that user to the instantaneous data rate of
the user will be scheduled on this subcarrier. A minimum rate constraint (consid-
ered as QoS metric) is applied in addition to the maximum BS transmit power.
In order to guarantee the minimum rate, each user are first allocated a number
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of subcarriers, the rest of the subcarriers are then allocated by the PF scheduler.
Authors in [59] also study the constrained rate maximisation problem for downlink
OFDMA under the long-term proportional fairness and maximum transmit power
constraints. Different from the previous work, where rate proportional fairness is
used as the main scheduling criterion, this work imposes channel access fairness
as a constraint (called PF constraint), which is described as assigning equivalent
number of subcarriers to users. In [60], the PF scheduler is designed considering
the characteristics of LTE systems. It is found that PF scheduler can achieve
good fairness with moderate system throughput reduction compare to scheduling
users that can achieve maximum instantaneous rate as long as the SINR of the
users are relatively the same. In [61], scheduling and power allocation are solved
jointly for maximising both the long term received rates of data users and the QoS
in an OFDMA-based wireless system when assuming real time sessions. The BS
allocates available power and subchannels to individual users based on long term
average received rates, QoS/rate constraints and channel conditions. By jointly
considering the scheduling and power allocation, it is shown that both fairness and
system performance can be improved.
2.3 Green Scheduling Schemes
In recent years green communication has become a popular research area, such
that the designs of green scheduling schemes have attracted a lot of interests [27].
In the following, we first introduce the generic system model that is common to
most of the existing green scheduling schemes, and then provide a detailed survey
of the stat-of-the-art for green scheduling schemes.
2.3.1 System Model
Green scheduling aims to achieve EE in addition to SE. In green scheduling, EE
is often measured by the ratio of the transmission rate to the corresponding used
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Figure 2.7: Planar heterogeneous network layout.
power. Studies of green scheduling mostly consider a downlink OFDMA network
with a single BS or M coordinated coordinated BSs. Each BS accesses the shared
spectrum of S subcarriers to serve K users within its radio range. Both BS and
user equipment (UE) are equipped with a single antenna. Availability of perfect
CSI is often assumed in the process of green scheduling. Energy efficiency of the
system, EE, defined as the ratio of total transmission rate to the total consumed
power, can be expressed as [20]
EE , Rtotal
Ptotal
=
∑M
m=1
∑K
k=1Rk(m)∑M
m=1
∑S
s=1 ∆mp
s
m + Pfix
, (2.5)
where Rk(m) represents the rate of user k served by BS m. Green scheduling aims to
maximise the number of transmitted bits with every joule of energy consumption.
Power consumption consists of two parts, the transmit power psm and the operating
power Pfix, whereas ∆m accounts for the radio frequency (RF) chain inefficiencies
at BS m. In (2.5), the quantity Pfix captures the operating power consumption
including circuit power, cooling system, power for backhaul communications, and
others. The above formula is also valid for systems having different cell sizes (e.g.
HetNet systems) with proper adjustments [20].
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2.3.2 Power Consumption Model
According to (2.5), the EE metric is mainly composed of two parts, the achievable
data rate and the corresponding consumed power. Different power consumption
models have indeed different impacts on the relationship between SE and EE.
Power models which only consider transmit power as performance measurement
captures only a small fraction of the overall power budget of wireless networks,
and therefore may lead to incomplete and potentially misleading conclusions. For
instance, according to [14], the EE monotonically decreases with the SE in point-
to-point communication when the power model only includes the transmit power.
Whereas, the EE-SE trade-off curve turns into a bell shape when the circuit power
is included in the power model. This is because when the circuit power is included,
the denominator of the EE becomes the sum of both transmit power and circuit
power. Since the circuit power is normally considered as a constant and has a
larger value than the transmit power, the first order derivative of EE can be first
positive and then negative, resulting in a bell-shaped EE-SE curve.
A comprehensive and accurate power model of a BS is therefore essential for de-
signing green scheduling schemes. A simple block diagram of a macro base station
can be found in Fig. 2.8. As it can been seen in Fig. 2.8, in practice antenna
amplifiers are not perfect, in order to generate the desired transmit power, the
actual power consumption scales with the transmit power due to the RF ampli-
fier and feeder loss. Depending on the state of the technology, the age of the
equipment, and the standard (Global System for Mobile communications (GSM),
Universal Mobile Telecommunications System (UMTS), CDMA etc.), the total ef-
ficiency of the current deployed amplifiers range anywhere from 5% to 20% (total
efficiency here in the sense of the total efficiency from alternating current (AC)
power input to the generated RF output power) [62]. In the sense of power am-
plifier (PA) efficiency, recent innovate power amplifiers can have an efficiency of
up to 40% [63]. Other than the power consumption used for radiating the signal
through power amplifying, power consumptions including circuit power, cooling
system, digital signal processing equipment and others (i.e. fixed power [1, 64]) are
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all together even larger than transmit power. Compared to macro BSs, small BSs
generally do not require an air conditioning unit and therefore consume relatively
less power [65]. Although the structure of different BSs varies, the total power
consumption of a BS always includes transmit and fixed powers [1].
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situated at different physical locations than the
antennas, a feeder loss of about σfeed = –3 dB
needs to be added. The feeder loss of a macro
BS may be mitigated by introducing a remote
radio head (RRH), where the PA is mounted at
the same physical location as the transmit anten-
na. Likewise, feeder losses for smaller BS types
are typically negligible.
Power amplifier (PA): Typically, the most effi-
cient PA operating point is close to the maxi-
mum output power (near saturation).
Unfortunately, nonlinear effects and orthogonal
frequency-division multiplexing (OFDM) modu-
lation with non-constant envelope signals force
the power amplifier to operate in a more linear
region (i.e., 6–12 dB below saturation) [5]. This
prevents adjacent channel interference (ACI)
due to nonlinear distortions, and therefore
avoids performance degradation at the receiver.
However, this high operating back-off gives rise
to poor power efficiency ηPA, which translates to
ian ncreased PA power consumption
Digital techniques such as clipping and digital
pre-distortion [6] in combination with Doherty
PAs [5] improve the power efficiency and lin-
earize the PA, while keeping ACI under control.
The required extra feedback for pre-distortion
and additional signal processing [6] are deemed
necessary in macro and micro BSs. In smaller BS
types, on the other hand, such advanced PA
architectures are omitted, at the expense of an
increased operating back-off; the fact that the
PA accounts for a smaller percentage of the
total BS power consumption justifies a lower PA
efficiency.
The small-signal RF transceiver comprises a
receiver and a transmitter for uplink and down-
link communication. The linearity and blocking
requirements of the RF module may differ signif-
icantly depending on the BS type, which impacts
the RF architecture: low-intermediate frequency
(IF) or super-heterodyne architectures are the
preferred choice for macro/micro BSs, whereas a
simpler zero-IF architecture is sufficient for
pico/femto BSs [7]. Parameters with highest
impact on the RF energy consumption, PRF, are
the required bandwidth, the allowable signal-to-
noise-and-distortion ratio (SiNAD), and the reso-
lution of the analog-to-digital conversion.
Baseband (BB) unit: The BB engine (per-
forming digital signal processing) carries out dig-
ital up/downconversion, including filtering,
modulation/demodulation, digital pre-distortion
(only for large BS types), signal detection (syn-
chronization, channel estimation, equalization,
compensation of RF non-idealities), and channel
coding/decoding. For large BSs the digital BB
also includes the power consumed by the serial
link to the backbone network. Finally, platform
control and medium access control (MAC) oper-
ation add a further power consumer (control
processor).
The silicon technology significantly affects the
power consumption PBB of the BB interface.
This technology scaling is incorporated into the
power model by extrapolating on the Interna-
tional Technology Roadmap for Semiconductors
(ITRS). The ITRS anticipates that silicon tech-
nology is replaced by a new generation every two
years, each time doubling the active power effi-
ciency, but multiplying by three the leakage [8].
The increasing leakage puts a limit on the power
reduction that can be achieved through technol-
ogy scaling. 
Power supply and cooling: Losses incurred by
DC-DC power supply, mains supply, and active
cooling scale linearly with the power consump-
tion of the other components, and may be
approximated by the loss factors σDC, σMS, and
σcool, respectively. Note that active cooling is
only applicable to macro BSs, and is omitted in
smaller BS types. Moreover, for RRHs active
cooling is also obsolete, since the PA is cooled
by natural air circulation.
Assuming that the BS power consumption
grows proportionally with the number of
transceiver chains NTRX, the breakdown of the
BS power consumption at maximum load, where
Pout = Pmax, yields
The efficiency is defined by η = Pout/Pin, whereas
the loss factor is defined by σ = 1 – η. Note that
the RF output power per transmit antenna, Pout,
is measured at the input of the antenna element,
so that losses due to the antenna interface (other
than feeder losses) are not included in the power
breakdown. It is seen that the supply power Pin
scales linearly to the number of TRX chains
NTRX (i.e. transmit/receive antennas per site).
Table 1 summarizes the state-of-the-art power
consumption of various LTE BS types as of
2010. Three sectors are considered for macro
BSs, whereas omnidirectional antennas are used
for the smaller BS types. By introducing RRHs
in macro BS sites, where the PA is mounted
close to the transmit antenna, feeder losses σfeed
and active cooling are avoided, so power savings
exceed 40 percent.
BS POWER CONSUMPTION AT VARIABLE LOAD
In an LTE downlink the BS load, defined by
Pout/Pmax, is proportional to the amount of uti-
lized resources, comprising both data and con-
trol signals. More generally, the BS load also
depends on power control settings in terms of
the transmitted spectral power density, which is
applicable, for example, to an LTE uplink. 
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Figure 2.8: Simple block diagram of a base station [1].
Moreover, as green scheduling usually requir s the exchange f CSI between BSs,
the power used for backhauling also needs to be considered in the power model for
making it more accurate [66, 67]. This part of the pow r consumption relates to
the traffic load as well as the number of cooperative/coordinated nodes. The more
traffic/nodes, the more power for backhauling is required. The actual contribu-
tion of backhauling to the energy consumption also depends on the radio station
deployment scenario as well as on the technology and topology choices [68] for the
backhaul itself. In addition, SCs may reply on wireless backhauling [4], which can
increase the consumed power related to backhauling. Backhauling power is not
always easy to quantify (e.g. wireless backhauling) and is not very important in
small-scale systems (when considering few cells) such that it is omitted in most
green scheduling works.
In addition to the above mentioned power consumptions, the computation power
consumed at the baseband (BB) unit for digital signal processing functions, man-
agement and control functions for BSs and the communication functions among
the core network BSs also represent a fraction of the power consumption of a BS.
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Computation power in the past is normally deemed to represent only a small frac-
tion of the total power consumption in BSs, especially for macro BSs. Whereas in
SCs, computation power will represent a large part of the total power consumption
of a 5G (5th-Generation wireless systems) small BS as reported in [69], when using
massive MIMO and millimeter-wave technologies.
Table 2.1: Base station power consumption at maximum load for different BS
types. An LTE system with 10 MHz bandwidth and 2 x 2 MIMO configuration
is assumed [1].
Table 2.1 lists the detailed power consumption figures of different BSs components
for different types of BSs, when an LTE system with a 10 MHz bandwidth and 2
x 2 MIMO configuration is assumed. Three sectorised antennas are considered for
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macro BSs, whereas omnidirectional antennas are assumed for smaller BS types.
As it can be seen, due to the inefficiency of PA, it generally requires more power to
generate the targeted transmit power. For instance, for a macro BS in Table 2.1),
it requires 128.2 W PA power to generate a 20 W (or 43 dBm) transmit power.
For smaller BSs, a lower transmit power is used, in addition, they do not need
a cooling unit as macro BSs do, thus the power used for the cooling unit can be
saved.
Base station power allocation is not only related to the type of the BSs (e.g. macro
BS, pico BS, femto BS), but also it is related to the traffic load of the system. It is
identified that the PA scales with the BS load. This scaling over signal load largely
depends on the BS type. The dependency between the power consumption and
the traffic load is mostly found in the macro BSs, as the BSs become smaller, the
dependency is weaker, where the dependency can be negligible for pico and femto
BSs. When the traffic load is low, fast deactivation of components (i.e. to put
them into sleep when there is nothing to transmit) is believed to be an important
solution to save energy [70–73], where the power consumption in sleep mode is
considered to be less than the power consumption of a BS working at zero load
(i.e. Psleep < P0), as seen in Table 2.2. More specifically, Pin in Table 2.1 can be
represented by
Pin =
 NTRX · P0 + ∆pPout, 0 < Pout 6 PmaxNTRX · Psleep, Pout = 0, (2.6)
where NTRX is the number of transceiver (TRX) chains (i.e. transmit/receive
antennas per site), P0 is the fixed power consumption when Pout > 0 (i.e. a BS
working at non-zero load), ∆p is the slope of the load-dependent power consump-
tion, and Pout = Pmax when a BS is working at its maximum load. When a BS is in
sleep mode, Psleep is the corresponding fixed power consumption, where Pout = 0,
i.e. no transmit power is generated for a BS working at zero load.
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Table 2.2: Power models for different BS types [1].
2.3.3 Green Scheduling Schemes: SOTA
Given a particular subcarrier and power allocations for each user, the transmission
rate for each user can be computed by using the numerator of (2.5), whereas the
consumed power of the subcarriers can be obtained via the denominator of (2.5);
thus the EE of the system can be directly obtained by using (2.5). The objective
of green scheduling is to find a particular user subcarrier and power allocation
to maximise the EE, given some constraints on power, rate, QoS, etc. It can
be remarked that in most of the existing works on green scheduling for multi-
cell systems [30, 31, 74–78], the CSI is assumed to be available at all the BSs.
This implicitly corresponds to a coordinated scenario (i.e. centralised scenario),
where BSs have enough backhaul capability to exchange this CSI. As for single-
cell systems, CSI is only available within each individual cell for its scheduling
decision-making [79, 80] (i.e. decentralised scenario).
The research on green scheduling generally exploits CSI to reduce transmit power
while maintaining other performances. Different techniques have been developed
for different constraints and scenarios in the literature. Accordingly, considering
the power and QoS constraints, we classify in Fig. 2.9 most of the existing research
efforts on green scheduling based on these two criteria. The first track of research
generally imposes a certain constraint on transmit power when designing their
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Green Scheduling Schemes
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[30] [75, 77] [31, 76, 79, 80] [74] [32, 78]
Figure 2.9: Existing green scheduling schemes.
green scheduling techniques. To capture the minimum transmission rate require-
ment in the system, works in the second track jointly consider power and rate
constraints. Apart from power and rate, other more sophisticated QoS metrics
can be set as requirements for operating the system, leading to more general con-
straints to satisfy a specific QoS (e.g. user fairness). The second and third tracks
of research efforts focusing on QoS-aware green scheduling. It can be remarked
that the most popular constraints used in green scheduling are the same as in
classic SE-based scheduling (See Section 2.2).
While the majority of existing works consider the traditional macrocell network as
their target scenario, some recent works have started to develop green scheduling
schemes for the emerging HetNet scenario. For macrocell network, some degrees
of coordination among macrocell BSs are often considered for performing green
scheduling. The scenario of HetNet is more complicated due to the involvement of
two tiers. Ideally, interference among cells (i.e. intra-cell interference) and between
cells (i.e. inter-cell interference) should be jointly considered when designing a
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green scheduling scheme, which can be interpreted as full coordination between
two tiers. However, due to the modeling complexity, many existing works are
only half-coordinated; they limit themselves to developing green scheduling for a
particular tier while only taking into account the average (statistical) interference
from the other tier. In the following, we present several important works for each
track of researches that cover both scenarios (i.e. macro only or HetNet).
2.3.3.1 Power Constrained Green Scheduling
In cellular networks sharing the same frequency band (i.e. reuse-1 scenario), the
maximum transmit power for each BS is set for limiting the level of interferences
experienced by other cells. This power setting is often derived during the planning
phase for providing necessary coverage without generating excessive interference
to other neighbouring cells. Traditionally, the maximum transmit power is divided
evenly on each subcarrier in OFDMA system (a.k.a equal power allocation). The
sum of scheduled power over all the subcarriers must not exceed the maximum
transmit power for each BS. Given one or more power constraints and knowing
all the CSI of the subcarriers, power constrained green scheduling scheme assigns
resources over time to maximise the EE of the system.
With the constraint of maximum transmit power, this track of research focuses on
scheduling the users among neighboring BSs in a cooperative manner such that
downlink transmit powers of a group of cells can be reduced without significantly
sacrificing the transmission data rates. In [30], Venturino et al. consider both
maximum overall BS transmit power as well as maximum transmit power per
subcarrier. Specifically, the work adds the following constraints into the system
model described in Section 2.3.1, which are
∑
s
Pm,k(m,s) 6 Pmax,∀m (2.7)
and
Pm,k(m,s) 6
Pmax
S
,∀m, s (2.8)
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where (2.8) imposes maximum transmit power on each subcarrier. In addition,
instead of relying on the generic formulation of the EE in (2.5) for designing their
scheme, they define and use the sum-EE metric, i.e.
Sum-EE ,
∑
m
∑
s
Rm,k(m,s)
∆mPm,k(m,s) +
Pfix
S
. (2.9)
Contrary to (2.5), which is a ratio between sums (e.g. (x1+x2)/(y1+y2)), (2.9) is a
sum of ratios (e.g. x1/y1 +x2/y2). Hence (2.5) and (2.9) are intrinsically different,
and the latter acts as an upper bound for the former (e.g. in the general case, if
x1, x2, y1, y2 > 0, (x1 + x2)/(y1 + y2) 6 (x1/y1 + x2/y2)). Therefore, sum-EE is
only an approximation of the generic EE formulation in (2.5) and, hence, it does
not always lead to the maximum EE of the system. However, the sum EE metric
simplifies the introduction of weights on each subcarrier which permits the study
of differentiated services [30].
In HetNet scenario, Zhang et al. consider maximising EE in densely deployed
femtocells with maximum transmit power per femto-BS [75]. In their setup, macro
and femto cells operate over different spectrum resources, and hence there is no
interference between the two tiers. Their research focuses on maximising the EE
of the femto tier by relying on game theory. A distributed algorithm is developed
to achieve the EE objective. In [77], Xiao et al. optimise the EE for HetNet (one
macro BS with three micro BSs in a cell) by using Lagrangian dual decomposition
as well as serial carrier and power allocation. The EE optimisation is translated
into a SE optimisation with power constraints by assuming macro and micro BSs
use up all the available maximum powers for transmission, thus the total power
consumption of the system is a constant. Each subcarrier is only used by one
BS (either macro or micro BS) for serving one user at a time where equal power
allocation is used for determining the subcarrier allocation vector. The water-
filling algorithm is then conducted at each BS (macro or micro BS) to optimally
allocate the power under the respective maximum power constraints, where the
heterogeneity of BSs is used for improving the EE of the network compared to
macro-only system.
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2.3.3.2 Power Constrained Green Scheduling with QoS
Many power constraint only EE-based optimisation solutions favor users with high
CNRs, as in classic scheduling. Their solutions often allocate less resources to those
users with low CNRs, which affects the QoS that the system attempts to deliver.
It has been shown in [14] that optimising EE does not necessarily provide high SE.
A tradeoff between EE and SE exists for point-to-point transmission in additive
white Gaussian noise channels. In the literature, transmission rate is often the
metric used to measure QoS. Some research works focus on providing QoS based
on the minimum achievable rate (i.e. min-max optimisation), while others focus
on providing QoS by maintaining fairness among the users.
(i) QoS based on Minimum Rate Requirement To deliver minimum rate in
the system, one or more rate constraints are introduced to the EE optimisation
process. In general, rate constraints can be expressed as
∑∑S
s=1 ui,m,n > rBS,∀i
ui,m,s > ruser,∀i,m, s
(2.10)
and
ui,m,s =
 Rm,k(m,s), if k(m, s) = i0 otherwise (2.11)
where ui,m,s is the rate of user with index k(m, s) served by BS m on subcarrier
s. The first condition in the above expression (2.10) describes the condition that
given a scheduling period, the overall transmission of each BS must achieve a
certain rate, and the second condition in (2.10) states that each user must be
scheduled with a certain transmission rate.
In the literature, Zheng et al. in [80] focus on the single cell scenario and study
its EE while maintaining minimum rates for the BS and each individual user.
Their green scheduling scheme employs the water-filling method to find the best
power allocation for each user. They propose a suboptimal algorithm for subcar-
rier allocation, which guarantees that each user is first allocated one subcarrier.
Then it assigns the rest of the subcarriers that can reduce the most of the power
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consumption. Their simulation results show that the algorithm can achieve a bet-
ter balance between EE ans SE with reduced complexity, compared with Xiong’s
algorithm in [32]. Xiao et al. in [79] focus on providing an optimal scheduling
solution to maximise EE while satisfying the rate requirements requested by the
users in a single cell scenario. The problem is first transformed from a fractional
form into an equivalent subtractive form, then Lagrangian duality is used. An
approximation of the problem is used to obtain the optimal subcarrier allocation.
In order to meet the rate constraints of all the users, the power is then allocated
by using the water-filling algorithm according to the obtained optimal channel
allocation. In [31], Heliot et al.’s scheme schedules a group of users with similar
CSI instead of scheduling individual users to achieve a simple green scheduling de-
sign for coordinated multicell network. By comparing the EE performance of the
non-coordinated and coordinated multicell approaches, they find that coordination
helps to improve the EE of cellular systems.
Limited backhaul capacity has a fundamental impact on scheduling schemes, espe-
cially for SCs. In [76], Derrick et al. factor in the limitation of backhaul capacity
in each macrocell BS and assume that the maximum overall rate that each BS can
transmit for a scheduling period is constrained. In their work, the optimisation
problem is transformed into the same form as in [79] to enable the derivation of
an efficient iterative algorithm for green scheduling in a multicell scenario.
In the HetNet scenario, interference caused by other tiers can influence the design
of green scheduling. In [74], Jiang et al. propose a green scheduling scheme
to maximise the EE of SCs with a per-user minimum rate constraint. Using
game theory, they develop a distributed algorithm that maximises the EE of each
individual BS to achieve an overall EE for the system considering the interference
from the macro tier.
(ii) QoS on Fairness Introducing rate constraint in the EE optimisation process
has provided a basic means to deliver a certain service to BS or users. Since the
minimum rate that is achievable by the system is not yet known during the EE
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optimisation process, it is difficult to set a practical rate constraint for the opti-
misation. Rate fairness that manages relative rates among users with predefined
weights offers a practical setting in the EE optimisation process.
In [32], Xiong et al. formulate an EE optimisation problem with the predetermined
weights to allow differentiated rate allocation among users. Their results show
that with an appropriate setting of weights for users, fairness can be achieved,
especially to users with low CNR. However, the research did not explicitly provide
a method to find appropriate setting of weights that can achieve fairness. Ren et
al. in [78] include proportional rate constraint in the EE optimisation for green
scheduling in their study to support fairness. They designed a low-complexity
algorithm for solving the optimisation problem. Their results show that the system
performance is better if the users with higher CNRs account for the larger portion
of the scheduled users, which in turn reflects that the proportional rate constraints
influence the fairness for the users. Both [32, 78] demonstrate that without fairness
consideration, the system would prefer high CNR users.
2.3.4 Key Findings in SOTA Green Scheduling Schemes
Based on the various sources summarised in Fig. 2.9, green scheduling schemes
is helpful for reducing the transmit power and improve the EE of the system
compared with traditional scheduling [32, 78–80]. Optimal solutions to EE opti-
misation have been developed for the single cell scenario. However, these solutions
are computationally complex [32, 78, 80]. Additional research efforts have been
made to develop low-complexity sub-optimal green scheduling with some achieve-
ments [32, 78–80]. However, it is found that pure EE-based optimisation, as
pure SE-based optimisation, introduces unfair treatment to different groups of
users [79, 80]. Particularly for the users with low CNRs, rate received by those
users is often unfairly low. Additional research efforts have then been made for
developing EE-based solutions including QoS consideration.
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For multicell networks where multiple cells share the same frequency band (i.e.
reuse-1), it has been found that coordination among neighboring BSs can further
improve EE performance [31]. However, due to the inter-cell interference, find-
ing optimal solutions is computational complex [30]. Suboptimal solutions were
sought by using various approaches that for instance rely on the symmetry of user
locations [31] to reduce complexity.
Comparing with the one-tier network, HetNet has shown a good potential for
significantly improving the EE performance of cellular systems [77, 81]. However,
green scheduling schemes with cross-tier coordination remain unavailable from the
literature. Current green scheduling schemes considering HetNet focus solely on a
single tier [75, 78].
2.4 Summary
In this chapter, works on frequency reuse schemes as well as classical schedul-
ing schemes, and the most recent works on green scheduling schemes are re-
viewed. This review helps to understand the clear evolution of the resource allo-
cation/scheduling techniques in multi-user systems; from pure SE-oriented tech-
niques to techniques with multiple objectives which are not only designed to satisfy
the basic rate requirements, but the QoS of each users (user-oriented) as well. In
addition, green scheduling schemes in recent years have attracted a lot of atten-
tions for helping with the sustainable development of future networks, both from
the user’s and the system’s perspectives. Despite the attention, our literature re-
view reveals that user fairness in green scheduling must be further investigated,
especially in HetNet systems. Indeed, hardly any work has looked at developing
green scheduling schemes for HetNets with fairness in mind. We therefore aim at
filling this gap in this thesis, by designing a fair and green scheduling scheme for
underlay HetNet.
Chapter 3
Boundary-enabled
Energy-Efficient Scheduling
In this chapter, a novel dynamic resource allocation boundary is proposed for
the purpose of improving the EE of multi-user wireless communication systems.
A theoretical framework is introduced, based on which, the dynamic resource
allocation boundary is derived.
The main contribution of this chapter is the definition and derivation of the dy-
namic resource allocation boundary; it is used for classifying the users in different
categories, such that each category can receive a tailored treatment in terms of re-
source allocation, which in turn can improve the EE of the system, as it is further
explained in the following.
3.1 Resource Allocation Boundary
As it has been explained in Section 2.1, cellular systems with FFR/SFR rely on a
fixed allocation boundary to divide the cell into inner (cell centre) and outer (cell
edge) areas, before allocating resources (e.g. frequency, time, power) to the users
of each area, in order to optimise the system’s performance. Indeed, FFR/SFR not
36
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only can provide high SE (i.e. higher than with traditional frequency planning),
but it provides enhanced user fairness as well [32, 33, 41, 82–84].
The basic mechanism of FFR corresponds to partitioning the macro-cell service
area into spatial regions, and each subregion is assigned with different sub-bands.
Therefore, the interference between the users of different subregions (i.e. cell centre
and cell edge users) can be eliminated/reduced depending on the subcarrier allo-
cation schemes used. As a result, the cell edge users can benefit from an improved
signal quality, which subsequently increases the network capacity. As discussed
in the literature review of Chapter 2, the works on FFR/SFR mainly focus on
how to split and allocate the spectrum resources between the inner and outer ar-
eas [85], by designing different reuse patterns. However, few works have studied
the problem of how to optimally set the resource allocation boundary between
these regions, which in effect is strongly related to the system’s performance [42].
In [82], the optimal frequency reuse factor for the cell edge area as well as the
share of bandwidth to assign to both cell centre and cell edge areas are deter-
mined. The simulation results show that the best cell throughput is obtained by
setting the resource allocation boundary at approximately 2/3 of the cell radius
for a particular cell setting with omnidirectional antenna (cell radius is 1 Km).
Whereas in [86], the relationship between optimal distance thresholds (boundary)
and the type of scheduling is investigated. It is identified that as the number of
users increases, the optimal boundary needs to decrease (i.e. the cell edge area
is increasing). In classic cellular system (e.g. [41]), the partition/classification of
users for each cell is determined by using the average received SINR as criterion
for setting the boundary. The BS then classifies users with an average SINR less
than a pre-determined threshold as cell edge users, while users with an average
SINR greater than the threshold are classified as cell centre users. It is indicated
in [87] that once the boundary is determined, the optimal spectrum sharing ratio
between cell centre and cell edge users is proportional to the square of the ratio
of the interior radius (the distance between the BS to the boundary that divides
the cell into cell centre and cell edge areas) and the cell radius, when assuming
that user locations are uniformly distributed. Meanwhile in [88], the boundary is
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simply obtained by assuming that the ratio of the inner area to the cell edge area
is two. Once the users are classified as cell edge users, within the same cell, ded-
icated spectrum resources are reserved for scheduling these cell edge users; while
among neighbouring cells, cell edge users from different cells will be scheduled on
different portion of the frequency band to avoid interference.
Although cell edge users can benefit from an interference-free environment, it can
actually lead to a low utilisation of the frequency bands. To improve the utilisation
of the frequency bands, the subcarriers allocated to the cell edge users are allowed
to be reused in the cell centre area with reduced transmit power [41, 42]. In [89],
a geometry-based approach was adopted for user group partitioning, where the
edge and center users are differentiated based on their distances from the serving
BSs. However, the boundary is simply set as a fixed distance. Cell edges users are
protected by guaranteeing a minimum rate. The power and subcarriers are first
determined for the cell edge users, the residual power and frequency resources are
then allocated to the cell centre users, where the power allocated on each subcarrier
is obtained by equally dividing the residual power by the residual subcarriers.
In [90, 91], cell edge users are referred as the users residing at the boundary
between adjacent cells. Cell edge users are protected by restricting the dominant
interferences through BS coordination [92]. In [93], a gradient ascent based power
allocation method is used to solve the EE maximisation problem for the macro
cells in a HetNet system, where the cell-center boundaries are constants.
The key idea to provide fairness among users in the aforementioned works (which
are related to FFR/SFR and/or scheduling) is to divide the users into different
groups. Based on the user grouping, these works then focus on finding the optimal
or suboptimal sharing ratio of the frequency band and/or power between different
groups by using or not BS coordination. Users are categorised into cell edge and
cell centre groups simply based on the cell geometry (e.g. FFR) or the user SINR
(e.g. scheduling). According to these works it is clear that boundary is impor-
tant in two aspects: one is that it determines the distribution of different group
of users, the other is that it affects the distribution of the frequency resources.
Therefore it is important to find an appropriate method for setting this resource
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allocation boundary to group the users in the most effective manner. Although, in
the past, boundary has mainly been perceived as a long-term management crite-
rion, relatively static, this concept can be revisited for categorising the users in a
more dynamic way, that is, through user scheduling. User scheduling schemes rely
on the CSI of the users. By leveraging on the coordination among BSs, schedul-
ing schemes can have a global knowledge of users’ CSI to dynamically adjust the
boundary between different types of users and better manage the global pool of
available resources to these users. In turn, significant system performance improve-
ment are foreseen by pushing further the concept of boundary/user grouping, as
we unveil our novel scheduling scheme based on the following system model.
3.2 System, Power and Energy Framework
3.2.1 System Model
We consider the downlink of a planar HetNet system, as it is depicted in Fig. 3.1,
where sectorised macro and small BSs allow UEs to communicate via a multi-
carrier multiple access scheme over a frequency-selective and block faded channel.
The macro and small BSs share the same frequency resources, which corresponds
to an underlay HetNet deployment. Each macro BS serves three sectors with one
directional antenna per sector, and each small BS is equipped with one omni-
directional antenna to serve the UEs within its coverage area. Whereas each UE
is equipped with one omni-directional antenna and can be served by either macro
or small BS according to its current position. Moreover, we assume that all the
BSs can coordinate their transmission, by exchanging information about their
respective UEs’ channel gains. In order to obtain the CSI from each BS, the BSs
need to be interconnected via backhaul links [94] which will generate backhaul
traffic. Moreover, when SCs are included, the backhaul traffic for exchanging the
CSI can be massive due to the large number of SCs [95]. More information about
the coordination process can be found in [51, 92, 96]. We focus in the following on a
representative cluster (i.e. a dodecagonal area) that is composed of three sectors;
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each sector is served by a different macro BS, within which, SCs are uniformly
distributed. Meanwhile, UEs of each sector are served by either a macro BS or
a small BS, as it is illustrated in Fig. 3.1. Note that “sectors” are often referred
as “macro cell” in the following, since we only consider (for the simplicity of the
introduction) one sector for each macro BS.
2
1
3
BS 2
ISD
BS 3
BS 1
Figure 3.1: Sectorised planar cellular system layout.
We consider a total number of M BSs (macro+small BSs), that each sector (the
area covered by one of a macro BS’s directional antenna) has K active users and
that there are S subchannels available for scheduling these users at each time
interval t. We also assume that the CSI of all the links within a cluster is available
at both the BS and UE ends. Accordingly, the channel capacity of the k-th user
of BS m on subcarrier s, i.e. served by BS m, can be expressed as [97]
Csk(m)[t] = αsk(m)[t]B log2
(
1 +
gsm,k(m)[t]p
s
m[t]
σ2 + Ism,k(m)[t]
)
. (3.1)
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In (3.1), gsj,k(m)[t] is the channel gain between the j-th BS and the k-th user of
BS m over the s-th subcarrier, B is the bandwidth of each subcarrier, psm[t] is the
transmit power allocated by BS m for the transmission on the s-th subcarrier and
σ2 is the noise power. Moreover, α is the subcarrier allocation indicator such that
αsk(m)[t] ∈ {0, 1}, αsk(m)[t] = 1 if the k-th user of BS m is assigned on subcarrier s
or αsk(m) = 0, otherwise. In addition, I
s
m,k(m)[t] represents the interference from the
non-serving BSs over the subcarrier s such that
Ism,k(m)[t] =
M∑
j=1
j 6=m
psj [t]g
s
j,k(m)[t], (3.2)
in the general case. Note that the term Ism,k(m)[t] is dependent of the type of
scheduling scheme that is being used; for instance, if only one user (among all the
users of the different cells in the cluster) was scheduled on the s-th subcarrier,
there would be no interference on this subcarrier, i.e. Ism,k(m)[t] = 0.
Thus, according to (3.1), the total sum rate within the cluster can then be ex-
pressed as
RΣ(P[t],α[t]) =
M∑
m=1
S∑
s=1
Csk(m)[t], (3.3)
where P[t] = [p11[t], ..., p
S
1 [t], p
1
2[t], ..., p
S
M [t]]  0, andα[t] = [α11[t], ..., αS1 [t], α12[t], ..., αSK(M)[t]].
3.2.2 Power Model and EE Metric
Although different BSs can be quite different in terms of architecture (for instance,
small BSs normally do not require the cooling unit as macro BS does), the power
consumptions of macro and small BSs can be modeled in a similar way, i.e. the
total power consumption of a BS (i.e. Pin in Fig. 2.8) is the sum of its transmit
and fix powers [1, 98] as
Pin = ∆P + uP
Ci , (3.4)
where ∆ accounts for the PA inefficiency of the BS (typical values for ∆ can be
found in Table 2.2), and PCi accounts for the fixed (circuit) power consumed by
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the BS. The term u is the number of transmit antennas at the transmit node. In
addition, the transmit power, i.e. RF output power, P ∈ [0, uPmax] with Pmax
being the maximum per-antenna transmit power. Given that each BS has one
transmit antenna and that each antenna can have a different maximum transmit
power, it implies that
S∑
s=1
psm[t] 6 Pmaxm , (3.5)
where Pmaxm is the maximum transmit power of BS m. The total power consump-
tion within a cluster can be expressed as a sum of the total transmit and fix powers,
as follows,
PΣ(P[t]) =
M∑
m=1
∆m
S∑
s=1
psm[t] +
M∑
m=1
S∑
s=1
P sc,m[t], (3.6)
where ∆m accounts for the PA inefficiency of the BS m and p
s
m accounts for the
transmit power of the BS m on subcarrier s, P sc,m is the fixed power consumed by
BS m on subcarrier s. Note that for each BS, the total transmit power over the
subcarriers should not exceed the maximum transmit power per antenna Pmaxm as
in (3.5). Knowing the total rate (3.3) and the total power consumption (3.6) of
the cluster, the energy consumption of the system can then be formulated as
Eb(P,α) =
∑T
t=1 PΣ(P[t])∑T
t=1 RΣ(P[t],α[t])
(3.7)
3.3 Theoretical Framework for Scheduling Bound-
ary
In order to improve the EE and user fairness in coordinated cellular systems, we
introduce the concept of EE-based allocation boundary. As already mentioned,
the idea of allocation boundary is originated from FFR where users, based on
their location/channel quality relative to their serving BS, are divided in different
groups and provided with different frequency resources. This helps to improve
user fairness and maintain other key system performances [42, 99]. FFR, which is
a long-term planning technique, uses static boundaries; whereas we develop here
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a dynamic boundary that can be integrated in short-term resource management
(i.e. scheduling). We define our dynamic allocation boundary as a collection of
points where coordinated and orthogonal resource allocation approaches achieve
the same instantaneous EE performance. Coordinated allocation [51] refers to the
scenario where coordination amongst BSs is used to schedule more than one user
on a particular subcarrier (as in multi-user superposition transmissions); whereas
in orthogonal allocation, at most one user per sub-carrier (amongst all the BSs)
is allocated at a time. Given that the downlink interference for each macro UE
mostly comes from its nearest non-serving macro BSs, we focus on deriving our
dynamic EE-based allocation boundary for the three-sector layout of Fig. 3.2.
1
BS 2
BS 1
(0,0)
ISD
𝜃
Reference BS (BS1) 
with coordinate (0,0)
UE with polar 
coordinate (𝑑, 𝜃)
BS 3
𝑑𝑖𝑛𝑡𝑒𝑟𝑓1
Outer Area
Interference
𝑑
p
p p
Dynamic 
Allocation
Boundary
Inner Area
𝜃
𝜃𝑑
𝑑
Inner Area
Inner Area
Outer
Outer
Figure 3.2: Sectorised planar cellular system layout with allocation boundary.
3.3.1 Theoretical Assumptions
In order to derive this boundary, we have relied on the following theoretical as-
sumptions and the notations can be found in Table 3.1:
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 We consider the three-sector layout depicted in Fig. 3.2, where BS 1, which
acts as a reference point (0, 0), serves a given UE with known polar coor-
dinate (d, θ). Similarly, BS 2 and BS 3 serve each a given user in sector 2
and 3, respectively (which are also depicted in Fig. 3.2); we assume that the
UEs of the three sectors (one UE per sector) have the same relative posi-
tion to their serving and non serving BSs [31] (symmetric positions), as it is
depicted in Fig. 3.2.
 We assume that each BS uses the same transmit power p on a given subcarrier
s (if a user of each given BS is allocated to this subcarrier). Note that
the value of p is not necessarily the same for each subcarrier. In turn,
equation (3.2) is equivalent to Ism[t] = pG
s
m[t] in the coordinated case, with
Gsm[t] =
∑M
j=1,j 6=mg
s
j [t],M = M1 for the macro-tier.
 Given the symmetrical positioning of the UEs (see first assumption), we also
assume that they experience the same desired and undesired channel gains,
such that gsm[t] = g(d) and G
s
m[t] = G(d, θ).
 Among the three types of fading encompassed in g and G, we omit the
shadowing and small-scale fading for tractability of analysis purpose, such
that g(d) = d−n and G(d, θ) = d−ninterf1 + d
−n
interf2, where n is the pathloss
exponent, dinterf1 = ISD
√
(d¯− a)2 + b2 and dinterf2 = ISD
√
(d¯− c)2 + e2,
where a, b, c, e are defined in Table 3.1. In addition, ISD is the inter-site
distance and d¯ = d/ISD is the normalised distance.
3.3.2 Derivation of Dynamic Allocation Boundary
As previously mentioned, we define our dynamic allocation boundary as a collec-
tion of points where coordinated and orthogonal resource allocation approaches
achieve the same instantaneous EE performance. Given that allocation boundary
is designed to improve the fairness of the user/subcarrier allocation, it is per-
formed on a per-subcarrier basis. As explained in [30], energy-efficient subcarrier
allocation offers more flexibility; for instance, different weights can be assigned to
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Table 3.1: Table of notations used for deriving the dynamic allocation bound-
ary.
Notation Definition
d d is the distance between a UE and its serving BS
θ θ is the angle between a UE and its serving BS
n n is the pathloss exponent
psm[t] p
s
m[t] is the allocated transmit power on subcarrier s by
BS m, psm[t] = p for each BS
ISD ISD is the inter-site-distance of the macro BSs
d¯ d¯ is the normalised distance, d¯ = d/ISD
gsm[t] g
s
m[t] is the channel coefficient of the serving BS m to
UE link on subcarrier s, gsm[t] = g(d) for users in the
same group (symmetric structure)
Gsm[t] G
s
m[t] is the sum of channel coefficients of the non-
serving BSs to UE links of BS m on subcarrier s,
Gsm[t] = G(d, θ) for users in the same group (symmetric
structure)
P sc,m P
s
c,m is the fixed power on each subcarrier
A A = p
σ2ISDn
a a = sin(θ + pi
6
)
b b = cos(θ + pi
6
)
c c = cos(θ)
e e = sin(θ)
dinterf1 dinterf1 is the distance from BS 2 (interfering BS) to the
UE served by BS 1, dinterf1 = ISD
√
(d¯− a)2 + b2
dinterf2 dinterf2 is the distance from BS 3 (the other interfering
BS) to the UE served BS 1, dinterf2 = ISD
√
(d¯− c)2 + e2
g¯(d¯) g¯(d¯) = pg(d)
σ2
= Ad¯−n is distance-normalised received
SNR
G¯(d¯, θ) G¯(d¯) = pG(d,θ)
σ2
= A
(
1
[(d¯−a)2+b2]n2 +
1
[(d¯−c)2+e2]n2
)
is the
distance-normalised received interference
different subcarriers to enforce different priorities. We define the per-subcarrier
energy consumption metric (Eb) for the coordinated and orthogonal scheduling
cases in (3.8) and (3.9), respectively.
Chapter 3. Boundary-enabled Energy-Efficient Scheduling 46
According to (3.1) as well as (3.6), and based on our theoretical assumptions in
the Section 3.3.1, energy consumption of a subcarrier can be formulated as
Eb(coord) =
∑M
m=1(∆mp+ Pc,m)∑M
m=1B log2
(
pg(d)
pG(d,θ)+σ2
) , (3.8)
when coordinated scheduling is utilised to coordinate the transmission of M BSs.
In (3.8), the numerator represents the total power consumption of the M scheduled
transmissions and the denominator is the total achievable rate on the subcarrier,
where M is the total number users scheduled on this subcarrier (one user per BS).
Note that in (3.8) and the subsequent equations, the superscript s is omitted to
simplify the notation. As illustrated in Table 3.1, p is the transmit power allocated
on the subcarrier and Pc,m is the fixed power consumption of the subcarrier.
Whereas, the energy consumption of a subcarrier can be formulated as
Eb(orth) =
∆mp+
∑M
m=1 Pc,m
B log2
(
1 + pg(d)
σ2
) , (3.9)
when orthogonal scheduling is used. In the coordinated case, where multiple users
are scheduled on the same subcarrier, the total power consumption is a function
of the transmit power p and fixed subcarrier power Pc,m of all the M BSs. Dif-
ferent from the coordinated scheduling, in orthogonal scheduling only one user at
a time is scheduled, and thus, only the transmit power p allocated to this user is
consumed. However, given that all the M BSs are active, they all consume fixed
power. Obviously, orthogonal scheduling allows to avoid interference. Then, based
on (3.8) and (3.9), a sector of a macrocell can be partitioned into two areas: the
inner and outer (sector edge) areas; Eb(coord) < Eb(orth) in the inner area means
that the coordinated scheduling scheme achieves better EE performance than the
orthogonal scheduling scheme, whereas Eb(coord) > Eb(orth) in the outer area means
that the orthogonal scheduling scheme achieves better EE performance than the
coordinated scheduling scheme. The rational behind this design principle is that
in cellular networks, the interference increases as the user moves away from its
Chapter 3. Boundary-enabled Energy-Efficient Scheduling 47
serving BS. It is therefore not wise to schedule multiple users on the same sub-
carrier in the outer area, since it will lead to a wastage of power and subcarrier
resources due to the strong interference. In addition, the limit between these two
areas, which we refer to as the EE-based resource allocation boundary, is defined
as
Eb(orth) = Eb(coord). (3.10)
Therefore, by inserting (3.8) and (3.9) into (3.10), after simple manipulation (e.g.
transposition), we can obtain that
log2
(
1 +
pg(d)
σ2
)
= βlog2
(
1 +
pg(d)
pG(d, θ) + σ2
)
, (3.11)
where
β =
∆p+MPc,m
∆p+ Pc,m
. (3.12)
According to Table 3.1, (3.11) can be represented as
log2(1 + g¯(d¯)) = β log2(1 +
g¯(d¯)
G¯(d¯, θ) + 1
), (3.13)
where d¯ is the normalised d, i.e. d¯ = d/ISD, d¯ ∈ [0, 0.5]. Considering that g¯(d¯),
G¯(d¯, θ), and β are all non-negative, we can obtain
(1 + g¯(d¯))
1
β = (1 +
g¯(d¯)
G¯(d¯, θ) + 1
). (3.14)
According to (3.14), we can then obtain
G¯(d¯, θ) + 1 =
g¯(d¯)
(1 + g¯(d¯))
1
β − 1
. (3.15)
Therefore, equation (3.11) can be reformulated as a function of d¯ and θ (θ ∈
[0, 2pi/3]), as
f(d¯, θ, β) = 1 + G¯(d¯, θ)− h(d¯, β), (3.16)
where
h(d¯, β) =
g¯(d¯)
((1 + g¯(d¯))
1
β − 1)
. (3.17)
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Since
G¯(d¯, θ) =
pG(d, θ)
σ2
, (3.18)
and according to Table. 3.1,
G(d, θ) = d−ninterf1 + d
−n
interf2
and
A =
p
σ2ISDn
,
we can obtain
G¯(d¯, θ) = A
(
1
[(d¯− a)2 + b2]n2 +
1
[(d¯− c)2 + e2]n2
)
, (3.19)
where a, b, c, and e in (3.19) are defined in Table 3.1. Consequently, if the EE-
based resource allocation boundary occurs at d = D, then according to (3.16), D
verifies
f(d = D, θ, β) = 0. (3.20)
Proposition 3.1. The function f(d¯, θ, β) in (3.16) is a monotonically increasing
function of d. Given that limd¯=0 f(d¯, θ, β) = −∞, it implies that, a boundary exists
only if maxd¯,θ,β f(d¯, θ, β) > 0, or equivalently, h(0.5, β) 6 (1 + maxθ G¯(0.5, θ)),
when considering the layout of Fig. 3.2.
In other words, there exists D > 0 such that f(D, θ, β) = 0. To ensure that the
EE-based resource allocation boundary is within the sector area, the scheduling
boundary cannot be larger than half of the ISD, which is the maximum radius of a
macro BS (see in Fig. 3.2). Therefore, D ∈ (0, 0.5] and D has to be a non-negative
value to meet this condition.
Proof of Proposition 3.1
Proof. Proving the existence of the resource allocation boundary is equivalent to
proving that the gain function f(d¯, θ) is a monotonically increasing function of d.
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According to (3.19), the first order derivative of G(d¯, θ) can be expressed as
∂G¯(d¯, θ)
∂d¯
= An
(
a− d¯
[(d¯− a)2 + b2]n2 +1 +
c− d¯
[(d¯− c)2 + e2]n2 +1
)
. (3.21)
Note that when θ is in the interval [0, pi
3
], we have a, c ∈ [0.5, 1], such that a and c
are always larger than or equal to the maximum value of d¯, i.e. 0.5. Since A and
n are non-negative, it implies that
∂G¯(d¯, θ)
∂d¯
> 0, ∀θ ∈ [0, pi
3
], ∀d ∈ (0, 0.5]. (3.22)
Whereas ∂G¯(d¯,θ)
∂d¯
< 0 when θ ∈ (pi
3
+ pi
4
, 2pi
3
]. According to (3.17), the first order
derivative of h(d¯, β) can be calculated as
∂h(d¯, β)
∂d¯
=
∂g¯
∂d¯
[(1 + g¯)
1
β − 1]− g¯ 1
β
∂g¯
∂d¯
(1 + g¯)
1
β
−1
[(1 + g¯)
1
β − 1]2
. (3.23)
Since we know that
∂g¯(d¯)
∂d¯
= −nAd¯−(n+1) = −nd¯−1g¯,
we get
∂h(d¯, β)
∂d¯
=
−nd¯−1h(d¯, β)
β
[
β − 1 + (1− h(d¯, β))
g¯ + 1
]
. (3.24)
Since all quantities on the right-hand side (RHS) of the above result are positive,
i.e. nd¯
−1h(d¯,β)
β
> 0, it implies, based on (3.24), that
− ∂h(d¯, β)
∂d¯
> 0
requires the following condition to be satisfied, i.e.
[
β − 1 + (1− h(d¯, β))
g¯ + 1
]
> 0,∀d¯ ∈ (0, 0.5]. (3.25)
By substituting h(d¯, β) with g¯
(1+g¯)
1
β −1
in (3.25), the latter can be rewritten as
(
1 + g¯
(
β − 1
β
))β
> (1 + g¯)β−1,
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which is always true since g¯ > 0 and β > 1. Hence, based on all the previous
equations, ∂f(d¯,θ)
∂d¯
> 0 or in other words, f is a strictly increasing function of d¯.
Consequently, if h(d¯, β) is larger than (1 + G¯(d¯, θ)), then f(d¯, θ, β) will have no
root and the coordinated scheduling achieves better EE performance than the
orthogonal scheduling. Given that −h(d¯, β) is an increasing function of d¯, the
minimum value of h(d¯, β) occurs at d¯ = 0.5. Whereas the maximum value of
G¯(d¯, θ) also occurs at d¯ = 0.5. If the minimum value of h(d¯, β) is larger than
the maximum value of G¯(d¯, θ), it implies that the boundary does not exist since
the gain function is always negative. Otherwise, a boundary exists. Therefore,
a necessary and sufficient condition for f(d¯, θ) to have a unique root over d¯ ∈
(0.0.5], θ ∈ [0, 2pi
3
] when n > 1 and A 6 100 is
h(0.5, β) 6 (1 + max G¯(0.5, θ)).
Another important important parameter in (3.16) is β. According to (3.12), pro-
vided that the fixed power Pc,m and ∆m are predefined parameters, the value of β
depends on the transmit power of the BS. Different power allocations can lead to
different values of β, which correspond to different boundaries. However, we can
easily obtain the range of feasible β as follows. The first order derivative of (3.12)
with respect to p is
∂β
∂p
=
∆m(1−M)Pc,m
(∆mp+ Pc,m)2
; (3.26)
therefore ∂β
∂p
< 0, when M > 1, is a decreasing function of p. Provided that p is a
non-negative value, it implies that β has its maximum value when p = 0, whereas
β has it minimum value when p = +∞.
Maximum value of β: βmax
βmax = lim
p→0
∆mp+MPc,m
∆mp+ Pc,m
= M. (3.27)
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Minimum value of β: βmin According to L
′Hoˆpital′s rule,
βmin = lim
p→∞
∆mp+MPc,m
∆mp+ Pc,m
= lim
p→∞
∂(∆mp+MPc,m)/∂p
∂(∆mp+ Pc,m)/∂p
= 1. (3.28)
Given that the allocated power cannot exceed the pre-defined maximum transmit
power Pmax, i.e. p ∈ [0, Pmax], therefore, β ∈ (1,M ].
By calculating the first derivative of f(d¯, θ, β) with respect to β, we can obtain
that
∂f(d¯, θ, β)
∂β
= − g¯(g¯ + 1)
1
β ln(g¯ + 1)
((g¯ + 1)− 1)2β2 . (3.29)
Provided that all the parameters in the above function are non-negative, it implies
that f(d¯, θ, β) is a decreasing function of β, i.e.
f(d¯, θ, β2) > f(d¯, θ, β1), ∀β1 ≥ β2.
Given that f(d¯, θ, β) is an increasing function of d¯ (see Proposition 3.1) and that
f(d¯, θ, β2) > f(d¯, θ, β1), it implies that the inner area would always be smaller
when β = β2 than when β = β1 if the resource allocation boundary (d¯ ∈ (0, 0.5))
exists in both cases.
Obtaining D (the normalised distance at which the boundary occurs) requires to
solve a polynomial equation with β as an exponent, as it further explained in the
following. Hence, since β falls in the range of (1,M ], i.e. β is not always an integer
number, D cannot be expressed in closed-form in the general case. However, in
the case of β = M , a lower bound for the value of D can be derived as follows.
Proposition 3.2. In a three-sector layout, let the boundary occurs at d¯ = D, then
D can be lower bounded as
D > D =
(
2A
(2 + A2n(1 + 3−
n
2 ))[−3 +
√
5 + A2n+2(1 + 3−
n
2 )]+
) 1
n
,
when β = M = 3, and where [x]+ , max {x, 0}.
Proof of Proposition 3.2
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Proof. Letting (3.8) and (3.9) to be equal and knowing that g¯ is non-negative, it
implies, according to the binomial theorem, that
g¯β−1 + βg¯β−2(1 + G¯) + · · ·+ (1 + G¯)β−1((β − 1)− G¯) = 0,
when β is an integer. Given that β ∈ (1,M ], the above equation becomes a
quadratic function when considering a three-sector layout, i.e. M = 3, such that
g¯ =
1 + G¯
2
(
−3 +
√
1 + 4G¯
)
,
for β = M . Given that g¯ > 0, there exists a unique G¯ > 0, such that g¯ =
1+G¯
2
(−3 +
√
1 + 4G¯). Recall that g¯(d¯) = Ad¯−n according to the pathloss model,
hence, finding an upper bound for g¯(d¯), is equivalent to finding a lower bound for
D.
As it is proved in Proposition 3.1 that
∂G¯(d¯, θ)
∂d¯
> 0, ∀θ ∈ [0, pi
3
], ∀d¯ ∈ (0, 0.5],
the maximum value of G¯(d¯, θ) is equal to max
θ
G¯(0.5, θ), which is
max
d¯,θ
G¯(d¯, θ) = max
θ
G¯(0.5, θ) > G¯(0.5, pi
3
),
where G¯(0.5, pi
3
) = A2n(1 + 3−
n
2 ). In fact, numerical analysis shows that
max
θ
G¯(0.5, θ) 6 1 + A2n(1 + 3−n2 ).
Consequently, since
g¯max =
1 + max
θ
G¯(d¯, θ)
2
[
−3 +
√
1 + 4 max
θ
G¯(d¯, θ)
]
,
by substituting max
θ
G¯(0.5, θ) with 1 + A2n(1 + 3−
n
2 ) in the above equation and
rearranging it according to g¯(d¯) = Ad¯−n, the lower bound for the boundary can
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be obtained as
D >
 2A
(2 +A2n(1 + 3−
n
2 ))[−3 +
√
5 +A2n+2(1 + 3−
n
2 )]+
 1n .
In addition, in a three-sector layout (see in Fig. 3.2), given a user’s coordinates
(d, θ), the normalised distance between the user and the two interfering macro BSs
can be obtained by
d¯interf1 =
√
(d¯− sin(θ + pi
6
))2 + cos(θ +
pi
6
)2, (3.30a)
d¯interf2 =
√
(d¯− cos(θ))2 + sin(θ)2. (3.30b)
Let
D1 = (d¯interf1)
2 = d¯2 − 2d¯ sin(θ + pi
6
) + 1, (3.31a)
D2 = (d¯interf2)
2 = d¯2 − 2d¯ cos(θ) + 1. (3.31b)
Provided that d¯interf1 and d¯interf2 are both positive, let
F (θ) = D1 +D2 = 2d¯
2 − 2d¯ sin(θ + pi
6
)− 2d¯ cos(θ) + 2. (3.32)
By calculating the second order derivative of F (θ) with respect to θ, we can get
∂2F
∂θ2
= 2d¯ sin(θ +
pi
6
) + 2d¯ cos(θ), (3.33)
which is positive when θ ∈ [0, 2pi
3
], therefore, F (θ) is a convex function when
θ ∈ [0, 2pi
3
]. F (θ) has its minimum value when θ = pi
6
, which corresponds to the
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case that the distances between the user and its two interfering BSs is the smallest,
i.e. the interference is the strongest.
Since the achievable rate on each subcarrier can be obtained, according to (3.1),
as
Cs = log2(1 +
pg
pG+ σ2
), (3.34)
provided that all the other parameters in (3.34) are the same, the interference will
decrease when θ ∈ [pi
6
, 2pi
3
]. Therefore, better EE can be achieved as θ increases, i.e.
the value of the boundary will be larger (more close to the cell edge). Therefore,
the lower bound derived in Proposition 3.2 will still be the lower bound when
θ ∈ [pi
3
, 2pi
3
].
According to Proposition 3.2, the resource allocation boundary is lower bounded
by D when β = M = 3 as it is illustrated in Fig. 3.3. However, as previously
discussed, β can be any number in the range of (0,M ]. Given that β becomes
closer to M as p decreases in (3.27) and green scheduling usually reduces the Eb
by reducing p [30, 100], D can be used as a starting point for finding the actual
EE boundary, D, as it is detailed in Corollary 3.3.
Corollary 3.3. Provided that f(d¯, θ, β) is an increasing function of d¯, it then
implies that
 Case 1: if f(0, θ, β) > 0 or f(0.5, θ, β) < 0, the boundary does not exist (i.e.
there is no inner or outer area). The former suggests that the orthogonal
scheduling is always better than the coordinated scheduling, whereas the latter
suggests that the coordinated scheduling is always better.
 Case 2: if f(0, θ, β) 6 0 and f(D, θ, β) 6 0, the boundary exists, and D 6
D 6 0.5,∀β ∈ (0,M ]. In this case, in the inner area, coordinated scheduling
is used and in the outer area, the orthogonal scheduling is used, where D
serves as a lower bound.
 Case 3: if f(0, θ, β) 6 0 and f(D, θ, β) > 0, the boundary exists, however
D > D > 0,∀β ∈ (0,M ], D 6 0.5. In this case, in the inner area, coordinated
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Figure 3.3: Lower bound of the actual resource allocation boundary when
M=3.
scheduling is used and in the outer area, the orthogonal scheduling is used,
where D serves as an upper bound.
Given that f(d¯, θ, β) is an increasing function of d¯, in Case 2, if both f(0, θ, β)
and f(D, θ, β) are negative, it indicates that f(d¯, θ, β) has one and only one root
D and the lower bound, D, when M = 3 is also the lower bound for β ∈ (1,M).
While in Case 3, if f(0, θ, β) is negative and f(D, θ, β) is positive, it indicates that
f(d¯, θ, β) has one and only one root D and the lower bound, D, when M = 3 is
the upper bound for β ∈ (1,M), as it illustrated in Fig. 3.4.
Even though D cannot be expressed in closed-form in the general case, based on
Proposition 2, Corollary 3.3 and knowing, according to (3.27), that β converges
towards M when the value of p decreases, D can be numerically obtained by
performing a simple directional root search, where D is used as a starting value
for the search which will be detailed in the following section.
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Figure 3.4: Example of Case 2 and Case 3 in Corollary 3.3.
Gap Analysis of the allocation boundary
Table 3.2 shows the average boundary as a percentage of cell radius. The pathloss
exponent is set to be 4. It can be seen that as the cell radius increases, the
boundary will also increase due to the reduced interference from neighbouring
cells.
Table 3.2: Average resource allocation boundary as a percentage of cell radius.
Cell radius
(m)
300 400 500 600 700 800 900 1000
Boundary 36.4% 40.4% 43.2% 46.8% 47.6% 49.2% 49.6% 52.4%
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Table 3.3 shows the average gap of the allocation boundary when considering
with/without Rayleigh fading, log-Normal shadowing (standard deviation 8 dB).
The pathloss exponent is set to be 4. It can be seen that shadowing and small-
scale fading will cause fluctuations to the boundary compared to the case where
only pathloss is considered.
Table 3.3: Allocation boundary gap when with/without shadowing and small-
scale fading.
Cell radius
(m)
300 400 500 600 700 800 900 1000
Difference
between Pathloss-only
and Pathloss+Shadowing
+Small-scale fading
1.7% -0.8% 3.4% -4.7% 2.5% -3.6% -1.6% 2.0%
3.4 Boundary-enabled Scheduling for HetNet Sys-
tems
In this section, we integrate our dynamic resource allocation boundary in the
design of our green scheduling scheme as a means of improving both the EE and
fairness in an underlay HetNet scenario. Our proposed boundary-enabled schedul-
ing scheme is composed of four steps as shown in Fig. 3.5. In the first step, we
first find the resource allocation boundary and then classify the users into inner
area and outer area users. The users with similar channel conditions are then
grouped into the same group of users for scheduling. After user grouping, the sub-
carriers are allocated to each group of users according to the scheduling algorithm
being used. Finally, the transmit powers are allocated for each subcarrier. We will
introduce each step in Fig. 3.5 in detail in the following.
Chapter 3. Boundary-enabled Energy-Efficient Scheduling 58
Obtain allocation boundary & Classify 
the UEs accordingly
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Equal power allocation
Allocation boundary with equal power
Figure 3.5: Block diagram of the boundary-enabled scheduling scheme.
3.4.1 Boundary-enabled User Classification
The first stage of the boundary-enabled scheduling process computes the dynamic
EE-based allocation boundary. The procedure of obtaining the boundary is il-
lustrated in the flowchart in Fig. 3.6. For a given network layout, the value of
D in Proposition 3.2 is first calculated; it is then used to search for the actual
allocation boundary D, which is updated for each scheduling time interval. This
allocation boundary served as a classification criterion to differentiate between the
UEs, i.e. inner or outer UEs. In a two-tier underlay HetNet system, UEs are
further classified as macro and SC-UEs according to the cell they are associated
to. Therefore, the UEs are classified into four categories, which are inner macro
UEs, inner SC-UEs, outer macro UEs, and outer SC-UEs.
The key idea of the resource allocation boundary is to dynamically partition the
cell into two areas: the inner area where interference can be tolerated, and the outer
area where interference should be avoided. Therefore, users belonging to different
categories will received tailored scheduling treatment, as explained in the following.
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Figure 3.6: Flowchart of obtain the allocation boundary.
According to the design philosophy of the resource allocation boundary, in the
inner area, the interference can be tolerated, therefore, multiple transmissions can
be scheduled on the same subcarrier in a cluster (e.g. multiple inner macro UEs are
scheduled on subcarrier 1 in Fig. 3.7). Whereas, in the outer area, each macro UE
is scheduled on a dedicated subcarrier (orthogonal scheduling, e.g. subcarrier 4
in Fig. 3.7) since this achieves better EE performance, by avoiding interference
from the neighbour cells. In the inner area, we schedule the SC-UEs on the same
subcarrier as inner macro UEs (subcarrier 1 in Fig. 3.7). This is because inner
macro UEs are more robust to interference, in addition, by scheduling the inner
macro and SC-UEs, SE and EE can be further improved. Whereas, in the outer
area, the SC-UEs are scheduling on subcarriers (subcarrier 6 in Fig. 3.7) that are
not already occupied by outer macro UEs. Indeed, even though the outer macro
UEs are protected from non-serving macro BSs interference by scheduling them
on their own dedicated subcarriers, they are still quite vulnerable to interference
since they are far away from their serving BSs. While for outer SC-UEs, since the
SCs are operating at a lower transmit power, interferences remain low such that
allocating multiple SC-UEs can greatly improve the SE and EE.
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Figure 3.7: Boundary-enabled subcarrier allocation.
UEs can either be scheduled in an orthogonal or coordinated manner, where co-
ordination allows to schedule more than one UE on the same subcarrier. Thus,
in addition to the usual subcarrier and power allocations, a coordinated sched-
uler must group the users of different interfering cells in an effective manner for
reducing interference. For instance in [30], the user grouping and subcarrier al-
location are carried out simultaneously until the optimal grouping and allocation
are found. The power allocation is carried out accordingly for every scheduling
interval. However, this kind of scheduling is not efficient in terms of computational
complexity especially when a large number of BSs are involved, such as in dense SC
deployment. In order to reduce complexity, we follow a different approach where
users of different interfering cells are first grouped together and then assigned on
a given subcarrier.
3.4.2 Symmetric User Grouping
After classifying the UEs, we apply a symmetric user grouping principle to group
the UEs, i.e. UEs with similar channel characteristics will be grouped together
to form a scheduling group. In order to find the symmetric user groups for each
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subcarrier, the users of each BS are first sorted in descending order according to
their CSI on that subcarrier. The users having the same sorted index of each BS
are regarded as the users having similar channel characteristics, thus will form a
symmetric user group. The complexity of sorting the users can be O(K log2K)
given the number of users served by each BS is K. In the inner area, such a
symmetric user group will be scheduled on the same subcarrier. However, due to
the difference in both the users’ channel characteristics and BS type, macro UE
groups and SC-UE groups are created separately.
3.4.2.1 Inner Area User Grouping
In the inner area, macro and SC-UEs, which are scheduled on the same subcarrier
by using coordinated scheduling (see Fig. 3.7), form a group that we refer to as
“inner area group”. We create this group of users by selecting users from different
cells with similar channel characteristics, i.e. having similar desired gsi,k(i) and
interfering, gsj,k(i) channel gains, j 6= i. However, due to the different characteristics
of macro and SCs, we create two separate groups of users, i.e. a macro group and
a SC group. In order to distinguish between the macro and SC parameters, we
use the notations ˙ and ¨ to differentiate between the macro and SC parameters,
respectively, in the following. For simplicity of introduction let us consider only
the three macro BSs in a cluster (see in Fig. 3.8); we aim at finding users a, b and
c in each sector denoted as 1, 2, 3 in Fig. 3.8, such that
g˙s1,a(1) ' g˙s2,b(2) ' g˙s3,c(3),
g˙s1,b(2) ' g˙s2,c(3) ' g˙s3,a(1),
g˙s1,c(3) ' g˙s2,a(1) ' g˙s3,b(2).
We apply the same user grouping principle to create a group of users for SCs.
It then makes sense to allocate the same transmit power to the group of users
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Figure 3.8: An example of UEs at symmetric positions in a macro-only net-
work.
having the same channel characteristics. Note that a macro BS usually trans-
mits at a higher power than a SC, thus, macro and SC transmit antennas have
different transmit powers. We therefore allocate the same transmit power p˙s[t]
for transmitting to the inner macro cell UEs, and the same transmit power p¨s[t]
for transmitting to the inner SC-UEs. In turn, this simplifies the formulation of
Ck(m)[t] in (3.1). Assuming that there are M1 macro BSs and M2 small BSs in the
inner area, M1 + M2 6 M , the channel capacity of the k-th user served by BS m
on subcarrier s for the macro inner tier is given by
Csk(m)[t] ' C˙sk(m)[t] = αsk(m)[t]B log2
(
1 +
p˙s[t]g˙sm,k(m)[t]
σ2 + p˙s[t]G˙sm,k(m)[t] + p¨
s[t]H˙sm,k(m)[t]
)
,
(3.35)
where G˙sm,k(m)[t] =
∑M1
j=1,j 6=m g˙
s
j,k(m)[t] is the interfering channel gains from the
other macro BSs, and H˙sm,k(m)[t] =
∑M2
j=1 g˙
s
j,k(m)[t] is the interfering channel gains
from the small BSs, which are also taken into account. Note that the notation
psj [t] in (3.2) is such that p
s
j [t] = p˙
s[t] for any j ∈ M1, and psj [t] = p¨s[t] for any
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j ∈M2. Similarly, for the SC inner tier, Csk(m)[t] can be calculated by
Csk(m)[t] ' C¨sk(m)[t] = αsk(m)[t]B log2
(
1 +
p¨s[t]g¨sm,k(m)[t]
σ2 + p¨s[t]G¨sm,k(m)[t] + p˙
s[t]H¨sm,k(m)[t]
)
,
(3.36)
where G¨sm,k(m)[t] =
∑M2
j=1,j 6=m g¨
s
j,k(m)[t] is the interfering channel gains from the
other small BSs (i.e. intra-tier), H¨sm,k(m)[t] =
∑M1
j=1 g¨
s
j,k(m)[t] is the interfering from
the macro BSs (i.e. inter-tier).
3.4.2.2 Outer Area User Grouping
In the outer area, we distinguish between the macro and SC-UEs.
(a) Outer macro UEs are scheduled via orthogonal scheduling, such that only one
outer macro UE is scheduled on a subcarrier (see Fig. 3.7); thus, the channel capac-
ity of each outer macro UEs can be expressed as in (3.35), with both G˙sm,k(m)[t] = 0
and H˙sm,k(m)[t] = 0. Indeed, given that each outer macro UE is scheduled on its
own on subcarrier, it does not suffer from any interference.
(b) As far as outer SC-UEs are concerned, their channel capacity can be expressed
as in (3.36), with H¨sm,k(m)[t] = 0, since that they are not interfering with outer
macro UEs. Note that multiple outer area SC-UEs are scheduled on the same
subcarrier to improve the SE of the HetNet system.
3.4.3 User and Subcarrier Allocation
Once the UE groups are formed by using the above symmetric user grouping
method, it then needs to be decided which group of UEs shall be assigned for
each subcarrier. In this stage, existing scheduling schemes such as greedy, PF, or
RR can be used, however, with modified selection criteria to accommodate the
different categories of UEs, as it is further detailed below.
(i) Greedy scheduling assigns to a subcarrier s the user/group of users providing
the best average achievable user rate on this particular subcarrier, such that
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based on (3.35) and (3.36)
ks(m) = arg max
k(m)∈K(m)
C¯s[t], (3.37)
where C¯s[t] =
∑M1
m=1 C˙sk(m)[t]+
∑M2
m=1 C¨sk(m)[t]
M1+M2
in the inner area, i.e. the achievable
rate of the scheduled groups divided by the number of BSs. The same prin-
ciple applies to the outer area UEs.
(ii) Proportional fair scheduling relies on the PF criterion [101], which is defined
as
ks(m) = arg max
k(m)∈K(m)
C¯s[t]
T s , (3.38)
where T s = ∑T−1t=1 C¯s[t], T s is the sum of the previous average achievable
rate of the scheduled user groups.
(iii) Round robin scheduling [102], once the user groups are formed, allocates
sequentially the subcarriers to each group of UEs until no subcarriers are
available; each user group therefore receives a similar number of subcarriers.
3.4.4 Power Allocation
The final step of the boundary-enable scheduling scheme is to allocate the power
for the scheduled users. Power allocation algorithm plays an important part in
the green scheduling scheme. Therefore, the next chapter is entirely dedicated
to it, where we discuss the SOTA in energy-efficient power allocation and design
a bespoke energy-efficient power allocation algorithm for our boundary-enabled
green scheduling scheme in order further enhance its performance.
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3.5 Numerical Results and Discussion
3.5.1 Simulation Settings
We investigate here the effectiveness of our boundary-enabled scheduling scheme
through Monte Carlo simulations. In order to illustrate the reliability and prac-
ticality of our proposed boundary-enabled scheduling scheme for improving both
the EE and user fairness, we compare its performance, in terms of relevant metrics,
against different types of scheduling methods for both the classic cellular (macro-
only) and HetNet scenarios. Our results depict the generic energy per bit, the
average per-sector transmit power and rate as well as the average per user fairness
for T = 1000 time instances.
We consider a realistic downlink setting where the channel gain, gsi,k(m), is com-
posed of three components, namely, the Rayleigh fading, pathloss and shadow-
ing. Regarding the latter, we use the 3GPP (3rd Generation Partnership Project)
pathloss and shadowing model, as reported in Table 27 and Table 32 of [103] for
macro and SCs, respectively, where the pathloss coefficient between the i-th BS
and the k-th user of sector m is given by
hi,k(m) = 10
1
10(GTxRx−PL(di,k(m))), (3.39)
with GTxRx being the antenna gain of the BS-UE transmission. In addition,
di,k(m) represents the distance between BS i and the k-th user of sector m and
PL(di,k(m)) = PLOS(di,k(m))PLLOS(di,k(m)) + (1 − PLOS(di,k(m)))PLNLOS(di,k(m)) is
the path-loss function. Moreover, PLLOS is the line-of-sight (LOS) probability,
and PLLOS and PLNLOS are the LOS and non-LOS (NLOS) distance dependent
path-loss functions. For the macro scenario, the LOS and non-LOS distance de-
pendent path-loss functions are given by [103]
PLLOS = 28 + 20 log10(Fc) + 22 log10(d), (3.40)
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PLNLOS = 161.04− 7.1 log10 +(WSt) + 7.5 log10(hav)
− (24.37− 3.7 ∗ (hav/hBS)2) log10(hBS)
+ (43.42− 3.1 ∗ log10(hBS))(log10(d)− 3)
+ 20 ∗ log 10(Fc)− (3.2(log10(11.75hUE))2 − 4.97),
(3.41)
where WSt is the street width, hav is the average building height, hBS is the hight
of BS, Fc is the carrier frequency, hUE is the UE height. For the SC scenario, the
LOS and non-LOS distance dependent path-loss functions are given by [103]
PLNLOS = 7.8− 18 log10(hBS − 1)− 18 log10(hUE − 1)
+ 20 log10(Fc) + 40 log10(d),
(3.42)
PLNLOS = 22.7 + 36.7 log10(d) + 26 log10(Fc). (3.43)
In order to simulate the system and compute the pathloss and shadowing coeffi-
cients, we use the system model in [104] and list the corresponding parameters in
Table 3.4.
Table 3.4: System model used in the simulation [104].
System Model
Macro BS Tier SC Tier
System bandwidth 10 MHz
Carrier frequency (𝐹𝑐) 2.1 GHz
Number of subcarriers 600 (by default)
Noise spectral density -165.2 dBm/Hz
Antenna numbers Macro BS / SC / UE 1 / 1 / 1
Antenna gain  Macro BS / SC / UE 14 dBi / 5 dBi / 0dBi
Height  Macro BS / SC / UE 35 m / 10 m / 1.5 m
Building height / Street width 5 m / 20 m
Distance-dependent path loss MaBS-to-UE
(Urban Macro [UMa] scenario)
SC-to-UE
(Urban Micro [UMi] scenario)
Shadowing
(Log-Normal shadowing with standard deviation)
LOS: 4 dB
NLOS: 6 dB
LOS: 3 dB
NLOS: 4 dB
Fast fading channel Rayleigh block fading
SC dropping 15 per cluster (Uniformly distributed)
UE dropping 20 UEs per sector (Uniformly distributed)
UE association Minimum 1 UE per SC
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Concerning the power model parameters, we have listed the parameters in Ta-
ble 3.5 [1, 105]. Note that as in [31, 106], the extra energy consumption due to
the coordination process has been considered negligible. Equal power allocation,
i.e. each subcarrier is allocated with the transmit power Pmaxm /S, is used here for
generating the results.
Table 3.5: Power model used in the simulation.
Power Model 
Macro BS Tier SC Tier
RF power consumption factor 4.7 4
Fixed power consumption (per Tx. 
antenna.)
130 W 6.8 W
Max. Tx. Antenna power MaBS/SC/UE 43 dBm/ 21 dBm/ 23 dBm
3.5.2 Simulation Results and Insights
3.5.2.1 Macro-only Results
The theoretical framework used for deriving our dynamic resource allocation
boundary is based on a traditional sectorised cellular system with macro BS only.
Similarly, “FFR” and existing coordinated BSs schemes are also primarily de-
signed for this type of system. In this section, in order to show the intrinsic
benefit of our dynamic resource allocation boundary against existing frequency re-
source partitioning methods, we compare our boundary-enabled scheduling scheme
against “FFR”, a generic BS coordinated scheduling algorithm and a classic non-
coordinated scheduling algorithm within a typical three-sector cellular network as
in Fig. 3.1, when utilising either greedy, PF or RR for scheduling users.
In the following, our boundary-enabled scheduler is denoted as “Bound”, while
the coordinated [51] and non-coordinated [100] scheduling schemes are denoted as
“Coord” and “Orth”. The “Coord” scheme is equivalent to applying a scheduling
scheme to a system where frequency reuse-1 (as depicted in 2.3 (a) in Chapter 2)
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Figure 3.9: Average sum rate using different user schedulers in the downlink
of a macro-only network.
and superposition of users transmission are allowed; whereas the “Orth” scheme
is equivalent to applying a usual scheduling scheme to a system where frequency
reuse-3 (as depicted in 2.3 (b) in Chapter 2), i.e. “Orth” is a indeed single cell/-
sector based approach, where both power and subcarrier allocations are performed
per cell to avoid other sectors’ interferences. In FFR, the whole frequency band is
equally divided into four subbands, where the cell edge area is allocated with one
subband respectively, and the cell centre area sharing the same subband (see in
Fig. 2.4 in Chapter 2). Finally in “Bound”, which considers reuse-1, subcarriers
are either shared by multiple users having coordinated transmissions (i.e. tolerat-
ing interference) or allocated to a single user (i.e. avoiding interference) to enhance
the system performance.
Figure 3.9 shows the average sum rate for each sector of “Bound”, “Coord”,
“Orth” and “FFR”. It can be seen that our proposed boundary-enabled scheduling
scheme “Bound” achieves the best rate performance no matter which allocation
method (i.e. greedy, PF or RR) is being used. It is shown in Fig. 3.9 (a) that
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when the greedy allocation is used, the boundary-enabled scheduling scheme, i.e.
“Bound” and coordinated scheduling scheme “Coord” achieve similar sum rate per-
formance, whereas FFR and “Orth” have lower rate performance. This because,
when greedy allocation is used in “Bound” and “Coord”, most of the scheduled
UEs are cell centre (inner area) UEs, since greedy allocation favours the users with
good channel conditions. Whereas in FFR, part of the subcarriers are reseved for
scheduling the cell edge users, thus results in reduced rate performance. In “Orth”,
since the whole frequency is equally divided among the three cells, each cell only
has one third of the subcarriers as compared to “Bound” and “Coord”, lower rate
performance is expected. When using the PF or RR allocation to schedule the
UEs, similar performance trend can be found in Figs. 3.9 (b) and 3.9 (c), where
“Bound” achieves the best rate performance. Interestingly, contrary to the re-
sult obtained by using greedy scheduling, “Coord” has the worst rate performance
when using PF or RR. Since PF and RR are designed also to schedule the UEs
Figure 3.10: User fairness using different user schedulers in the downlink of
a macro-only network.
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with poorer channel conditions, these results indicate that “Coord” in not suitable
to schedule these users (i.e. “Coord” is not suitable when the level of interference
is high). Therefore, it is better to avoid interference when scheduling the users
with poor channel conditions. In addition, better performance can be achieved
by dynamically allocating resources (i.e. “Bound”) instead of fixed allocation (i.e.
“FFR” and “Orth”). Simulation results clearly show that with the assistance of
dynamic allocation boundary, enhancement of rate performance can be achieved
regardless of the type of allocation method.
Figure 3.10 shows the fairness performance based on the Jain’s fairness index for
the “Bound”, “Coor”, “Orth” and “FFR” schemes. It can be noted in Fig. 3.10 (a)
that when greedy subcarrier allocation method is used, the four schemes achieve
similar poor fairness performance since greedy allocation tends to ignore the UEs
with poor channel conditions. Looking jointly at the fairness and rate perfor-
mances in Figs. 3.9 and 3.10, when using greedy allocation, results indicate that
“Orth” has both poor fairness and rate performances, the latter resulting in the
lower utilisation/time of resources for avoiding interference in comparison with the
other schemes. This demonstrates that coordinated scheme “Coord” (when com-
pared to non-coordinated scheme “Orth”) is more suitable for scheduling UEs with
good channel conditions. Fig. 3.10 (b) shows fairness performance when using PF
scheduler. It can be seen that when the boundary is enabled, the scheduler can
achieve the best fairness compared to the scheduling schemes without boundaries.
As compared to “FFR”, better performance can be obtained due to the dynamic
allocation boundary. When the RR is used, compared to “Orth”, the performance
of “Bound” experiences moderate reduction in fairness when the cell size increases.
It can be noticed that in both Figs. 3.10 (b) and 3.10 (c) that when the cell size
increases, the fairness performances decrease. UEs at cell centre and cell edge
areas achieve different rates due to their locations. When the cell size increases,
the difference in rate becomes larger as the cell edge UEs are located further. Ac-
cording to Jain’s fairness index, a larger difference in rates among UEs indicates a
lower fairness performance. This explains the reduction of fairness when the cell
size increases for non-greedy schedulers.
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Figure 3.11: Average Eb performance using different user schedulers in the
downlink of a macro-only network.
Figure 3.11 illustrates the Eb performance of the four schemes. It can be re-
marked that “Bound” performs the best amongst the compared schemes since our
boundary-enabled scheduling scheme achieves the best rate performance given the
same amount of transmit power. Compared to “FFR”, further performance gain
can be seen by using the dynamic allocation boundary in “Bound”. In effect, with
our boundary-enabled scheduling scheme, UEs with poor channel conditions are
scheduled orthogonally, i.e. only one BS is transmitting while the other BSs remain
silent, the corresponding transmit powers can be saved, which further contributes
to the EE.
Figure 3.12 illustrates the cumulative distribution function (CDF) of the “Bound”,
“Coord” and “Orth” when using the greedy scheduler and the ISD is 500m. It
can be seen that the 5-th percentile of the CDF of ”Bound” can achieves the best
performance, which is around 47% more than “Orth”.
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Figure 3.12: CDF of the sum rate using greedy scheduler in the downlink of
a macro-only network.
3.5.2.2 HetNet Results
Similar as in the macro-only scenario, in HetNet scenario, our proposed boundary-
enabled scheduler, which is denoted as “SC-Bound” in the following, is com-
pared with coodinated scheduling methods and FFR, which are denoted as “SC-
Coord” [51] and “SC-FFR” [107], respectively, in the following. More specifically,
“SC-Coord” schedules both the macro and SC-UEs on the same frequency band
as in reuse-1. Whereas, “SC-FFR” applies FFR in a HetNet as in [107], where
cross-tier interference is avoided between the macro and SC-tiers. In addition,
“SC-Orth” [108], which is also used as a benchmark, schedules macro and SC-UEs
on separate subcarriers to avoid the interference between the two tiers.
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Figure 3.13: Average transmit power per sector performance in the downlink
of a HetNet.
We compare the proposed “SC-Bound” against “SC-Coord”, “SC-FFR” and “SC-
Orth” schemes in terms of the average transmit power and for various user/-
subcarrier allocation methods in Fig. 3.13. As it can be observed in Fig. 3.13,
“SC-Bound” consumes the least transmit power among the four schemes. Instead
of using all the available transmit power as the other three schemes, “SC-Bound”
dynamically coordinates the transmissions to ensure only one outer area macro
UE will be scheduled on a subcarrier instead of scheduling multiple UEs on a
same subcarrier, the other BSs will not schedule any UEs on this subcarrier in
“SC-Bound”, such that no transmit powers are consumed for these BSs on this
subcarrier. Meanwhile, using different subcarrier allocation methods (i.e. greedy,
PF, RR), results in different power consumption of “SC-Bound”. It can be ob-
served that “SC-Bound” consumes the most power when greedy method is used,
whereas, “SC-Bound” consumes the least transmit power when RR method is
used, which is around 50% less of the transmit power. This is because RR allo-
cates subcarriers in a polling manner regardless of the channel conditions, a higher
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proportion of subcarriers will be allocated to the outer area macro UEs compared
to greedy allocation. Therefore, less transmit power will be consumed due to the
orthogonal scheduling being used for scheduling the outer area macro UEs. On
the contrary, when greedy allocation is used, UEs with good channel conditions
will be scheduled, where these UEs are mostly residing in the inner area of the
macro cells. In this case, most of the scheduled UEs are inner area UEs, where
a subcarrier is shared by multiple UEs in the cluster, which in turn consumes
more power. The results imply that the saved transmit power mainly comes from
scheduling outer macro UEs orthogonally. In addition, it can be observed in all the
subfigures of Fig. 3.13 that the consumed power of “SC-Bound” increases as the
ISD increases. This can be due to the fact that more inner area UEs are scheduled
when the ISD increases.
Figure 3.14: Average sum rate per sector performance in HetNet.
Figure 3.14 illustrates the average sum rate performance of “SC-Bound”, “SC-
Coord”, “SC-Orth” and “SC-FFR”. It can be observed that “SC-Bound” exhibits
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the best overall rate performance. In comparison with “SC-FFR”, where the spec-
trum resource is allocated in a static way, these results confirm that by dynamically
adjusting the system tolerance to interference (i.e. either tolerating or avoiding),
better rate performance can be achieved by using “SC-Bound”. In Fig. 3.14, it
can also be observed that “SC-Coord” outperforms “SC-FFR” when greedy and
PF is used, whereas “SC-FFR” outperforms “SC-Coord” when RR is used. These
results indicate that when most of the scheduled users are having good channel
conditions (e.g. greedy), these users are more robust to interference, whereas,
avoiding interfere is a better choice when the scheduled users have poor channel
conditions. As for “SC-Orth”, where separate subbands are allocated to the macro
and SC-tier, the low utilisation of the subbands result in the overall worst rate
performance. Finally, it can also be observed in all the sub-figures that the rate
increases as the ISD increases due to the reduced interference.
Figure 3.15: Average Eb per sector performance in the downlink of a HetNet.
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Figure 3.15 shows the average energy per bit performance in HetNet, where “SC-
Bound” achieves the best overall Eb performance, whereas “SC-Orth” performs the
worst. When comparing these three sub-figures, it can be seen that “SC-Bound”
achieves the best Eb performance regardless the subcarrier allocation method being
used. When greedy and PF methods are used, similar performance can be observed
by “SC-Bound”, “SC-Coord” and “SC-FFR”, whereas larger performance gain
can be observed when RR is used. These results confirm that it is better to avoid
interference when scheduling user with poor channel conditions, which in effect
can lead to a better Eb performance. In addition, as ISD increases, better EE
performance can be achieved due to the reduced interference (i.e. better sum
rate).
Figure 3.16: Average user fairness performance in the downlink of a HetNet.
Figure 3.16 shows the fairness performance of the four schemes, where the Jain’s
fairness index [52] is used to calculate the fairness of the rate distribution among
the UEs. It can be seen in Fig. 3.16 that “SC-Bound” outperforms the other
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three schemes. Different from the results obtained for the macro-only layout in
Section 3.5.2.1, where the difference in fairness performance when using different
allocation (i.e. greedy, PF, RR) is obvious, “SC-Bound”, “SC-Coord”, “SC-Orth”
and “SC-FFR” achieve similar fairness performance in HetNet. These results indi-
cate that, different from the traditional single tier network where fairness is solely
related to the criterion being used to select the users (e.g. greedy, PF, RR), user
fairness in HetNet is also related to the type of cell (i.e. macro or SC) used to
serve the users. When SCs are deployed, more UEs will be served compared to
macro-only system, thus a higher rate performance can be observed in Fig. 3.14
as compared to Fig. 3.9. However, given the different characteristics of macro and
SCs, this results in a difference between the rates that can be achieved by macro
and SC-UEs (i.e. which results in reduced fairness performance). Nevertheless,
through dynamic interference tolerance adjustment, a better rate balance can be
achieved by “SC-Bound”. Figs 3.16 (a) and 3.16 (b) shows similar performance
trend when ISD increase, this indicates that when ISD increases, the impact of in-
terference is reduced and both inner and outer area UEs benefit from this interfere
reduction, leading to a smaller rate gap among different UEs, i.e. a higher value
of Jain’s fairness index. Regarding Fig. 3.16 (c), an opposite performance trend
is observed when RR allocation method is used. These results indicate that when
ISD increases, the rate difference among the UEs actually increases. This implies
that when ISD is small (high interference scenario), scheduling more UEs with
poor channel conditions can greatly increase the fairness. However, when ISD is
large (low interference scenario), interference becomes a less dominant term, the
big rate gap mainly comes from the difference in the channel conditions of the
scheduled UEs. The results show that the rate gap increases as ISD increases,
leading to a poorer fairness performance.
Note that in the above results, the results of greedy and PF are quite similar, with
PF allocation performs slightly worse than the greedy scheduling. These results
indicate that in HetNet system, when having SCs (normally one or two UEs in
each SC), more users will be served at the same time compared to macro-only
system. In our simulation setting, normally one or two users will reside in the
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coverage area of a SC. Given that the SCs have a relatively small number of UEs
to serve and the SC-UEs are close to their serving small BS, the difference between
the greedy and PF allocations in SCs are not obvious.
3.6 Summary
In this chapter, we present our work on deriving a dynamic resource allocation
boundary and incorporate it into a green scheduling scheme to improve the EE
and user fairness in an underlay two-tier HetNet system. The derived dynamic
allocation boundary can be used for partitioning the users into inner and outer
area users, where tailored scheduling schemes can be used to improve both the EE
and user fairness. This dynamic allocation boundary is updated for every schedul-
ing time interval such that dynamic user grouping can be achieved compared to
FFR/SFR schemes introduced in Chapter 2, where both the power and spectrum
resources can be allocated in a more dynamic way for a higher utilisation of these
resources.
The effectiveness of the proposed resource allocation boundary is verified by exten-
sive simulation results, where the boundary-enabled scheduling scheme “Bound”
is compared against scheduling schemes without dynamic allocation boundary in
both classic macro-only scenario and HetNet scenario. In addition, three widely-
used subcarrier allocation schemes (i.e. greedy, PF, RR) are also applied and the
results are compared. The simulation results show that the overall best system per-
formance is achieved by using our proposed boundary-enabled scheduling scheme
in both macro-only and HetNet scenarios. In the meantime, it can be seen that the
system performance is largely depending on the subcarrier allocation method (i.e.
greedy, PF, RR) that is being used. Another important observation from the
simulation results is that, when RR is used, approximately half of the transmit
power can be saved and best user fairness is achieved when applying the dynamic
allocation boundary in HetNet, where only moderate performance reduction of
sum-rate and Eb are observed. This results indicate that with appropriate power
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allocation for each subcarrier, potential gains in EE performance can be expected.
As previously mentioned in the literature part in Chapter 2, using higher transmit
power does not necessarily lead to higher Eb performance. The results obtained
in this chapter inspire us to investigate and design a power allocation algorithm
to enhance the Eb performance in HetNet systems.
Chapter 4
Energy Efficient Power Allocation
for Underlay HetNet
A boundary-enabled green scheduling scheme has been designed in Chapter 3,
where a simple equal power allocation algorithm is used for scheduling the users.
As previously discussed in Chapter 2, power allocation plays an important role
in scheduling schemes and is helpful for improving the SE/EE of the system.
Contrary to the existing works which mainly focus on designing power allocation
algorithms for a particular tier of a HetNet system (i.e. either macro or SC-tier),
this chapter is dedicated to develop an energy-efficient power allocation algorithm
for a more challenging scenario, i.e. the underlay HetNet scenario.
The key contribution of this chapter is the design of a low-complexity energy-
efficient power allocation algorithm for the underlay HetNet system. This energy-
efficient power allocation algorithm is designed by jointly taking into account both
the characteristics of macro and SC-tiers; more precisely, it can coordinate the
powers between the macro and SC-tiers to jointly optimise the EE performance
of the underlay HetNet system. This power allocation algorithm also exhibits a
low-complexity and, as such, it is suitable to be applied in HetNet system with
densely deployed SCs. In addition, the power allocation for single UE (e.g. outer
area macro UEs) and single-tier scenarios (e.g. outer area SC-UEs) are derived
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in closed-form. This energy-efficient power allocation algorithm can then be used
in conjunction with our boundary-enabled green scheduling scheme designed in
Chapter 3 (i.e. by replacing the equal power allocation with it in the last phase of
Fig. 3.5) to further enhance the EE of the underlay HetNet system, as it is further
explained in the following.
4.1 An Overview of Energy-Efficient Power Al-
location Algorithms
As discussed in Chapter 2, conventional scheduling schemes mainly involves two
phases, user scheduling/subcarrier allocation and power allocation. In Chapter 3,
we have derived a dynamic resource allocation boundary that dynamically cate-
gorises the users to enhance the user scheduling/subcarrier allocation phase and
improve the EE of a HetNet system. In this chapter, we will focus on designing an
energy-efficient power allocation algorithm for an underlay HetNet system. Before
introducing the design of our energy-efficient power allocation algorithm, we first
present a brief review of the existing energy-efficient power allocation algorithms.
Power allocation algorithms mainly focused in the past on optimising the SE of
a cellular system. In a single-cell context where no interference is present, ac-
cording to Shannon’s equation (e.g. (3.1)), once a user is chosen to be scheduled
on a subcarrier, the more the transmit power is allocated to this user, the higher
SE/channel capacity it can achieve. Therefore, in SE-based power allocation algo-
rithms, the transmit power of a BS is a key variable for improving the scheduling
of the users [51]. In turn the SE maximisation problem is usually formulated as a
convex optimisation problem with the maximum BS transmit power being a con-
straint. Once the user/subcarrier allocation is determined, the power allocation
can be obtained by using a water-filling algorithm. For instance in [109], the data
rate maximisation problem is performed in two steps, i.e. first, user/subcarrier as-
signment and, then, power allocation. It is found that the data rate of a multi-user
OFDM system is maximised when each subcarrier is assigned to the user with the
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best channel gain for that subcarrier and the transmit power is distributed over
the subcarriers by using the water-filling policy. In multi-cell systems, SE maximi-
sation becomes more complicated as interferences occur. Power allocation with BS
coordination has been studied to maximise the SE of the multi-cell system and at
the same time alleviate the interference problem among neighbouring cells. In [51],
BS coordination is utilised to maximise the weighted sum rate of the system by
selecting the set of co-channel users and the power allocation subject to per-BS
constraints, when assuming that the CSI of all the coordinated BSs is known.
Different from single-cell scenario, in co-channel deployed multicells, the objective
function (i.e. sum rate of the system) is no longer convex, thus a suboptimal
algorithm using Lagrange duality is for instance presented in [51].
As discussed above, the design of SE-based power allocation algorithms aims to
maximise the SE of the system by utilising all the available transmit power. As
EE becomes a more and more important design criterion for the future commu-
nication system, the design philosophy of SE-based power allocation (i.e. use all
the available transmit power) does not suit EE-base power allocation. Different
from SE-based power allocation, EE-based power allocation aims to judiciously
allocate transmit power for transmitting rather than using full transmit power to
maximise the EE of the system. This is because contrary to SE-based power allo-
cation, where higher transmit power will usually lead to higher SE performance; it
is not necessarily the case for EE maximisation. Since EE is defined as the ratio of
the total achievable rate and the corresponding transmit power, according to [14],
higher transmit power does not necessarily leads to higher EE performance. Al-
though SE and EE-based power allocation algorithms share a different objective
(i.e. SE and EE), the methodologies for solving these two types of maximisation
problem can be reused, however, they are not exactly the same. This point will
be further explained in the following.
Similar to SE maximisation, EE maximisation/Eb minimisation can be formulated
as an optimisation problem. In a single cell OFDM system, authors in [110] min-
imise the Eb of the system with per subcarrier power constraint. The total transmit
power allocated on the subcarriers cannot exceed the maximum transmit power of
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the BS. In this work, the objective function is first converted into a parameterised
convex problem and solved by using a water-filling procedure. Energy-per-goodbit
metric is defined for the optimisation problem where the goodbit is referred to as
the data transferred without bit errors. In the context of multi-cell scenario, where
the interference from neighbouring cells also needs to be considered, the design of
EE-based power allocation is even more challenging. This is because the interfer-
ence appears in the denominator of the SINR expression which couples the power
allocation variables. Therefore, authors in [76] impose an constraint on the in-
terference where BSs uses the same transmit power on the same subcarrier for
decoupling the power allocation variables from the SINR expression and, in turn,
simplifying the design of power allocation algorithm as in [111, 112]. They fisrt
transform the EE maximisation problem from a fractional form into an equivalent
optimisation problem in subtractive form. That is to say, instead of directly opti-
mising the EE in its fractional form as (2.5), the objective function is transformed
into the following form
Objective = Rtotal − ηPtotal, (4.1)
where η is a parameter that represents the EE of the considered system for the
current obtained power allocation. They then obtained the closed from of the
power using Karush–Kuhn–Tucker (KKT) conditions.
In more recent works, authors in [106] also apply KKT conditions to the EE max-
imisation problem for a coordinated multi-cell macro system. They derive three
parameters that are incorporated in the power update function. The transmit
power of each individual subcarrier is updated for each iteration until the max-
imum iteration number is reached. In HetNet systems, authors in [77] consider
an overlay HetNet system where all the BSs (either macro or small BSs) do not
interfere with each other. In their work, they assume that the the denominator
of the EE in (2.5) is a constant, thus maximising EE is equivalent to maximising
SE in a single cell. The power allocation is then obtained by solving the Lagrange
dual function. In [74], authors focus on designing a power allocation algorithm to
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maximise the EE of a single pico cell in a downlink OFDMA HetNet by assuming
that the interference from macro tier is fixed. In order to solve the proposed non-
convex optimisation problem, the object function is transformed into an equivalent
form as in (4.1) by non-linear fractional programming. Based on the proof of con-
vergence for the proposed iterative algorithm, the closed-form expression of the
optimal power can be derived in each iteration with the Lagrangian dual decom-
position method. In [75], power allocation is modeled as a non-cooperative game
to maximise the EE for the downlink of a dense femtocell network. A closed-form
of power is obtained in the game. Since only femtocells are considered in their
work, this work can actually be regarded as a single tier solution. In most recent
work [107], a power allocation algorithm is derived for a two-tier HetNet system
where two parameters are used to control the power levels of the transmit powers
of macro and SCs; then equal transmit power allocation across subcarries is used
for the users belonging to each tier.
The key methodology used for designing SE/EE-based power allocation in the
aforementioned works is via convex optimisation. Although the EE objective is
generally non-convex, the original problem is usually converted to a dual function
and a sub-optimal solution is worked out. However, most of the research works
on HetNet systems have limited themselves to design power allocation algorithms
for a particular tier [74, 75, 77]. Whereas in [107], the focus is on a macroscopic
perspective to control the power levels of the two tiers using equal power allocation
across all the subcarriers. In this chapter, we therefore aim to design an energy-
efficient power allocation scheme for the downlink of underlay HetNet system that
can jointly coordinate the transmit powers of the macro and SC tiers to maximise
the EE of the whole system. Our power allocation algorithm not only works for
multi-cell system, but also works for multi-tier system, which will be introduced
in details in the following section.
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4.2 Low Complexity EE-based Power Allocation
We consider the generic underlay HetNet system (see in Fig. 3.1) as introduced in
Chapter 3 where sectorised macro BSs and small BSs share the same frequency
band. Once the user/subcarrier allocation is performed, i.e. determine which
group of users are to be scheduled on each subcarrier (as described in Chapter 3),
minimising Eb in (3.7) then requires to use an energy-efficient power allocation.
We have derived a resource allocation boundary in Chapter 3 to dynamically clas-
sify the users into inner area and outer are users such that different scheduling
treatments can be received. When applying this dynamic allocation boundary into
an underlay HetNet system, there are a total of four types of users, i.e. inner area
macro UEs, inner area SC-UEs, outer area macro UEs and outer area SC-UEs.
According to our boundary-enable scheduling scheme, the inner area macro and
SC-UEs are scheduled on the same subcarrier (Subcarrier 1 in Fig. 3.7), which cor-
responds to an underlay HetNet scenario, where the power allocation needs to take
into account the different characteristics of the macro and SCs. Whereas in the
outer area, the power allocation needs to be determined for multiple SC-UEs that
are scheduled on the same subcarrier (Subcarrier 6 in Fig. 3.7). This corresponds
to a single-tier scenario. In addition, for outer area macro UEs, since only one
macro UE is scheduled on a given subcarrier, this corresponds to a simple single
cell scenario where the power allocation also needs to be determined. Therefore,
in this section, we will introduce our design for obtain the power allocations for
these different types of users. We will first introduce our designed power alloca-
tion algorithm for a two-tier underlay HetNet system (i.e. inner area macro and
SC-UEs), we then introduce power allocation for single tier and single user cases
(i.e. outer area SC-UEs and outer macro UEs).
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4.2.1 Low-complexity Design of Power Allocation
As we have previously mentioned in Chapter 3, using a symmetric user group-
ing method is beneficial for designing a low-complexity energy-efficient power al-
location algorithm. Here we elaborate in detail how it is used for designing a
low-complexity power allocation algorithm.
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1
3
BS 2
ISD
BS 3
BS 1
p1
p3
p2
UE a
UE b
UE c
Figure 4.1: Toy example of conventional power allocation algorithm in the
downlink of a macro-only network.
Conventionally, once the user/subcarrier allocation has been determined, the al-
located transmit power for each individual user needs to be calculated according
to the respective channel condition of each user. For instance in a macro-only
co-channel deployed network as it is depicted in Fig. 4.1, three UEs (i.e. UE a,
b, c) are scheduled on a same subcarrier, thus each user is served by its serving
macro BS and surrounded at least by two interfering non-serving BSs. Conven-
tional power allocation algorithm will calculate p1, p2 and p3 for the UE a, b, c,
correspondingly on a given subcarrier. However, by observing the users in Fig. 4.1,
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it can be seen that these three users are residing in similar positions, i.e. with sim-
ilar distance to its serving BS and two non-serving BSs. As previously introduced
in Chapter 3, these users are referred to as symmetrical users, that are grouped
together. Since these users are likely to have similar channel characteristics when
considering pathloss only in the channel model, the same transmit power can be
used for the power allocation. As it can be seen in Fig. 4.2, instead of calculat-
ing p1, p2, p3 for UE a, b, c, a same power p can be allocated to these users.
Therefore, scheduling users that are having symmetric positions, i.e. similar chan-
nel characteristics, is equivalent to scheduling only one user. As it is shown in
Fig. 4.2, finding the power allocation for three users is then transformed to find
the power allocation for a single user, where only one transmit power p needs to
be determined.
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BS 2
BS 3
BS 1
p
p
p
UE a
UE b
UE c
UE (a,b,c)
p
BS (1,2,3)
Figure 4.2: Toy example of low-complexity power allocation algorithm in the
downlink of a macro-only network.
The same idea is applied to design the energy-efficient power allocation algorithm
for an underlay HetNet system. As it can be seen in Fig. 4.3, different from single-
tier network, where only one type of UEs exist. In a HetNet system, macro and
SC-UEs exist with each other, and they are scheduled on the same subcarrier in
an underlay HetNet setting. In a HetNet scenario, we can find symmetrical users
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for the SC-tier (i.e. UE d,e,f in Fig. 4.3) and allocate the same power for these
users.
BS 2
BS 3
BS 1
UE a
UE b
UE c
UE (a,b,c)
BS (1,2,3)
ሶ𝑝
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ሶ𝑝
ሷ𝑝
ሷ𝑝
UE d
UE e
UE f ሶ𝑝
ሷ𝑝
UE (d,e,f)
Small BS 
(1,2,3)
Small 
BS 1 
Small 
BS 3 
ሷ𝑝 Small 
BS 2 
Figure 4.3: Toy example of low-complexity power allocation algorithm in the
downlink of a two-tier HetNet system.
In addition, given that the channel characteristics of users in the same group are
not always fully similar, instead of using gnm,k(m)[t], G
n
m,k(m)[t] and H
n
m,k(m)[t], (3.35)
and (3.36) can be further simplified by using the aggregate desired and interfering
channel gains. The aggregate channel gain is obtained by summing up all the
channel gains (from serving or non-serving BSs correspondingly) of the group of
users scheduled on the same subcarrier and then dividing the sum of the channel
gains by the number of users within the same group, which we respectively define
them as
g˙sk[t] =
1
M1
M1∑
m=1
g˙sm,k(m)[t] , g¨
s
k[t] =
1
M2
M2∑
m=1
g¨sm,k(m)[t], (4.2a)
G˙sk[t] =
1
M1
M1∑
m=1
G˙sm,k(m)[t] , G¨
s
k[t] =
1
M2
M2∑
m=1
G¨sm,k(m)[t], (4.2b)
H˙sk[t] =
1
M2
M2∑
m=1
H˙sm,k(m)[t] , H¨
s
k[t] =
1
M1
M1∑
m=1
H¨sm,k(m)[t]. (4.2c)
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Consequently, by applying the symmetric user grouping method and using the
aggregate desired and interfering channel gains, only two powers, i.e. p˙ and p¨
in Fig. 4.3 need to be determined in the downlink of a two-tier underlay HetNet
system.
4.2.2 Derivation of the Power Allocation
Energy-efficient power allocation algorithms aim to minimise Eb of the system
once the user/subcarrier allocation is performed. More specifically, we design a
power allocation algorithm for minimising (3.7), when considering a per-antenna
transmit power constraint, by solving the following optimisation problem
min
P,α
Eb(P,α) (4.3a)
s.t.P  0, (4.3b)
S∑
s=1
psm[t] ≤ Pmaxm , ∀m ∈M = {1, . . . ,M} and (4.3c)
t ∈ T = {1, . . . , T} (4.3d)
αsk(m)[t] ∈ {0, 1}. (4.3e)
In order to solve the optimisation problem in (4.3), a scheduler needs to acquire
the CSI of all the links within a cluster during T time intervals prior to perform the
scheduling process. A practical but suboptimal scheduler can take into account
the previous rate and power allocations for optimising
E˜b(P,α) =
∑t−1
v=1 PΣ(P[v]) + Pc[t] +
∑M
m=1 ∆m
∑N
n=1 p
n
m[t]∑t−1
v=1RΣ(P[v],α[v]) +
∑M
m=1
∑S
s=1 Ck(m)[t]
(4.4)
instead of Eb(P,α) in (4.3), at any time instance t. We therefore use (4.4) to
design our power allocation algorithm.
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4.2.2.1 Underlay HetNet case
We have used the symmetric user grouping scheme in Chapter 3 for grouping the
users to be scheduled on the same subcarrier. For underlay HetNet system, two
groups of users are created, i.e. a group of macro users and a group of SC users
as illustrated in Fig. 4.3. Since users in the same groups are having relatively
the same channel conditions, we therefore allocate the same power for these users,
which simplify the calculation of the achievable rate on each subcarrier as in (3.35)
and (3.36). By inserting (3.35) and (3.36) into (4.4), E˜b(P,α) can be re-expressed
as
E˜b(P,α) =
P0[t] +
∑M1
m=1 ∆˙m
∑S
s=1 p˙
s[t] +
∑M2
m=1 ∆¨m
∑S
s=1 p¨
s[t]
R0[t] +
∑M1
m=1
∑S
s=1 C˙s,k(m)[t] +
∑M2
m=1
∑S
s=1 C¨s,k(m)[t]
, (4.5)
where
P0[t] =
t−1∑
v=1
PΣ(P[v]) +
M∑
m=1
S∑
s=1
P sc,m[t],
and
R0[t] =
t−1∑
v=1
RΣ(P[v],α[v])
are fixed terms representing the allocated power and rate before time instant t.
Moreover, M is the number of coordinated BSs, (M = M1 for macro tier and
M = M2 for SC-tier).
Proposition 4.1. The function E˜(P,α) in (4.5) is pseudo-convex for a fixed α
given that the power allocation for one of the tiers (i.e. either p˙ or p¨) is fixed,
such that any stationary point is a global minimum.
Proof. According to example 3.38 of [113] if the numerator of a fractional function
is positive as well as convex and the denominator is strictly positive and concave
over its domain (convex domain), then this function is quasi-convex. Moreover,
according to [114] if both the numerator and denominator are differentiable, then,
the fractional function is pseudo-convex. On the one hand, the numerator of
E˜b(P,α) in (4.5) is an affine function of P, hence, convex, concave and differen-
tiable. Moreover, E˜b(P,α) is positive given that P0[t] ≥ 0 and P  0. On the
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other hand, the denominator of E˜b(P,α) is a concave function of P if it has the
form of f(x) = ln
(
a+xb
a+xc
)
, which is a concave function of x, ∀x ≥ 0, a > 0 and
b ≥ c, and a weighted sum of concave functions (with nonnegative weights) is
itself concave. It is clearly differentiable and strictly positive as long as at least
one subcarrier is allocated with a nonnegative power.
For a fixed α, let P be a stationary point of E˜b(P,α) in (4.5), we can then obtain
the power allocation by solving ∇E˜b(P,α) = 0.
∂E˜b(P,α)
∂p˙s[t]
=
E˜b(P,α)
P0[t]+
∑M1
m=1 ∆˙m
∑S
s=1p˙
s[t] +
∑M2
m=1 ∆¨m
∑S
s=1p¨
s[t]
×
[
∆m − E˜b(P̂,α) B
ln(2)
(
G˙sk[t] + g˙
s
k[t]
σ2 + p˙s[t]G˙sk[t] + p¨
sH˙sk + p˙
s[t]g˙sk[t]
− G˙
s
k[t]
σ2 + p˙s[t]G˙sk[t] + p¨
sH˙sk
+
H¨sk[t]
σ2 + p˙s[t]H¨sk[t] + p¨
sG¨sk + p¨
s[t]g¨sk[t]
− H¨
s
k[t]
σ2 + p˙s[t]H¨sk[t] + p¨
sG¨sk
)]
.
(4.6)
Given that all the parameters in (4.6) are non-negative, after simple manipula-
tion, (4.6) can be represented as
1
E˜b(P,α)
=
W
ln(2)∆˙m
(
(C1 + p˙
s[t])−1 − (C2 + p˙s[t])−1 + (C3 + p˙s[t])−1 − (C4 + p˙s[t])−1
)
,
(4.7)
where
C1=
σ2 + p¨s[t]H˙sk[t]
G˙sk[t] + g˙
s
k[t]
,
C2=
σ2 + p¨s[t]H˙sk[t]
G˙sk[t]
,
C3=
σ2 + p¨s[t]H˙sk[t] + p¨
s
k[t]g¨
s
k[t]
H¨sk[t]
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C4=
σ2 + p¨sk[t]g¨
s
k[t]
H¨sk[t]
.
Equation (4.7) can be further reorganised as quartic function
(p˙s[t])4 + A(p˙s[t])3 + B(p˙s[t])2 + C(p˙s[t]) + D = 0, (4.8)
where
A = C1 + C2 + C3 + C4,
B = C1(C2 + C3) + C2(C3 + C4) + C4(C1 + C3)− µB
∆˙m ln(2)
(C2 − C1 + C4 − C3) ,
C = C1C2(C3 + C4) + C3C4(C1 + C2)− 2µB
∆˙m ln(2)
(C2C4 − C1C3) ,
D = C1C2C3C4 + C3C4(C2 − C1)− µB
∆˙m ln(2)
(C1C2(C4 − C3)) ,
(4.9)
and µ = E˜b(P,α).
Proposition 4.2. For a fixed α, let P be a stationary point of E˜b(P,α) in (4.5),
i.e. ∇E˜b(P,α) = 0, then according to (4.5), an energy-efficient unconstrained
value of ps[t] for the macro cell tier in the underlay HetNet, i.e. p˙s[t] can be
obtained by solving the following quartic function as
(p˙s[t])4 + A(p˙s[t])3 + B(p˙s[t])2 + C(p˙s[t]) + D = 0, (4.10)
where the coefficients A,B,C,D are given in (4.9). µ = E˜b(P,α) acts as a water-
level, which is the energy per bit of system obtained by the current power allocation.
Similarly, the power allocation p¨s[t] for the SC tier can be obtained following the
same procedure.
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1: function EEPA-LC(M1,M2, S,g[t],k[t], P0[t], R0[t],W, σ
2,∆m,P
max
m )
2: Set µ as in (4.4), psm = P
max
m /S;
3: Set x = µ+ 1 and  = 10−6 ;
4: while B|µ− x| >  do
5: Obtain p˙s[t] for macro UEs by solving the quartic function (4.10), ∀s ∈
S, g˙s[t], G˙s[t] and H˙s[t] can be obtained by (4.2);
6: Obtain p¨s[t] for SC-UEs by following the same principle as as in (4.10),
∀s ∈ S, g¨s[t], G¨s[t] and H¨s[t] can be obtained by (4.2);
7: Set x = µ;
8: Compute µ = E˜b(P,α) by inserting p˙
s[t] and p¨s[t] into (4.4), g˙s[t], G˙s[t],
H˙s[t], g¨s[t], G¨s[t] and H¨s[t] are obtained by (4.2) in (4.4);
9: end while
10: for m = 1 : M1 do
11: Set p˙sm[t] =
G˙s[t]∑M1
j=1,j 6=m g˙
s
m,ks[t](j)
[t]
, ∀s ∈ S;
12: end for
13: for m = 1 : M2 do
14: Set p¨sm[t] =
G¨s[t]∑M2
j=1,j 6=m g¨
s
m,ks[t](j)
[t]
, ∀s ∈ S;
15: end for
16: Set Σ˙s =
∑M1
m=1 p˙
s
m[t], ∀s ∈ S;
17: Set Σ¨s =
∑M2
m=2 p¨
s
m[t], ∀s ∈ S;
18: for m = 1 : M1 do
19: Set p˙sm[t] =
M1p˙s[t]p˙sm[t]
Σ˙s
, ∀s ∈ S;
20: if
∑S
s=1 p˙
s
m[t] > P˙
max
m then . Power Constraint for macro tier
21: Set p˙sm[t] =
p˙sm[t]P˙
max
m∑S
s=1 p˙
s
m[t]
, ∀s ∈ S;
22: end if
23: end for
24: for m = 1 : M2 do
25: Set p¨sm[t] =
M2p¨s[t]p¨sm[t]
Σ¨s
, ∀s ∈ S;
26: if
∑S
s=1 p¨
s
m[t] > P¨
max
m then . Power Constraint for SC tier
27: Set p¨sm[t] =
p¨sm[t]P¨
max
m∑S
s=1 p¨
s
m[t]
, ∀s ∈ S;
28: end if
29: end for
30: return p˙sm[t] and p¨
s
m[t], for any s ∈ S and m ∈M;
31: end function
Therefore, our low-complexity energy-efficient power allocation algorithm (EEPA)
for the underlay HetNet system can be described in the “EEPA-LC” function.
The term µ = E˜b(P,α) in (4.5) is first initialised by using equal power allocation,
where the maximum transmit power of a BS is equally divided across all the
subcarriers. Then, p˙s[t] and p¨s[t] are obtained by solving the quartic function
in (4.7). Till this point, p˙s[t] and p¨s[t] are computed as if the channel gains of the
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users selected on subcarrier s are symmetric. However, since it is not generally
the case, we need to refine the per-subcarrier transmit power of each BS by using
lines 10 to 17 of “EEPA-LC”. In addition, we use a simple normalisation (at line
21 and 27 of “EEPA-LC”) to ensure that the total transmit power of each BS does
not violate the maximum transmit power constraint in (4.3). Note that the input
g[t] of “EEPA-LC” is a vector that contains all the gsm,k(m) channel coefficients
∀m ∈M, s ∈ S = {1, ..., S}, k[t] is the subcarrier allocation vector which records
the index of the selected users for each subcarrier s for the current time instant t.
4.2.2.2 Single tier/cell case
In the above subsection, an energy-efficient power allocation is designed for an
underlay HetNet system. According to the boundary-enabled green scheduling
scheme proposed in Chapter 3, this power allocation algorithm can be used to
allocate power for the inner area macro and SC-UEs, which corresponds to an
underlay HetNet. Whereas for the outer area macro and SC-UEs, which corre-
sponds to single cell and single tier scenarios, respectively. In this section, we
derive the energy-efficient power allocation for a single-tier network. Closed-form
of the optimal energy-efficient power allocation can be obtained for single-tier net-
work. The derived closed form of power allocation can be used in conjunction with
the boundary-enabled green scheduling scheme for allocating powers for the outer
area SC-UEs. In addition, we also derive a closed-form solution for the special
single-tier case, i.e. single cell scenario.
According to (3.35) and (3.36), the rate for the single tier macro and SCs can be
obtained respectively by
C˜sk(m)[t] = C˙sk(m)[t] = αsk(m)[t]B log2
(
1 +
p˙s[t]g˙sm,k(m)[t]
σ2 + p˙s[t]G˙sm,k(m)[t]
)
, (4.11)
and
C˜sk(m)[t] = C¨sk(m)[t] = αsk(m)[t]B log2
(
1 +
p¨s[t]g¨sm,k(m)[t]
σ2 + p¨s[t]G¨sm,k(m)[t]
)
, (4.12)
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since there are no cross-tier interference, the cross-iter interference terms in (3.35)
and (3.36) do not exist, i.e. p¨s[t]H˙sm,k(m)[t] = 0 and p˙
s[t]H¨sm,k(m)[t] = 0.
For single tier network, (4.5) becomes
E˜b(P,α) =
P0[t] +
∑M
m=1 ∆m
∑S
s=1 p
s[t]
R0[t] +B
∑M
m=1
∑S
s=1 C˜s,k(m)[t]
, (4.13)
According to Proposition 4.1, E˜b(P,α) is pseudo-convex for a fixed α in a single
tier network. Therefore, the power allocation for a single-tier network can be
obtained by finding the stationary point of E˜b(P,α).
Proposition 4.3. For a fixed α, let P be a stationary point of E˜b(P,α) in (4.13),
i.e. ∇E˜b(P,α) = 0, then according to (4.13), the optimal unconstrained value of
ps[t] for a single tier network can be obtained in closed form as
ps[t] =
σ2
2
×
−2 + g
s
m,k(m)
[t]
Gs
m,k(m)
[t]
(
−1 +
√
1 + 4µ
BGs
m,k(m)
ln (2)∆mσ2
(
1 +
Gs
m,k(m)
[t]
gs
m,k(m)
[t]
))
gsm,k(m)[t] +G
s
m,k(m)[t]
. (4.14)
where µ = E˜b(Pin (4.13),α) acts as a water-level.
Proof. From (4.13), the first order derivative of (4.13) with respective to ps[t] can
be obtained as
∂E˜b(P,α)
∂ps[t]
=
E˜b(P,α)
P0[t]+
∑M
m=1 ∆m
∑S
s=1p
s[t]
×
[
∆m − E˜b(P,α) B
ln(2)
(
− G
s
m,k(m)[t]
σ2 + ps[t]Gsm,k(m)[t]
+
gsm,k(m)[t] +G
s
m,k(m)[t]
σ2 + ps[t]
(
gsm,k(m)[t] +G
s
m,k(m)[t]
)
 ,
(4.15)
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when αsk(m)[t] = 1, such that
∂E˜b(P,α)
∂ps[t]
= 0 is equivalent to
1
E˜b(P,α)
=
B
ln(2)∆m
( σ2
gsm,k(m)[t] +G
s
m,k(m)[t]
+ ps[t]
)−1
−
(
σ2
Gsm,k(m)[t]
+ ps[t]
)−1 .
(4.16)
Equation (4.14) is then obtained by rearranging (4.16) and setting µ = E˜b(P,α).
Given that E˜b(P,α) in (4.13) is pseudo-convex and p
s[t] for single-tier network
can be expressed solely as a function of a single variable µ, we can use a classic
low-complexity unidimensional root finding method (e.g. based on the Dinkelbach
method [115]) to obtain the optimal value of ps[t]. Note that (4.14) is a generalised
form to obtain the power allocation for a single tier network, therefore p˙s[t] for
macro tier or p¨s[t] for SC-tier, can be obtained by plugging in the corresponding
variables into (4.14), such that we obtain
p˙s[t] =
σ2
2
×
−2 + g˙
s
m,k(m)
[t]
G˙s
m,k(m)
[t]
(
−1 +
√
1 + 4µ
BG˙s
m,k(m)
ln (2)∆˙mσ2
(
1 +
G˙s
m,k(m)
[t]
g˙s
m,k(m)
[t]
))
g˙sm,k(m)[t] + G˙
s
m,k(m)[t]
, (4.17)
and
p¨s[t] =
σ2
2
×
−2 + g¨
s
m,k(m)
[t]
G¨s
m,k(m)
[t]
(
−1 +
√
1 + 4µ
BG¨s
m,k(m)
ln (2)∆¨mσ2
(
1 +
G¨s
m,k(m)
[t]
g˙s
m,k(m)
[t]
))
g¨sm,k(m)[t] + G¨
s
m,k(m)[t]
. (4.18)
In addition, when there is only one user scheduled on a subcarrier, i.e. as it is the
case for all the outer area macro users, there is no interference at all and, hence,
E˜b(P,α) in (4.13) can be further reduced to
E˜b(P,α) =
P0[t] +
∑M
m=1 ∆m
∑S
s=1 p˙
s[t]
R0[t] +B
∑M
m=1
∑S
s=1 α
s
k(m)[t] log2
(
1 +
ps[t]gs
m,k(m)
[t]
σ2
) , (4.19)
where the interference from the same tier is also removed. In this case, the denom-
inator has the form of f(x) = ln(a+xb
c
), which is an concave function of x, ∀x > 0,
a > 0, b > 0 and c > 0. Therefore, the optimal unconstrained power value ps[t]
for a single user is obtained when ∇E˜b(P,α) = 0.
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Proof. By calculating the first order deactivate of (4.19) with respect to ps[t],
∂E˜b(P,α)
∂ps[t]
=
E˜b(P,α)
P0[t]+
∑M
m=1 ∆m
∑S
s=1p
s[t]
×
[
∆m − E˜b(P,α) B
ln(2)
(
gsm,k(m)[t]σ
2
ps[t]gsm,k(m)[t] + σ
2
)]
,
(4.20)
when αsk(m)[t] = 1, such that
∂E˜b(P,α)
∂ps[t]
= 0 is equivalent to
1
E˜b(P,α)
=
B
ln(2)∆m
[(
σ2gsm,k(m)[t]
ps[t]gsm,k(m)[t] + σ
2
)]
. (4.21)
Therefore, the power allocation for a single user can be easily obtained by rear-
ranging (4.21), which is given by
ps[t] =
Bµσ2
∆m ln (2)
− σ
2
gsm,k(m)[t]
. (4.22)
4.3 Numerical Results and Discussion
This section is composed of two parts: in the first part, we compare the pro-
posed low-complexity energy-efficient power allocation algorithm against an ex-
isting energy-efficient power allocations (i.e. Algorithm 5 in [30]) in an underlay
HetNet to show its reliability and practicality. In the second part, we incorpo-
rate our energy-efficient power allocation algorithm with the boundary-enabled
scheduling scheme developed in Chapter 3, which is then compared with existing
schemes. The simulation results depict the generic energy per bit, the average
per-sector transmit power, average per sector sum-rate as well as the user fairness
for T=1000 time instances.
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4.3.1 Simulation Settings
We consider a realistic downlink underlay HetNet setting as previously described
in Chapter 3. We therefore omit the detailed description of the system settings
here, which can be found in Tables 3.4 and 3.5 of Chapter 3.
4.3.2 Numerical Results
4.3.2.1 Numerical Results and Discussion of “EEPA-LC”
In order to illustrate the reliability and low-complexity of our energy-efficient
power allocation algorithm denoted as “EEPA-LC”, its performance is compared,
within a cluster of three adjacent sectors (see Fig. 3.1), against one non-coordinated
energy-efficient power allocation algorithm in [31], denoted as “EEPA-Orth”, and
the coordinated one of [106] (Algorithm 5 of [106]), denoted “EEPA-Ven”; the
latter has been specifically designed for the classic cellular layout, however its gen-
eralised formulation made it readily usable without modifications for the two-tier
scenario. In “EEPA-LC” and “EEPA-Ven” power allocation schemes, all the sub-
carriers are shared among macro and SCs, i.e. underlay HetNet. Whereas “EEPA-
Orth” (acting as benchmark) is an energy-efficient power allocation scheme where
each BS has an equal number of dedicated orthogonal subcarriers, i.e. each BS is
allocated S/M subcarriers.
Our results depict the global energy consumption (as defined in (4.3)), the average
complexity (based on the number of mathematical operations and execution time)
as well as the average per-sector transmit power and rate. In addition, we also
depict the ratio of user rate between the two tiers to highlight the importance of
user fairness in the design of green scheduling schemes for HetNet scenario.
Relying on the parameters in Tables 3.4 and 3.5, we compare in Fig. 4.4 the
performance of our low-complexity power allocation scheme, “EEPA-LC”, against
“EEPA-Orth” and “EEPA-Ven” of [106] as a function of the number of SCs for
K = 20 users and an ISD of 0.5 km. Greedy scheduling method is used to
Chapter 4. Energy-Efficient Power Allocation for Underlay HetNet 99
Figure 4.4: Average transmit power per sector performance in the downlink
of a HetNet with dynamic power allocation.
allocate the subcarriers to the users. In the figure, it can be seen that “EEPA-
LC” and “EEPA-Ven” have lower power consumption compared to “EEPA-Orth”.
This is because the proposed energy-efficient power allocation, “EEPA-LC”, can
coordinate the powers of the macro and SC-tiers, therefore, the two tiers will
lower their transmit powers to reduce the cross-tier interference, the same as in
“EEPA-Ven”. Whereas in “EEPA-Orth”, the macro and SC tiers individually
optimise their power allocations to improve the EE of system. The results show
the benefit of having coordination between the macro and SC-tiers. As it is shown
in Fig. 4.4, coordinated power allocation algorithms (“EEPA-LC” and “EEPA-
Ven”) can save more than 90 % BS transmit power compared to non-coordinated
power allocation (“EEPA-Orth”).
Figure 4.5 shows the average sum-rate per-sector of the three power allocation
algorithms against the number of small BSs. The two coordinated power allocation
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Figure 4.5: Average per sector sum-rate performance in the downlink of a
HetNet with dynamic power allocation.
algorithms “EEPA-LC” and “EEPA-Ven” achieve better rate performance than
non-coordinated power allocation schemes. As the number of SCs increases, the
sum rate achieved by “EEPA-LC” and “EEPA-Ven” also increases. However,
for “EEPA-Orth”, the sum-rate remains the same as the number of small BSs
increases. This is because in “EEPA-Orth”, the total available subcarriers are
equally allocated in among all the cells within the cluster, which are not reused as
in “EEPA-LC” and “EEPA-Ven”. This result tells that coordinating the powers
between the two tiers can actually improve the utilisation of the subcarriers to
improve the sum-rate by tolerating some interferences.
Figure 4.6 illustrates the Eb performance of the three schemes. The results show
that our scheme and “EEPA-Ven” provide similar EE performance. When com-
paring the results in Figs 4.4 and 4.6, it can be seen that our EE-based power
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Figure 4.6: Average per sector Energy-per-bit performance in the downlink
of a HetNet with dynamic power allocation.
allocation scheme as well as “EEPA-Ven” can achieve better rate and Eb perfor-
mance using less transmit power. In addition, as mentioned earlier, as the number
of SCs increases, the Eb performance also increases due to the higher utilisation of
the spectral resources. It can be seen that having more SCs can help to improve
EE of a HetNet system.
Figure 4.7 shows the ratio of average per user rate from the two different tiers,
which is the ratio of average per user rate of SC tier and average per user rate
of macro tier. It confirms that SC-UEs can be offered higher rate (at least 4
times more rate) than a macro user by exploiting good channel condition due to
the reduced distance between BS and UE. It can be noticed that our algorithm
“EEPA-LC” can achieve the same ratio as “EEPA-Orth” (which allocates the same
number of subcarriers for each BS) while offering a much higher sum-rate than it.
However, given that “EEPA-Ven” and our algorithm “EEPA-LC” achieve similar
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Figure 4.7: Average per user rate ratio: small cell user to macro user in the
downlink of a HetNet with dynamic power allocation.
average sum-rate, the sum-rate of “EEPA-Ven” is actually driven by the SCs as it
can be seen that “EEPA-Ven” offers a SC-UE up to approximately 30 times more
rate than a macro user, leading to a very low rate for macro users; thus this is
unfair to the macro users.
In order to complement 4.7, Fig. 4.8 shows the average sum-rate of the macro tier
in the HetNet when using “EEPA-LC”, “EEPA-Ven” and “EEPA-Orth”. As it
can be see in the figure, as the number of SCs increases, the average sum-rate
of the macro-tier decreases. These results implies that in an underlay HetNet,
the more SCs being deployed, the more interferences they will create to the macro
tier, which degrades the performance of the macro tier. However, by appropriately
coordinating the powers of the macro and SC-tier, this impact can be alleviated
as it can be seen in Fig. 4.8, the average sum-rate of the macro-tier is with our
“EEPA-LC” scheme 5 times higher than with “EEPA-Ven” or “EEPA-Orth”.
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Figure 4.8: Average sum-rate of the macro tier in the downlink of a HetNet
with dynamic power allocation.
Complexity Analysis and Results
As previously discussed, by using the symmetric user grouping method, we can
simplify the power allocation algorithm by finding the power allocation on a per-
tier basis rather than per-BS basis. The above results have shown that our pro-
posed low-complexity power allocation “EEPA-LC” can achieve similar good per-
formance as “EEPA-Ven” in [30]. Here, we show a simple analysis of the two
algorithms in terms of complexity.
Generally, green scheduling schemes include both subcarrier and power allocation.
The complexity of green scheduling schemes is related to three parameters, the
number of users (i.e. K) to be scheduled, the number of BSs (i.e. M) and the
number of subcarriers (i.e. S). For subcarrier allocation, the complexity depends
on the user scheduling scheme being used. For instance, when greedy scheduler
is used, the complexity of finding the user among K users having the highest EE
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performance is O(K). While the complexity of the RR scheduler is O(1). In terms
of power allocation, the power allocation is updated for each BS, the complexity
grows linearly with the number of BSs, i.e. O(M) for iterative-based algorithm
(such as Algorithm 5 in [30]). Whereas in our algorithm, the power allocation
is relevant to the number of tiers (i.e. macro and small tiers) rather than the
number of BSs, which is O(1). Finally, in terms of the number of subcarriers,
the complexity is O(S), since for each subcarrier, a power allocation needs to be
determined.
Figures 4.9 and 4.10 illustrate the number of arithmetic operations and the execu-
tion time of our “EEPA-LC” algorithm and the iterative-based scheduling scheme
(e.g. “EEPA-Ven”), respectively (the central processing unit (CPU) information:
Intel(R) Core(TM) i7-4500U CPU @ 1.8 GHz 8GB RAM, 64 bit operating system
x64 based processor). As it can be seen on both figures, the number of operations
and the execution time grow almost linearly as the number of SC increases for
the iterative-based scheduling, whereas our power allocation algorithm maintains
a relative stationary performance. The execution time of “EEPA-Ven” is more
than 25 times greater than our scheme when the number of SCs reaches 15; this
is due to the fact that “EEPA-Ven” calculates power for each BS and the power
allocation is updated several times before convergence (see Algorithm 5 in [106]),
in contrast to our algorithm where only two powers (one for macro tier, one for
small tier) are calculated. Since effective green scheduling is heavily dependent on
the quality of the CSI, which is varying all the time, a lower execution time for the
scheduling process will result in less by CSI degradation, in turn, providing more
accurate scheduling decisions. For instance, as it can be seen that when there are
15 SCs in the system, the execution time of the iterative-based “EEPA-Ven” is
around 5.5 seconds, which may be too high for real systems. These results show
that “EEPA-LC” is of low-complexity while it can still achieve similar performance
as an existing iterative algorithm.
Fig. 4.11 plots the execution time of the two power allocation algorithms in terms
of the number of subcarriers (the CPU information: Intel(R) Core(TM) i7-4500U
CPU @ 1.8 GHz 8GB RAM, 64 bit operating system x64 based processor). It can
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Figure 4.9: Average number of arithmetic operations vs the number of small
cells in a two-tier HetNet system.
be seen that as the number of subcarriers grows, more execution time is needed
to obtain the power allocation for the current scheduling, however, our power
allocation algorithm’s complexity grows at a much slower rate compared to the
iterative-based power allocation algorithm.
We have compared “EEPA-LC” and “EEPA-Ven”, as well as “EEPA-Orth” power
allocation algorithms as a function of the number of SCs in this subsection. The re-
sults show that coordinated power allocation algorithms (“EEPA-LC” and “EEPA-
Ven”) can save a great amount of BS transmit power (more than 90 %) compared
to non-coordinated power allocation algorithm (“EEPA-Orth”) and yet, they pro-
vide better sum-rate and EE performance. In addition, it can be remarked that the
rates of the coordinated power allocation algorithms (“EEPA-LC” and “EEPA-
Ven”) grow linearly with the number of SCs and achieve up to 4.6 times more rate
than the non-coordinated power allocation algorithm (“EEPA-Orth”), whereas,
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Figure 4.10: Average execution time vs the number of small cells in a two-tier
HetNet system.
the average Eb is decreasing, this indicates that with fine-tuning the transmit
power helps to control both the intra-tier and inter-tier interference, and coordi-
nated power allocation scheme has a great potential for offering better rate and
better EE in HetNet. Moreover, the complexity analysis of our proposed low-
complexity power allocation algorithm and an existing iterative-based power allo-
cation algorithm shows that our proposed power allocation algorithm can achieve
similar performance in the meantime much reduced complexity, which is suitable
to be used in HetNet with densely deployed SCs.
4.3.2.2 Numerical Results for “EEPA-LC” with Dynamic Boundary
We have shown in the previous subsections of Section 4.3.2 that our proposed
power allocation on its own is effective at improving the EE of a two-tier HetNet
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Figure 4.11: Average execution time vs the number of subcarriers in a two-
tier HetNet system.
system. In this section, we incorporate our“EEPA-LC” power allocation algo-
rithm with the dynamic resource allocation boundary and analyse their joint per-
formance, which is denoted as “SC-Bound-EEPA-LC”. “SC-Bound-EEPA-LC” is
compared with “SC-Coord-EEPA-Ven” (Algorithm 5 of [106]), “SC-FFR-EEPA-
LC” as well as “SC-Overlay-EEPA-Ven” as a function of ISD. A total number
of 15 SCs are deployed in the three-sector layout. “SC-FFR-EEPA-LC” adopts
the FFR used in [107], where “EEPA-LC” is used instead of the full power al-
location used in [107]. “SC-Overlay-EEPA-Ven” split the whole frequency band
into halves, where macro and SCs are operating on separate subbands such that
cross-tier interferences are avoided; whereas each tier relies on “EEPA-Ven” for
power allocation. In addition, “SC-Bound” (i.e. without energy-efficient power
allocation) in Chapter 3 acts as a benchmark for putting into perspective how
much benefits in terms of EE are drawn form our power allocation algorithm. We
consider, as in Chapter 3, the some representative user selection methods, greedy,
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PFS and RR in our results.
We compare the “SC-Bound-EEPA-LC”, “SC-Coord-EEPA-Ven”, “SC-Overlay-
EEPA-Ven” and “SC-FFR-EEPA-LC” schemes in terms of the average transmit
power and for various user/subcarrier allocation methods in Fig. 4.12. In general,
these four schemes with energy-efficient power allocation have a relative low trans-
mit power for each sector (less than 2 W) compared to full power allocation that
is adopted in “SC-Bound”; therefore, a significant amount of the transmit power
can be saved. It can been seen that as the ISD increases, the transmit powers of
all the schemes increase. Since macro UEs are further to their serving BSs when
ISD is larger, a higher transmit power is needed to serve these users.
Figure 4.12: Average transmit power per sector performance in the downlink
of a HetNet (Boundary + dynamic power allocation).
Figure 4.13 illustrates the average sum rate performance of the five schemes. It can
be observed that “SC-Bound-EEPA” exhibits the best overall rate performance.
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As it can be observed in Fig. 4.13 (a), when greedy allocation is being used, “SC-
Coord-EEPA-Ven” performs better than “SC-FFR-EEPA-LC” when ISD is large.
This is because when greedy allocation is used, users with good channel conditions
are usually being scheduled, since these users are more robust to interferences, it is
unnecessary to avoid interferences as in “SC-FFR-EEPA-LC”. However, when the
interference is strong (i.e. ISD is small), or the users with poor channel conditions
are also being scheduled (i.e. PF or RR), interference avoidance is a better choice.
As it can be seen in Figs. 4.13 (b) and (c), “SC-FFR-EEPA-LC” outperforms
“SC-Coord-EEPA-Ven”. Amongst the four schemes using energy-efficient power
allocation, “SC-Overlay-EEPA-Ven” has the worst rate performance due to the
lower utilisation of the spectrum resources (i.e. each tier is only allowed to utilise
half of the spectrum resources compared to “SC-Coord-EEPA-Ven”). However, as
it can be seen in Fig. 4.13 (c), “SC-Overlay-EEPA-Ven” outperforms “SC-Coord-
EEPA-Ven” when interference is high (i.e. ISD = 0.5 km). Moreover, when
comparing the performances of “SC-Bound” and “SC-Bound-EEPA-LC”, it can
be seen that with our proposed energy-efficient power allocation algorithm better
rate performance can be achieved with reduced transmit power. Finally, it can
also be observed in all the sub-figures that the rate increases as the ISD increases
due to the reduced interference.
Figure 4.14 shows the average energy per bit power consumption performance.
It can be observed that “SC-Bound-EEPA-LC” achieves the best overall Eb per-
formance. When greedy allocation is being used, “SC-Bound-EEPA-LC”, “SC-
Coord-EEPA-Ven” and “SC-EEPA-FFR” have similar EE performance. Although
“SC-Bound-EEPA-LC” and “SC-FFR-EEPA-LC” have similar transmit power
when using greedy and PF (see in Figs. 4.12 (a) and (b)), better rate perfor-
mance can be achieved by scheduling more users with good channel conditions (i.e.
greedy), which results in a better EE performance. In addition, it can be observed
from all the subfigures, “SC-Bound-EEPA” outperforms “SC-FFR-EEPA-LC” re-
gardless of the user/subcarrier allocation methods that are being used, this implies
that dynamic allocation of the resources can further enhance the EE performance
in comparison with fixed allocation. In addition, it can be seen that “SC-Bound”
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Figure 4.13: Average sum rate per sector performance in the downlink of a
HetNet (Boundary + dynamic power allocation).
has the worst EE performance among all the schemes since full power allocation
is being used.
Figure 4.15 shows the fairness performance of the five schemes, where the Jain’s
fairness index is used to calculate the fairness of rate distribution among the UEs.
It can be seen in Fig. 4.15 that “SC-Bound-EEPA-LC” can achieve the best user
fairness amongst all the schemes, whereas “SC-Coord-EEPA-Ven” performs the
worst. In “SC-Bound-EEPA-LC” and “SC-FFR-EEPA-LC”, outer area macro
UEs are protected from intra-tier and inter-tier interferences; whereas in “SC-
Overlay-EEPA-Ven” macro and SC-UEs are protected from inter-tier interference
since they are scheduled on orthogonal subbands. However, in “SC-Coord-EEPA-
Ven”, outer area macro UEs are suffering from both intra and inter-tier interfer-
ences, resulting in poor user fairness. When observing the three subfigures, it can
be seen that the fairness performances using different user/subcarrier allocation
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Figure 4.14: Average Eb per sector performance in the downlink of a HetNet
(Boundary + dynamic power allocation).
methods are similar. As previously discussed in Chapter 3, these results indicate
that, different from the traditional single tier network where fairness is only related
to the criterion being used to select the users (e.g. maximum SINR (greedy)), user
fairness in HetNet is also related to the type of cell (i.e. macro or SC) used to
serve the users. Similarly, when comparing “SC-Bound” and “SC-Bound-EEPA-
LC”, it can be seen that better fairness performance can be achieved by using the
proposed energy-efficient power allocation algorithm.
4.4 Summary
In this chapter, we have designed an EE-based power allocation algorithm for
an underlay HetNet system, this power allocation can coordinate the powers of
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Figure 4.15: Average user fairness performance in the downlink of a HetNet
(Boundary + dynamic power allocation).
the macro and SC tiers for jointly minimising the Eb of the whole HetNet sys-
tem. We have shown that the objective function of Eb in a HetNet system can
be transformed into a pseudo-convex function by using a symmetric user grouping
method. The power allocation for the two-tier HetNet system can then be ob-
tained by solving a quartic equation. Moreover, we have also derived closed form
solutions for the power allocation problem in the single-tier as well as single-user
scenarios, which can be used for incorporating EE-based power allocation to the
dynamic resource allocation boundary derived in Chapter 3. Simulation results
verify that our low-complexity power allocation algorithm can achieve competitive
performance with other state-of-art power allocation algorithms but with a much
reduced complexity. Moreover, we have shown that using this low-complexity
power allocation algorithm in conjunction with the dynamic allocation boundary
is beneficial to jointly optimise the system performance in terms of EE and user
fairness. The low-complexity design principle for obtaining the power allocation
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also show its advantage for densely deployed SCs.
Chapter 5
Epilogue
5.1 Summary of Insights and Conclusion
Given the growing concerns on the environment, it is even more challenging yet
necessary to maintain the sustainability of wireless networks, i.e. by reducing the
energy consumption of wireless networks and at the same time supporting the
exponentially growing number of users craving for higher data rate. The idea of
reducing the power consumption of a BS is straightforward and in fact has already
shown its effectiveness given that how widely SCs are deployed and this deployment
process is even more faster in the near future. In the meantime, efforts have been
put to design new green BSs using renewable energy sources [116]. Apart from
these efforts, which are mainly focused on the BS itself, the main problem is to
efficiently allocate the available resources (e.g. power, subcarriers) to the serving
users to meet their requirements, at the same time, improve the EE of the system.
Scheduling schemes have the flexibility to allocate the resources (e.g. subcarriers,
power) to users in a dynamic way. Moreover, green scheduling scheme is important
for HetNet systems to fully exploit the benefits brought by the deployed SCs. In
this thesis, we therefore focused on designing an energy-efficient scheduling scheme
for HetNet systems.
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In Chapter 2, we first reviewed the classical frequency reuse schemes and classical
scheduling schemes which are designed mainly for improving the SE of the wire-
less communication systems. We introduced the design principle of these schemes,
while explaining their limitations to meet the requirements of the new system de-
sign criterion, i.e. EE. The definition of EE is given and discussed, along with
the presentation of a framework which is commonly used for the design of green
scheduling schemes. The recent development in green scheduling schemes were
introduced and discussed. The chapter is concluded with the potential research
directions for green scheduling schemes, which are then investigated in the follow-
ing two chapters.
In Chapter 3, a dynamic resource allocation boundary is derived for the multi-cell
macro network which is then used to categorise the users into inner and outer area
users. In wireless communication systems, as a user moves away from its serving
BS, it is more likely of receiving a weak desired signal from its serving BS and
stronger interferences from neighbouring BSs, whereas the users near their serving
BSs are more robust to interferences. Accordingly, we propose a novel dynamic
allocation boundary based on EE metric, where coordinated allocation is used in
the inner area and orthogonal allocation is used in the outer given that better EE
performance can be achieved in each corresponding area. Since we aim to improve
the EE performance of a HetNet system, after categorising the users into inner and
outer area users, the users are further differentiated according to the BS type, i.e.
macro and SC, they associate to. The numerical results show that this dynamic
allocation boundary itself is helpful to improve the EE of the system, at the same
time boost the user fairness.
Subsequently, in Chapter 4, a novel low-complexity power allocation scheme is
proposed which can coordinate the macro and SC tiers to jointly optimise the EE
of an underlay HetNet system. As previously discussed in Chapter 2, maximising
SE is not necessarily maximising the EE of the system. While in SE-based classical
scheduling schemes, maximum available transmit power is used, which is against
the EE objective in green communication systems. A lower transmit power can be
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used to maximise the EE of the system. In this chapter, a low-complexity energy-
efficient power allocation algorithm is designed to maximise the EE of an underlay
HetNet system. Given that the EE objective is generally not convex, we apply
a symmetric user grouping method, which in turns transform the original non-
convex problem into a pseudo-convex problem that can be solved in a low-complex
manner. The simulation results show that our energy-efficient power allocation
exhibits good EE performance, which are similar to the recent developed works,
but with a far lower complexity. Due to its low-complexity, it is more advantageous
to be used for densely deployed SCs in practice. In addition, this bespoken power
allocation is further integrated with the dynamic allocation boundary proposed in
Chapter 3, which can further improve the EE and user fairness.
5.2 Future Work
This thesis has investigated the green scheduling schemes for HetNet systems by
deriving a dynamic allocation boundary and proposing a low-complexity EE-based
power allocation scheme. Some approaches to broaden the scope of this thesis and
also to make this work more practical are discussed in this section.
5.2.1 Boundary and user grouping with realistic concerns
The dynamic resource allocation boundary in this thesis is derived by considering
only pathloss in the channel model. However, in practical communication systems,
there also exist shadowing and fast fading. These two factors can induce fluctua-
tions of the boundary derived in this thesis. It can be interesting to investigate how
the fluctuations caused by considering the shadowing and fast fading will impact
the system performance against the boundary considering pathloss only. In terms
of user grouping in practice, with the presence of shadowing and fast fading, it is
unlikely to find a group of users which have exact similar channel gains. In order
to find the symmetric user group in real systems, by defining a threshold which
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indicates the difference of channel gains among the users and use this threshold
to determine whether the users can be considered as symmetric or not. How to
define and set the value of this threshold require further studies.
5.2.2 Imperfect CSI
Most works in SE/EE-based user scheduling and resource allocation assume that
perfect CSI is available at the BS side. However, it is unlikely to obtain perfect
CSI in real communication systems, even though CSI can be measured via the
downlink pilot channel and is available at the BS side, given the time-variant
nature of the wireless communication system. In addition, for coordinated green
scheduling schemes, where neighbouring BSs coordinate with each other to jointly
improve the system performance, the green scheduling schemes require the CSI
of all the users amongst the coordinated BSs. The exchange of CSI relies on
the capability of backhaul, in addition, for BS coordination in HetNet system,
the exchange of CSI may be even more challenging given that SCs may rely on
wireless backhauling. It therefore worth investigating the impact of imperfect
CSI on green scheduling schemes. Also, it is worth designing a distributed green
scheduling scheme for HetNet systems, especially with densely deployed SCs.
5.2.3 Various QoS Metrics and Applications
In the evolution of wireless network, data rate used to be considered as the most
important criterion to be optimised. However, today’s wireless network faces var-
ious different QoS metrics required by different users. Green scheduling scheme
therefore will have to adapt to multiple QoS metrics to be able to schedule the re-
sources to meet various requirements. As discussed before, the Sum-EE metric has
the flexibility to add individual weight to each subcarrier such that differentiated
services (with different priority) can be achieved.
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5.2.4 Non-orthogonal Multiple Access
NOMA has the potential to further improve the utilisation of spectrum resources
by assigning more than one users on the same subcarrier within the same cell,
which is contrary to the orthogonal multiple access schemes (e.g. OFDMA), where
at most one user is allowed to be scheduled on the same subcarrier. NOMA
can be categorised into code-based NOMA and power-based NOMA. Code-based
NOMA assigns different codes to users scheduled on the same resource whereas
power-based NOMA assigns these users with different power levels to maximise
the SE. Regarding power-based NOMA, scheduling scheme will need to determine
the number of users to be scheduled on the same subcarrier within the same
cell, subsequently the power levels for these users. Further studies are needed to
combine green scheduling schemes with NOMA.
5.2.5 Machine Learning Approaches
In the design of classical/green scheduling schemes, the resource allocation prob-
lem is normally formulated as a convex optimisation problem with/without con-
straints. Moreover, the green scheduling problem is normally a mixed integer
problem, since it will have to first determine the users to be scheduled on each
subcarrier, after that, optimisation of the resources can be performed. For green
scheduling scheme, the aim is to optimise the EE of the system, which generally
is not convex. Therefore, when designing green scheduling schemes, the original
optimisation problem for instance is converted by Lagrange relaxation such that
suboptimal solutions can be obtained. Since the user scheduling and power al-
location interact with each other, iterative structure to find optimal/sub-optimal
combination of these two to maximise the EE is often required. Using convex
optimisation to design green scheduling schemes have shown effectiveness in find
the the near-optimal solutions, however, are difficult to be applied in real system
due to its complexity. Machine learning approaches have attracted a lot of atten-
tions in recent years. Machine learning approaches can actually be applied in the
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scheduling process for the resource allocation. Given enough historical data such
as scenarios, user scheduling and power allocation, machine learning approaches
can be used to match the current scenario to a similar scenario in the data set,
and directly use the existing optimal/near-optimal solutions for the current sce-
nario. This solution seems attempting, but challenging. In fact, the complexity
of matching the scenarios can even exceed finding the near-optimal solution using
iterative search. A balance of complexity and performance need to be found for
machine learning approaches.
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