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The next-generation 5G network is being tested although the specifications of 5G
have not been formally defined. Researchers and industry expect that new genera-
tion of technology will come to the market much sooner than expected 2020 in this
quickly changing world. It may seem as a long ways to go but time flies and so will
5G at speeds of 10 Gbps.
Cisco provides IP Traffic Forecast and other data in charts that show traffic from
wireless and mobile devices will account for more than 63 percent of total IP traffic
by 2021. By that time, wired devices will account for 37 percent of IP traffic, while
WLAN and mobile devices will account for 63 percent of IP traffic. In 2016, wired
devices accounted for the majority of IP traffic at 51 percent [1].
Majority of the devices will be wireless, so it causes much overhead to the networks
and mobility of the users will make it even more dynamic. Because the networks
are dynamic and we need to be sure that our data not only fast but also correctly
delivered to the end point. TCP used in dynamic networks. TCP stands for Trans-
mission Control Protocol and one of the the most widely spread protocols in the
Internet. TCP guarantees the recipient will receive the packets in order. That is
why it is used in dynamic networks where error correction is necessary.
5G will operate on ultra-high frequency millimeter wave spectrum. The most recent
802.11ad Wi-Fi standard operating at 60 GHz showed that the spectrum between
microwave and infrared waves can be used for high-speed wireless communications.
The spectrum between 30 GHz and 300 GHz has a large amount of available band-
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width. This gives mmWave communications a major advantage over the current
LTE standard.
The 3rd Generation Partnership Project (3GPP) posted ’Study on channel model for
frequency spectrum above 6 GHz’, 3GPP TR 38.900 version 14.2.0 Release 14, where
model and evaluation the performance of physical layer techniques using the above-
6GHz channel models. This document relates to the 3GPP evaluation methodology
and covers the modeling of the physical layer of both Mobile Equipment and Access
Network of 3GPP systems.
This work targets the TCP performance in 5G mmWave networks with dynamic
blockage represented by human bodies and cause additional fluctuations in the chan-
nel and signal level. To reduce prices and time of experiments based on mmWave
techniques modeling can be used. To achieve that ns-3 was utilized as a tool of
modeling and simulations.
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11. INTRODUCTION
In recent years we have been witnessing current frequency spectrum limitations and
increasing amount of users and devices connected to the Internet. According to
Cisco IP Traffic Forecast and other data in charts, traffic from wireless and mobile
devices will account for more than 63 percent of total IP traffic by 2021 and total
traffic will be three times larger than 2016 [1]. So, the majority of the devices will be
wireless, and the current frequency spectrum is occupied very tight. Such challenges
could be solved by next-generation 5G networks by the standardization communities.
Researchers together with Federal Communications Commission heading towards
extending bandwidth for faster delivery with high-quality of the multimedia content
and services in the future next-generation 5G networks.
The most recent 802.11ad Wi-Fi standard operating at 60 GHz showed that the
spectrum between microwave and infrared waves can be used for high-speed wireless
communications [2, 3]. The extremely high frequency spectrum ( from 30 GHz up
to 300 GHz) has a large amount of available bandwidth [4].
The first thing to keep in mind is a significant amount of available bandwidth [5].
This gives mmWave communications a significant advantage over the current LTE
standard. The second thing to consider is that mmWave operating on ultra-high
frequencies and affected not only by big obstacles but also by trees, human bodies
and even drop of water or air itself.
Majority of applications and services in the Internet using TCP what results that
more than 90 percent of traffic on the Internet is handled by TCP. Thus, TCP con-
trols the lion’s piece of bytes and packets transmitted over the Internet, so to satisfy
user needs and to provide quality of service (QoS) in modern networks predict TCP
behavior and optimize its performance in different environments is very important.
TCP guarantees the recipient will receive the packets in order. That is why it is
used in dynamic networks where error correction is necessary [6].
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To predict the behavior of TCP in mmWave systems, we need to evaluate its per-
formance. TCP performance assessment can be divided into empirical studies and
analytical modeling. Although analytical modeling is exceptionally accurate and
useful to try different scenarios by changing parameters, it is difficult to create such
a model, and there can be an option when the entire model has to be recalculated
due to the crucial parameter. In this case, simulation is more beneficial because
it requires less time and cost. Another advantage of modeling is re-usability once
a model is created. By changing input parameters a wide range of scenarios can
be executed with further output and results in analysis. TCP performance in 5G
mmWave network will be evaluated via modeling to reduce time and price of the
experiments.
The primary goals of this work are as follows. The author aims to provide a reliable
model to simulate the mmWave behavior and TCP performance in 5G mmWave
networks; flexible and repeatable modeling using created simulator.
The thesis is organized as follows. The author firstly presents a technological
overview of the TCP and the corresponding challenges in Chapter 2. The Chap-
ter 3 provides insight into TCP performance assessment framework and justifies our
choices concerning simulation modeling. Chapter 4 is devoted to the TCP perfor-
mance evaluation as well as discusses the corresponding results. The last Chapter
concludes this thesis work.
32. TECHNOLOGY AND MOTIVATION
Nowadays, Internet data traffic is increasing by 50 percent per year for every sub-
scriber, and the lion’s share of data traffic comes from wireless connections [1]. This
trend is going to increase even more in the following years due to increasing online
video usage and the rise of the Internet-of-Things (IoT) [7, 8].
Figure 2.1 IP Traffic by Access Technology
Increasing amount of wireless subscribers will lead to massive amount of traffic
(see Figure 2.1), so technology need not only to perform on high speed but also
be able to support such amount of interference caused by wireless devices. The
industry is moving to next-generation cellular communication technology – to the
fifth generation, a.k.a. 5G, fulfilling a demand. In addition to increasing amount of
traffic and number of subscribers there are limitations of the currently used frequency
spectrum (see Figure 2.2). The frequency spectrum of today is already occupied
very tight, so there is almost no space for usage.
5G mmWave was introduced to the world as an option to avoid current limita-
tions [9]. The most recent 802.11ad Wi-Fi standard operating at 60 GHz showed
that the spectrum between microwave and infrared waves can be used for high-speed
wireless communications [2, 3]. The spectrum between 30 GHz and 300 GHz has a
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Figure 2.2 Currently used frequency spectrum, reproduced from ofcom.org.uk
large amount of available bandwidth [4].
Figure 2.3 Available frequency spectrum
The first thing to observe from Figure 2.3 is the massive amount of available
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mmWave bandwidth. This gives mmWave communications a significant advantage
over the current LTE standard in terms of standardization and general flexibility.
The second thing to remember that mmWave operating on ultra-high frequencies
and affected not only by big obstacles but also by trees, human bodies and even
drop of water or air itself. The higher frequency used leads to increasing range of
affecting factors that need to be taken into consideration to predict the behavior of
the connection.
2.1 Millimeter Wave technology
The millimeter-wave is a region of the electromagnetic spectrum with wavelengths,
depending on the frequency, from 10 millimeters to 1 millimeter [10]. Its spectrum
correspond to radio band frequencies between 30 GHz and 300 GHz and marked
as the Extremely High-Frequency range by the International Telecommunications
Union. The millimeter-wave wedged between microwave and infrared waves, what
shows that millimeter waves length is longer than x-rays and infrared waves but
shorter than microwaves and radio waves. The high frequency of mmWave makes it
useful for a variety of applications including transmitting large amounts of computer
data, cellular communications, sensors, and radar [11].
Capability to transfer a large amount of data is one of the essential features of mil-
limeter waves [4]. Cell phone, radio, satellite or any other wireless communication
has the specific range of wavelengths or frequencies assigned to it. A particular fre-
quency or a wavelength assigned to each service provider. That range of frequencies
available for network provider or a local television called bandwidth. They operate
within different bands to avoid interference between them when they communicat-
ing at the same period of time. Available bandwidth must to be large enough to
provide sufficient communication, because every time of transmission contains par-
ticular amount of data to be transferred. For example, TV broadcast need around 6
MHz of bandwidth to carry sound and video simultaneously, but for phone call, that
contains sound or voice, 6 kHz is enough, because less data need to be transferred.
The use of higher frequencies required by the increased amount of information trans-
mitted. This is where millimeter waves come in.
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2.1.1 Applications of the millimeter waves
High speed communications, p2p connections, wireless local area networks (WLANs)
and broadband access can be expanded by usage of millimeter waves, which is an
undeveloped band of spectrum. Millimeter wave can be used for a variety of services
on mobile and wireless networks, due to its capability of high data rates up to 10
Gbps in telecommunications. Another notable use of millimeter waves is radar,
and it takes advantage of beamwidth, which is another millimeter wave propagation
property [12]. Beamwidth is an angle that shows how wide the signal spreads out at
a distance from the source of transmission. Radar systems based on narrow angle
beams can detect smaller objects at a distance, narrower the beam – more precise
the radar. Microwaves can be focused into a narrow beam by a carefully designed
antenna, just like a magnifying glass focuses sunlight. Small size of an antenna will
allow to place it inside tight airplane cockpit, but narrow beamwidths requires large
antenna sizes.
To overcome these antenna problem engineers used millimeter-length microwaves.
Using increased frequency helps to reduce size of the antenna with narrow beamwidth.
One of the examples of usage radar systems is the collision-avoidance systems build
in modern cars. Car manufacturer’s specifications require the system to be able to
detect a cyclist at a distance of 100 meters, also the system must distinguish the
bicycle from other objects such as trees, roadside signs, and other vehicles. The
system operating on high frequency, such as millimeter waves do, uses an antennas
with size of 10 cm in diameter. The size of the antenna allows to automobile de-
signers to design it into the front end of the vehicle or any part of the vehicle body.
The diameter of the antenna would be 78 cm to achieve the same beamwidth at a
lower frequency, which will be pretty looking in a silly way antenna mounted on the
car.
The 2003-model Mercedes S-class vehicles used a radar sensor. The device was
placed under the hood of the car whic part is covered by millimeter waves penetrable
materials. The circuits that transmit and receive millimeter waves is covered by 10
cm in diameter radome.
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2.1.2 mmWave Challenges
Specific characteristics of the earth’s atmosphere pose both problems and solutions
for millimeter wave applications. As an example, oxygen, contained in the air,
molecules will interfere with electromagnetic radiation and absorb the energy at 60
GHz (5 mm wavelength). Therefor 60 GHz can not be efficiently used as frequency
for long-range communications, because absorption by the oxygen molecules reduces
the electromagnetic radiation and power of the signal. Limited range of millimeter
waves gives an opportunity to use it for secure short-range communications. Another
application for 60Ghz technologies can be satellites communications, cross-linking,
in space. 60 GHz works efficiently for communication between satellites because
there is almost no oxygen in space.
The optical fiber always can be used to provide high data rates where millimeter
waves with short wavelength signals would be absorbed by rain, fog or even dust and
smoke. However, if the transmitters or receivers are mobile optical fibers cannot be
used, such as cell phones or satellite communication, so wireless communications,
including millimeter waves, is usually the best choice.
In general, the spectrum between 3 GHz and 300 GHz known as a mmWave band,
even though the band from 26.5 to 300 GHz with 273.5 GHz available bandwidth
is mmWave, but due to similarities in propagation characteristics all that band
collectively called mmWave with the wavelength range from 1 to 100 mm.
The mmWave frequencies are of big interest for researchers as a part in future 5G
cellular networks and potential commercial use since it was published in mmWave
communication standards for wireless personal area networks at frequencies of 57-64
GHz and 60 GHz by IEEE 802.15 Task Group 3c (TG3c) and IEEE 802.11ad [13].
Besides, a significant amount of bandwidth at frequencies of 28-30 GHz are inves-
tigated for the local multi-point distribution service. The band 60-90 GHz is free
and can be dedicated for developments in 5G, what was published in 2003 by the
Federal Communications Commission (FCC). Currently, the most of the develop-
ments and researches interested in the 28 GHz band, the 38 GHz band, the 60 GHz
band [14]. Even though, a number of challenges need to be taken into consideration
when comparing characteristics of mmWave with existing systems involved in the
microwaves band [15].
It is proposed to merge mmWave communications with LTE, Wi-Fi and other sys-
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tems due to the limited coverage, which is named as heterogeneous network (Het-
Net). Different types of base stations are present at the same time in HetNets, such
as traditional macro BS, low power BS, etc., in order to increase system capac-
ity. Thus, HetNet is a promising way to investigate, analyze potential problems via
cooperation and interaction among different networks to solve them [16], intercell
interference and so on. A picocell in 60 GHz band coexists with macrocells and
microcells [14], as shown in Figure 2.4. Apparently, cells with microwave bands are
smaller but providing more extensive coverage, but the cell operating on 60 GHz fre-
quency will provide higher capacity. As part of a hybrid HetNet [17], features of the
spectrum at 60 and 70-80 GHz are used to minimize or even avoid the interference.
A combination of the mmWave and 4G system is described in [18, 19], promoted
as a candidate for a 5G cellular network with TDMA-based medium access control
(MAC) architecture structure.
Figure 2.4 Heterogeneous networks, including macrocells, microcells, WLANs and pico-
cells
The communication systems operating on mmWave frequencies provide large capac-
ity and capable of taking care of part of the traffic from the macrocells and serve as an
enhancement for traffic flow. The control messages will create additional overhead
for channel access and coordination at both mmWave and microwave bands [20],
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because control and service signals, as channel access requests and synchronization,
will be transmitted as a broadcast signals. Thus, additional overhead forces to find
a compromise between complexity and performance in HetNet [14].
2.1.3 5G with mmWave band
Nowadays, a new generation 5G network concept with mmWave is still in the pro-
totyping and trial stage. mmWave already showed its potential as part of the 5G
cellular system. For example, an antenna with beamforming in the mmWave band
that able to transmit data at distance of 2km away with a speed of 1 Gbps was
created by researchers from SAMSUNG. However, to establish a reliable connection
and perform cellular mmWave communications in 5G networks, there are specific
concerns left regarding the extremely high frequency of the transmission, materials
penetrability, such as walls and windows, etc, air and water absorption, huge path
loss. Typically, mmWaves cannot go further than other systems operating at lower
frequencies, higher frequency communications suffer from high transmission loss.
The Friis transmission law describes the limitations with the following equation:
Pr
Pt
= GtGr(

4R
)2 (2.1)
where:
 Pt is transmit power,
 Pr is received power,
 Gt is transmitter antenna gain,
 Gr is receiver antenna gain,
  is the wavelength,
 R is the distance from the transmitter to the receiver.
Friis law 2.1 with isotropic antennas (Gt = Gr = 1) shows that increased frequency
leads to increased effective area and  is related to path loss value. The high carrier
frequency in mmWave bands leads to high path loss. Nevertheless, it is possible to
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put more antennas in the same are because of short wavelength. If the signal is sent
through narrow directed beams with high gains, then transmission and reception
will be more effective [21, 20]. The received power for 30 GHz antenna setup can
be even larger than the 3 GHz one if the size and number of antennas are designed
accordingly [20].
Note, mmWave signals do not penetrate through solid materials, like walls or build-
ings, as good as lower frequency signals do. In Table 2.1, values of attenuation for
the most used materials are given by [22, 23]. When penetrating through buildings,
the signals will suffer propagation losses, and articles show that signals with higher
frequencies penetrating different material with more loss. The limited distance of
propagation for mmWave, besides to the attenuation, causes an outage or termina-
tion of the transmission from outside to the inside of the building and vice versa.
Of course, some signals may go through windows, but the signal becomes so weak
that its energy will be out of the receiver sensitivity.
Table 2.1 Attenuation for different materials [dB], reproduced from [24]
Dry Wall Clear Glass Mesh Glass Wood Concrete
Thickness
(cm)
Carrier
fre-
quency
2.5 0.3/0.4 0.3 0.7 10
Attenuation
<3 GHz 5.4 6.4 7.7 5.4 17.7
40 GHz – 2.5 – 3.5 175
60 GHz 6.0 3.6 10.2 – –
Water drops, rain in particular, also causes dramatical attenuation in mmWave
transmission by scattering because the size of raindrops roughly similar to radio
wavelengths in mmWave. The rate of precipitation is used to identify category of
the rain:
 0.25mm-1mm per hour is a light rain;
 1mm-4mm per hour is a moderate rain;
 4mm-16mm per hour is a heavy rain;
 16m-50mm per hour is very heavy rain.
Specifically, for a very heavy rain with the rate of precipitation at 50 mm per hour,
signal suffer from 14 dB attenuation per kilometer at 30 GHz carrier frequency [24].
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The authors in [24] declare that the cell with 200 meters radius of coverage with
the mmWave based communications will operate well in the rain and attenuation is
going to be minimized.
In addition to natural factors affecting the signal, the performance of millimeter wave
systems operating in the extremely high frequency band is also seriously affected
by the obstacles in line-of-sight. Contradictory to lower frequencies, millimeter
waves can not penetrate and go through multiple objects, which is producing shaded
locations, besides diffuse scattering and reflection effects in the channel. It causes the
system to be in non-line-of-sight (nLoS) communication, what results in significant
degradation of performance of the system [25]. As a result, more difficult to provide
QoS and fulfill needs of the users when line-of-sight (LoS) is unavailable because
more computational and power resources are needed. In realistic conditions of a
user moving across the area within the a mmWave access point cell coverage, LoS
and nLoS time intervals alternate. Those changes in state of the channel affecting
the resource allocation [26]. The latest requirements published by 3GPP shows that
the small-scale mobility should be taken into consideration for scenarios such as d2d
communication [27]. The temporal and spatial consistency of the line-of-sight and
non-line-of-sigh states is important for possible massive multiple-input and multiple-
output (MIMO) implementation and beam tracking. The channel model in question
should be able to capture a smooth change in the LoS/nLoS states as a function of
time [27, 28]
2.2 Transmission Control Protocol
The Transmission Control Protocol (TCP) is one of the most common protocols of
the Internet Protocol Suite. TCP invented by Vinton Cerf, and Robert Kahn who
introduced to the World the basic principles of Transmission Control Program in
1974, which was an internetwork protocol [29]. The protocol specifications published
there supported overall addressing, fragmentation, and defragmentation, in addition
to basic flow control, link error control, and loss recovery. At that time all networks
had different addressing mechanisms, different size of the packets, different view on
performance, such as total throughput and delay, which caused many difficulties to
develop such reliable protocol. The principal goal was to reliably transmit data and
provide stable communication over heterogeneous networks between remote hosts.
There wasn’t any agreement on traffic communication and packets retrieval what
resulted as a risk of corruption, drop or delay of the packets, also packets could be
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misrouted or delivered out of order, in addition to duplicates that appeared due to
lack of synchronization, because data delivery over such communication networks is
not error-free. Therefore, the new protocol was designed to handle sequencing func-
tions, synchronization mechanisms with acknowledgments (ACKs), when the error
happened, and the packet is dropped or lost, retransmitting unacknowledged pack-
ets and perceive duplicates to resolve all these problems. Order of the packets being
delivered maintained to detect the error and retransmit data. Moreover, flow control
is one of the features of the protocol. It is preventing hosts that communicated with
each other to be overloaded with traffic amount coming in and out. To perform all
of the operations the Transmission Control Program created logical link from source
to destination and destroyed the connection at the end of the transmission. The
new protocol was demonstrated to the world in July 1977 [30].
The protocol was modified several times next years [31, 32, 33, 34]. Division of solid
Transmission Control Program into two separate parts was the most crucial change.
The Transmission Control Protocol (TCP) and the Internet Protocol (IP) protocol
were created based on Transmission Control Program. Later in was called TCP/IP
Internet Protocol Suite. Four layered Department of Defense model placed TCP
just above IP in the third layer [34, 35], so TCP segments are encapsulated in IP
packets to provide delivery of those segments. Header of the IP packet consist of
address and control information that used by routers find an end point to forward
packets. Fragmentation and defragmentation of packets are also done by IP. It is
required when the size of the packets are bigger than the Maximum Transmission
Unit (MTU). TCP perform peer-to-peer flow and error control on top of IP functions.
It is required for applications that sensitive to sequential data delivery over reliable
connections. Currently, TCP is situated in the transport layer, the fourth layer of
the Open Systems Interconnection (OSI) reference model [36]. The United States
Department of Defense used TCP for reliable data delivery over the network in their
the ARPANET (Advanced Research Project Agency Network) as the main protocol
in 1982 [30]. Later on, TCP has become the most popular protocol used in the
worldwide Internet, a standard protocol for best-effort networks.
The Internet suffered a series of congestion collapses because of fast growth of com-
puter network during following years that caused severe performance problems [37].
In fact, TCP mechanisms that provide reliability mainly caused these performance
problems. The constant increase in the load by sending additional packets in the
network caused congestion collapse. More packets peers send - more packets are
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queued, as a result, the routers suffer from the buffer overflow. Congestion leads
to timeouts because of increased delays and lost data, what triggered retransmis-
sions. It became even worse because of overload of the network caused by a big
number of retransmissions. At some moment the network throughput drops very
low that there is almost no packets flow with minimum throughput. The lack of e2e
congestion control together with rate adaptation are the main reasons of congestion
collapse at that time Internet. Only flow control existed as end-to-end rate control
in early TCP [34]. TCP flow control could not prevent congestion anywhere in the
middle of the network, because it was developed to restrict the TCP sender from
overwhelming the TCP receiver. There is a need to have something to control the
number of packets sent into the network as a mechanism to manage or, at best,
bypass congestions.
Congestion control algorithms were added to TCP to avoid congestion collapse [38,
39]. Agreement of the rules and amount of data sent in the network used as a base
for those algorithms. The principle based on preventing to send a new packet to
the network unless the previous one leaves the network. It works as follows, the
TCP receiver an ACK as an sign of the packets have been received and acknowl-
edged and TCP sender initiates the next packet transmission because the previous
packet has left the network without increase of congestion level. Because of this the
basis why TCP is also called ACK-clocked. The reasons for the delivery failure of
the packets either they are corrupted in transit, that cause rejection, or the net-
work is congested somewhere on the path, and buffer overflow forced to drop extra
packets. Packet loss is used as a reliable congestion indicator by congestion control
algorithms of TCP with presumption that rate of the packet loss is far less than 1
percent, so data corruption supposed to be very low [39]. The congestion control
algorithms multiplicatively reducing the sending rate or exponentially increasing the
TCP retransmission timer if triggered when TCP sender detects a packet loss. TCP
congestion control algorithms developed back at that time is used nowadays that
prevent congestion collapse on the Internet. Fairness with other traffic, to some
degree, giving the prospect to divide the available bandwidth between concurrent
flows approximately evenly [6].
Today, TCP is providing reliable data delivery over unreliable networks. The must
have, standard transport protocol, in client-server applications and services on the
Internet are using TCP [40]. Majority of the applications and services in the Internet
are client-server what results that about 90 percent of the current Internet traffic is
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transferred by TCP [41, 42]. It is essential to analyze TCP behavior in various en-
vironments to be able to optimize the performance of TCP, because the lion’s share
data transmitted via TCP over the Internet, to provide quality of service (QoS) in
nowadays networks that result in user’s needs satisfaction. Different issues related
to TCP have been actively investigated the last years since TCP flow control dras-
tically affect on QoS received by users and the performance of the overall Internet.
Researchers are interested in TCP performance over wireless and wired-to-wireless
environments because of increasing deployment of wireless networks. Wireless net-
works have very different characteristics from wired ones. TCP behavior might be
different due to dynamic nature of wireless communications and wireless channels
suffer from a higher bit error rate (BER). If the same algorithms used in the wireless
channel, then TCP keep assuming that network congestion is the reason for packet
loss and triggers congestion control algorithms, thus, decreases the sending rate to
resolve the congestion. As a result, TCP slows down the transmission of new data
because of packets drop, even if it happened due to data corruption, not because
these packet drops signaling congestion in the network. As a result, TCP operate
very badly over unstable wireless channels [43, 44, 45].
2.2.1 TCP Functions
TCP is a compound and fully-featured protocol. RFCs (Request For Comments)
published by the Internet Engineering Task Force (IETF) describes the specification
for TCP. Several RFCs [39, 34, 37] describe the core specifications, but the number
RFCs about TCP is rather more bigger [6].
TCP has the following mechanisms:
 congestion control.
 flow control;
 error control;
 ordered data transfer and data segmentation;
 multiplexing/demultiplexing.
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2.2.2 Data delivery
Data ordering and segmentation
TCP does not structure the data from the application layer but sending it in partic-
ular order of bytes because it is a byte-oriented protocol. TCP sends data from one
host to another in a sequence of bytes, also called as a segment. In order to route
segment to TCP receiver, the TCP sender encapsulates segment in IP packets on IP
layer. To deliver the data to the destination application, the TCP receiver receives
and obtain arriving segments from the IP layer and process it in the same order.
TCP sender and receiver need to make a mutual agreement on the maximum segment
size (MSS) during connection establishment that will be sent via the established
connection in each direction to be able to process it. MSS option is used only once
during a TCP connection is the establishment to specify the maximum size of the
segment that the host can obtain. That agreement sent in segments marked with
the SYN flag. The TCP sender sends MSS size in the MSS value option field. MSS
size is equal to the size of MTU without the IP header size and the TCP header
size [46].
MSS =MTU   IPHeader   TCPHeader:
So, the MSS is 40 bytes smaller than the MTU. There are a few exceptions happens
when the operating system is able to handle segments with lengths of multiples of
512 bytes only. As an example, when the MTU of 1500 bytes is possibly could be
sent, the segments 1024 bytes only will be sent instead of 1460 bytes that is possible
without exceeding MSS size.
Error Control
The packets might be corrupted, misrouted, dropped, delayed, duplicated or deliv-
ered in wrong order during the transmission. TCP error control provides end-to-end
data integrity via the TCP checksum calculation and alignment of sequence num-
bers with acknowledgments. TCP checksum field is 16 bit long and serves as a
verification of the segment to detect errors in the received data. Checksum hashes
the TCP segment with header and payload, in addition to routing part of the IP
header. That part of the IP header also called pseudo header. Information about IP
2.2. Transmission Control Protocol 16
addresses of the source and destination, transport layer protocol code, in addition
to the size of the segment, are taken in the checksum calculation.
Each and every TCP segment is marked by a 32 bit long sequence number identifier.
This number represents the offset of the beginning of this segment in byte stream
of the TCP sender. The TCP receiver sends an ACK to the sender when a segment
received successfully. ACK segment includes the number of the next sequence num-
ber the TCP receiver is waiting to receive. TCP sender presume loss of the segment
if the ACK has not been returned back within retransmission timeout interval and
retransmit it [6].
Extremely high-speed networks might be at possibility of multiple different seg-
ments having the identical sequence number because the total amount of sequence
numbers is finite and it will start from 0 when the limit is exceeded. An algo-
rithm with the TCP timestamps option provides protection against wrapped se-
quences (PAWS) [47]. To avoid having additional sequence number field in the
header, these timestamps help to clearly distinguish new segments from the same
sequence numbered old duplicates.
During the connection establishment TCP sender and receiver propose the initial
sequence number for the transmission when the SYN/ACK segments are sent. Be-
sides, TCP sender and receiver harmonize all the TCP options, such as window scale,
the MSS size, timestamps, etc, in the phase of connection establishment. Thus, con-
nections have to be established when needed and closed when the transmission is
over because TCP is a connection-oriented protocol.
2.2.3 Data ordering
Multiplexing/Demultiplexing
TCP has a multiplexing and demultiplexing mechanisms to provide simultaneous
access for several processes to the network via the same application layer interface.
For operation, it requires additional assign of 16-bit port numbers, served as an
IDs, to each process that is using TCP in the application layer. The combination
of source and destination port numbers, in addition to source and destination IP
addresses, uniquely identifies a TCP connection. TCP able to send data of different
processes via single link by multiplexing them using port numbers and demultiplex
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incoming segments. Then, knowing IP address and port number, deliver it to the
correct destination processes.
Fast Retransmit and Fast Recovery
There are two options to detect a segment loss for TCP. The first option is a timeout
of the acknowledgment. When TCP sender transmits the data to the TCP receiver,
it waits a particular period for confirmation of the successful reception of the data
(ACK), if no ACKs returned it is the reason to consider that data has been lost
during transmission. If loss of the data is detected the TCP sender sets ssthresh to
the value equal to 50 percent of current CWND size or size of two MSS segments,
whatever is bigger:
ssthresh = max(CWND=2; 2MSS): (2.2)
TCP connection goes to slow start state and the CWND is also set to the size of
one segment. As a result, TCPS sender needs to use slow start algorithm after
retransmission of the lost segment, because the congestion window became the size
of one segment. Again the same steps to perform: increase CWND exponentially
unless it will exceed the ssthresh, then when it happens the TCP sender uses linear
increase the congestion avoidance algorithms [6].
Another option is the arrival of duplicate ACKs. The TCP sender cannot distinguish
a duplicate ACK is received because of the loss of the data segment or due to delayed
reception by the TCP receiver what caused the wrong sequence of the segments.
In either of scenarios, the TCP sender awaits for four identical ACKs in a row
to be received, three duplicate ACKs. The fast retransmit algorithm is triggered.
Hence, TCP performs retransmission of the missing segments after receiving the last
duplicate ACK, without waiting for the retransmission timer to run out [43].
As specified in [39], a new fast recovery algorithm can help the recover transmis-
sion speed faster after congestion. For best performance, fast recovery algorithm
accompanied with fast retransmission algorithm. After reception of the third du-
plicate ACK, the ssthresh is set to the value from equation 2.2. The TCP sender
retransmits lost segment, and the CWND is set to the ssthresh plus three segments
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size. The CWND is incremented by additional one segment for every extra duplicate
ACK received. The TCP sender sends a new segment if it is possible by the up-
dated values of the CWND and RWND recorded in the duplicate ACKs. The TCP
receiver acknowledges new data the next ACK is sent, the ssthresh value is assigned
to CWND as an updated value, congestion avoidance algorithm performed by TCP
sender further. Detection of duplicate ACKs shows not only a packet loss but also
that there are some data left in the link between the TCP sender and receiver. That
is why slow start is not used in this case. The algorithm of fast retransmission with
slow start published with TCP Tahoe. One of the main features of the TCP Reno
implementation was fast recovery algorithm. Subsequently, several new features
to improve TCP performance and loss detection have been proposed. SACK and
NewReno are the The most acquired and widely known modifications of the loss
recovery [48] and fast recovery algorithms [49], respectively.
2.2.4 Transmission management
Flow Control
Congestion and flow control is one of the TCP features. TCP flow control guarantees
that data rate is aligned with the capacity of TCP links in the e2e connection to
provide efficient use of the network with the best possible throughput and use of
the available bandwidth. TCP flow control mechanism prevents overload of a slow
receiver by a fast transmitting sender. The sliding window algorithm is used to
accomplish data transfer between TCP sender and receiver to increase or decrease
the amount of data that can be sent during one particular moment. The window
size is the amount of data in bytes that the TCP sender is allowed to send by the
TCP receiver. Only this amount of bytes of the sequence is allowed to send to the
TCP sender that can fit inside the window size. TCP sender allowed to send new
data only after receiver giving permission. Thus, the TCP sender can only transmit
segments that less or equal to the window size. The amount of data allowed to send
can be changed after receiving ACK feedback from the TCP receiver. When the
TCP receiver acknowledges new data, the window slides across the byte stream [6].
TCP flow control operates on both receiver-side and sender-side. Sender-side flow
control is limiting the data flow in response to the receiver-side flow control provided
information about the free buffer space in the receiver-side. TCP header has a
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window field to indicate the receiver’s free buffer space, a.k.a the receive window
or the receiver advertised window (RWND). Receive window afford the information
to a flow control about available space in the TCP connection. That window field
is utilized by the TCP receiver to define an amount of data the TCP sender is
allowed to transmit over the last acknowledged sequence number. The window
size changing dynamically during data transmission via the TCP connection due
to constant changes in the receiver’s free buffer space, depending on the number of
segments present in the buffer.
The silly window syndrome (SWS) happens when very small segments are transmit-
ted over the TCP connection. The size of those segments is a lot smaller than the
size of MSS [50]. Either TCP sender or TCP receiver can cause it. In one hand,
It can happen when the TCP receiver increase RWND to small value just after the
buffer space slightly freed for data reception, what forces the TCP sender to send
small segments in return. On the other hand, transmission of small segments by the
TCP sender caused by small increments of the sending data without delay for addi-
tional data to be packed into more significant segment altogether to be send later.
Consequently, transmitting tiny segments occupy more network resources because
a header size of the protocol is larger than the actual payload of the segment what
causes unnecessary computational overhead on both peers in the network. The Na-
gle algorithm was developed to prevent sending and receiving small TCP segments,
in addition to the SWS avoidance algorithm for the efficiency of data transmission.
The Nagle algorithm [39] accumulate small segments of data in the TCP sender’s
buffer and do not send them before reception of an acknowledgment that previous
data is delivered correctly, that prevents small segments transmission. The SWS
avoidance algorithm [48] allows the TCP receiver to wait unless the free space at-
tains less than one MSS or 50 percent of the total buffer size, whatever will be less,
to prevents small window advertisements in the case of slow buffer processing by
TCP receiver.
The window field is 16 bits long in the TCP header so that the maximum RWND
size can be 216   1 = 65535 bytes. As a result, the TCP sender allowed transmit
65535 bytes of data at a moment, what limits the maximum possible throughput
to RWND=RTT . The time that a segment takes to move all the way from source
to destination and back called round-trip time (RTT). According to [47], the TCP
window scale option where a window size larger than 65535 bytes was allowed for the
TCP receiver to advertise to improve performance in long-distance and high-speed
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networks has been announced. The window scale factor is a power of two multipliers
applied to the window field in the TCP header. It is in range of 0 when no scaling
performed, and 14, referring to maximum scaling is done. Thus, the maximum
possible window size is equal to 65535  214 = 1073725440 bytes. The same as
the MSS value, the window scale value communicated and agreed in the SYN and
ACK segments when the establishment of the connection is going on. Therefore, the
scale option value is unalterable in both directions after establishment of the TCP
connection.
Congestion Control
Standard TCP congestion control relies on inordinately delayed packets or packet
losses to trigger congestion control algorithms, such as behavior called reactive con-
gestion control. A linear increase of the window size is done by the TCP sender
until a packet loss occurs in the steady state of the TCP congestion control. The
TCP sender divides the window size by two and, as a result, sending data rate too,
when a packet loss is happened and noticed. Because of that, the strategy with such
behavior is also called additive increase/multiplicative decrease (AIMD).
TCP uses an ACKs feedback mechanism to fulfill rate control and provide reliable
delivery of the transmitted segments. As a result, TCP congestion control operates
with the stream of correct order data reception acknowledgments sent back by the
TCP receiver to notify the TCP sender, so the TCP sender can process these ACKs
to justify the state of the network, information about lost data, congestion.
TCP receiver sends an ACK back to the TCP sender as soon as a segment from the
TCP sender is received successfully. However, the majority of TCP implementa-
tions using the delayed ACK algorithm [48]. These implementations allow the TCP
receiver to hold ACKs when some conditions are met, what permit to send a new
data and ACK wrapped in one segment. As written in [48], the TCP receiver has
to send an ACK segment if any of these events happened:
 no ACK was sent for the previously received segment and a new segment
inbound;
 no new segment adopted within the certain timeout (usually 200 ms) after last
segment is accepted;
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 a new segment arrives and completes entirely or partially the aperture in the
order of the byte series of TCP receiver.
In addition, if duplicate, an out-of-order segment, ACK is received the TCP receiver
should generate an immediate ACK. Duplicate ACK send to warn the TCP sender
that the segment was received out of order, the expected sequence number is not
equal to received one.
Cumulative TCP ACKs number represents a successfully received sequence of bytes
up to acknowledged sequence number. If received segments are not in the expected
range of the numbers, they were rejected, because old TCP algorithms used this
cumulative ACK mechanism only. If several segments of data get lost during the
transmission, TCP performance becomes worse. Many losses in short period of
time in general precipitate TCP to skip ACK-based clock, the overall performance
degrades and, therefore, throughput is decreased. As introduced in [51], TCP per-
formance can be improved by the selective acknowledgment, in addition to usage of
the SACK for acknowledging duplicate segments and loss recovery algorithms during
loss recovery when multiple drops of the segments happened. The TCP sender can
be notified that all sequence of data has been received successfully, so the transmit-
ter aware than only lost segments need to be retransmitted, acknowledgment works
with segment out of order or duplicates.
Initial Window
TCP receiver permit to TCP sender to transmit only one window size sequence of
segments at the beginning of the data transmission in early TCP implementations,
what forces the TCP sender fit initial segments to the size of the window. It is
highly efficient within the one network. In contrast, if TCP sender and TCP receiver
are situated in different networks, and the path lies over other networks that work
differently, without synchronization with the link between peers, it will cause instant
congestion in the network. Initial window (IW) is used to start TCP data flow, in
order to prevent an enormous number of segments being sent into the network, and
then increments the IW during the transmission. Previously the IW contained one
or two segments that were a maximum amount of data allowed in the MSS [39, 48].
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Modern standard [52] specifies the maximum size for the IW as
IW = min(4MSS;max(2MSS; 4380bytes)):
TCP can transmission starts with up to three segments when standard settings with
packets of 1500 byte are used.
Slow Start
TCP using the congestion window (CWND) in addition to the available buffer space
advertised in ACKs (RWND), which has the same mechanism as the RWND. Incre-
mentation or decrementation is done when the network can process the number of
segments being injected into the network, without taking in consideration free space
in TCP receiver’s buffer. So
min(RWND;CWND)
represent maximum quantity of data that TCP sender can send in the network
without acknowledgement at a particular moment of the time [6].
TCP uses slow start algorithm to examine the capacity of the link all over the path
from source to destination [39]. Initially, TCP will send one segment and wait for
a response (ACK), if that is positive, it will transfer two segments and then wait
for the response again, if that confident it will transfer four segments and so on,
as shown in Figure 2.5. So initially the TCP transfer relatively small amount of
data and then it quickly doubles up each time until congestion within the network
is reached, that fast growth has an exponential trend.
This doubling of the transmitted number of segments continues unless either a packet
loss happens or the size of congestion window attains the value of the slow start
threshold (ssthresh). TCP enters the congestion avoidance mode when the con-
gestion window goes over the ssthresh. 65535 bytes is a standard value of the
ssthresh [39]. A packet loss interpreted as the evidence that there is a congestion
in the network and reduces the size of the congestion window, usually it will be 50
percent of the last acknowledged congestion window size.
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Figure 2.5 TCP Slow Start process
Congestion Avoidance
TCP enters the congestion avoidance mode when the congestion window goes over
the ssthresh value [48]. In that state, the CWND is incremented by
MMSMSS=CWND
bytes for every non-duplicate ACK. Consequently, whenever TCP sender receives
ACK for the previous transmission, it will linearly increase the size of CWND by
one segment. When the TCP receiver allowed to send ACKs to every second trans-
mission and do not acknowledge all of them every time, it is called the delayed ACK
algorithm. Because TCP receiver does not send ACKs so often, this algorithms re-
duces overhead in the network, but in the same time, TCP sender increases CWND
size less often what can result not the best performance of the TCP [39]. The lin-
ear increase continues unless congestion is detected, then TCP will be in slow start
phase or linear increase, depending on the implementation of TCP.
There is a simplified example of congestion control with most of the features vis-
ible on the figure 2.6. It is a comparison between TCP Tahoe and TCP Reno
performance. As it can be seen, fast retransmit and fast recovery affecting overall
performance very much, what leads to higher throughput of the network.
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Figure 2.6 TCP Congestion control example
2.3 TCP in mmWave
TCP performance is highly dependent on conditions of the network and the link
where it is operating. Interaction with other protocols, implementation of TCP
used, the setting of the devices is already affecting the overall bandwidth usage,
throughput values in legacy technologies. mmWave will add sensitivity for move-
ment, air, fog, water absorption, additional delay and extremely high speed to the
previous list. When new technology is used we need to know how it will behave and
what is pros and cons of usage in particular cases.
Due to dynamic nature of wireless communications, mmWave in particular, current
flow control, congestion control, congestion avoidance, etc., might be inefficient.
mmWave provide incredibly high data rates, where modern algorithms will perform
poorly. For example, slow start will not be able to reach maximum throughput fast
enough, linear increase during congestion avoidance will not exploit the majority of
available throughput due to the slow increase of CWND, the network will be very
dynamic due to users mobility, what will result in unpredictable delays, errors or
outage of the signal.
Currently, TCP utilizes around 75 percent of available bandwidth due to congestion
avoidance algorithms and forms TCP sawtooth. It is shown in Figure 2.7. Maximum
bandwidth consumption was sacrificed for reliable data transmission.
If we add extra conditions in the system, Figure 2.7 will change a bit. Because the
user will move, it will create LoS and nLoS periods where the signal is strong enough
to provide the best throughput possible and huge attenuation due to obstacles,
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Figure 2.7 TCP sawtooth, red curve represent the network capacity
respectively. Such conditions are shown in Figure 2.8, in this case, TCP will be
loosing rather more than 25 percent of bandwidth. This scenario shows that due to
the slow linear growth of the CWND size sometimes transmission could be better
and faster if another algorithm used to increment size of CWND.
Figure 2.8 TCP behavior in the dynamic networks
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It is just a glimpse of the wide range of factors and scenarios that need to be studied
and taken into consideration for the future 5G communication systems for the best
user satisfaction.
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3. TCP PERFORMANCE ASSESSMENT
FRAMEWORK
One of the most affecting factors in mmWave is line-of-sight blockage due to the
sensitivity of shortwave mmWave to obstacles such as human bodies. The state
when human as a mobile blocker is blocking line-of-sight called blocked LoS state,
in contrast to the absence of human body obstacle causes the channel to be in non-
blocked LoS state. In the [26] a new prediction of blocked/non-blocked state of a user
model published according to 3GPP requirements and dynamic blockage scenarios.
Blocked time intervals are generally distributed while non-blocked time intervals
follow an exponential distribution, what produces an alternating renewal process
of blockage effect. The model can be used in system-level simulations of mmWave
cellular systems characteristics such as placement of access points to satisfy required
throughput for users.
3.1 Analytical blockage model
Model-based on several metrics. Total and mean time intervals of blocked and
non-blocked states, remaining blocked or non-blocked time and the time-dependent
conditional probability of the user being in blocked/non-blocked at time t1 if previ-
ously (at time t0) the state was blocked/non-blocked, are metrics used in the model.
The last metric calculated as a function of intensity, height and width of the block-
ers, distance from mmWave access point, the height of the access point, height of
the user device. Numerical analysis and system-level simulations from [26] confirm
that usage of the method reduces the complexity of modeling. In the Figure 3.1
shown the scenario of blockage in the analytical model.
According to [26], every blocker can spend different amount of time in LoS zone.
The renewal process is shown in the Figure 3.2, where the residual time of blockers
is overlapping with each other and causing long blockage time intervals.
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Figure 3.1 Blockage scenario in analytical model
Figure 3.2 Blockage/non-blockage intervals, reproduced from [26]
Arrival time of the blockers in the LoS zone assumed to be Poisson distributed in
time. Time interval between blockers arrival is exponentially distributed, because
distribution of arrival time is Poisson. Length of the time intervals of non-blocked
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will be exponentially distributed [26]. Define j = !j + j from the Figure 3.2.
If the points 0, 1,1 + 2, and 1 + 2 + 3 will be taken as a renewal moments,
applying [53], then the density of renewal process will be
f(x) = FT (x)e
  R x0 [1 FT (y)]dy; (3.1)
Blockers entering the system and renewal process leads to proposal of an analogy
with M=GI=1 queuing system, then the CDFs of the time in the blocked intervals
can be calculated from following
F(x) =1 

[1  FT (x)]

1 
Z x
0
(1  F(x  z))e FT (z)dz

+
+
Z x
0
(1  F(x  z))jde FT (z)j
 (3.2)
where FT (x) is cumulative distribution function of time of single blocker being in
LoS zone.
In the Figure 3.3 shown the geometry of blockage zone in the model, where L
is the distance passed by a blocker within the LoS zone. To calculate cumulative
distribution function of that distance 3.3 is used.
FL(x) =
8>>><>>>:
0; x  0
!1FL1(x) + !2FL2(x); 0 < x 
p
d2m + r
2
1; x >
p
d2m + r
2
(3.3)
where the weights !1 and !2 are the probability for a blocker to enter from the
longer side (AD or CB, see Figure 3.3) and to leave from another longer side (AD
or CB), and the probability for a blocker to enter from the short side (DC) and to
leave from the long side (AD or CB), respectively. Those weights calculated as
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Figure 3.3 Geometry of the LoS blockage zone
!1 =
d2m + 3dmr
d2m + 3dmr + 2r
2
;
!2 =
2r2
d2m + 3dmr + 2r
2
;
(3.4)
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and the corresponding cumulative distribution functions are
FL2(x) =
8>>><>>>:
0; x  dm
x2 d2m+2r
p
x2 d2m
r2
dm < x 
p
d2m + r
2
1; x >
p
d2m + r
2
(3.5)
FL1(x) =
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+ x2

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x
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
;
max(r; dm) < x 
p
d2m + r
2
1; x >
p
d2m + r
2
(3.6)
The arrival intensity of the blockers in LoS zone then will be  = I .
The mean interval of time of the blocked/non-blocked state used to calculate block-
age fraction of time
E[Tl] =
E[!]
E[!] + E[]
;
E[Tn] =
E[]
E[!] + E[]
;
(3.7)
where E[!] and E[] are the mean values of the non-blocked/blocked intervals, which
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can be calculated by recalling exponential nature of ! and derivation from [26] as
follows
E[!] =
1

; E[] =
1

(eE[T ]   1): (3.8)
The analytical model will be used as an efficient and reliable source of data for
simulation. 3.7 and 3.8 will be precalculated in Matlab to be used as an input
parameter to derive parameters of Gamma distribution for the blocked time interval
and exponential distribution for the non-blocked time interval.
Exponential distribution require only one parameter , which can be derived from
E[!] as
 =
1
E[!]
:
Gamma distribution require two parameters k as shape and  as scale parameters.
Using conditional blockage probability, CDF of non-blocked interval together with
the values of non-blocked interval from [26] we can calculate mean and variance
of non-blocked intervals knowing that mean value x =
P
xipi and variance 2x =P
(xi   x)2pi directly related to those parameters ( = k and 2 = k2). Thus,
coefficients of Gamma distribution can be written as follows:
k =


;  =
2

: (3.9)
3.2 Simulation framework
As the primary tool for simulation ns-3 (discrete-event network simulator) was cho-
sen. It is free software and available for development, research, and education. The
main target of the ns-3 project is to create a stable environment for research and
development in networking, which is easy to use, well documented and can be used
to simulate realistic scenarios to provide the ns-3 capability to be used as a real-time
emulator reflecting real-world technologies, modern implementations of protocols.
Development of the simulator contributed by the vast amount of people from users
community. Those people not only creating modules, modifying existing modules,
but also verifying official software development results via mailing. Every several
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months, ns-3 project team roll out a new release of the software with new features,
modules, and fixes, that mostly done by enthusiastic collaborators.
One of the recent modules developed by the community was 3GPP propagation mod-
ule [27] and mmWave propagation module [54]. They are using a stochastic model
of human and vehicular blockage scenario published by 3GPP in their technical re-
port [55], where two alternative models (Model A and Model B) are provided for
the blockage modeling. Both approaches have their use cases. Model A is applicable
when a generic and computationally efficient blockage modeling is desired. Model
B is applicable when a specific and more realistic blocking modeling is desired.
In the Figure 3.4 UML diagram of the classes in ns-3 is shown. All required basic
modifications already combined in [56] open source project. The subject was to
modify existing classes or to create own to implement new blockage model, described
in the analytical model. ns-3 capable of simulating quite complex systems, such as
mesh networks, but the main target was to create accurate and simple modeling. So
mmWave propagation loss model was modified with new blockage model, in addition
to changed interfaces of the class to be able to change the state of the channel on
the fly.
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Figure 3.4 UML diagram of the classes in ns-3, colored blocks are 3GPP related
3GPP channel class modified with additional member function to add 20 dB of
attenuation to the channel if blockage flag is triggered.
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Figure 3.5 Additional attenuation caused by human body blockage
To change the state of the channel shared mutable scenario map added to mmWave
channel class and function shown in Figure 3.6 need to be used in the primary
function of the simulation. In the end, it became a combination of stochastic and
geometrical models, which combine the computational speed of stochastic model and
precision of geometric model. Computationally complex blocked/non-blocked prob-
ability, input parameters of Gamma and Exponential distributions precalculated in
Matlab to reduce simulation run time.
Figure 3.6 Function to change blockage state
The mmWave module allows to choose and configure a wide range of parameters,
with possible two channel models. The first consist of MmWavePropagationLoss-
Model and MmWaveBeamforming classes written in according to the latest 3GPP
requirements. That model, recently, was extended with building propagation loss
model to simulate mobility of the user inside and around the buildings with LoS
and nLoS dynamic transition. List of mmWave parameters and their values shown
in the Table 3.1.
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Table 3.1 mmWave module configuration parameters
3.3 Illustrative examples
The main focus of this work is human body blockage of TCP over the mmWave
link. So we have changing in time blocked and non-blocked periods, which different
affecting parameters of the channel. All scenarios run with the set of variable input
data to analyze the behavior of the channel and evaluate the performance of TCP
in contrast to clear channel without destructing factors. In Figure 3.7 shown
TCP performance during first 10 seconds of simulation. As you can see, there is
one blocked and one non-blocked period, which corresponds with the drop of the
throughput.
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Figure 3.7 TCP characteristics with blockage
Those plots from Figure 3.7 quite useful already, but more reflective will be to
compare the same scenario without happened blockage to evaluate the behavior of
TCP to dynamic blockage. Comparison is shown in Figure 3.8.
3.3. Illustrative examples 38
Figure 3.8 Comparison of TCP performance with dynamic blockage
As you can see in Figure 3.8, in non-blocked case CWND continue increasing till
the end of simulation time, but blocked case CWND size dropped to the size of
one segment. More detailed description of this case and others written in the next
Chapter.
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4. TCP PERFORMANCE EVALUATION AND
RESULTS
As it was described in Chapter 2 wireless communications and TCP in particular
affected by a broad range of factors that need to be taken into consideration. Some
of them might be helpful, others not, each of the characteristics of the channel can
be a pro the same as a con of the total performance of TCP.
Performance evaluation require metric that will show good or bad connection per-
form within given conditions. In this work, throughput is taken as a metric to
evaluate TCP performance in mmWave 5G systems. Throughput or speed is the
most interesting characteristic for the end users, because they do not need to know
about placement of the APs or beamforming of the signal, etc.
4.1 Scenario and initial parameters
The simplified scenario is shown in Figure 4.1 and Figure 4.2 with the blocked and
non-blocked condition of the channel, respectively. Model consist of constant and
variables used to determine main parameters of the scenarios. Those parameters are
shown in the Table 4.1.
Table 4.1 ns-3 model parameters
Constants Variables
Frequency 28GHz Position of the UT
Speed of the blockers 1 m/s Distance from eNB
Height of the eNB 25m LOS/nLOS link state
Height of the UT 1.5m Density of the blockers
Height of the Blocker 1.7m Time of Block/nBlock period
Human body attenuation 20 db
Blocked period of time generated with Gamma distribution, a non-Blocked period of
time generated with Exponential distribution, where computationally complex input
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parameters for Gamma and Exponential distributions precalculated in Matlab, in
addition to LOS/nLOS probability, to reduce simulation run time.
Initially, channel assumed to be undestructed by obstacles, in our case it is a human,
and in LoS state as shown in Figure 4.1. UE is situated in a certain distance from
eNB and receiving/downloading data via 5 Gbps channel.
Figure 4.1 Scenario for non-blocked state in LoS
In some moment random blocker destruct the signal causing additional attenuation
of 20 dB and transaction of the channel to nLoS state, what will result in a chain
reaction of performance drops in other levels.
Figure 4.2 Scenario for blocked state in LoS
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4.2 Simulations outcome
Figure 4.3 represent used topology of the network in scenarios. The p2p link is
limited to 100 Gbps, to give maximum bandwidth for mmWave transmissions, the
LTE mmWave link is using the mmWave frequency band with download capacity of
10 Gbps. A P2P connection has no delay (0 ms), and LTE mmWave has dynamic
latency, with reference delay of 80 ms, depending on the distance of UE from eNB.
Figure 4.3 Evaluation topology
In Figure ?? different characteristics of the TCP NewReno performance with dy-
namic blockage enabled are shown. Average throughput is 2.67 Gbps with no signif-
icant drops. In this scenario distance of UT from eNB configured to 150 meters, the
intensity of the blockers set to 1 person per second, what corresponds to very high
blockage intensity, all buffer sizes set to 25 MB to be able process such a huge packets
arrival rate, HARQ and RLC are enabled with Drop-Tail queue management.
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Figure 4.4 TCP NewReno performance in dynamic blockage
As you can see from Figure 4.4 TCP was able to withstand transitions from blocked
to non-blocked states due to short periods of blockage. The most significant impact
caused by proper RLC configuration, in our case it is RLC AM, to deliver packets
over an unstable link with maximum bandwidth usage supported with HARQ with
acknowledgment mode activated and flexible TTI settings. When error or packet
loss is detected HARQ mechanism helps to keep smooth data flow by retransmitting
corrupted bytes immediately to the TCP receiver.
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Figure 4.5 TCP NewReno performance in dynamic blockage without RLC
If we disable RLC, then TCP cannot do error correction through ARQ, that results in
idle of the transmission and pushing data when buffers are filled up. What results in
82 Mbps throughput, shown in Figure 4.5 with the majority of available bandwidth
unused even though CWND size continue to increase because no congestion or packet
loss is detected.
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Figure 4.6 Comparison of the TCP NewReno characteristics on distance of 150 meters
From Figure 4.6 we can see that TCP NewReno can withstand blockage events
with HARQ and RLC AM enabled. High blockage scenario shows that TCP is not
affected by short time blockage (at 36th second of a simulation run) and during slow
throughput stages when it started to increase CWND size (at 2nd second). There
were two drops of the speed: 1) when CWND size reached maximum and packet
loss happened (at 35th second) and 2) when longtime blockage caused errors in the
link (at 37th second). During low blockage, scenario run past behavior confirmed, at
19th second the first blockage happened that lead to throughput drop, but CWND
continue to advance because buffer could handle short time break. Average through-
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put of these scenarios is 2103 Mbps and 2097 Mbps, correspondingly. Thus, TCP
NewReno perform good in such dynamic environment, short blockage periods (less
than 1 second) doesn’t affect throughput, but longer blockage (more than 1 second)
can cause drop of the packets and throughput, however, big buffer size can help in
this cases, what will increase tolerated blockage period of time.
Figure 4.7 Comparison of the TCP NewReno characteristics on distance of 25 meters
If Tx is placed closer to Rx, in this case, 25 meters away, the probability of blockage
decreases drastically and become almost zero for the low-intensity scenario. It is
shown in Figure 4.7, no blockage happened during the first 40 seconds and only drop
of the throughput caused by CWND size reaching maximum level. Two short time
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blockage happened during high blockage scenario, which didn’t break the connection
and retransmission mechanism handled all the errors due to sufficient buffer size.
Blockage probability during the simulation runs are summarized in Figure 4.8 where
shown that blockage probability is increasing faster with distance than the intensity
of the blockers. Geometrical nature of the model can explain it. Size of the blockage
area increases with the distance of UE from eNB.
Figure 4.8 Probability of blockage depending on distance and intensity of the blockers
In addition to performance evaluation of the single TCP implementation, perfor-
mance of different TCPs was analyzed during the work. TCP NewReno, TCP
Yeah, and TCP Cubic were taken as the most widespread implementations of TCP.
All of them differ in congestion control algorithms, error and packet loss handling,
resulting in different CWND behavior and response to blockage based errors and
packet losses in the network. Comparison of TCPs is shown in Figure 4.9 where
the distance of UE from eNB equal to 150 meters with high intensity of the blockers
( = 1), blockers movement speed is 1 m/s, the topology of the network is the same
as shown in Figure 4.3.
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Figure 4.9 TCP NewReno, TCP Yeah, TCP Cubic performance with dynamic blockage
From Figure 4.9 we can see that in this scenario TCP NewReno and TCP Cubic
perform the same due to similar congestion control algorithms, but TCP Yeah per-
form slightly better because it did not overshoot CWND limits. It can be seen from
the throughput figure that TCP Yeah do not have the drop in throughput at 33rd
second. As result throughput of TCP NewReno is 2090:68 Mbps, TCP Cubic is
2090:34 Mbps, and TCP Yeah is 2103:98 Mbps. This slight drop affected average
throughput, it is shown that communications over LTE mmWave link are capable of
providing very high throughput, which limited by legacy configurations standards
such as MTU, MSS, buffer size and TCP congestion control algorithms. Each of
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these parameters will increase data rates and lead to increased TCP throughput and
overall performance of the network.
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5. CONCLUSIONS
TCP performance modeling in 5G mmWave systems model created in NS3 with
3gppMmWave channel module where Dynamic Blockage scenario added. Developing
or choosing proper TCP congestion control and delay handling is very important in
the high bandwidth mmWave systems due to high frequencies and sensitivity of the
channel to a broad variety of affecting factors such as attenuation, delay, outage,
number of users, etc.
In this thesis work, we evaluated the TCP performance in mmWave systems with
dynamic blockage. Real TCP implementations are used, and the model showed a
close match with empirical and analytical results of mmWave characteristics of the
link. Drastically decreasing performance of TCP is present in the system over the
mmWave link, caused by the transaction from line-of-sight to non-line-of-sight and
back. A drop of performance can be reduced by usage of delay or latency tolerant
TCP implementations. Throughput is affected by choice of TCP implementation,
the configuration of the mmWave link and other intermediate connections, such as
sizes of buffers, algorithms of acknowledgment processing, MTU, MSS, frequency,
etc. It is shown that buffer size is severely limiting resulting throughput because
default buffer size cannot handle the rate of packets arrival caused by large TCP
CWND size, what leads to series of packet drops. Packet drop triggers TCP fast
retransmit state.
Even if the specification of 3GPP mmWave propagation model show maximum dis-
tance more than 5 kilometers [27], simulation run of the created model shows that
channel in the blocked state all the time on distances more than 500 meters due
even with very low blocker intensity. Blockage leads to extra losses of received sig-
nal power that causes an outage of the signal and connection break. This problem
can be solved by a higher gain of the antennas or more accurate beam direction.
It points to the fact that TCP requires direct visibility of the transmitter and non-
blocked channel to get best possible throughput.
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TCP performance in mmWave might be as good as in Wi-Fi or wired networks
if required configurations are done on all layers of the communication. The most
significant impact and therefore the most critical parameters are buffer sizes of
transmitter and receiver, segment sizes of the transmitted packets, and conditions
of the channel itself, such as LoS/nLoS, blocked/non-blocked states, what require
appropriate TCP implementation choice or even development of new one to satisfy
increasing demand of the next generation 5G networks over mmWave links. Com-
binations of those parameters can affect either positively or negatively on overall
TCP performance. 5G is a heterogeneous network that combines different types
of communication interfaces and technologies. Transmission of the data over such
diverse network require a lot of optimizations of each and every part of the network
as well as overall adaptation of the data flow.
Different TCP implementations usage showed that in the next-generation 5G net-
works with mmWave bands will require selection of appropriate TCP implementation
or even development of new one to fulfill requirements of higher frequency usage and
utilize all possible bandwidth. TCP performance evaluation showed over 30 percent
of the channel capacity is not utilized. It can be utilized via better algorithms of
TCP congestion control and flow control or shared with other protocols and services.
TCP connection will share bandwidth with other protocols and data flows that
causes additional fluctuations in protocol behavior. TCP multi-path and multi-
UT can be added and tested as an improvement of the model. In addition to
TCP connections, other connections can be tested and evaluated with given model.
mmWave provides very high throughput with proper configurations and settings that
wired connection can become the bottleneck of total throughput of the network.
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