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The harmonic oscillator plays a central role in physics describing the dynamics of a wide range of
systems close to stable equilibrium points. The nonrelativistic one-dimensional spring-mass system
is considered a prototype representative of it. It is usually assumed and galvanized in textbooks
that the equation of motion of a relativistic harmonic oscillator is given by the same equation as the
nonrelativistic one with the mass M , at the tip, multiplied by the relativistic factor 1/(1−v2/c2)1/2.
Although the solution of such an equation may depict some physical systems, it does not describe,
in general, one-dimensional relativistic spring-mass oscillators under the influence of elastic forces.
In recognition to the importance of such a system to physics, we fill a gap in the literature and offer
a full relativistic treatment for a system composed of a spring attached to an inertial wall, holding
a mass M at the end.
PACS numbers: 03.30.+p,03.50.-z
I. INTRODUCTION
The harmonic oscillator has universal importance to
physics, once it describes small oscillations close to sta-
ble equilibrium points of general systems. A prototype
harmonic oscillator is the nonrelativistic one-dimensional
spring-mass system, since the parabolic potential is ap-
proximately valid (for a variety of materials) as far as the
(small-mass) spring does not suffer plastic deformations.
In addition, it has been assumed for long and galvanized
in textbooks (see, e.g., Refs. [1–4] and references therein)
that the motion x = x(t) of a relativistic “harmonic” os-
cillator would satisfy
d
dx0
Mx˙(1 − x˙2/c2)1/2 = −∂Φ∂x , (1)
where M is the particle (rest) mass, c is the speed of
light, ′ ˙ ′ ≡ d/dx0, x = x1, and xµ are usual inertial
Cartesian coordinates covering the Minkowski spacetime(R4, ηµν) with metric ηµν chosen here to have signature(+,−,−,−). The potential corresponding to Hooke’s law
would be Φ = kx2/2, where k is the usual elastic constant.
Correspondingly, the energy conservation equation would
be given by
Mc2(1 − x˙2/c2)1/2 +Φ ≡ E = const. (2)
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It should be stressed, however, that although Eqs. (1)
and (2) may describe some physical systems (see Ap-
pendix A), they do not characterize one-dimensional rel-
ativistic spring-mass oscillators under the influence of
elastic forces.
Although some attention has been devoted to the issue
of elasticity in the relativistic context [5, 6], it is some-
what surprising that the relativistic spring-mass system
has not received a comprehensive relativistic treatment
yet. This may be because the speed of sound vs is typ-
ically small under usual conditions, e.g., approximately
13 km/s for beryllium and silicon carbide, 12 km/s for
diamond and 10 km/s for aramid (a class of synthetic
fiber), while maximum local velocities vm should be even
smaller. (As it will be seen further, vm may be estimated
by multiplying vs by the maximum strain, i.e., the max-
imum relative spring deformation.) In spite of the small
local velocity rates achieved in most materials under nor-
mal conditions, we must recall that this may be radically
altered under extreme regimes. In neutron stars, e.g., the
sound and light velocities can become comparable.
In view of the importance of harmonic oscillators to
physics, we offer here a comprehensive treatment of the
relativistic one-dimensional Hookean spring-mass system
in Minkowski spacetime. The paper is organized as fol-
lows. In Sec. II, we define the spring stress-energy-
momentum tensor Tab. In Sec. III, we use Tab derived
earlier to describe the spring dynamics. In Sec. IV, we
impose conditions on the spring to respect causality and
show that the equations of motion are hyperbolic if and
only if the weak energy condition is satisfied. In Sec. V,
we define the boundary conditions and discuss energy
conservation. In Secs. VI and VII, we apply our re-
sults to discuss the nonrelativistic and relativistic spring-
mass systems, respectively. Conclusions are presented in
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FIG. 1: The spring points are labeled by their (relaxed)
proper distance l to the wall chosen to lie at rest at the Carte-
sian coordinate x1 = 0. The Cartesian coordinates of point l
at moment x0 ≡ t are x1 = x(t, l), x2 = x3 = 0.
Sec. VIII. We assume units where c = 1, unless stated
otherwise, and metric signature (+ − −−).
II. THE STRESS-ENERGY TENSOR
Let us consider a one-dimensional spring-mass system
in Minkowski spacetime set to oscillate at relativistic ve-
locities. The spring is assumed to be fixed to an infinitely
massive inertial wall at one end and to a point mass M at
the other one. The relaxed spring mass and proper length
will be denoted by m and L, respectively. We might feel
tempted to neglect the spring mass when m≪M by im-
posing m = 0 from the beginning (as it is usual in Newto-
nian physics). However, this will be proved illegal as far
as one requests the equation of motion to be hyperbolic
and the weak energy condition to be satisfied. Further-
more, we shall see that contributions due to the spring
mass are typically larger than the ones due to relativistic
corrections. Thus, we would rather make no assumptions
on m/M (except in Sec. VI, where we expand the equa-
tion of motion in terms of m/M ≪ 1 in order to expose
more clearly the physical content of our results).
Our spring will obey Hooke’s law in the sense that
the proper force at the tip of the static spring will be−k(X − L), where k is the spring constant and X is the
compressed/stretched spring proper length. It is also as-
sumed to be homogeneous: not only it will have constant
linear density λ =m/L along its length, but if we cut out
some portion of it with relaxed proper length L′, such a
portion will behave as a spring with k′ = k(L/L′) itself.
For the sake of simplicity, our spring will be modeled as
a long cylinder with cross sectional area a and vanish-
ing Poisson’s ratio (i.e., a = const during the motion) in
which case the Young’s modulus is Y ≡ kL/a = const.
We cover the Minkowski spacetime with inertial Carte-
sian coordinates xµ and set the wall to lie at the origin.
We also let the x1 axis to be aligned with the spring mo-
tion. Each spring point will be labeled by a parameter,
l ∈ R, corresponding to the proper distance between the
point and the wall when the spring is relaxed. We de-
note by x1 = x(t, l) the x1 coordinate of the point l at
time t. The coordinates (t, l) are related to the inertial
Cartesian coordinates (x0, x1) by the transformation
x0 = t, x1 = x(t, l). (3)
The position of the mass M attached to the end of the
spring (see Fig. 1) is given by X(t) = x(t,L).
In order to derive the equation of motion, we should
first determine the spring’s stress-energy tensor T ab. In-
ertial observers instantaneously at rest with respect to
some arbitrary spring point l may adapt a local inertial
Cartesian coordinate system x′µ = (t′, x′, y′, z′) and de-
fine T ≡ Tµν0 ∂/∂x′µ ⊗ ∂/∂x′ν , with
Tµν0 = ⎛⎜⎜⎜⎝
ρ0 0 0 0
0 τ0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎠ , (4)
where ρ0 and τ0 are the proper mass density and pres-
sure along the x-direction, respectively. We note that the
one-dimensional character of the problem, together with
the negligible Poisson ratio of the spring should prevent
any other tension components to appear in Eq. (4) [7].
We will assume that according to such instantaneously
comoving observer, close enough points at l + δl move
sufficiently slowly to be under the influence of Hooke’s
force F . (Up to first order in ∂(∂x/∂l)/∂t, this assump-
tion is not any stronger than the one required for New-
tonian springs.) As a result, we can write τ0 ≡ F /a =−Y (γδx − δl)/δl as
τ0 = −Y (γ ∂x
∂l
− 1) , (5)
where δx ≡ x(t, l + δl) − x(t, l) and γ ≡ (1 − u2)−1/2, with
u ≡ ∂x(t, l)/∂t. The factor γ was introduced to convert
the coordinate distance δx into proper distance. We re-
call that because of the spring homogeneity, Y = kL/a =
k′δl/a, with k′ being the spring constant of a relaxed
segment with proper size δl.
Since there are no external forces acting on the interior
points of the spring, the stress energy tensor satisfies
∇aT ab = 0 (6)
for 0 < l < L. This yields two independent equations,
which should be solved for x(t, l) and ρ0(t, l). In order
to obtain ρ0, let us use Stokes’ theorem and Eq. (6) to
write
∫
W
T ab∇aUb dΞ = ∫
∂W
T abUb dΣa. (7)
Here, Ua is the 4-velocity vector field of the spring points,
W is the spacetime region defined by the worldlines in
the interval I ≡ (l, l + δl) and delimited by the past, Σ1,
and future, Σ2, spacelike hypersurfaces, ∂W denotes the
boundary of W , dΞ is the spacetime volume element, and
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FIG. 2: The region W, outlined with bold lines, is the por-
tion of the worldtube of the spring containing the points in
the interval I = (l, l + δl). This region is sliced by a family
of spacelike hypersurfaces Σt′ orthogonal to the worldline of
some fiducial spring point in the interval and labeled by its
proper time t′.
dΣa is the vector-valued volume element induced on ∂W
(see Fig. 2). Since there is no flux of momentum seen by
an observer accompanying the matter flow, we can cast
Eq. (7) as
δm2 − δm1 = ∫
W
T ab∇aUb dΞ, (8)
where
δmj ≡ (−1)j ∫
Σj
T abUb dΣa, j = 1,2, (9)
is the proper mass of the piece I of the spring at Σj .
(The factor (−1)j appears only to fix the orientation of
dΣa introduced in Eq. (7), which is past directed on Σ1.)
In order to evaluate the right-hand side of Eq. (8), we
will first choose some fiducial worldline associated with
a point within the the portion I of the spring. Then,
we will partition the region W into infinitesimal cells by
slicing it with spacelike hypersurfaces Σt′ (with Σt′1 ≡ Σ1
and Σt′2 ≡ Σ2) differing by an infinitesimal proper time
dt′ and which are orthogonal to the fiducial worldline, as
it is shown in Fig. 2. Hence, we can write
∫
W
T ab∇aUb dΞ = ∫ t′2
t′1 dt
′ ∫
Σt′ dx
′dy′dz′T ab∇aUb. (10)
Here, (t′, x′, y′, z′) are local inertial Cartesian coordinates
associated, within each cell, with the fiducial worldline.
In these coordinates, the components of T ab are given
by Tµν0 in Eq. (4) and U
a decomposes as Uµ = γ′(1, u⃗ ′),
the prime indicating velocities with respect to the local
inertial frame being used. As a consequence, u′ ≪ 1,
γ′ ≈ 1, and
T ab∇aUb = T 000 ∂U0/∂t′ + T 110 ∂U1/∂x′ ≈ −τ0 ∂u′1∂x′ , (11)
with the approximation becoming exact as δl → 0. Now,
if we use Eq. (11) together with the identity
d
dt′ δV ′ = (∇ ⋅ u⃗′)δV ′, (12)
where δV ′ ≡ aδx′ and δx′ is the length of the piece of the
spring as measured in the local inertial frame, we can
cast Eq. (10) as
∫
W
T ab∇aUb dΞ = −∫ t′2
t′1 dt
′aτ0 d(δx′)
dt′ , (13)
where ∫Σt′ was suppressed once we are looking at a spring
element. By making use of the above result in Eq. (8),
we find that the change in the proper mass of the piece
of the spring as it evolves from Σ1 to Σ2 is
δm2 − δm1 = −∫ t′2
t′1 dt
′aτ0 d(δx′)
dt′ = −∫ δx′2δx′1 aτ0d(δx′).
(14)
Consequently, we conclude that any change in the mass of
the portion I of the spring is due to the total work done
on it by the neighboring matter. Using Hooke’s law (5)
and integrating from the moment the piece is relaxed,
where δx′1 = δl and δm1 = λδl, to some arbitrarily time
in the wall’s frame, where δx′2 = γδx, we find that
δm2 − λδl = aY
δl
∫ γδx
δl
(δx′ − δl)d(δx′)
= aY
2δl
(γδx − δl)2 (15)
and hence,
δm2 − λδl = aY δl
2
(γ ∂x
∂l
− 1)2. (16)
By making use of Eq. (16), it is possible to write the
proper mass density ρ0 ≡ δm2/(aγδx) in terms of x(t, l)
as
ρ0 = λ
a
(γ ∂x
∂l
)−1 + Y
2
(γ ∂x
∂l
)−1(γ ∂x
∂l
− 1)2. (17)
To find the components, Tµν , of the stress-energy ten-
sor in the frame of the wall, we can simply apply a boost
with velocity (−u,0,0) on Tµν0 to find that
Tµν = ⎛⎜⎜⎜⎝
ρ g 0 0
g p 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎠ , (18)
where
ρ = γ2(ρ0 + u2τ0), (19)
g = uγ2(ρ0 + τ0), (20)
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and
p = γ2(u2ρ0 + τ0), (21)
with τ0 and ρ0 being given by Eqs. (5) and (17), re-
spectively. Hence, we have written the spring’s stress-
energy tensor entirely in terms of the function x(t, l) (and
its derivatives), which describes the configuration of the
spring’s points at each time.
III. SPRING DYNAMICS
We want to find now the equation describing the dy-
namics of x(t, l). For this purpose, we will first apply
Eq. (18) into Eq. (6) in order to obtain
∂ρ
∂x0
+ ∂g
∂x1
= 0 (22)
and
∂g
∂x0
+ ∂p
∂x1
= 0. (23)
As we have seen in Sec II, the quantities ρ, g, and p can
be written in terms of x(t, l) and, therefore, it will be
more convenient to rewrite Eqs. (22) and (23) using the
derivatives ∂/∂t and ∂/∂l. This can be done by making
use of the coordinate transformation (3) to write
∂
∂x0
= −∂x
∂t
(∂x
∂l
)−1 ∂
∂l
+ ∂
∂t
, (24)
∂
∂x
= (∂x
∂l
)−1 ∂
∂l
. (25)
As a result, Eqs. (22) and (23) transform into
∂x
∂l
∂ρ
∂t
− u∂ρ
∂l
+ ∂g
∂l
= 0 (26)
and
∂x
∂l
∂g
∂t
− u∂g
∂l
+ ∂p
∂l
= 0, (27)
respectively. By using the explicit expressions for ρ, g,
and p in terms of x(t, l), given by Eqs. (19)-(21) together
with Eqs. (5) and (17), we find that Eq. (26) is simply
Eq. (27) multiplied by u = ∂x/∂t. Hence, the only rele-
vant equation obtained for x(t, l) is
ζ[x(t, l)]∂2x
∂t2
− γ−2 ∂2x
∂l2
− 2∂x
∂t
∂x
∂l
∂2x
∂l∂t
= 0, (28)
where
ζ[x(t, l)] ≡ λ
kL
+ 1
2
− γ2 (1
2
+ (∂x
∂t
)2)(∂x
∂l
)2 (29)
and we recall that γ = (1 − (∂x/∂t)2)−1/2. The spring
dynamics is governed by Eq. (28). In the next section,
we shall analyze when it determines the spring evolution
once initial (at t = 0) and boundary (at l = 0 and l = L)
conditions are given.
IV. CAUSALITY, HYPERBOLICITY, AND THE
WEAK ENERGY CONDITION
The spring equation, Eq. (28), is a quasi-linear sec-
ond order partial differential equation. As a result, its
classification in hyperbolic, parabolic, or elliptic depends
on the solution: one needs to take a particular solution
x(t, l), insert it into the coefficients of the second order
derivatives and then classify it as a linear equation. This
corresponds to the evaluation of the sign of the quantity
∆ ≡ γ4u2s2 + γ2ζ[x(t, l)], (30)
where s ≡ ∂x/∂l. With the aid of Eq. (29), Eq. (30) can
be cast as
∆ = γ2 [ λ
kL
+ 1
2
(1 − (γs)2)] . (31)
For ∆ > 0, ∆ = 0, and ∆ < 0, the equation is classified as
hyperbolic, parabolic, and elliptic, respectively.
It turns out that this classification is related with the
weak energy condition, which ensures that no observer
can measure a negative energy density. (It is interesting
to note that the weak- and strong-energy conditions are
equivalent in the present case.) For the stress-energy
tensor given in Eq. (4), this condition translates into
ρ0 + τ0 > 0 ⇔ λ
kL
+ 1
2
(1 − (γs)2) > 0. (32)
As a result, the compliance with the weak energy con-
dition is equivalent to the equation being hyperbolic (in
the whole domain). It is interesting to note that in order
to comply with causality, one must not assume λ = 0 to
model light springs; otherwise, Eq. (32) would be violated
whenever the spring is stretched, i.e. , γs > 1.
Although the weak energy condition ensures that the
differential equation describing the spring dynamics has
a hyperbolic character, which implies that information
travels at finite speeds, it does not require such speeds to
be smaller than the speed of light. For this to be the case,
we need to further constrain the properties of the elastic
material composing the spring. This is done by analyzing
the characteristic curves of Eq. (28), as they are respon-
sible for propagating the information about the initial
data. By using u = ∂x/∂t and s = ∂x/∂l, Eq. (28) can be
rewritten as a first-order quasilinear system when supple-
mented with the condition ∂u/∂l = ∂s/∂t. Then, by using
standard methods, we find that the slopes (velocities) of
the characteristic curves (t, l(t)) in (t, l) coordinates are
given by
ν ≡ dl
dt
= ± 1
γ
1√
λ/(kL) + (1 − γ2s2) /2 ± γus . (33)
By transforming to the inertial frame (x0, x1) using
Eq. (3), we find that the speed of the characteristics
transforms to
ν˜ ≡ dx(t, l(t))/dt = νs + u, (34)
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which, by using Eq. (33), can be written as
ν˜ = ± 1
γ
s√
λ/(kL) + (1 − γ2s2) /2 ± γus + u. (35)
We note that there is an asymmetry in the speed of the
characteristic curves due to the motion of the points of
the spring. To impose that the information travels at
speeds smaller than the speed of light, it suffices to en-
sure this in some arbitrary inertial frame due to the rel-
ativistic invariance of Eq. (28). Hence, for each point of
the spring, let us take its instantaneous rest frame and
put u = 0 to obtain
ν˜ = ± s√
λ/(kL) + (1 − s2) /2 . (36)
By demanding ∣ν˜∣ ≤ 1, we find
λ
kL
− 3s2 − 1
2
≥ 0 (37)
which constrains the spring (or elastic material) parame-
ters not allowing λ/kL to be smaller than some quantity
that depends on the instantaneous local deformation of
the spring, s = ∂x/∂l. We note that the weak energy
condition is automatically satisfied once inequality (37)
is respected, as can be seen from Eq. (32) with γ = 1. It
is also interesting to note that the weak energy condition
supplied by λ/(kL) > (−1/2)(1 − s2) + 2s(1 − s) implies
the dominant energy condition. The dominant energy
condition is neither implied nor implies causality.
V. INITIAL AND BOUNDARY CONDITIONS
The initial conditions are determined by giving the po-
sition and velocity of each spring point at t = 0. Hence,
given two smooth real functions q(l) and v(l) [8], we have
x(0, l) = q(l) (38)
and
∂x
∂t
(0, l) = v(l). (39)
Let us suppose that at l = 0 the spring is fixed at a
massive wall. Then, x(t, l) satisfies the boundary condi-
tion
x(t,0) = 0 (40)
for any t ∈ R+. We will restrict attention to initial con-
ditions that respect the above boundary condition. As a
result, q(l) and v(l) will satisfy
q(0) = 0 (41)
and
v(0) = 0. (42)
The attached body, which has been overlooked until now,
enters as a boundary condition at l = L. The portion of
the spring at l = L applies a 3-force aτ0 to the body and
since a boost in the direction of the force does not change
it, this is precisely the 3-force acting on the mass in the
wall’s frame. Therefore, we can write
d
dt
(ΓM dX
dt
) = aτ0, (43)
where Γ(t) ≡ [1 − (dX/dt)2]−1/2 and X(t) = x(t,L). By
using Eq. (5) and that Y = kL/a, we end up with the
equation
d
dt
(ΓdX
dt
) + kL
M
(Γ ∂x
∂l
∣(t,L) − 1) = 0. (44)
This is a more intricate form of boundary condition as
it is also a differential equation and should be solved si-
multaneously with the spring equation (28).
The local energy conservation given by Eq. (6), to-
gether with the fact that the spring is in Minkowski
spacetime, ensures us that we can define a conserved en-
ergy in any global inertial frame. The wall’s frame is
particularly interesting as the wall is static and, hence,
it does no work on the spring. To find the conserved en-
ergy, let us integrate Eq. (22) with respect to x along the
whole spring [i.e., from 0 to X(t), where we are consid-
ering Eq. (3)],
∫ X(t)
0
dx(∂ρ
∂t
+ ∂g
∂x
) = 0, (45)
to obtain
d
dt
∫ X(t)
0
dxρ(t, x)−dX
dt
ρ(t,X(t))+g(t,X(t))−g(t,0) = 0.
(46)
By using Eqs. (19) and (20) together with boundary con-
dition (40), we find that g − uρ = uτ0 and g(t,0) = 0.
Hence, we can cast Eq. (46) as
d
dt
∫ X(t)
0
dxaρ(t, x) +Uaτ0(t,X(t)) = 0, (47)
where U ≡ dX/dt. Using the boundary condition (43) at
l = L, the above equation can be rewritten as
d
dt
∫ X(t)
0
dxaρ(t, x) +U d
dt
(MΓU) = 0, (48)
which can be easily manipulated to yield
d
dt
[∫ X(t)
0
dxaρ(t, x) + Γ(t)M] = 0. (49)
As a result, we obtain the conserved energy
E ≡ ∫ X(t)
0
dxaρ(t, x) + Γ(t)M, (50)
which is exactly the sum of the energies of the spring and
of the body in the wall’s frame.
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VI. THE NONRELATIVISTIC REGIME
In order to disentangle the relativistic effects from the
nonrelativistic ones, in this section we analyze the nonrel-
ativistic spring-mass system when the spring is massive.
Then, in the next section, we will study the relativistic
effects by adding the relativistic corrections to the non-
relativistic solution.
In the nonrelativistic regime, where u = ∂x/∂t ≪ 1,
Eq. (28) reduces to
1
ϑ2
∂2x
∂t2
− ∂2x
∂l2
= 0, (51)
where
ϑ ≡ √kL/λ (52)
gives the speed of the perturbations of the above wave
equation. In the nonrelativistic limit, the boundary con-
ditions (40) and (44) reduce to
x(t,0) = 0 (53)
and
d2X
dt2
+ kL
M
( ∂x
∂l
∣(t,L) − 1) = 0, (54)
respectively.
In the remaining of this section, we will first present
a procedure to find a general solution of Eq. (51)–with
boundary conditions (53) and (54)–in terms of the ini-
tial conditions (38) and (39). As it will be discussed,
the general solution is not suitable to analyze the light-
spring case (m ≡ λL ≪ M) for arbitrarily large times.
Therefore, we will proceed to show how we can evade
this problem to find the motion of the (light) spring and
determine how its mass affects the motion of the attached
body.
A. General solution
The general solution Eq. (51) can written as
x(t, l) = f(ϑt + l) + h(ϑt − l) (55)
where f and h are two arbitrary smooth functions. Im-
posing the boundary condition (53) at l = 0 we find that
h = −f and thus
x(t, l) = f(ϑt + l) − f(ϑt − l). (56)
By using the initial conditions (38) and (39) at t = 0, the
function f(z), for z ∈ [−L,L], is determined to be
f(z) = { (q(z) + ϑ−1 ∫ z0 dz′v(z′)) /2 for z ∈ [0, L](−q(−z) + ϑ−1 ∫ −z0 dz′v(z′)) /2 for z ∈ [−L,0] ,
(57)
with which we find x(t, l) for t ≥ 0, l ≥ 0 and ϑt + l ≤ L.
Note that a point near the wall does not know about the
existence of the body until t ≈ L/ϑ, which is the time
needed for the information to travel from the body, at
l = L, to l ≈ 0.
To determine the motion of the body attached to the
spring we need to insert Eq. (56) into the boundary con-
dition (54). This gives
f ′′(ϑt+L)−f ′′(ϑt−L) = λ
M
[1 − f ′(ϑt +L) − f ′(ϑt −L)] ,
(58)
where the primes indicate derivatives with respect to the
argument. By defining z ≡ ϑt + L we can rewrite the
above equation as
f ′′(z)+ λ
M
f ′(z) = f ′′(z − 2L)− λ
M
f ′(z − 2L)+ λ
M
, (59)
with which we are able do extend the function f to the
domain [L,3L]. In order to see this, note that when-
ever z ∈ [L,3L] the right-hand side of Eq. (59) depends
only on the values of f and its derivatives in the domain[−L,L], which have already been determined by the ini-
tial conditions. Hence, we can take f(L) and f ′(L) as
the initial conditions for Eq. (59) and integrate it from
z = L to some z ∈ [L,3L] to obtain
f(z) = f(L) + (f(−L) + M
λ
[f ′(L) − f ′(−L)])
× (1 − e−λ(z−L)/M) + ∫ z
L
dz′e−λ(z−z′)/M
×(f ′(z′ − 2L) + λ
M
[z′ −L − f(z′ − 2L)]) . (60)
Similarly, we can extend f to the region [−3L,−L] by
rewriting Eq. (58) in terms of z˜ ≡ ϑt−L and using f(−L)
and f ′(−L) as its initial conditions when integrating it
backwards from z = −L to some z ∈ [−3L,−L]. This
process can be repeated indefinitely so that at the N -th
step f is known in the domain [−(2N + 1)L, (2N + 1)L],
which exactly determines the motion of the body up to
some time tN = 2NL/ϑ.
However, it is difficult to write down an expression for
f in terms of a general N , making this kind of solution
only useful if we are interested in determining the motion
of the body for short times. Although such a method will
be useful when analyzing the relativistic corrections to
nonrelativistic motion of the spring-mass system, it is un-
suitable to the analysis of the light spring, m = λL≪M,
even nonrelativistically. This is due to the fact that, in
this limit, ϑ gets very large and many steps will be needed
to determine the motion of the body up to a reasonable
time. For instance, consider the angular frequency for the
ideal (massless) spring, ω0 ≡ √k/M , and take it as the
approximate frequency for the light spring case. After a
time t1 = 2L/ϑ the phase will have changed by
∆φ ≈ ω0t1 = 2L√ k
M
√
λ
kL
= 2√m
M
≪ 2pi, (61)
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meaning that N has to be of the order
√
M/m for one to
determine just one cycle of oscillation. Next, we will see
how this problem can be circumvented and we will find
the first correction coming from the spring mass to the
usual harmonic motion of the mass M .
B. The harmonic oscillator case and the first
correction from the spring mass
For a massless spring, λ = 0, the only admissible config-
uration is the one in which the spring is homogeneously
deformed, i.e., each portion of the spring is deformed by
the same ratio. This can be seen directly from Eq. (51),
whose solution in this case will be
xH(t, l) = aH(t)l, (62)
where we have already imposed the boundary condi-
tion (53) at l = 0. Inserting this solution into Eq. (54) ren-
ders the usual equation for the harmonic oscillator (apart
from the inhomogeneity that comes from the choice of the
spatial coordinate origin at the wall):
d2aH
dt2
+ ω20(aH − 1) = 0, (63)
where we recall that
ω0 = √ k
M
. (64)
The solution of Eq. (63) is the usual harmonic oscillating
one, which allows us to write xH(t, l) as
xH(t, l) = l (1 + A
L
cos (ω0t + ϕ)) (65)
for arbitrary real constants A and ϕ. As a result, the
motion of the attached body is described by the well
known behavior:
XH(t) = L +A cos (ω0t + ϕ). (66)
As we have already shown, however, a massless spring
is unphysical in the relativistic regime since it violates
the weak energy condition. Furthermore, we are going to
see that the first relativistic correction over the Newto-
nian solution is generally smaller than the spring’s mass
correction over a massless spring. Thus, it is essential
to study the effects of the spring mass on the motion of
the attached body. In what follows we will make the as-
sumption that the spring mass is much smaller than the
mass of the body, i.e., m≪M . Additionally, to simplify
the comparison between the nonrelativistic and relativis-
tic corrections, we will analyze the special case where all
the spring points oscillate harmonically with the same
frequency ω. (In Appendix B, we analize the case where
the mass is stretched and released from rest and obtain
similar results.)
Therefore, we will look for solutions of Eq. (51) of the
form
x(t, l) = b(l) cos (ωt) + c(l), (67)
with b and c being smooth functions defined on the do-
main [0, L] satisfying
b(0) = c(0) = 0 (68)
and
(ω20L dbdl ∣l=L − ω2b(L)) cos (ωt) = −ω20L( dcdl ∣l=L − 1)
(69)
due to the boundary conditions (53) and (54), respec-
tively. Using Eq. (67) in Eq. (51) gives
(ω2
ϑ2
b + d2b
dl2
) cos (ωt) + d2c
dl2
= 0, (70)
which implies that
b(l) = A sin (χl)
sin (χL) (71)
and
c(l) = Bl, (72)
with A,B ∈ R and χ ≡ ω/ϑ. Here, we have already
imposed the boundary condition (68) on both b and c.
Now, by using Eqs. (71) and (72) in the boundary con-
dition (69), we arrive at:
A [ω20χL cot (χL) − ω2] cos (ωt) + ω20L [B − 1] = 0, (73)
from which we obtain that B = 1 and
χL = m
M
cot(χL). (74)
This is a transcendental equation for χ and its solutions,
χn, can be labeled by nonzero integer index n arranged
such that
. . . < χ−2 < χ−1 < 0 < χ1 < χ2 < . . .
and χ−n = −χn. Hence, for each ωn = χnϑ satisfying
Eq. (74), we have that the corresponding solution x(t, l)
is given by
x(t, l) = l +A sin (ωnl/ϑ)
sin (ωnL/ϑ) cos (ωnt), (75)
which implies that the motion of the attached body is
simply
X(t) = L +A cos (ωnt). (76)
Note that this is still a harmonic motion but now with a
frequency ωn instead of ω0.
7
From Eq. (74) we can see that, when m/M ≪ 1, χ1L≪
1 and χn+1L ≈ npi. Hence, to lowest order, i.e., tanχ1L ≈
χ1L, we find that χ1L ≈ √m/M which gives ω1 ≈ ω0.
Approximating the corresponding solution x(t, l) also to
the lowest order we find that
x(t, l) = l +A sin (ω1l/ϑ)
sin (ω1L/ϑ) cos (ω1t)≈ l (1 + A
L
cos (ω0t)) . (77)
As a result, the motion of the body is given by
X(t) = L +A cos (ω0t), (78)
which is exactly the solution for the massless spring.
In order to find the spring’s mass correction over the
massless spring solution, we will need to go to the next
order in the Taylor expansion of tan(χ1L). Hence, we
write tan(χ1L) ≈ (χ1L)+(χ1L)3/3 and use it in Eq. (74)
yielding
1
3
(χ1L)4 + (χ1L)2 − m
M
≈ 0, (79)
which gives, up to order m2/M2,
(χ1L)2 ≈ m
M
− 1
3
m2
M2
. (80)
As a result, we find that ω1 = χ1/ϑ is
ω1 ≈ ω0 (1 − 1
6
m
M
) . (81)
The solution x(t, l), approximated to first order in m/M ,
becomes:
x(t, l) = l +A sin (ω1l/ϑ)
sin (ω1L/ϑ) cos (ω1t)
≈ l +A l
L
[1 + m
6M
(1 − l2
L2
)] cos [ω0 (1 − m
6M
) t],
(82)
from which we find that the motion of the attached body
is given by
X(t) = L +A cos [ω0 (1 − m
6M
) t]. (83)
Hence, up to order m/M , the motion of the body is
still a simple harmonic oscillation with frequency ω1 =
ω0[1 −m/(6M)]. If we define ω1 ≡ √k/M∗, where M∗
is interpreted as the effective mass of the body when the
spring is massive, it is easily seen that M∗ =M +m/3.
We note that, to first order in m/M , the initial values
for Eq. (51) which give rise to solution (82) are
x(0, l) = l +A l
L
[1 + m
6M
(1 − l2
L2
)] , (84)
∂x
∂t
(0, l) = 0. (85)
In contrast, the initial values for the massless spring so-
lution (65), with ϕ = 0, are given by
x(0, l) = l +A l
L
, (86)
∂x
∂t
(0, l) = 0. (87)
Hence, in order to obtain a solution for a light spring
perturbatively from the massless spring solution, it is
mandatory to perturb (and fine tune) the initial con-
ditions of Eq. (51) accordingly. (As it is shown in Ap-
pendix B, if one solves Eq. (51) for a light spring with
initial conditions (86) and (87) one will need all modes
of oscillation with angular frequencies ωn = χnϑ solving
Eq. (74). However, only the mode with frequency ω1
can be perturbatively obtained from the massless solu-
tion (65) [9].)
VII. THE RELATIVISTIC REGIME
If the speed of the waves on the spring, ϑ, is compa-
rable with the speed of light or the initial conditions are
such that the body or the spring points eventually move
very fast, the use of the relativistic equations (28), (40),
and (44) becomes mandatory. Due to their complexity,
we will first do a perturbative calculation to determine
the first relativistic correction over the nonrelativistic so-
lution. Then, we proceed to solve numerically the full
relativistic equations and compare the results with the
nonrelativistic massive case and with the relativistic par-
ticle in the harmonic potential, given by Eq. (1).
A. Perturbative analysis
A rough estimate using the nonrelativistic case sug-
gests that the highest speeds achieved by the spring
points are limited by ϑ, as otherwise Hooke’s law would
likely be violated. As a simple illustration, consider a
very light spring with the attached body pulled by a dis-
tance A and released from rest. The body would achieve
its maximum speed V = Aω0 when the spring is instan-
taneously relaxed. Using Eqs. (52) and (64) this can be
rewritten as
V = A
L
√
m
M
ϑ, (88)
which is much smaller than ϑ for m≪M and A < L. One
way to increase this velocity without changing the local
properties of the spring is by taking a lighter body or a
longer spring (i.e., with a larger m). Therefore, we would
expect the highest maximum speed to be reached in the
limit M ≪ m, for which, using Eqs. (B10) and (B11) in
Appendix B, we find
V = A
L
pi
2
ϑ (89)
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in the fundamental mode [10]. Thus, the maximum speed
at which our formulas will be still reliable is roughly lim-
ited by µϑ, with µ being some real constant represent-
ing how much the spring can be deformed relatively to
its relaxed length and still be described by Hooke’s law.
A similar analysis can be done in the case where a ini-
tial velocity is impressed on a relaxed spring, instead of
stretching and releasing it from rest. Again we would
obtain maximum speeds limited by µϑ. Therefore, in the
regime where Hooke’s law is valid, the relativistic char-
acter of the motion is determined by the value of µϑ.
For an usual coiled spring, µ can be relatively large (but
not larger than 1). However, ϑ is so small that no vis-
ible relativistic correction should be expected. On the
other hand, for a typical solid elastic material replacing
the spring, the propagation speed ϑ can be quite large,
but µ tends to be small (of order 1% or less). Hence, for
such cases, it is justified to treat the relativistic solutions
perturbatively with respect to the nonrelativistic ones.
Restoring the speed of light, c, in the formulas and
using u = ∂x/∂t, we cast Eq. (28) as
γ2
c2
[ c2
ϑ2
+ 1
2
− (1
2
+ u2
c2
)(γ ∂x
∂l
)2] ∂2x
∂t2
−∂2x
∂l2
− 2γ2 u
c2
∂x
∂l
∂u
∂l
= 0. (90)
In the case where u ≪ c, we can retain only the small-
est order in u/c, obtaining the following equation for the
spring points:
1
ϑ2
∂2x
∂t2
− ∂2x
∂l2
= − 1
c2
[u2
ϑ2
+ 1
2
− 1
2
(∂x
∂l
)2 − 2(u
c
)2 (∂x
∂l
)2]
× ∂2x
∂t2
+ 2 u
c2
∂x
∂l
∂u
∂l
. (91)
Using the same approximation in Eq. (44), the boundary
condition at l = L can be written as
dU
dt
+ ω20L( ∂x∂l ∣(t,L) − 1) = −3U22c2 (dUdt + ω20L3 ∂x∂l ∣(t,L)) ,
(92)
where we recall that U(t) = u(t,L). We note that the
boundary condition (40) at l = 0 remains unchanged.
Having obtained the first relativistic correction to the
nonrelativistic spring equation and boundary condition,
we again make c = 1 in what follows.
Now, we solve Eq. (91) perturbatively. For this pur-
pose, we assume ϑ≪ 1. Hence, let us write
x(t, l) = xm(t, l) + δ(t, l), (93)
where xm(t, l) is a solution of the (massive) nonrelativis-
tic equation and δ(t, l) is a perturbation such that δ,
∂δ/∂t, and ∂δ/∂l are much smaller than xm, ∂xm/∂t,
and ∂xm/∂l, respectively. By using Eq. (93) in Eq. (91),
we obtain the following nonhomogeneous wave equation
for δ:
1
ϑ2
∂2δ
∂t2
− ∂2δ
∂l2
= φ(t, l), (94)
where
φ(t, l) ≡ 2∂xm
∂l
∂xm
∂t
∂2xm
∂l∂t−∂2xm
∂t2
[1
2
(1 − (∂xm
∂l
)2) + ( 1
ϑ2
)(∂xm
∂t
)2] .
(95)
We note that the function φ is defined in the domain[0, L]×R+. If we now use Eqs. (54) and (93) in Eq. (92),
the boundary condition for δ at l = L becomes
(∂2δ
∂t2
+ ω20L∂δ∂l )∣(t,L) = ω20L(∂xm∂t )
2 (∂xm
∂l
− 3
2
)∣(t,L) .
(96)
As x(t,0) = xm(t,0) = 0, the boundary condition for δ at
l = 0 is
δ(t,0) = 0. (97)
By using the retarded Green function
G(t, l; t′, l′) = ϑ
2
θ (t − t′) θ (ϑ(t − t′) − ∣l − l′∣) (98)
of the wave operator
1
ϑ2
∂2
∂t2
− ∂2
∂l2
,
where θ is the Heaviside step function, the general solu-
tion of Eq. (94) can be written as
δ(t, l) = f(ϑt + l) + h(ϑt − l)
+ϑ
2
∫ t−∞ dt′ ∫ ∞−∞ dl′ θ(ϑ(t − t′) − ∣l − l′∣)Φ(t′, l′).
(99)
Here, f and h are arbitrary smooth (or at least C2) func-
tions and Φ is any extension of φ to the domain R × R.
A convenient way to extend φ is by taking Φ(t, l) as an
odd function with respect to l, which is equal to φ(t, l)
in the domain R+× [0, L] and zero for t < 0 or ∣l∣ > L; i.e.,
we take
Φ(t, l) = θ(t) [θ(l +L) − θ(l −L)] Φ̃(t, l), (100)
where Φ̃ ∶ R×R→ R is any C2 odd function with respect
to l agreeing with φ(t, l) in the region R+ × [0, L]. By
choosing f = −h [11], we can write
δ(t, l) = f(ϑt + l) − f(ϑt − l)
+ϑ
2
∫ t
0
dt′ ∫ L−L dl′θ (ϑ(t − t′) − ∣l − l′∣)Φ(t′, l′),
(101)
which, due to our choice for Φ, automatically satisfies the
boundary condition at l = 0.
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In order to be consistent with our approximations, the
initial conditions for δ need to be perturbatively small.
The simplest way to ensure this is by taking them as
δ(0, l) = 0 (102)
and
∂δ
∂t
(0, l) = 0. (103)
We can now use Eq. (101) in Eqs. (102) and (103), to-
gether with our choice for Φ, to obtain the conditions
f(l) = f(−l) (104)
and
f ′(l) = f ′(−l) (105)
for any l ∈ [0, L]. As a result, f(z) = const for z ∈ [−L,L]
and we will set this constant to zero since δ depends only
on the difference of two f ’s. To determine f(z) for ∣z∣ > L,
we will make use of the boundary condition (96) at l = L.
To this end, we first use Eq (101) to evaluate
∂δ
∂l
(t,L) = f ′(ϑt +L) + f ′(ϑt −L)
− 1
2
∫ L−L dl′ Φ(t − ∣L − l′∣/ϑ, l′) (106)
and
1
ϑ2
∂2δ
∂t2
(t,L) = f ′′(ϑt +L) − f ′′(ϑt −L)
+ 1
2ϑ
∫ L−L dl′ θ(t − ∣L − l′∣/ϑ) ∂Φ̃∂t (t − ∣L − l′∣/ϑ, l′)+1
2
Φ(0, L − ϑt). (107)
Next, we use Eqs. (106) and (107) in Eq. (96) to obtain
the following differential equation for f :
f ′′(z +L) + λ
M
f ′(z +L)
= f ′′(z −L) − λ
M
f ′(z −L) +Ψ(z), (108)
where z ≡ ϑt ≥ L and
Ψ(z) ≡ (∂x0
∂z
)2 ω20L(∂xm∂l − 32)∣
l=L − 12Φ(0, L − z)+1
2
∫ L−L dl′ θ(z − ∣L − l′∣) (ω20L − ∂∂z ) Φ̃(z − ∣L − l′∣ϑ , l′) .
(109)
We note that Eq. (108) is very similar to Eq. (59), ana-
lyzed in Sec. VI A. Hence, the method used to solve the
differential equation is exactly the same and will enable
us to extend f to the domain [−(2N + 1)L, (2N + 1)L],
where N ∈ Z+. By using this extension in Eq. (101), we
find the first relativistic correction to the nonrelativistic
solution xm. In order to find the motion of the attached
mass M , we just use Eq. (101), with
f(z) = ∫ z
L
dz′ [f ′(z′ − 2L) − λ
M
f(z′ − 2L)
+∫ z′−L
0
dz′′Ψ(z′′)] exp(−λ(z − z′)/M), z ≥ L,
suitably extended, in Eq. (93) and evaluate X(t) ≡
x(t,L) = xm(t,L) + δ(t,L).
B. Numerical analysis
Now, we return to the full relativistic system, governed
by Eqs. (28), (40), and (44), and evolve numerically some
initial conditions in order to compare the results with
both the nonrelativistic massive evolution — given by
Eqs. (51), (53), and (54) — and the relativistic particle
in the harmonic potential — given by Eq. (1).
In both the relativistic and nonrelativistic regimes, the
spring-mass system can be characterized (after normal-
izing lengths and time lapses by L) by two dimension-
less parameters: λL/M = m/M and λ/(kL) = ρ0/Y (see
Eqs. (4) and (5) for the meaning of ρ0 and Y ). Re-
call that causality demands that λ/(kL) satisfy inequal-
ity (37). On the other hand, the relativistic particle in
the harmonic potential can be characterized by a single
dimensionless parameter: kL2/M , which is the ratio of
the two parameters of the spring-mass systems. In what
follows, we present the numerical results for two values of
each of the spring-mass parameters: λL/M = 2, 10 and
λ/(kL) = 0.1, 10. We also consider two types of initial
conditions for each combination of parameters.
In Fig. 3, we plot the time dependence of the displace-
ment (with respect to the equilibrium position X = L) of
the mass M attached to the end of the spring, for initial
conditions which, in the nonrelativistic massive regime,
lead to the harmonic oscillation given by Eq. (76) with
n = 1 and A/L = 0.1. Both relativistic and nonrelativistic
evolutions are plotted, as well as the position of the rel-
ativistic particle in the harmonic potential for the corre-
sponding parameter kL2/M (and same initial conditions
for its displacement from the equilibrium position). We
see that, for m/M ≪ 1, the three systems evolve very
similarly. However, for m/M ≫ 1, while both relativis-
tic and nonrelativistic spring-mass evolutions continue to
be very similar (for this choice of parameters and initial
conditions), they differ significantly from the harmonic-
potential one. This can be qualitatively understood con-
sidering that the potential energy initially available is
converted not only to kinectic energy of the mass M but
also of the spring elements. Therefore, M moves slower
when attached to the massive spring than it would in
the harmonic potential (with similar initial potential en-
ergy) — and this effect is more important the larger the
value of m/M . In Fig. 4, we plot the very same quan-
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FIG. 3: Time dependence of the displacement (with respect to the equilibrium position X = L) of the mass M attached to the
end of the spring, for an initial condition which, in the nonrelativistic massive regime, leads to the harmonic oscillation given
by Eq. (76) with n = 1 and A/L = 0.1. The relativistic solution is given by the solid (black) curve, while the (red) dots represent
the nonrelativistic massive case. For comparison, the (blue) dashed curve gives the position of the relativistic particle in the
harmonic potential.
tities as in Fig. 3, only changing initial conditions to be
those of a spring homogeneoulsy stretched (by 10% of
its natural length), at rest. We see that the previous
discussion applies equally well to this case, with the ad-
ditional point that for non-negligible m/M , the motion
of the mass M attached to the spring is no longer har-
monic. This is expected on the grounds that a massive
spring has an infinite number of oscillation modes and
the homogeneously stretched spring excites all of them
(see discussion in Appendix B). Nonetheless, the nonrel-
ativistic massive-spring evolution continues to approxi-
mate very well the relativistic system. Finally, in Fig. 5
we plot the same quantities as in the previous figures
— with initial conditions analogous to Fig. 3 —, but
now choosing the parameters in such a way that one can
perceive a (small) difference between the evolutions of
the relativistic spring-mass system and the nonrelativis-
tic one. Notwithstanding, even in this ultra-relativistic
regime, the relativistic spring-mass system is farly ap-
proximated by the nonrelativistic one. Attempts to find
ultra-relativistic regimes where this approximation would
fail led to numerical solutions which develop shock waves
(signaled by s ≤ 0), for which our spring model would not
be physically plausible.
VIII. DISCUSSIONS
We have presented a comprehensive treatment of the
relativistic one-dimensional Hookean spring-mass system
in Minkowski spacetime. In order to comply with causal-
ity, the spring mass m must be explicitly taken into ac-
count. Interestingly enough, causality is guaranteed if,
and only if, the weak energy condition (which is equiva-
lent to the strong energy condition in this case) is veri-
fied. In order to see how relativistic contributions im-
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FIG. 4: Time dependence of the displacement (with respect to the equilibrium position X = L) of the mass M attached to
the end of the spring, for a spring which is initially homogeneously stretched (by 10%) and at rest. As in the previous figure,
the relativistic solution is given by the solid (black) curve, while the (red) dots represent the nonrelativistic massive case. For
comparison, the (blue) dashed curve gives the position of the relativistic particle in the harmonic potential.
pact on the spring-mass system, we first analyze the
nonrelativistic regime for massive springs and verified
that up to order m/M , the motion of the mass M at-
tached at the spring tip will oscillate harmonically with
frequency ω0[1 −m/(6M)] up to some time interval of
order (M/m)ω−10 , ω0 = √k/M . Next, we have investi-
gated how the nonrelativistic dynamics is impacted by
first-order relativistic corrections in ϑ/c. It is interesting
to notice that the relativistic dynamics was found to be
important not only in the regime of high velocities (com-
pared to c) but also in the regime of high tensions (which
may appear in super-hard springs). This can be seen
from the fact that both u ≪ c (small matter velocities)
and ϑ ≪ c (small sound speed) must be assumed in or-
der to obtain the nonrelativistic equation of motion (51)
from the relativistic one, Eq. (28). Finally, we have per-
formed numerical calculations which attest that the full
relativistic spring-mass system is much better approxi-
mated by the nonrelativistic massive case than by the
so-called relativistic harmonic oscillator (1). Total en-
ergy conservation is guaranteed by Eq. (50) and can be
used (as it was, in the numerical calculations) to monitor
the system evolution.
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for a particular choice of parameters which lead to an ultra-
relativistic regime, where a difference between the relativistic
and the nonrelativistic massive spring can be perceived.
Appendix A
Let us assume a charge q with mass M under the in-
fluence of a fixed external electromagnetic field. The cor-
responding equation of motion will be given by
F b =Mab (A1)
with the Lorentz force (in CGS units):
F b = (q/c)Fbcuc, (A2)
where ub and ab are the charge 4-velocity and 4-
acceleration, respectively. Now, let us assume that the
following Faraday tensor approximates the electromag-
netic field in some region:Fab = (k/q)(xcXc)(XaV b − V aXb), (A3)
where k is a positive constant, xa locates spacetime
points with respect to some (arbitrarily chosen) space-
time “origin,” V a is a constant timelike, unit vector field
(i.e., VaV
a = 1, ∇aV b = 0) which can be associated
with the 4-velocity of a congruence of inertial Killing
observers, while Xa is a constant spacelike, unit vector
field orthogonal to V a (i.e., XaX
a = −1, ∇aXb = 0, and
XaVa = 0). Under this assumption, the force (A2) ac-
quires the form
F a ≡ (k/c)(xcXc)(Xa V b − V a Xb)ub, (A4)
which leads to Eqs. (1) and (2), with Hooke’s potential
Φ = k(xaXa)2/2, when substituted into Eq. (A1) and,
then, projected along Xa and V a, respectively. It rests to
understand to which electric and magnetic fields Eq. (A3)
corresponds. According to observers of the inertial con-
gruence, this corresponds to the electric field
EX = F abVaXb = −(k/q)∣xaXa∣ (A5)
and to no magnetic field. One can easily see that such
an electric field is found in the interior of a thick plate
having constant charge density ρ = −k/(4piq) and surface
linear dimensions much larger than its width. In this
case, the electric field (A5) is perpendicular to the plate’s
surface. Thus, a charge q > 0 with mass M moving inside
such a plate perpendicularly to its surface will oscillate as
described by Eqs. (1) and (2), with (t, x, y, z) being the
Cartesian coordinates attached to the (preferred) labora-
tory reference frame where the plate lies at rest. Causal-
ity is not an issue here because the external potential
is fixed a priori, in contrast to the spring-mass system
where the corresponding potential depends on the spring
state at each moment.
Appendix B
Here, we will determine the dynamics of a (nonrela-
tivistic) massive spring with one end fixed to a inertial
wall and the other one attached to a massive body with
mass M ≫m, where we recall that m = λL is the spring’s
mass. To this end, it will be convenient to define the new
function x˜(t, l) = x(t, l) − l in order to make the system
of equations being solved homogeneous. It is easy to see
from Eqs. (51), (53), and (54) that x˜ satisfy the nonrel-
ativistic spring equation
1
ϑ2
∂2x˜
∂t2
− ∂2x˜
∂l2
= 0 (B1)
as well as the boundary conditions x˜(t,0) = 0 and
(∂2x˜
∂t2
+ ω20L∂x˜∂l )∣(t,L) = 0 (B2)
at l = 0 and l = L, respectively. We note that the bound-
ary condition at l = L is now given by a homogeneous
equation, in contrast with Eq. (54). Next, we write the
function x˜ as the product of two independent functions
x˜(t, l) = τ(t)Λ(l) (B3)
and insert this into Eq. (B1) to get
d2Λ
dl2
+ χ2Λ = 0 (B4)
and
d2τ
dt2
+ χ2ϑ2τ = 0, (B5)
where χ is some real constant. Due to the boundary con-
ditions, we will need to consider only the case χ ≠ 0 since
when χ = 0 the corresponding solution for x˜ vanishes. As
a result, the general solutions of Eqs. (B4) and (B5) are
given by
Λ(l) = sin (χl) (B6)
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and
τ(t) = a sin (χϑt) + b cos (χϑt), (B7)
respectively, where we have already imposed the bound-
ary condition x˜(t,0) = 0 at l = 0. To impose the boundary
condition at l = L, we first use the spring equation (B1)
to rewrite Eq. (B2) as
(∂2x˜
∂l2
+ ω20L
ϑ2
∂x˜
∂l
)∣(t,L) = 0. (B8)
By plugging Eq. (B3) in the above equation we find that
Λ satisfies
(d2Λ
dl2
+ ω20L
ϑ2
dΛ
dl
)∣
l=L = 0 (B9)
which, together with Eq. (B6), gives the relation
χL = m
M
cot (χL). (B10)
This is a transcendental equation for χ and its solutions,
χn, can be labeled by nonzero integer index n arranged
such that
. . . < χ−2 < χ−1 < 0 < χ1 < χ2 < . . .
and χ−n = −χn. Hence, we can retain only the solutions
with n > 0 inasmuch as they are completely equivalent
to the ones with n < 0. As a result, the general solution
for the massive spring equation satisfying our boundary
conditions is
x(t, l) = l + ∞∑
n=1 [an sin (χnϑt) + bn cos (χnϑt)] sin (χnl).
(B11)
Now, the initial conditions (38) and (39) may be used
to determine the coefficients an and bn since
q(l) = l + ∞∑
n=1 bn sin (χnl) (B12)
and
v(l) = ϑ ∞∑
n=1anχn sin (χnl). (B13)
The problem is that these are expansions in terms of
functions that are not orthogonal, making it difficult
to explicitly solve for the coefficients. Nonetheless, the
situation is considerably simplified in the light spring
case. From Eq. (B10) we can see that, when m/M ≪ 1,
χ1L ≪ 1 and χn+1L ≈ npi. Hence, to lowest order, i.e.,
tanχ1L ≈ χ1L, we find that χ1L ≈ √m/M and thus
q(l) = l + b1√m
M
l
L
+ ∞∑
n=1 bn+1 sin(npi lL) (B14)
and
v(l) = ϑ
L
[a1 m
M
l
L
+ ∞∑
n=1npian+1 sin(npi lL)] . (B15)
The coefficient a1 and b1 can be easily determined by
evaluating the above equations at l = L, yielding
a1 = ML
mϑ
v(L) (B16)
and
b1 = √M
m
(q(L) −L), (B17)
respectively. To determine the coefficients an and bn for
n > 1, we just use the orthogonality of the basis functions,
sin (npi l
L
), to obtain
an+1 = 2
npiϑ
∫ L
0
dl [v(l) − v(L) l
L
] sin(npi l
L
) (B18)
and
bn+1 = 2
L
∫ L
0
dl [q(l) − q(L) l
L
] sin(npi l
L
). (B19)
As a result, the solution describing a very light spring
is
x(t, l) = l +√m
M
[a1 sin (ω0t) + b1 cos (ω0t)] l
L+ ∞∑
n=1 sin(npi lL) [an+1 sin (ωnt) + bn+1 cos (ωnt)] ,
(B20)
where ωn ≡ npi√M/mω0. and we can see the terms com-
ing from the massless spring’s equation in the first line,
which we call slow waves, and in the second line the series
representing what we call fast waves. These fast waves
are responsible to enable arbitrary freedom in the choice
of initial conditions. We note, however, that in this low-
est order approximation the motion of the body is not
affected by these fast waves since X(t) = x(t,L) is given
by
X(t) = L + [a′1 sin (ω0t) + b′1 cos (ω0t)] , (B21)
where a′1 = √m/Ma1 and b′1 = √m/Mb1, which we rec-
ognize to be the massless spring solution (66). Notwith-
standing this, the above procedure will be useful when
calculating the first correction to the motion of the body
coming from the spring mass.
To determine such correction, let us write
x(t, l) = x0(t, l) + (t, l) (B22)
where (t, l) is a perturbation of order m/M over the
spring solution x0(t, l) given by the right-hand side of
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Eq. (B20). It should be stressed that even though  is
assumed to be a perturbation of small amplitude, it will
enter the equations with the same importance as the un-
perturbed solution due to the fast waves, which have a
substantial second derivative in time.
For the sake of simplicity, we will consider the case
where the spring is held stretched for a while and then
released from rest, in which case
q(l) = l (1 + A
L
) (B23)
and
v(l) = 0. (B24)
By using the above initial conditions in Eqs. (B16)-(B20),
the unperturbed solution can be written as
x0(t, l) = l (1 + A
L
cos (ω0t)) . (B25)
If we now use Eqs. (B22) and (B25) in Eq. (51), we find
that  satisfies the inhomogeneous equation
1
ϑ2
∂2
∂t2
− ∂2
∂l2
= m
M
Al
L3
cos (ω0t). (B26)
The boundary conditions and initial conditions for  are
straightforward obtained from Eqs. (53), (54), and (B22)
yielding
(t,0) = 0, (∂2
∂t2
+ ω20L∂∂l )∣(t,L) = 0 (B27)
for the boundary conditions and
(0, l) = 0, ∂
∂t
∣(0,l) = 0 (B28)
for the initial conditions.
To solve the above equations, it is convenient to sepa-
rate  in two parts:
(t, l) = α(t, l) + β(t, l), (B29)
such that α is a slow-varying solution solving the in-
homogeneous equation (B26), while β will include slow-
and fast-varying solutions solving the homogeneous wave
equation
1
ϑ2
∂2β
∂t2
− ∂2β
∂l2
= 0. (B30)
As we have some freedom in choosing the initial and
boundary conditions for α and β, let us impose α(t,0) = 0
and
(∂2α
∂t2
+ ω20L∂α∂l )∣(t,L) = 0. (B31)
(Eventually, we confirm that the solution α(t, l) obtained
in this way is in agreement with our previous assumption
that α(t, l) is slow varying.) This implies that β satisfies
β(t,0) = (t,0) − α(t,0) = 0 (B32)
(∂2β
∂t2
+ ω20L∂β∂l )∣(t,L) = 0. (B33)
Since α is a slow-varying function, let us try the fol-
lowing solution
α(t, l) = −A
6
m
M
l3
L3
cos (ω0t) + a(t)l + b(t) (B34)
for the equation
1
ϑ2
∂2α
∂t2
− ∂2α
∂l2
= m
M
Al
L3
cos (ω0t), (B35)
where a(t) and b(t) are arbitrary smooth functions. By
imposing the boundary conditions at l = 0 and l = L we
find that b(t) = 0 and a(t) satisfies
d2a
dt2
+ ω20a = A3L mM ω20 cos (ω0t). (B36)
We will take a(t) to be the following particular solution
of the above equation:
a(t) = A
6L
m
M
ω0t sin (ω0t), (B37)
which enable us to cast a particular solution of α as
α(t, l) = −Al3
6L3
m
M
cos (ω0t) + Al
6L
m
M
ω0t sin (ω0t). (B38)
Now, we demand
ω0t≪ M
m
(B39)
to guarantee that Eq. (B38) approximates a solution of
Eq. (B35). As a result, our perturbed solution is ex-
pected to be accurate only up to a certain time interval.
However, since M/m≫ 1, many cycles of oscillation will
take place during this time interval.
Now, we note from Eqs. (B30)-(B33) that the problem
of finding the solution for β is exactly the same prob-
lem we have already solved for the light spring case [see
Eqs. (B1)-(B2)] with initial conditions
β(0, l) = (0, l) − α(0, l) = A
6
m
M
l3
L3
ω20 (B40)
and
∂β
∂t
(0, l) = ∂
∂t
(0, l) − ∂α
∂t
(0, l) = 0. (B41)
Hence, we can use Eq. (B20) together with Eqs. (B16)-
(B19) to find that β is given by
β(t, l) = Am
M
[ l
6L
cos (ω0t)
+ 2
pi3
∞∑
n=1
(−1)n
n3
sin(npi l
L
) cos (ωnt)] . (B42)
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As a result, using Eqs. (B25), (B29), (B38), and (B42)
in Eq. (B22), we find that the solution for the spring
equation corrected to first order in m/M and satisfying
the boundary conditions (53)-(54) as well as initial con-
ditions (B23)-(B24) is
x(t, l) = l (1 + A
L
cos (ω0t))
+ A
6
m
M
l
L
[(1 − l2
L2
) cos (ω0t) + ω0t sin (ω0t)]
+ Am
M
2
pi3
∞∑
n=1
(−1)n
n3
sin(npi l
L
) cos (ωnt).
(B43)
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