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biological damages occur within short segments of DNA, the 
simplified geometry (GeomCyl) was modeled as 10 bp-long 
homogeneous cylinders (2.3 nm diameter and 3.4 nm height) 
randomly placed within the chromatin fiber volume. 
Ionization clusters were revealed by the DBSCAN algorithm 
according to a proximity criteria among energy transfer 
points separated by less than 3.4 nm (i.e. 10 bp). Cluster size 
probability distributions, deposited energy, and spatial 
extension of clusters were compared for the two geometries.  
Results: The total number of clusters was comparable 
(differences, Δ, <5%) for both protons and alpha particles 
with LET>50 keV/μm. For lower LET values a larger number 
of clusters was found in the GeomCyl geometry (Δ up to 20%). 
The mean ionization cluster size increased linearly with LET, 
and was found to be systematically larger in the GeomCyl 
geometry (Δ of 6-7%) regardless of radiation quality. 
Similarly, the mean energy deposited per cluster was higher 
(up to 20%) in GeomCyl. The spatial extent of energy transfer 
points within clusters was systematically larger for GeomHist; 
the modeling of the DNA in GeomCyl as segments of constant 
length prevented the gathering of additional ionizations 
afforded by the DBSCAN algorithm, thus leading to clusters 
with a higher density of ionizations compared to GeomHist. 
Conclusions: The two geometrical descriptions of the scoring 
volume led to significantly different ionization cluster-size 
distributions for both protons and alpha particles. The use of 
the simplified geometry led to more complex clusters 
compared to the detailed geometry. The modeling and 
arrangement of the DNA molecule significantly influences the 
frequency distributions, energy deposited and spatial extent 
of ionization clusters, from which strand breaks and higher-
order biological endpoints are estimated. 
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Purpose/Objective: Intra-Operative Electron Radiation 
Therapy (IOERT) is a radiotherapeutic technique that uses 
high energy electron beams during surgical interventions to 
directly irradiate tumoral tissues, while minimizing the dose 
in adjacent sensitive tissues. The use of electrons is 
preferred due to their short range and low penetration. In 
abdominal or pelvic IOERT, shielding is sometimes used to 
partially block the radiation field. This work is the basis for 
the study of the influence on dose distributions of various 
factors that frequently occur in pelvic IOERT. Here, the 
effects of shielding, as well as the impact of irradiating non-
flat surfaces will be addressed.  
Materials and Methods: Treatment planning for IOERT 
procedures is based on measurements performed in reference 
conditions, on the depth of tissue to be treated. However the 
dose distribution is altered by shielding, and by the geometry 
of the irradiated area. To evaluate these effects, the Monte 
Carlo simulation codes BEAMnrc and EGS++ were used to 
model a Varian Clinac 2100 CD linear accelerator, its hard 
docking system, and the IOERT applicators.  
Our model is validated with respect to measurement of dose 
distributions in a homogeneous water phantom (reference 
conditions). Percentage depth dose (PDD) curves and 
transversal dose profiles, at different depths, were measured 
for three different IOERT applicator diameters (6, 7 and 
8cm), three energies (6, 9 and 12MeV) and four bevel angles 
(0, 15, 30 and 45°). 
After validation, phantom measurements were performed in 
a situation with a lead shield placed in the beam field. This 
configuration was simulated and the results compared. Also, 
a situation where the IOERT beam irradiates a water 
equivalent volume with non-flat surface was modeled. 
Results: All possible configurations of IOERT applicator 
diameter, energy and bevel angle were simulated and the 
results analyzed using the gamma index. Some results are 
shown in figure 1. The simulation results show a good 
agreement with experimental measurements, with 98.3% of 
analyzed points within gamma < 1, using a 2% difference dose 
and 2mm distance to agreement (DTA) as validation criteria. 
Comparisons between simulation and measurement for 
partial lead shielding situation were performed. Finally, the 
simulated dose distributions for IOERT beam irradiating both 
curved and flat surfaces were studied (a comparison in shown 




Conclusions: A IOERT Monte Carlo model was implemented 
and validated by comparing the numerical data with 
measurements acquired at different beam energies, 
applicator diameters and bevel angles. The validation was 
quantified by gamma index analysis. The potential of this 
tool is exemplified by the study of dose distribution 
distortions when the IOERT beam irradiates a curved surface, 
and when shielding elements are introduced in the beam 
field. Further studies are in progress. 
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Purpose/Objective: The development of new dosimeters to 
be used in a quality assurance program where uncertainties 
due to small field measurements could introduce systematic 
errors to the treatment process, is a challenge. Dosimeters 
with an intrinsic high spatial resolution are necessary for field 
size and penumbra measurements of small fields, which are 
increasingly used in high conformal treatments like Intensity-
Modulated treatments (IMRT), Volumetric Modulated Arc 
Therapy (VMAT) and stereotactic treatments. A novel linear 
epitaxial silicon array was tested to demonstrate its 
suitability for quality assurance in radiotherapy high 
conformal treatments. The aim was the evaluation of its 
capabilities when crucial treatment parameters such as dose 
rate, gantry angle and segment size, change almost 
continuously during the radiation delivery. 
Materials and Methods: The linear array prototype (IBA_1D) 
studied in this work is based on a 64-pixels monolithic silicon 
sensor made of epitaxial p-type silicon, the sensor length is 
64mm and pitch is 1mm. IBA_1D design is modular, it has four 
sensors mounted on a printed circuit board and connected to 
an IBA emXX electrometer. The dosimeter was tested with 
6MV RX delivered by Elekta Synergy BM Linac and Accuray 
Tomotherapy. Results were compared with measurements 
performed with Radiochromic films EBT3, Extradin A1SL Ion 
Chamber and Sun Nuclear Tomodose. 
Results: Output factors (in the range 0.8-10.4 cm) measured 
with IBA_1D are very close to the ones measured with ion 
chamber A1SL and EBT3 even at the smallest field size of 
0.8×0.8 cm2, where the deviation was less than 1.% whereas 
the maximum deviation is 1.5% corresponding to the 1.6×1.6 
cm2 field size. As example, in Fig 1, normalized lateral 
profiles of the smallest linac squared field and lateral 
tomotherapy beam profile of 1 cm jaw apertures are shown. 
 
Field size and beam’s penumbra were measured and 
compared to those of EBT film and Tomodose; result are 
reported in table 1. Eventually measured dose profiles were 
compared with ones predicted by Pinnacle and Monaco TPS, 
showing an excellent characterization of high modulated 
profiles.  
 
Conclusions: IBA_1D is a novel and valuable tool for QA small 
field dosimetry. All measurements demonstrated the device‘s 
capability to measure with high spatial resolution many 
crucial properties of the RT beams and the high temporal 
resolution capability of the detector readout system, which 
allows to investigate the temporal dose pattern of IMRT and 
VMAT deliveries. 
Measured field width match very well film data. The 
agreement between IBA_1D and the TPS is encouraging also 
in the VMAT application and demonstrates the great potential 
of the array due to the larger spatial resolution with respect 
to conventional dosimeters. 
 
PO-0827  
Dosimetric characterization of PTW MicroDiamond for FFF 
beams and small fields: experimental and Monte Carlo 
study 
A. Stravato1, G. Reggiori1, M. Pimpinella2, F. Lobefalo1, L. 
Cozzi1, A. Fogliata1, A. Gaudino1, P. Mancosu1, V. Palumbo1, 
M. Scorsetti3, S. Tomatis1 
1Humanitas Cancer Center, Medical Physics Unit of 
Radiotherapy, Rozzano (Milan), Italy  
2ENEA Centro Ricerche Casaccia, Istituto Nazionale di 
Metrologia delle Radiazioni Ionizzanti, Santa Maria di Galeria 
(Roma), Italy  
3Humanitas Cancer Center, Radiotherapy and Radiosurgery, 
Rozzano (Milan), Italy  
 
Purpose/Objective: With the increasing diffusion of SRS and 
SBRT treatments, the combination of FFF beams and small 
fields is becoming of common use and thus the necessity of 
adequate instruments for dose measurements is compelling. 
Aim of this work was the characterization of a PTW-
MicroDiamond detector under FFF beams up to small fields. 
Materials and Methods: A study in terms of repeatability, 
dose linearity and dose rate dependence was carried out. The 
dose per pulse dependence was evaluated up to 
0.13cGy/pulse comparing the dosimetric response of the 
MicroDiamond with the one of a calibrated Farmer-like 
reference detector. Since changing dose per pulse entails 
changing the beam energy too, an evaluation of the quality 
correction factor (kQ,Q0) was carried out. ND,w,Q0 for the 
MicroDiamond was measured with a 60Co beam in the ENEA-
IMRI Primary Metrology Center (Rome, Italy). The stopping 
power ratios (SPR) between diamond and water were 
calculated with the sprznrc module of the EGSnrc Monte 
Carlo code hence obtaining an approximated kQ,Q0 factor. The 
Varian phase space files of the TrueBeam beams were used as 
input files and the SPR values calculated for a 10x10cm2 field 
at a depth of 5cm and SSD=100cm. DFarmer/DMicroDiamond dose 
