Chan (2004) considered a certain continued fraction expansion and the corresponding Gauss-Kuzmin-Lévy problem. A Wirsing-type approach to the Perron-Frobenius operator of the associated transformation under its invariant measure allows us to obtain a near-optimal solution to this problem.
1944 A Wirsing-type approach to some continued fraction under its invariant measure. In Section 4, we use a Wirsing-type approach (see [22] ) to study the optimality of the convergence rate. Actually, in Theorem 4.3 of Section 4 we obtain upper and lower bounds of the convergence rate which provide a near-optimal solution to the Gauss-Kuzmin-Lévy problem.
Another expansion of reals in the unit interval
In this section we describe another continued fraction expansion different from the regular continued fraction expansion for a number x in the unit interval I = [0,1], which has been actually considered in [1] .
Define for any x ∈ I the transformation
where {u} denotes the fractionary part of a real u while log stands for natural logarithm. (Nevertheless, the definition of τ is independent of the base of the logarithm used.) Putting a n (x) = a 1 τ n−1 (x) , n ∈ N + = {1, 2,...}, (2.2) with τ 0 (x) = x the identity map and
where [u] denotes the integer part of a real u, one easily sees that every irrational x ∈ (0,1) has a unique infinite expansion
Here, the incomplete quotients or digits a n (x), n ∈ N + of x ∈ (0,1) are natural numbers. Let Ꮾ I be the σ-algebra of Borel subsets of I. There is a probability measure ν on Ꮾ I defined by
An operator treatment
In the sequel we will derive the Perron-Frobenius operator of τ under the invariant measure ν. Let µ be a probability measure on Ꮾ I such that µ(τ −1 (A)) = 0 whenever µ(A) = 0, A ∈ Ꮾ I , where τ is the continued fraction transformation defined in Section 2. In particular, 
In particular the Perron-Frobenius operator P λ of τ under the Lebesgue measure λ is
where 
for any n ∈ N and A ∈ Ꮾ I , where
A Wirsing-type approach
Let µ be a probability measure on Ꮾ I such that µ λ. For any n ∈ N, put
where τ 0 is the identity map. As (τ n < x) = τ −n ((0,x)), by Proposition 3.2 we have
In this section we will assume that F 0 ∈ C 1 (I). So, we study the behaviour of U n as n → ∞, assuming that the domain of U is C 1 (I), the collection of all functions f : I → C which have a continuous derivative.
Let f ∈ C 1 (I). Then the series (3.3) can be differentiated term-by-term, since the series of derivatives is uniformly convergent. Putting
3)
x ∈ I. Thus, we can write
where V :
We are going to show that V n takes certain functions into functions with very small values when n ∈ N + is large. Proof. Let h : R + → R be a continuous bounded function such that lim x→∞ h(x) < ∞. We look for a function g : (0,1] → R such that Ug = h, assuming that the equation
holds for x ∈ R + . Then (4.7) yields
and we indeed have Ug = h since
(4.10)
In particular, for any fixed a ∈ I we consider the function h a : R + → R defined by h a (x) = 1/(x + a + 1), x ∈ R + . By the above, the function g a : (0,1] → R defined as
satisfies Ug a (x) = h a (x), x ∈ I. Setting ϕ a (x) = g a (x) = 3ax 2 + 4(a + 1)x + 6 (ax + 2) 2 (ax + 1) 2 , (4.12)
we have
(4.13)
We choose a by asking that (ϕ a /V ϕ a )(0) = (ϕ a /V ϕ a )(1). This amounts to 3a 4 + 12a 3 + 18a 2 
Proof. Since V is a positive operator, we have
Noting that α f 0 ≤ ϕ ≤ β f 0 , we can write 17) n ∈ N + , which shows that (4.15) holds. 
Proof. For any n ∈ N and x ∈ I, set d n (F(x)) = µ(τ n < x) − F(x). Then by (4.2) we have
Differentiating twice with respect to x yields
,
, n ∈ N, x ∈ I.
Hence by (4.6) we have
Since d n (0) = d n (1) = 0, it follows from a well-known interpolation formula that
for any n ∈ N and x ∈ I, and another suitable θ = θ(n,x) ∈ I. The result stated follows now from Corollary 4.2. In the special case µ = λ, we have f 0 (x) = (x + 1)(x + 2), x ∈ I. Then with a = 0.794741181 ..., we have 
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Special Issue on Intelligent Computational Methods for Financial Engineering Call for Papers
As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions. However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
This special issue will include (but not be limited to) the following topics:
• Computational methods: artificial intelligence, neural networks, evolutionary algorithms, fuzzy inference, hybrid learning, ensemble learning, cooperative learning, multiagent learning
• Application fields: asset valuation and prediction, asset allocation and portfolio selection, bankruptcy prediction, fraud detection, credit risk management • Implementation aspects: decision support systems, expert systems, information systems, intelligent agents, web service, monitoring, deployment, implementation
