


































































vršnik, 2020: 568; Pasquale, 2015; Leclerc et al., 2020; Chan et al, 2016; Bray-
















の闘いばかりでなく、社会全体の規制を目的とした（Završnik, 2020: 570; 
Saunders et al., 2016）。
警察はＡＩを使用して、既遂犯罪を綿密に調査するばかりでなく、まだ起













































































めの矯正受刑者管理プロファイリング」（COMPAS: Correctional Offender 












































そのものを破壊することがある（Završnik, 2020: 574–575; The Committee 
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2018 年末に、欧州評議会の司法の効率のための欧州委員会（Council Euro-
pe’s European Commission for the Efficiency of Justice [CEPEJ]）は、アル
ゴリズムが人権に及ぼすリスクを減じるために、「司法システムにおけるＡ
Ｉの使用に関する欧州憲章」（The European Charter on the Use of AI in 
Judicial Systems）を採択し（The Committee of Experts on Internet Inter-




































































未来への明確な投影ができることである（Bennett Moses et al., 2016; Pee-



































（Peeters et al., 2018: 272–273; Goel et al., 2016）。
現在、刑事司法と犯罪精神医学において 200 以上のリスク評価ツールを手
に入れることができ、量刑、パロール審査、釈放後モニタリングなど広範囲































（Bennett Moses et al., 2016）。これにより、警察の配置、量刑、プロベーシ
ョン、保釈に関する決定のための説明責任は著しく疑わしくなる（Peeters 
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は、客観性と経験主義を装い、処罰アプローチにとってよりクールで微妙な










































































































































































































実践することが重要である。Danielle Kehl、Priscilla Guo、Samuel Kessler
による研究「刑事司法システムにおけるアルゴリズム：量刑におけるリスク




















126; Dupont et al., 2018）。
２　アルゴリズム使用最低基本三原則
１）公平性


















れるという誤った示唆がなされる（Kehl et al., 2017: 29; O’Neil, 2016）。
これらのアルゴリズムの開発、とりわけ、入力と利用に関して、重要な問
題と取り組まなければならない。リスク評価アルゴリズムは、潜在的に人種

































































可能であることを保証する必要がある（Kehl et al., 2017: 32; Citron, 2014）。














れた形での適切な情報公開を決定することができる（Kehl et al., 2017: 32–

































versal Declaration of Human Rights）、市民的及び政治的権利に関する国際





























Bennett Moses, L., and Chan, J. (2018). Algorithmic prediction in policing: 
assumptions, evaluation, and accountability. Policing and Society: An In-
ternational Journal of Research and Policy, 28 (7), 806–822.
Berk, R. A., and Bleich, J. (2013). Statistical Procedures for Forecasting 
Criminal Behavior. Crimininology and Public Policy, 12 (3), 513–544.
Brayne, S. (2018). The Criminal Law and Law Enforcement Implications of 
Big Data. Annual Review of Law and Social Science, 14, 293–308.
Brkan, M. (2017). Do Algorithms Rule the World? Algorithmic Decision-
Making in the Framework of the GDPR and Beyond. SSRN Scholarly 
Paper.
Brucato, B. (2015). Policing Made Visible: Mobile Technologies and the 
Importance of Point of View. Surveillance and Society, 13, 455–473.
Chan, J., and Bennett Moses, L. (2016). Is Big Data challenging criminology? 
Theoretical Criminology, 20 (1), 21–39.
Chiao, V. (2019). Fairness, accountability and transparency: notes on 
「法の支配」から「アルゴリズムの統治」へ──ＡＩによる刑事司法の予測化・自動化における最低基本三原則（竹村典良）
69
algorithmic decision-making in criminal justice. International Journal of 
Law in Context, 15, 126–139.
Christin, A., Rosenblat, A., and Boyd, D. (2015). Courts and predictive 
algorithms. Data and Civil Rights: A New Era of Policing and Justice. 
Data and Society.
Cino, J.G. (2018). Deploying the Secret Police: The Use of Algorithms in the 
Criminal Justice System. Georgia State University Law Review, 34 (4), 
1073–1102.
Citron, D. K. (2014). The Scored Society: Due Process for Automated 
Predictions. Washington Law Review, 89 (1), 1–33.
Douglas, T., Pugh, J., Singh, I., Savulescu, J., and Fazel, S. (2017). Risk 
assessment tools in criminal justice and forensic psychiatry: The need 
for better data. European Psychiatry, 42, 134–137.
Dupon, B., Stevens, Y., Westermann, H., and Joyce, M. (2018). Artificial Intelli-
gence in the Context of Crime and Criminal Justice. A Report for the 
Korean Institute of Criminology. Korean Institute of Criminology and 
International Centre for Comparative Criminology.
Eubanks, V. (2017). Automating Inequality: How High-tech Tools Profile, Po-
lice, and Punish the Poor. New York: St. Martins Press.
European Commission for the Efficiency of Justice (CEPEJ) (2018). European 
Ethical Charter on the use of artificial intelligence in judicial systems and 
their environment.
Ferguson, A.G. (2017). The Rise of Big Data Policing: Surveillance, Race, and 
the Future of Law Enforcement. New York: New York University Press.
（大槻敦子訳『監視大国アメリカ』原書房、2018 年）
Gates, K. A. (2011). Our Biometric Future: Facial Recognition Technology and 
the Culture of Surveillance. New York and London: New York University 
Press.
Goel, S., Rao, J.M., and Shroff, R. (2016). Personalized Risk Assessment in the 
Criminal Justice System. American Economic Review: Papers and Pro-
ceedings, 106 (5), 119–123.
桐蔭法学 27 巻 1 号（2020 年）
70
Hamilton, M. (2015). Adventures in Risk: Predicting Violent and Sexual 
Recidivism in Sentencing Law. Arizona State Law Journal, 47 (1), 1–62.
Hannah-Moffat, K. (2019). Algorithmic risk governance: Big data analytics, 
race and information activism in criminal justice debates. Theoretical 
Criminology, 23 (4), 453–470.
Harcourt, B.E. (2007). Against Prediction: Profiling, Policing, and Punishing 
in an Actuarial Age. Chicago: Chicago University Press.
Harcourt, B.E. (2015). Exposed. Desire and Disobedience in the Digital Age. 
Cambridge: Harvard University Press.
Katzenbach, C., and Ulbricht, L. (2019). Algorithmic governance. Internet Pol-
icy Review, 8 (4), 1–18.
Kehl, D., Guo, P., and Kessler, S. (2017). Algorithms in the Criminal Justice 
System: Assessing the Use of Risk Assessments in Sentencing. Responsive 
Communities Initiative, Berkman Klein Center for Internet and Society, 
Harvard Law School.
Kitchin, R. (2017). Thinking critically about and researching algorithms. Infor-
mation, Communication and Society, 20 (1), 14–29.
Lash, S. (2007). Power after Hegemony: Cultural Studies in Mutation? Theory, 
Culture and Society, 24 (3), 55–78.
Leclerc, B., and Cale, J. (eds.) (2020). Big Data (Criminology at the Edge). 
London and New York: Routledge.
Mehozay, Y., and Fisher, E. (2019). The epistemology of algorithmic risk 
assessment and the path towards a non-penology penology. Punishment 
and Society: The International Journal of Penology, 21(5), 523–541.
O’Neil, C. (2016). Weapon of Math Destruction: How Big Data increases Inequali-
ty and Threatens Democracy. Penguin Books.（久保尚子訳『あなたを支配
し、社会を破壊するＡＩ・ビッグデータの罠』インターシフト、2018 年）
Pasquale, F. (2015). The Black Box Society: The Secret Algorithms That Con-
trol Money and Information. Cambridge and London: Harvard University 
Press.
Peeters, R., and Schuilenburg, M. (2018). Machin justice: Governing security 
「法の支配」から「アルゴリズムの統治」へ──ＡＩによる刑事司法の予測化・自動化における最低基本三原則（竹村典良）
71
through the bureaucracy of algorithms. Information Policy, 23, 267–280.
Perry, W.L., McInnis, B., Price, C.C., Smith, S.C., and Hollywood, J.S. (2013). 
Predicting Policing: The Role of Crime Forecasting In Law Enforcing Op-
erations. Santa Monica: RAND Corporation.
Rehavi, M. M., and Starr, S. B. (2014). Racial Disparity in Federal Criminal 
Sentences. Journal of Political Economy, 122 (6), 1320–1354.
Saunders, J., Hunt, P., and Hollywood, J.S. (2016). Predictions put into practice: 
a quasi-experimental evaluation of Chicago’s predictive policing pilot. 
Journal of Experimental Criminology, 12 (3), 1–25.
Schuilenburg, M. (2015). The Securitization of Society: Crime, Risk, and Social 
Order. New York: New York University Press.
Smith, G.J.D., Bennett Moses, L., and Chan, J. (2017). The Challenges of Doing 
Criminology in the Big Data Era: Towards a Digital and Data-driven 
Approach. The British Journal of Criminology, 57 (2), 259–274.
Takemura, N. (2020). AI-Algorithm-Big Data, Predictive Criminal Justice and 
Hyper Crime/Social Control: Surveillance Capitalism after ‘Singularity’ 
and Prospects of Informational Civilization. Background documentation 
from individual expert prepared by Noriyoshi Takemura. The 14th United 
Nations Congress on Crime Prevention and Criminal Justice, Kyoto, 20–27 
April 2020. (forthcoming, the Congress was postponed because of COVID-19)
The Committee of Experts on Internet Intermediaries (MSI-NET) (2017), Study 
on the Human Rights Dimensions of Automated Data Processing Tech-
nique (in Particular Algorithms) and Possible Regulatory Implications.
Veale, M. (2019). Algorithms in the Criminal Justice System. A report by The 
Law Society Commission on the Use of Algorithms in the Justice 
System. The Law Society of England and Wales.
渡邊満久（2018）「AI 利用に伴うプロファイリングの諸問題」PwC Legal Ja-
pan News, 1–5.
Williams. M.L., Burnap, P., and Sloan. L. (2017). Crime Sensing With Big Data: 
The Affordance and Limitations of Using Open-source Communications 
to Estimate Crime Patterns. The British Journal of Criminology, 57 (2), 
桐蔭法学 27 巻 1 号（2020 年）
72
320–340.
Završnik, A. (ed.) (2018). Big Data, Crime and Social Control. London and 
New York: Routledge.
Završnik, A. (2020). Criminal justice, artificial intelligence systems, and human 
rights. ERA Forum, 20, 567–583.
Zuboff, S. (2015). Big other: surveillance capitalism and the prospects of an 
information civilization. Journal of Information Technology, 30, 75–89.
Zuboff, S. (2019). The Age of Surveillance Capitalism: The Fight for a Human 
Future at the New Frontier of Power. London: Profile Books.
（たけむら・のりよし　桐蔭横浜大学法学部教授）
