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ABSTRACT
Systematic conservation planning is a fertile scientific discipline capable of
examining global natural resource threats including land cover conversion, habitat
fragmentation, biodiversity loss, and climate change. Many of these threats are acting in
concert to accelerate the rate of change which increases the urgency of action. The scale
of these changes creates unique spatial analysis and computational challenges. This study
was designed to address several of these challenges pertaining to the analyses of
publically protected areas, habitat connectivity, and private lands conservation. I examine
how using high-throughput and high-performance computing helps conservation
practitioners ask and solve larger ecological questions. I describe when practitioners
might consider using these technologies based on the types of questions that are asked. I
improve upon existing circuit-theory based habitat connectivity modeling by using
parallel processing and develop new methodologies which facilitate fine-grained analyses
over broad geographic extents. I explore how species-level habitat connectivity can
inform broad patterns of current and future landscape connectivity in the southeastern
U.S. by incorporating species with a diverse group of dispersal abilities and including
forecasted threats to connectivity. Since most of the conservation lands in the eastern
U.S. are privately-owned, I explore the spatial patterns, distribution, and social covariates
around private lands conservation (e.g., easements) throughout the Appalachian region.
Harnessing the power of high-throughput and high-performance computing
facilitated a 72-125 times speedup for several large-landscape spatial analyses. These

ii

improvements arm researches with the ability to ask questions which more closely
capture the complexity seen in nature. Circuit-theory based habitat connectivity is
notoriously computationally expensive and the results presented herein suggest
computational bottlenecks can be overcome with a 160 times speedup. Moreover, the
results illustrated circuit-theory based connectivity maps converge on a near solution
much faster than previously thought and thus the description of this ‘convergence factor’
will save researchers many hours of computation and make broad-extent analyses
practicable.
Species-derived connectivity maps indicate far fewer large contiguous areas will
be available to facilitate animal movements across ecoregions in 2100. Overall species
potential habitat cores were reduced by 36% reaching as high as 72% for one species. I
observed a simplified landscape connectivity in 2100 where values were dissected and
depleted for the highest quantiles. Despite these discouraging findings, private lands
conservation may provide a ‘stop-gap’ measure to slow these changes. I found
conservation easements throughput Appalachia nearer to urban developments, major road
networks, on arable lands, and surrounded by areas of higher diversity than random.
These results differ from that of global protected areas but the drivers of easement
location may be more tightly linked with social processes, rather than environmental
ones. Collectively, this research can help guide practitioners about what science and
technology is needed and at the appropriate scale to match their conservation questions.
Although the increasing threats to biodiversity conservation are well documented,
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strategies such as those presented here may help facilitate positive conservation
outcomes.
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CHAPTER ONE

HISTORY AND FUTURE DIRECTION OF LANDSCAPE-SCALE
CONSERVATION

Global biodiversity conservation in the last two centuries has largely been
addressed in situ by the acquisition and human use restriction of natural lands. Many of
these large parcels have been set aside as parks and protected areas by federal and state
governments (Brockington et al. 2008). In North America, parks were chosen for their
marginal lands (Scott 1999), amenability to capitalism (i.e., tourism access) and their
awe-inspiring natural features (Runte 1997) but they also offered theretofore unrealized
recreational opportunities in the vanished frontier. These early efforts were crowning
achievements in modern conservation, and have been called ‘America’s best idea’, in part
due to the sheer size of initial reserves and the limited surrounding development which
seemingly protected the very idea of ‘wilderness’. What was often lacking from these
efforts was the foresight for expansion and the implications of future management of
areas surrounding the reserves.
These and other conservation efforts of the time were mostly executed in an ad
hoc manner. Local concerns or pockets of ecological wonder often provided the impetus
for localized decisions. In other words, conservation proceeded in a reactive, as opposed
to proactive or systematic fashion and was mostly conceived over small geographic
extents (Pressey 1994). This conceptual framework is intuitive since important decisions
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about natural resource conservation are largely made by small groups of people to which
the outcome has proximal relevance. Unfortunately, these efforts and the conceptual
framework under which they were executed are unlikely to conserve biodiversity into
future (Newmark 1985, Scott et al. 2001).
Over the last two hundred years Federal, state and local governments, along with
NGOs, have designated many parks and protected areas in geographic and/or social
settings which were presently opportune but may not foster the sustainability of
ecosystem processes and biodiversity over broader geographic extents (Groves 2003b).
These decisions created ecological biases that leave protected lands less equipped to
abate impacts from exploding human populations (Mcdonald et al. 2008, Radeloff et al.
2010), energy development (and use) and the network of paved roads (Baldwin et al.
2007, Kirk et al. 2012) that continue to fragment habitat around areas that have been
previously protected (DeFries et al. 2007). It is becomingly increasingly complex to plan
for conservation because the forces driving these pressures (e.g., population growth and
energy demands) are global in scale (McKee et al. 2004) and not expected to plateau until
the latter half of the 21st century (Cohen 2003). It is now clear that our future
conservation decisions must implicitly account for these threats and their non-linear
effects if biodiversity is to be conserved.
The broad acceptance of past conservation limitations in the face of emerging
ecological threats sparked the genesis of conservation biology: a new, synthetic and
multidisciplinary field that rests firmly on the central tenant that biodiversity is ‘good’
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(Soulé 1985). Thus, the primary concern of conservation biology is to maintain, improve,
restore, or expand the patterns and processes that encourage and drive diversity of
landscapes, ecosystems, populations, communities, and plants and animals. Occupying
oneself with these concerns eventually begs the fundamental question about what humans
can and care to do about it. Thus, systematic conservation planning was born. Simply
stated, conservation planning proposes a solution to the central problem in applied
conservation: when and where is conservation action necessary, what actions should be
taken, how much of what action is required, and why is it important in the first place?
The framework for this discipline was famously outlined by Margules and Pressey
(2000a), but these ideas were born out of many efforts from the 1980s-90s which
provided the theoretical underpinnings (see Margules 1986, Margules et al. 1988, Pressey
et al. 1993, Pressey et al. 1996). Ideas such as complementarity (how each decision is
effected by past decisions), flexibility (multiple solutions), irreplaceability (overall
importance), representativeness, and the improvement of optimization algorithms helped
launch the science of conservation planning into the rapidly evolving and fertile
discipline it is today.
Systematic conservation planning provides us a new paradigm under which to
analyze conservation decisions of the past, current, and future. Arguably, up until the
mid-twentieth century it was not necessary to view localized conservation actions with a
telescope. That is to say, to place decisions into a larger ecological and future landscape
context. This is no longer the case as human-caused alteration of landscapes has exploded
globally since 1900 (Ramankutty et al. 2002) and the effects create non-linear threats to
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the future of biodiversity (Andren 1994, Chapin et al. 2000, Sala et al. 2000). Although
opportunistic and local conservation efforts will always be important, it is widely
accepted that these strategies in isolation are insufficient to support regional and global
biodiversity. Nor should we limit the conversation around conservation action to simple
land acquisition or narrowly focused single species efforts across limited geographies. A
more synthetic, larger, and bolder vision is now required (Noss et al. 2012).
Conservation Planning at Scale
Bolder thinking is clearly required to address transboundary issues, such as
climate change, land-use change, and invasive species and will require an even broader
collaboration and engagement than what has existed in relatively recent conservation
efforts. Modern conservation practitioners are ‘scaling-up’ their thinking about how past
and future human impacts will effect landscapes and natural resources (Theobald 2010,
Trombulak and Baldwin 2010b). Multiple landscape-scale initiatives have formed
including taxa specific groups (e.g., Joint Ventures, Yellowstone to Yukon), groups that
explicitly bridge social and environmental sciences (e.g., Man and Biosphere) and
broadly defined non-taxa specific groups (e.g., Landscape Conservation Cooperatives).
Despite multiple foci, the over-reaching goals of these organizations are often similar.
The central vision of landscape-level conservation is to properly represent species,
ecosystems, cultural values/services, and ecological processes of a region in a system of
protected and managed areas, taking into account a dynamic and uncertain future
(Pressey et al. 2007).
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In order to achieve this auspicious vision new collaborations, new techniques, and
new foundational theory may be required. From a practical perspective, the scale of these
problems often creates a suite of computational and data handling limitations. Although
data processing capabilities have advanced considerably in the past several decades,
analyzing the broad geographic datasets (e.g., regional to national) useful for landscapescale planning (Trombulak and Baldwin 2010b), particularly if those datasets are also
fine-grained, remains computationally expensive and beyond the capacities of many
individuals and organizations (Moilanen and Ball 2009). Increasingly complex
algorithms, models, and the expansion of publically available georeferenced data will
only exacerbate these problems. Since conservation planning science is heavily reliant on
computer-based modeling and informatics (Jørgensen et al. 2009), which are typically
improved by increases in both resolution and extent, practitioners are beginning to look
for computational solutions (Mcrae et al. 2008, Carroll et al. 2012, Landguth et al. 2012,
Leonard et al. 2014). Unfortunately, obstacles such as access to supercomputers and
computer programming expertise may be daunting to ecologists and conservation
biologists. Thus, strong collaborations with computer scientists, data managers, and
network theorists will be necessary.
Connectivity and Private Lands
The incorporation of private lands into systematic landscape-scale planning is
increasingly justified. At the turn of the 21st century nearly 75% of all endangered species
in the U.S. were supported at least partially by private lands, and at least 50% of
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imperiled species are represented on private lands. Meanwhile, the species which do
occupy public lands exist mostly in areas available for intensive use and may not be
managed in a way that is conducive to population persistence (Groves et al. 2000). These
relatively high numbers suggest that public land holdings will not be sufficient to
maintain biodiversity into the future and conservation planners need to focus on areas
between public conservation lands (i.e., the ‘matrix’) to create more connected networks
(Crooks 2006).
In the early 1980s, habitat connectivity was proposed as a solution to ecological
problems being created from increasingly fragmented landscapes (Merriam 1984, Baudry
and Marriam 1988). While much of the early focus of connectivity was structural in
nature, a more nuanced functional approach has arisen which attempts to foster the longterm sustainability of ecological processes (Taylor et al. 2006, Theobald 2006). Today
habitat connectivity may be more important than ever as a rapidly changing climate is
driving range shifts for multiple taxa (Chen et al. 2011, Hoffmann and Sgrò 2011) and
connectivity is the most often cited solution to these problems (Heller and Zavaleta
2009). Enhancing, restoring, or creating connectivity between networks of protected
areas, which are geographically fixed and increasingly isolated (Joppa et al. 2009), may
be the best way to maintain the current biodiversity represented in these networks
(Hannah et al. 2007). One mechanism to rapidly expand the connectivity of protected
areas is through the acquisition or management of private lands by way of conservation
easements. The National Land Trust Alliance (which inventories and promotes the use of
easements) announced in 2010 that its member organizations had increased land holdings
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by 23 million acres since 2000, totaling over 27 million acres nationwide (LTA 2010).
However, little is known about how these easements contribute to a landscape-level
conservation vision that would aid in biodiversity conservation (Lawler and HepinstallCyerman 2010). As private land ownership continues to expand our network of protected
areas it is important to encourage an explicit, systematic approach to land acquisition in
order to improve connectivity and achieve biodiversity goals.
Thinking Long Now: looking to the conservation planning future
My research attempts to address three major components important to the success
of landscape-level conservation planning. Quite simply they are to think big, connect, and
to manage the matrix. Most of this research is carried out within several of the
Department of Interior’s landscape conservation cooperative (LCC) program boundaries.
Put into action by a secretarial order in 2009, the program now spans all 50 U.S. states
and multiple territories in the Caribbean and Pacific Islands with 22 autonomously
governed public-private partnerships. These cooperatives are charged with developing
and sharing a landscape-level vision for sustaining natural and cultural resources into the
future (Salazar 2009). Collectively, the LCCs are comprised of over 300 conservation
partner organizations and have funded more than 400 research projects since their
inception. Within this overreaching contextual framework, this dissertation utilizes and
builds upon these networks covering large expanses of the eastern U.S. from New York
to Texas.
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Thinking big inherently pushes the boundaries of scale to test some of the
fundamental assumptions in coarse-scale planning and explores methods to make finescale planning efforts more computationally tractable in regards to large ecological
datasets, model sensitivity to scaling effects, and habitat connectivity. This research
elucidates methods that can be used to produce continental-extent functional habitat
connectivity maps between public and private lands that could facilitate species
persistence in the face of further impending change. Ultimately this means that private
lands conservation should be strategically prioritized with wide-ranging underlying goals
for acquisition and management. Many have speculated that the earth’s biodiversity at the
end of the 21st century will be at very least impoverished (Sala et al. 2000, Urban 2015).
While the accuracy of these projections may require several more decades to assess,
many argue for the prudence of the precautionary principal by making decisions today
based on the best available science looking as far forward as that science allows to
envision a desired future.
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CHAPTER TWO

HIGH-THROUGHPUT COMPUTING PROVIDES SUBSTATIAL TIME
SAVINGS FOR LANDSCAPE AND CONSERVATION PLANNING

Abstract
The social and ecological complexity of conservation issues has increased as a
function of human transformation of landscapes, requiring robust decision support tools
for planning. Remotely sensed data, available at increasingly fine-grain sizes, combined
with powerful computing hardware and a plethora of software packages, provide
landscape and conservation planners an opportunity to contribute to the design of future
landscapes at local-regional extents. A computing limitation that has largely been
accepted by the planning community is a sacrifice of grain size with increasing spatial
extent. High throughput and high-performance computing applications (i.e., “grid
computing”, “supercomputing”) expand the potential for large-extent analyses with highresolution data. We provide three landscape and conservation planning experiments that
investigate to what degree high-throughput computing expedites spatial analyses at
varying grains and extents. The first two distribute tasks to networked GIS computers: (1)
detecting small landforms using fine-grained data over a limited spatial extent and (2)
coarse-grained protected areas analysis at a continental-extent. The final experiment uses
a supercomputer to run stand-alone software for a multi-step habitat connectivity analysis
at moderate resolution and extent. All three experiments demonstrated massive time

13

savings, shifting processing time for intensive landscape analyses from months to hours.
We suggest high-throughput computing will improve landscape planning by (1) allowing
finer grained analyses at greater extents, (2) reducing time consumed by complex
algorithms, and (3) facilitating analyses of model sensitivities. Employing these methods
may allow planners to ask and solve more complex ecological and planning questions
and more accurately represent pattern and process at multiple scales.
Introduction
Landscape ecology and conservation planning are fields in which grain size and
extent of analysis are frequently limited by computing capacity and/or data availability,
which in turn have an impact on the results and applicability of a given study (Woolmer
et al. 2008, Seo et al. 2009, Arponen et al. 2012, Carroll et al. 2012, Landguth et al.
2012). When spatial computing was first applied to landscape planning several decades
ago, the analyses were restricted to lower-resolution datasets (e.g., vector data
representing location and extent of major features, coarser-grain rasters ranging from
90m-10km) and simpler overlays (Scott 1993, Rodrigues et al. 2004). As computing and
remote sensing technologies advanced, the basic relationship for spatial analyses (i.e.,
that larger extent analyses were constrained to larger grains) has changed so that more
complex spatial operations could be performed on larger datasets, and with finer grains
(e.g., 1m-90m depending on extent) (Urban 2005). Personal computers have increased
rapidly in power over the last 20 years, for example random-access memory (RAM) has
increased by about 1000x. Along with increases in graphics processing and storage
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capacities, such memory improvements have opened large-landscape and conservation
planning to many GIS users. Many professional planners have begun to achieve faster
problem solving through parallel processing. These improvements can result in more
accurate representation of landscape pattern and process (Landguth et al. 2012) and/or
species distributions (Liu et al. 2012) by facilitating more model iterations with varying
parameter values and data inputs, resulting in better understanding of model sensitivities
(Johnson 2001) and scaling effects.
Conservation planning is a specific application of landscape planning that
incorporates foundational conservation biology theory. Primary objectives include the
allocation of resources towards conserving specific areas and achieving specified
biodiversity goals (Moilanen et al. 2009) which are advanced by increases in both
resolution and extent. Conservation is increasingly reliant on computer based modeling
and informatics (Jørgensen et al. 2009) thus, planners use various methods to speed
processing, including building faster PCs, parallel processing, and writing software in
languages than can be more easily implemented on supercomputers (Mcrae et al. 2008,
Carroll et al. 2012, Landguth et al. 2012). For example, many new conservation planning
software packages are written in computing language Python (http://www.python.org/).
This language can be easily interpreted by Linux (the operating system for most
supercomputers), and drives the engine for the dominant software package used in the
planning community (ArcGIS v.10x).
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Although data processing capabilities have advanced exponentially, analyzing the
large-extent datasets (e.g., regional to national) useful for landscape-scale planning
(Trombulak and Baldwin 2010a), particularly if those datasets are also high-resolution
(e.g., ≤ 10m DEM) and the process utilizes complex algorithms, remains computationally
expensive and beyond the capacities of many individuals and organizations (Moilanen
and Ball 2009). Even relatively coarse-resolution datasets (e.g., USGS land use/land
cover) become cumbersome in typical software applications (e.g., ArcGIS), when using a
single desktop workstation and working at large extent (e.g., greater than one U.S. state)
(Graham et al. 2004). Due to improvements in remote sensing, there are more datasets
available for large-landscape planning at finer grain sizes. At the same time, the
algorithms used for reserve selection, estimating changes in natural landscape condition,
and mapping habitat connectivity are increasingly complex (Armstrong et al. 2005,
Moilanen and Ball 2009, Theobald 2010, Theobald et al. 2012). New datasets are
emerging from high-resolution remote sensing technologies (e.g., Interferometric
Synthetic Aperture Radar (IFSAR) and Light Detection and Ranging (LiDAR)) that can
produce millions of data points over fairly small areas and be used to represent landscape
structure (e.g., Asner et al. 2008). For example, LiDAR can produce a 1-2m DEM that
could be used to detect small landforms (e.g., small, isolated wetlands that have high
biodiversity value) (Leonard et al. 2012). Given appropriate processing capabilities, these
datasets might also be applied to making finer “land facets” or “ecological land units”
than the typical grains used in conservation planning (e.g., 10-30m) or to apply these
grains over greater spatial extents. For example, the continental and regional scales
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employed in recent climate adaptation analyses (Anderson and Ferree 2010, Beier and
Brost 2010). Diversity of landforms is measured by whatever grain-sized digital elevation
models are available and is analyzed on a relevant extent for conservation planning
and/or that can be reasonably computed. In some topographic settings, LiDAR derived
landforms may reveal landscape-level heterogeneity masked by the use of landforms
made from >10m DEMs. (Minor and Lookingbill 2010). Large-landscape analyses that at
one time were single-cell based projects using simple arithmetic now have evolved to
incorporate neighborhood statistics, multiple grain sizes, and other computational
complexities. For example, indices of human landscape transformation (i.e.,
“naturalness”) have evolved from additive (Woolmer et al. 2008) to statistical (Theobald
2010, Theobald et al. 2012), with concomitant processing demands.
While planning entities and landscape ecology labs may invest in their own
cyberinfrastructure to support intensive computing, universities have computing clusters
that can be adapted to conservation planning problems (Roberts et al. 2010). Answers to
faster processing include: building a desktop with more processing capability,
implementing parallel processing on single workstations or clusters of workstations,
accessing an online ‘cloud,’ and accessing institutional ‘supercomputers’ (Fig. 2.1).
There is a range of terms in use for such activities, i.e., High-Performance Computing
(HPC), Cloud Computing, and High-Throughput Computing (HTC). In most HPC
applications, true parallel processing occurs, in which CPUs from various computers are
communicating with each other to solve a problem (i.e., tightly-coupled). Thus, the
computers are effectively acting as one machine. When using HTC, a job is parceled out
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to a grid of computers which may solve a subset of the problem and little or no
communication is required between machines (i.e., loosely-coupled) but the solution may
need final aggregation. HTC is cheaper and more accessible, as it commonly uses
existing grids such as GIS-enabled university computer labs. While HPC can be executed
in local, focused clusters (e.g., a planners own lab), large processing gains are realized by
using larger pooled network resources. Supercomputers are often large and powerful
processing systems maintained by universities and other entities for which access is
controlled but may be available to outside research groups.
The options for HTC computing abound in a general sense although not all are
easily accessible and vary in their applicability to landscape-level conservation planning.
For those with means and access, large networks of computing resources can be shared
(e.g., NSF’s TerraGrid), or rented (e.g., Amazon Elastic Cloud Computing: (see Juve et
al. 2012)), but difficulties for landscape planning remain as such systems may not support
specialized software packages. Academic systems make up 16% of top 500
supercomputer resources in the world, and 13% of top US supercomputing sites are on
college campuses (TOP500.Org 2012). Both the Open Science Grid and European Grid
Infrastructure (EGI), large-scale initiatives to make available distributed computing
resources, are partially supported/maintained by universities. However, not all the
cyberinfrastructure that is available is broadly used. The National Academy of Sciences
and the National Research Council have reported that supercomputing resources are
underused for projects with social implications including climate modeling, national
security, and geophysical exploration and have recommended an increase in access
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(Graham et al. 2004). Currently landscape-level conservation planning projects seeking
to rapidly decrease geoprocessing time may want to instead partner with local universities
to utilize methods we describe below.
The primary goal of this study was to investigate to what degree high-throughput
computing can shorten processing time of spatial analyses for a range of landscape and
conservation planning-related analyses (Fig. 2.1). To accomplish that we developed three
experiments to illustrate three distinct and relevant planning scenarios. In addition, we
provide information on methods and time savings involved for each process. These
experiments included: (I) generation of fine-scale landforms to be used in local or county
planning, in this case a topographical model for detection of small, isolated wetlands at a
local extent, (II) execution of a common analytical tool to assess human impact in and
around protected areas over a large extent (zonal statistics for the Human Footprint in
North America), and (III) completion of multiple iterations of a habitat connectivity
model using Circuitscape for a U.S. State (Shah and McRae 2008). Our results support
the further exploration of computing resources by landscape and conservation planners so
that limiting factors such as resolution and extent may be better optimized to capture
nature’s complexity (i.e., Moilanen and Ball 2009).
Methods
Given that ESRI’s ArcGIS software suite (Redlands, CA 2010) is the dominant
analytical platform for landscape and conservation planning (>40% total worldwide GIS
market share [Arc Advisory Group 2010] while some estimate as high as 70% of GIS
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users employ ESRI tools), experiments I and II implement native ArcGIS tools in HTC.
The third experiment was conducted using the open source software Circuitscape (Shah
and McRae 2008). This software has been developed using Python and operates as a
stand-alone package (e.g., does not require accompanying commercial software such as
ArcGIS). Because the most accessible form of HTC involves distributing workloads
across a grid of workstations (e.g., GIS-enabled lab computers), we used third-party open
source grid middleware (Condor) management within the Python programming language
(see below). Python is an open source high-level programming language designed for
readability, and it is the preferred language in ArcGIS 10.x. Because HPC is another
means of facilitating the landscape planning modeling process, our third experiment used
Clemson University’s Palmetto cluster (TOP500.Org 2012). In each experiment, a
computationally expensive model was developed for use in a grid computing
environment and overall performance was compared to model execution on a similar
local workstation.
Condor and grid middleware
Grid middleware is a software application that manages a distributed workload for
computationally expensive jobs. It facilitates dissemination of these jobs to remote
machines while allowing the user to control job execution. Although there are a number
of capable grid middleware applications, we chose Condor
(http://www.cs.wisc.edu/condor/) for this study for two primary reasons. First, Condor is
open source and designed to handle complex task scheduling such that might exist when
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utilizing an academic ArcGIS computer laboratory. In fact, scheduling can be the most
difficult task in any loosely-coupled grid workflow (Afgan and Bangalore 2008) where
processing cores or workstations do not communicate with one another during execution.
Second, Condor has been utilized, supported, and updated for nearly two decades.
Small Wetlands Experiment (I)
In our first experiment, we investigated HTC in the context of a local-scale study
to identify small landforms that are important for conservation yet are difficult to detect
from the air and too numerous to map using field surveys. This experiment fits within a
larger study (see, Leonard et al. 2012) to map and develop conservation plans for small,
isolated wetlands (i.e., vernal pools, seasonal pools, ephemeral wetlands, depressional
wetlands, temporary ponds) in forested landscapes. These wetlands are receiving
increased conservation attention due to their biodiversity functions and for the lack of
specific, regulatory protections (Semlitsch and Bodie 1998, Zedler 2003, Baldwin et al.
2006). While these ecosystems are routinely omitted from coarse-grain mapping efforts
(e.g., The National Wetlands Inventory) they often provide critical habitat for
herpetofauna and other hydroperiod sensitive organisms (Semlitsch and Bodie 1998,
Calhoun et al. 2003). Further, small urban wetlands provide a suite of ecosystem services
which often aid in multi-use and multi-value planning scenarios (Mitsch and Gosselink
2000). Thus, mapping small wetlands is a critical first step for improving landscape and
conservation planning.
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Grain, Extent, and Computation
We used a high-resolution digital elevation models (DEM) derived from LiDAR
points, covering 55,000 hectares at 2m resolution. To identify the small depressions, we
created custom relief models in ArcGIS modelbuilder (a diagrammatic interface that
facilitates the workflow of multiple tools which are executed in sequence using
automatically generated python code). These models were then divided into 2km tiles,
with 300m overlap, for further processing. The resultant DEMs contained more than 10
million points which were analyzed with local indicators of spatial association (LISA): a
computationally expensive analysis (Armstrong et al. 1994). We used the LISA output to
perform a multitude of vector tasks in order to map topographic depressions in low-relief
landscapes. This workflow was output to Python code using modelbuilder’s graphical
user interface (i.e., export options)
The resulting output Python code was designed for execution on the local
machine (e.g., file paths were referenced to the local hard drive). Remote execution of the
code (stand-alone) involved pre-requisite steps for proper functioning (e.g., defining data
paths for ArcGIS server, and defining remote workspaces for output files (Fig. 2.2 step
4)). Condor provided native macro functionality to iterate through a sequence of files
and/or folders which streamlined the workflow of jobs and eliminated the need for user
interaction during remote job execution.
The workstations (n=132) used to support the HTC were housed in multiple
student computer laboratories in a homogeneous software environment equipped with
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ArcGIS Desktop version 10.0 (experiment I) or 9.3 (experiment II). Although these
resources were outfitted with heterogeneous hardware, they contained a minimum of Intel
Core 2 Duo 2.4 GHz processors with 2GB RAM. In addition, these workstations
interfaced with an ArcGIS Enterprise Server (v.10.0) and a dedicated server containing
Condor software, which handled pairing the jobs with available workstations (i.e.,
matchmaking). Together, these three components (laboratory workstations, ArcGIS
server, and Condor matchmaker) provided a high-throughput computing (HTC)
environment, which operated without the need for the user or remote machines to interact
with a local machine during processing (Fig. 2.2). In addition, this setup will
accommodate a more generic domain without a homogeneous software environment (i.e.,
ArcGIS libraries installed to different directories) if the python executable is properly
referenced.
Human Footprint Experiment (II)
In addition to the high-resolution HTC experiment in this study, we have included
processing speedup for a coarser-resolution, large-extent experiment. Over the last 15
years, landscape ecologists and planners have produced a multitude of metrics to measure
the effects of human influence on the landscape and have recognized that understanding
these effects and patterns is paramount to future planning efforts. The Human Footprint is
one such leading metric. Developed by Sanderson et al. (2002), the Human Footprint is a
spatially explicit threat assessment to identify the least human effected landscapes. We
employed this metric to measure the degree of human alteration in and around North
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American protected areas. Protected areas are globally recognized for their role in
biodiversity conservation (Rodrigues et al. 2004) while offering opportunities of
economic and social growth (Naughton-Treves et al. 2005).
Grain, Extent, and Computation
We calculated the x Human Footprint (HF) at a continental-scale for state and
federally managed protected areas (1km resolution).We made HF calculations both inside
and outside (buffers) of these areas that ranged in size from <1 to >11 million hectares.
These calculations involved nearly 200,000 polygons, creating non-trivial processing
obstacles. Challenges included multiple zonal statistics problems (see Lipscomb and
Baldwin 2010) which were overcome with custom Visual Basic 6.0 geoprocessing scripts
(available upon request from authors) in concert with native ArcGIS 9.3 tools and
designed in the Model Builder framework. Again, we exported code for use with Condor
and execution was performed similar to the previous experiment.
Habitat Connectivity Experiment (III)
In our last experiment, we explore the open source connectivity modeling
software Circuitscape. Connectivity conservation is an emerging sub discipline of
landscape ecology and can be used for landscape planning at multiple spatial scales to
support biodiversity goals. More specifically, functional connectivity, which models the
successful transfer of genetic material, can directly contribute to planning goals. Thus,
mapping gene flow is quickly becoming a conservation priority (Crooks 2006) and doing
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so using circuit theory has outperformed some traditional methods of connectivity
modeling for multiple landscapes and species of interest (McRae and Beier 2007).
Grain, Extent, and Computation
Like many other software packages, Circuitscape maintains functionality with
ArcGIS files but operates as a stand-alone application. Developed in python and capable
of being executed on multiple computing platforms, the software is known to require
impressive amounts of RAM to process large rasters, making it a prime candidate for
supercomputing. Thus, we subjected a 100m resolution raster estimating landscape
alteration (i.e., "naturalness", Theobald 2010) for the state of South Carolina to the
second largest publicly owned academic supercomputer in the country (>96 teraflops),
and the 128th largest system in the world, for analysis (i.e., Palmetto Cluster :
http://top500.org/system/9849). This computer consists of a heterogeneous cluster
operating on the CentOS5 platform, a Linux based distribution. We employed
Circuitscape on this computer to do a pairwise analysis of potential gene flow, where
naturalness served as electrical conductance, between 63 random points (2,211 pairs)
across the state in a loosely-coupled workflow.
Workflow
In the first step of Condor matchmaking, the pool of computers advertise
themselves as available, along with other useful information about their operating system,
hardware, and installed software (Fig. 2.2. Step 1). We used computers with Intel
architecture, Windows NT operating system 6.1, and ArcGIS 9.3 or 10.0 installed. In the
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second step, the user queries the matchmaker for available machines and minimum
requirements to execute a desired job. Using Condor, this is done by submitting a “class
advertisement” (class-ad) which consists of a text file that describes jobs, required
resources, when the resources are needed, and how many workstations are needed. Again,
for a non-homogenous software environment additional information about the ArcGIS
version and licensed extensions can be published in class-ads by referencing installed
directories and using the “constraint” switch inside Condor. In the third step of the
workflow, the user submits all necessary files required to execute the job to a remote
ArcGIS database server, including submit file, input files, and executable files. This
initiates each matching workstation to start the calculation. The fourth step occurs as each
workstation in the pool copies necessary input files and begins executing its portion of
the overall job. This entire step is executed in a loosely-coupled fashion. In the fifth step,
each workstation transfers its output back to the ArcGIS database. The sixth and final
step occurs as all the output files are transferred back to the user’s machine for further
analysis and display in a GIS.
Speedup and efficiency estimates
Speedup is a simple measure of how much faster a task can be completed in
parallel execution as opposed to a sequential execution. For our purposes it is measured
where:

S

=

T1
Tp
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T1 = processing time of sequential execution with one workstation
Tp = processing time in loosely-coupled execution for p processors

Often, a measure of efficiency is more useful as it describes how well processors are
being utilized to solve a problem. Efficiency typically ranges from 0-1 (expressed as a
percentage) where an ideal linear speedup is equal to the number processors included. In
other words, this calculation can be used to describe the scalability of a problem given
parallel computing. We measure efficiency where:

E=

s=
p

T1
pTP

p = number of processors

Results
High-throughput computing of both high-resolution and large extent data offered
massive wall time (i.e., elapsed clock time) savings over traditional desktop workstation
execution (Fig. 2.3), displaying a near negative exponential relationship with number of
workstations. Using our high-resolution ephemeral wetland experiment, a local machine
exhausted 205.25 hours of processing to complete the 55,000 hectare study area. That
same workflow using our grid computing infrastructure consumed only 2.25 hours;
accounting for a 91x observed speedup. With processing bottlenecks occurring in
predictable input/output (I/O) file writing operations and task scheduling, this experiment
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attained an efficiency of 69.1%. More simply, the scalability of our grid infrastructure
decreased with increasing workstations and total overhead accounted for 30.9% of the
processing time.
Over 4,600 previously unknown potential small wetlands resulted from this highresolution analysis (Leonard et al. 2012). Moreover, this type of implementation is
amenable to multiple iterations which can address pertinent landscape planning questions
once the ecosystems are mapped (e.g., filtering to find the deepest and longest
hydroperiod wetlands or to describe the connectivity between wetland sites). Most
importantly, these ecosystems were captured in an efficient automated workflow as
opposed to spending potentially hundreds of hours combing over aerial photography for
manual identification.
Our large-extent, coarse-resolution human footprint analysis experiment was
more computationally expensive, requiring an estimated 864 hours of processing wall
time. We achieved a 72x speedup with HTC and completed the job in fewer than 12
hours. Efficiency was much lower (54.5%) compared to the high-resolution experiment
due to additional I/O operations required to calculate HF from multiple underlying spatial
data sets. It is worth noting that without HTC, the zonal statistics problems we
encountered while calculating HF were insurmountable due to ArcGIS geoprocessing
complications (see Lipscomb and Baldwin 2010). Our methods facilitated a rapid
discovery and correction of the error saving hundreds of hours of computation. More
importantly, Woolmer et al. (2008) found that the ability to examine HF at multiple
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resolutions across large spatial extents facilitates more precise and practical local
planning while appropriately placing those local ecosystems in a regional context.
For our last experiment, the state-extent, moderate-resolution habitat connectivity
analysis, we distributed our 2,211 point pairs across 201 nodes (i.e., a computer operating
as a server) to maximize available memory. To this end, we only executed one
calculation on each 8-core (i.e., a processing unit that makes up a cpu) node until 11
sequential calculations were completed. The average calculation required ≈ 5gb of RAM.
Distributing the workload to provide Circuitscape access to practically unlimited
resources decreased our processing wall time from an estimated 611 hours (mean CPU
time for randomly selected pairs multiplied by 2,211 pairs) to fewer than 5, a 125x
speedup (62% efficiency). However, simultaneously utilizing 3 cores in each node would
optimize this effort by using >90% of available RAM on each node (16GB). Therefore,
given a linear processing increase, it is reasonable to expect an optimal speedup on
Palmetto approaching 374x (1.6 hr.). These speedups are extremely important for
landscape planning because parcel management is dynamic (e.g., ownership status,
protection level) and updated analyses may incorporate these changes or include new,
important parcels (e.g., conservation easements). Small changes in the configuration of
parcels may drastically change how gene flow is modeled and ultimately how functional
connectivity is preserved or restored.
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Discussion
Results from this study demonstrate the potential that HTC holds for landscape
and conservation planning in at least two scenarios; (1) using high-resolution spatial data
over relatively extensive spatial scales and (2) complex algorithms over large geographic
extents. Our wetlands experiment (I) shows that when identifying small landforms over
an area equivalent to a moderate-sized nature reserve (55,000 ha), HTC can help reduce
processing time by almost 100 fold. Achieving similar speedups, our large-extent
experiments (II and II) demonstrate how landscape-scale data can be amenable to
iterative modeling. These improvements are timely as conservation planning requires the
incorporation of data at multiple grain sizes and extents to insure representation of
diversity and to incorporate connectivity and resilience in reserve networks (Margules
and Pressey 2000b, Groves 2003a).
Although ecological phenomena operate at multiple scales (along with policy and
regulatory tools which attempt to address the phenomena (Pierce et al. 2005)), they are
often best characterized by a specific spatial resolution (Dungan et al. 2002). Perhaps
most notably, direct biodiversity estimates are highly reliant upon spatial resolution
(Palmer and White 1994, Hortal and Lobo 2005, Legendre et al. 2005). Examples of
typical fine-scale data include point locations for rare species and digital representations
of high value local ecosystems (e.g., floodplains) (Groves 2003a, Anderson et al. 2006,
Trombulak 2010). Ecological Land Units (ELUs), and Land Facets (LFs) used in coarse
filter conservation planning are macro-scale landforms designed to represent biodiversity
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in reserve selection and climate corridor applications (Anderson and Ferree 2010, Beier
and Brost 2010).
Geophysical variation is often employed as a biodiversity surrogate, for example,
The Nature Conservancy uses ELUs to capture biological diversity at regional scales
(Anderson and Ferree 2010, Anderson et al. 2012). With more extensive LiDAR
coverage and advanced computing tools, including HTC, fine scale DEM’s (e.g., <=2m)
can be leveraged to test modeling assumptions. For example, fine-scale landforms will
help to assess whether coarse-scale planning (e.g., ELUs and Land Facets) captures
heterogeneity in low-relief (e.g., coastal plain and some deserts) areas as well as it does in
high-relief (i.e., mountainous). In addition, connectivity modeling using fine-scale
resistance layers and involving multiple pairwise iterations over state and regional extents
could become more practical.
HTC or HPC for Planners
The landscape planning community is most often concerned with problems that
exist within a clear spatiotemporal context (e.g., flooding, erosion, invasive species,
urbanization, land use changes). As planners begin to incorporate more area and more
variables into their models, they will require efficient ways to solve and query possible
solutions. If a planner is confronted with a lengthy computational process or requires a
dynamic workflow supporting multiple problem solving iterations, they may consider one
of the computing alternatives suggested above (Fig. 2.1). We suggest high-throughput
computing is a viable option for typical GIS users. Ideally, landscape planners will have
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access to grid resources, such as those available in an academic computer laboratory or
other networked GIS configurations. However, a planner does not need a large laboratory
of computers to see immediate processing gains. Because Condor is a stable, mature,
open source, free application, it is safe and affordable to implement given IT support
already exists.
For processing tasks that cannot be split into smaller jobs (e.g., a solution to one
problem is used to inform the solution of another in real time), tightly-coupled highperformance computing (HPC) may be explored. High-performance computing may use
hundreds or thousands of cores to simultaneously solve a problem. However, because
ArcGIS 10.x does not natively utilize multiple processors, and is Microsoft Windows x86
based (i.e., can only access relatively small bits of memory at one time), it has serious
limitations in a typical HPC environment. Although there are workarounds to these
problems (e.g., Microsoft HPC 2008 or operating system virtualization (see Faria et al.
2010)) they are not easily overcome by the typical end user. As of 2012 (TOP500.Org)
only 1% of the top 500 supercomputers in the world were using a compatible operating
system for ArcGIS. However, if an end-user is more familiar with an open-source GIS
(e.g., GRASS GIS, Quantum GIS) they may be able to execute a HPC solution on a
Linux operating system (Huang et al. 2011) (running on 83% of the top 500
supercomputers). Although there has been a general software user movement towards
open-source projects (Hauge et al. 2010) the GIS user community is arguably still in the
‘early adopters’ phase of software innovation. If the current trend of increasing access to
‘cloud’ resources, which are available with any internet connection, continues HPC will
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be the ‘future’ of high-resolution and/or large extent computational problem solving.
Currently however, HPC typically requires technical support from supercomputing
administrators to implement various software packages. For now, the average landscape
and/or conservation planner will most likely need to rely on HTC until usability of these
systems increases (Table 2.1).
Limitations
In order to maximize use of existing cyberinfrastructure, GIS-enabled computer
laboratories such as those that exist in many universities can be utilized. However, if a
user who is physically located in the computer lab engages an idle workstation, Condor
will stop processing and reassign the task to the next available workstation restarting the
calculation. Condor is able to leverage a heterogeneous assemblage of resources (i.e.,
servers and personal workstations); thus, varied computing power will be employed for
individual task execution which results in uneven performance. In addition, the
workflows are not balanced on remote workstations because each processed tile may
contain unequal topographic complexity, varying spatial arrangements and/or number of
features to analyze. These problems can be controlled by decomposing spatial domains
using a curve-filling algorithm (Wang and Armstrong 2003, Wang et al. 2008). This
approach will tile the input features based on estimated computational requirements of
underlying spatial structure while facilitating dissemination of these tiles to individual
processors (Wang and Armstrong 2009). In our study, strict optimization of hardware
and software (see Huang and Yang 2011) was not desired or necessary due to unrestricted
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access to the cyberinfrastructure, number of available workstations, and our focus on
usability to the end user.
Although HTC fills an immediate need of planners to improve their models and
planning efforts at multiple spatial scales, it is not the panacea. Significant barriers exist
to the implementation of landscape conservation plans (Knight et al. 2006, Knight et al.
2008). The multi-scaled nature of regulation and policy decisions incorporated within
plans are often implicitly articulated as opposed to explicitly. Biggs et al. (2011) argue
that planning implementation gaps occur based on three primary factors (1)
communication failures, (2) proper diversity and/or representation of stakeholders and
expertise, and (3) lack of idea ownership. While HTC is unlikely to help overcome the
first two obstacles, it may facilitate the third in two primary ways; (1) The ability to
quickly alter planning scenarios based on stakeholder input can improve participation,
curiosity (Tress and Tress 2003), and ultimately plan ownership (Reed 2008) and (2) a
more thorough set of feedback loops can be incorporated into the planning process
because of rapid product development.
Conclusions
In an era when there are huge, moderate-resolution global datasets and
increasingly, high-resolution datasets at local-regional extent that are publically available
(e.g., 6m LiDAR-derived DEM from North Carolina Floodplain Mapping Program:
http://www.ncfloodmaps.com/) improvements in computer processing time of geospatial
models can facilitate several advances for landscape and conservation planning. The
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incorporation of high-resolution data at greater spatial extents can help test assumptions
inherent in coarse-filter conservation planning and other large-extent mapping projects
common in macroecology (Brown and Maurer, 1989) and land use planning.
Additionally, fast computing will improve landscape ecology and conservation planning
by enabling additional iterations of models leading to more systematic analyses. More
sensitivity analyses will improve understanding of impact of specific parameters on
model behavior and output, thereby improving the practice of landscape-level planning.
Finally, these methods may help global and regional assessments integrate updated data
and apply these data in a timelier manner.
Land use planning is just one primary arena for the expansion of HTC because it
requires solving exceedingly complex spatial allocation problems due to multi-objective
planning and multiple ‘possible’ solutions created by numerous iterations (Janssen et al.,
2008). Land use planners have recently borrowed complex genetics-based algorithms to
achieve robust decision support systems (Porta et al., 2012; Stewart et al., 2004) which
can provide an interactive engagement with stakeholders. In a dynamic setting, fast
computation of these algorithms is necessary even if the preliminary results are less than
optimal. While stakeholders begin to visualize preliminary output, the computer can
simultaneously converge on optimal solutions.
Although other HTC operations have been applied to natural resource modeling
problems in the past (e.g., Immanuel et al., 2005; Mellott et al., 1999), these applications
often deal with existing models and specialized modeling environments. Other popular
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approaches to introduce end users to HTC include Condor glidein (Sfiligoi, 2008) and
Panda (Maeno, 2008) which automate aspects of the workflow (Fig. 2.2) resulting in a
simpler user experience. Our study highlights the flexibility of creating a custom
workflow within ArcGIS modelbuilder and then executing these tools with HTC while
requiring minimal computer programming knowledge. Applying these and related tools,
landscape and conservation planners can now analyze regional-scale high-resolution
datasets quickly, efficiently, and cheaply. Basic computing skills are required; more
advanced methods may involve IT support and investment in geoprocessing training. In
light of the availability of high-resolution data, computer hardware/software, and
complex spatial analyses, it would be prudent for the landscape and conservation
planning communities to examine assumptions involved in resolution decisions and
harness, where possible, advanced computing power.
Status and future development
Landscape ecologists and conservation planning professionals often rely on thirdparty software which is not routinely updated, and thus, suffers from decreased
functionality when new GIS software is developed (e.g., new ArcGIS versions).
However, with ESRI’s focus on the Python language for ArcGIS 10.x, new third-party
functionality will follow. Popular statistical software such as the R project (http://www.rproject.org/), landscape connectivity software such as Corridor Design
(http://corridordesign.org/) and Linkage-Mapper (http://code.google.com/p/linkagemapper/), city and regional planning software such as CommunityViz
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(http://placeways.com/communityviz/) have already been integrated within multiple
custom toolboxes of ArcGIS 10.0 and can be executed inside HTC using identical
methods to those previously described. These open source software projects provide a
pathway for HTC execution utilizing a plethora of raster and vector analytics not natively
accessible to an ‘off the shelf’ GIS program, thus promoting the ability to ask larger and
more robust planning questions.
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Tables
Table 2.1. Considerations and relative comparison of computing technology where a
check mark is the highest rating followed by a plus symbol and a minus symbol,
respectively.
Desktop
Machine
Overall Expense
Hardware Limitations

+

Network Limitations
User Skill Required
Computation Time

-

ArcGIS Compatible

HTC (Condor)

HPC (Palmetto)

+
+
+
+

-

Open-source Compatible
Large-Extent Problems
High-Resolution
Problems
Large-Extent & High
Resolution

-

+

-

+

-

+
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+
-

Figures

Fig. 2.1 Decision tree describing when and for what purpose landscape and conservation
planners should consider various computing technologies.
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Fig. 2.2. Cyberinfrastructure including Condor Pool, ArcGIS geodatabase, and workflow
as follows: advertisement of available machines (1) user query of those machines (2) and
data transfer (3). Those data are sent to remote workstations for execution (4) and output
is returned to geodatabase (5) where the end user retrieves the data (6).
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Fig. 2.3. Processing performance for all three experiments compared to a single desktop
workstation and optimal efficiency using that technology. The Wetlands and Human
Footprint experiments utilized 132 computing cores while the Connectivity experiment
used 201 cores. Ideal performance represents a linear speedup (100% efficiency) and may
be near-optimized for a particular infrastructure by observing a diminishing returns
threshold with number of cores used to solve the problem. This may be most useful when
a planner has a limited number of cores available to solve a problem.
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CHAPTER THREE

LANDACAPE CONNECTIVITY AT THE LANDSCAPE SCALE: COMPARISON
AND IMPROVEMENT OF COMMON TRADEOFFS FOR APPLYING CIRCUIT
THEORY

Abstract
Rapid global biodiversity declines in the last four decades are widely attributed to
habitat fragmentation driven by increasing land use change and intensity. To improve the
potential of ecosystems and species to persist in the face of further change, conservation
practitioners are exploring ways to create connected landscapes. However, landscape
connectivity modeling has often been limited by computational efficiencies forcing
practitioners to stretch theoretical underpinnings while relying on tradeoffs. We improved
efficiencies for applying circuit theory based connectivity to large landscapes at fine
spatial grains. We tested common computational tradeoffs including geographic and
resistance distance thresholds and compared those approaches to unconstrained solutions.
Distance threshold solutions correlate poorly with full solutions and random pairwise
computations approximate actual solutions more closely. Efficiencies gained by our new
procedure extend the ability to ask bigger, more complex questions while making
impractical problems manageable. If computing tradeoffs must be made, they should not
include distance thresholds or other workarounds where random pairwise computations
can be used. Threats to biodiversity are occurring over large geographic areas and these
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advancements will encourage new continental-extent functional connectivity maps to
inform conservation planning at scales relevant to those threats.

Introduction
Increasing structural and functional connectivity is regarded as a long-term
strategy to mitigate threats of wildlife habitat loss, fragmentation, and/or degradation
(Crooks 2006; Heller and Zavaleta 2009; Nunez et al. 2013). As landscapes become more
complex and fragmented they often provide decreased habitat connectivity required to
fulfill species life histories (Fahrig 2003; Gibbs 1998). Low connectivity can disrupt
metapopulation dynamics and result in small, isolated populations which are at increased
risk of extinction due to inbreeding, exposure to disease, and other stochastic events
(Keller and Waller 2002; Moilanen and Hanski 2006). Thus, land managers and
practitioners from non-governmental agencies, federal, state, and local governments are
interested in identifying, prioritizing, and conserving areas thought to maintain and/or
restore structural and functional connectivity in the face of climate change and increased
land development pressures (Ackerly et al. 2010).
Connectivity is broadly defined as the degree to which a landscape facilitates the
movement of organisms between habitat patches (Taylor et al. 1993). More specifically it
is often decompressed into two components: (1) the structural or physical component and
(2) the functional or behavioral component (Tischendorf and Fahrig 2000). Methods to
describe these components have evolved from structural-focused least cost path analyses
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identifying a narrow swath of land to complex functional metrics for large landscapes
(Kindlmann and Burel 2008). Recently, there has been a proliferation of metrics which
account for gradients of connectivity across multiple networks of patches in the landscape
(McRae 2006; Pascual-Hortal and Saura 2006; Saura and Pascual-Hortal 2007; Theobald
et al. 2011; Wagner and Fortin 2005). These methods are firmly rooted within the graphtheoretic framework described by Urban and Keitt (2001) and attempt to incorporate
multiple components of connectivity by estimating resistance to movement between
patches.
One such metric extends the concept of functional connectivity based on electrical
circuit theory where electrons flow across a circuit analogous to genes flowing across the
landscape impeded by resistance to movement (McRae and Beier 2007). Circuit theory
application is extremely useful because it facilitates the prediction of multiple pathways
accounting for both structure and function by having mathematical relationships with
random walk theory (Doyle and Snell 1984). When current travels from one habitat patch
across the landscape (e.g., matrix) to a second habitat patch, each cell it passes through
receives a fraction of the current representing the probability that a random walker would
traverse that cell. If applied to all habitat patches the result is a continuous probability of
movement (i.e., ‘current density’) through all possible routes on the landscape rather than
through a single corridor. These underpinnings provide circuit theory a direct link to
landscape and population genetics and movement ecology (McRae 2006). Although
many studies have demonstrated the relationship between circuit theory and singlespecies long-term connectivity, such as gene flow, (Koen et al. 2012; Moore et al. 2011;
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Shirk et al. 2010) there has been recent interest in expanding its use to describe functional
connectivity in short-term movements using multiple taxa (Koen et al. 2014; Pelletier et
al. 2014; Walpole et al. 2012).
Despite their popularity and success, all resistance-based methods suffer from
similar compute resource limitations as more complex problems are modeled (Moilanen
2011). Increased spatial data availability across larger-extents at finer-resolutions is
outpacing our ability to process, manage, and incorporate these data into connectivity
models (Leonard et al. 2014). Many studies have been forced to coarsen the resolution of
their raster data to accomplish circuit-based connectivity (Lawler et al. 2013; Schwartz et
al. 2009; Shirk et al. 2010). Unique methods have been employed to solve the
computational limitations, such as discretizing the landscape into tiles which are later
reassembled (Pelletier et al. 2014) while other studies rely on a combination of similar
methods (see Roever et al. 2013). These workarounds often create novel challenges that
require their own methods to overcome. For instance, the tiling technique of Pelleiter et
al. (2014) requires an exploration of the effects of tile and buffer size, directionality, and
effects of seams when mosaicking tiles back together. Since the goal of large-extent
connectivity maps is often the identification of the most important areas (Beier et al.
2011), and these may be scale and species dependent, it is important to create a process
by which connectivity can be assessed at multiple spatial resolutions, or in other words, a
methodology robust to the size of the network.
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Landscape connectivity maps at a coarse grain may be useful across large extents
when applied to continental conservation planning initiatives (Rudnick et al. 2012; Soulé
and Terborgh 1999). However, it is not difficult to imagine problems with millions of
habitat connections over large areas (e.g., a widely distributed but dispersal limited
species or a continental-scale protected areas analysis). Thus, we develop circuit theory
methods that both solve large-landscape problems and approximate a full solution (where
each habitat node is connected to every other habitat node) when the solution cannot be
calculated. This study addresses the following objectives: (1) applying circuit theory to a
large-landscape planning problem at fine spatial resolution without generating new
assumptions, (2) testing assumptions about how best to approximate a full solution using
distance thresholds and/or random pairwise habitat connections, (3) systematically
exploring when a current density map (i.e., solution) is sufficiently saturated with current
and additional calculations may not improve our understanding, and (4) describing how
geographic extent and spatial resolution effect when current density reaches saturation.
Methods
Development of model inputs and full pairwise connectivity map
We developed connectivity models using circuit theory (McRae and Beier 2007;
Mcrae et al. 2008) for a species widespread in North America, that requires a relatively
large amount of space (American black bear (Ursus americanus)) at 270 m spatial
resolution across 588 predicted core-habitat locations covering 2.5 million km2 of the
southeastern United States (Fig. 3.1A). The resistance surface for this model was
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produced using expert opinion (Appendix A.1) and we averaged eight neighboring cells
to approximate resistance to current. The resistance surface was composed of a
reclassification of the national landcover dataset and a comprehensive traffic density
metric which were both aggregated (mean value) to the desired spatial resolution. The
full pairwise map consists of > 172 thousand calculations across > 34 million nodes. We
consider the cumulative current density of these calculations to reflect the actual
connectivity pattern in the landscape and use it to make comparisons using fewer
calculations (hereafter, ‘full map’). In order to solve this massive computational problem,
we created custom software that executes in a Linux supercomputing environment with
intentions of a future public-facing cloud implementation.
Development of computational trade-off scenarios
Dispersal Scenario:

We developed multiple comparison maps using common computational tradeoff
techniques and compared them with the full map using correlation coefficients. When
current density maps are tightly correlated, the relative positions of high and low values
are similar between the maps. Current in circuit theory models is analogous to net
movement probabilities for random walkers (Mcrae et al. 2008), and thus current values
are extremely low between habitat patches that are geographically distant. One
simplifying assumption to limit computational demands suggests that these small values
are insignificant, and thus a distance threshold can be used to determine which habitats
should be connected. We used an expert derived maximum dispersal distance (Euclidean)
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threshold of 73km for black bear and connected every pair of habitat patches within this
distance (n = 1,501 or 0.86% of full map) and compared output with the full map in two
ways. First we used a global correlation (Pearson’s) which indicates overall pattern and
secondly we used a localized moving window correlation where each neighborhood of 10
pixels was correlated between the two maps. The localized map provides a continuous
neighborhood correlation that highlights locations of extreme values. We also conducted
another comparison using a common method proposed to approximate the full map
(McRae et al. 2013) by connecting every habitat patch in a landscape to a single patch
(i.e., ‘all-to-one’) and thus limiting the calculations to n habitats (588 or 0.34% of full
map).
Resistance Distance Scenarios:

While the above maps may be suited for predicting movement (Walpole et al.
2012), circuit theory has been more thoroughly validated in landscape genetics studies
where isolation by resistance (resistance distance) is correlated with genetic distance
between populations (McRae and Beier 2007). Typically, when resistance distance
between habitats is small then the habitats are connected by many pathways with low
resistance and when it is large they are connected by fewer, more resistant pathways
(Mcrae et al. 2008). We tested the effect of resistance distance thresholds in two ways.
First, we hypothesized a resistance model where habitat patches located further than the
dispersal threshold (73km) and yet containing a lower than average resistance distance
would approximate the full map. Effectively, we found pairwise calculations that
although functionally ‘near’ one another were not calculated using the Euclidean distance
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threshold and solved for the cumulative current density using both distance parameters (n
= 3,774 or 2.2% of full map), hereafter termed ‘combo scenario’. Secondly, we used only
the connections below the mean resistance distance regardless of geographic distance (n
= 2,773 or 1.3% of full map) effectively removing habitats that were near one another but
functionally disconnected and compared both to the full map again using Pearson’s
correlation coefficients, hereafter termed ‘resistance scenario’.
Development of convergence factor for random scenarios
In an attempt to find methods to approximate a full map without any prior
knowledge of distance thresholds and without solving for the full pairwise map, we
explored drawing random calculations from the distribution of all possible habitat
connections. We then summed each successive random draw and compared that sum with
the full map. To compare correlations among the scenarios we sampled 1% of the values
in each raster (n = 350,000) and implored a nonparametric approach (Zou 2007) by
constructing and comparing 99% confidence intervals around Pearson’s correlation
coefficients. We tested the null hypothesis that the lower boundaries of our confidence
intervals were greater than zero (suggesting no interval overlap). More simply, it tests if
the correlation between X and Y is greater than the correlation between X and Z when all
three variables are from the same observational units and thus Z and Y are correlated.
In order to approximate the asymptotic relationship between the correlation of
randomly selected habitat pairs and the full map we developed a convergence factor
(correlation function) ranging from 0 to 1:
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C(i , j ) = corr ( X ( i ) , X ( j ) )
Where

X ( i ) and X ( j ) are random pairwise summations of current density at iteration i

and j.
With each iteration the delta convergence approaches one describing the number of
random connections required to saturate the map with current, or in other words when the
software converges on the solution and additional connections very marginally improve
the correlation.
Calculating the effect of resistance and graph size on random scenarios
Finally, we wanted to know the sensitivity of our correlation function to changes
in the input resistance surface and the size of the overall graph to help estimate how many
random pairs should be calculated. We solved a simplified version of the American black
bear problem at 1km resolution using habitats derived from species distribution modeling
(results not shown) accounting for 6,786 calculations over > 4.3 million nodes (hereafter
termed ‘large graph). We simulated three normal random resistance surfaces where mean
resistance = 100 and σ = 0.1, 1, 10 and one null resistance model where resistance = 100
and σ = 0. We hypothesized that the null model would require the fewest random
connections to converge since inputs would be unimpeded by resistance, and the most
complex resistance surface (σ = 10) would require the greatest number of connections. In
order to test our convergence factor on smaller graphs, we roughly halved the size of the
study area (3,003 calculations across 1.7 million nodes) again at 1km resolution
(hereafter termed ‘small graph’). We simulated the same normal random resistance
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surfaces as in the large graph and hypothesized the same relative percentages of random
connections to all possible connections would be required to reach convergence in both
scenarios.
Results
When we tested common computational tradeoffs we found that many of them
were poorly correlated with the full map. Simulating the dispersal distance threshold of
black bears at 73km produced a connectivity map with a moderate Pearson’s correlation
coefficient (r = 0.587) when compared to the full pairwise map (Fig. 3.1B). However, the
dispersal threshold limited the distribution of spatial connections and thus the current
density was low ( x = .02 ± .04) compared to the full map ( x = 21.9 ± 16.4) and localized
areas of low correlation are concentrated around more widely dispersed nodes (e.g., near
U.S. states Texas and Oklahoma), urban centers, and in some areas surrounding no data
values and absolute barriers (Fig 3.2). Most strikingly, there were low neighborhood
correlations west of the Mississippi river and we suspect artifacts arise in current density
when using distance thresholds near barriers, such as large bodies of water for terrestrial
animals. When we connected habitat patches where resistance distance was small but
geographic distance was greater than the threshold (i.e., combo scenario, Fig. 3.1D) we
considerably increased both the correlation with the full map (Pearson’s r = 0.723) and
current density across the map ( x = .13 ± .21). However, when removing the Euclidean
distance threshold completely and relying on a mean resistance distance alone (i.e.,
resistance scenario, Fig. 3.1C) the correlation with the full map decreases (Pearson’s r =
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0.64) again with markedly lower current density values ( x = .06 ± .15). With correlation
values favoring a combination of thresholds, it suggests that neither distance threshold
captured a strong signal. Thus, additional information from random connections may
increase the correlation.
One of the most common ways to decrease computational demands of circuit
theory connectivity is to connect all habitat patches in a landscape to a singular habitat
patch (i.e., all-to-one) using n calculations equal to the number of habitat patches. We
found this method to correlate well (r = 0.989) but inefficient for estimating current
density because it required 588 calculations or 0.34% of all possible. Using the off-theshelf software Circuitscape v. 4 (Shah and McRae 2008) to solve this problem required
80 hours of computation using a supercomputer and therefore efficiency is a concern.
Conversely, very few habitat connections were required to approximate the full map
when drawing random pairs from all possible combinations. In fact, it took only 5
random pair calculations to reach a correlation greater than the dispersal scenario (r =
0.608, 99% CI [0.560 - 0.664]), 9 random calculations to achieve a correlation higher
than the resistance scenario (r = 0.687, 99% CI [0.686 – 0.692]) and 15 random
calculations to overcome the combo scenario (r = 0.752, 99% CI [0.751 – 0.757]).
Surprisingly, the underlying variance of the resistance surface had little effect on
the number of random pairs required to approximate the full solution (Table 3.1). The
large graph scenarios (n = 4.3 million nodes) reached our stopping criteria (C > 0.9999)
between 223-225 calculations with the null model requiring the fewest calculations. At
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the convergence criteria, the mean Pearson’s r = 0.90 using 3% of all possible
calculations. Similarly, in our small graph scenarios (n = 1.73 million nodes) the
resistance surfaces did not change the number of random pairs required to reach the
above stopping criteria (n = 54 random pairs) where we achieved r > 0.998 before
reaching convergence in all cases using 1.7% of all possible calculations. When including
the number of random pairs we used to approximate the full black bear map at 270m
resolution (n = 231) it becomes apparent that the two elements which effect the size of
the graph (spatial resolution and geographic extent) also effect but are not linearly related
to the number of random pairs required to saturate the map.
The full pairwise current density map (588 nodes, 270 m resolution, 2.5 million
km2) represents the most computationally ambitious circuit theory based connectivity
map known to the authors. Our testing shows the model would require about 2.6 years of
continuous computation using the off-the-shelf software Circuitscape v. 4 (Shah and
McRae 2008). We reduced the average processing for each calculation from over 8
minutes to 3 seconds and required memory from > 90 GB to < 24 GB. Again, with > 172
thousand calculations to produce the full map, this 160x speedup makes the problem
tractable. We achieved similar results to the ‘all-to-one’ model using random pairs until
our convergence factor > 0.9999 (or 0.13% of all possible calculations) producing a mean
Pearson’s r = 0.970 in under 12 minutes as opposed to > 80 hrs for the all-to-one model
(Fig. 3.3). Although we coarsened our original landcover data to 270m resolution, we
have since solved considerably larger grids (> 300 million nodes at the continental scale)
suggesting analyses can be conducted using the original resolution of source data.
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Discussion
Based on our neighborhood correlation analysis, we suspect the use of dispersal
thresholds may prevent the detection of landscape-scale barriers to movement and offers
little advantage over other alternatives. Probabilistic methods already account for the
marginal odds that a species will move among habitats that are geographically distant and
alternative methods relieve us of additional assumptions to the model. A combination of
resistance and distance thresholds performed better than dispersal thresholds alone but
resistance distance is a unitless metric and difficult to compare across studies because it
relies so heavily on the parameterization of resistance. We suggest resistance surfaces
account for barrier effects by using exponential resistance decay methods (Peterman et al.
2014) and if possible dealing with long-distance dispersal probabilities implicitly in the
resistance surface when there are hard barriers in place (e.g., The Mississippi River).
Using random habitat pairs drawn from all possible connections in the landscape
is a much more efficient computational trade-off than others we tested and may prove
especially useful in cases where even the ‘all-to-one’ calculation is too computationally
intensive using existing software (e.g., Lawler et al. 2013; Theobald et al. 2012). Our
randomized calculations contained low current density values, when compared to the full
maps, and yet they correlated highly suggesting that circuit-theory saturates the map in
relatively few calculations and additional calculation may be unnecessary for the
elucidation of broad patterns (i.e., coarse resolution). Our results suggest that the number
of calculations required to reach saturation is likely determined by a non-linear
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relationship with the size of the landscape interacting with the number of all possible
pairs. Future research may produce a closed function that fully describes this relationship.
However, our convergence factor can be easily adjusted to enforce higher global
correlations and there appears to be no penalty for calculating too many random pairs
other than computation time. Random pair maps also visually correlate tightly with full
maps (Fig. 3.1E) but localized problems could exist (e.g., around edges), and we suggest
buffering the study area. Even as landscape connectivity needs to be conceptualized and
weighed over large geographic extents, conservation action generally happens at local
scales, and fine-grained analysis will likely still be required to guide local decisions.
Our approach allows virtually any size study area to be analyzed for landscape
connectivity by using full-pairwise computation and our software or using random pairs
with off-the-shelf software to approximate the results. These advances extend the utility
of circuit theory-based connectivity by providing landscape-scale understanding of
patterns and processes through a probabilistic framework with fewer assumptions. While
our analysis produced a species-specific model directly relevant to broad-scale
conservation initiatives (i.e., In the U.S. and Canada: The Department of the Interior’s
Landscape Conservation Cooperatives) our results may also be applied to make
predictions of dispersal and climate corridors for multiple species with coarse to medium
grains or individual species at fine grains. Moreover, this approach can be expanded to
provide a generalizable landscape connectivity map using existing nationwide
permeability surfaces (see Theobald et al. 2012).
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Many have suggested that single species connectivity approaches require time
intensive and/or expensive data, are not practical for land managers, and are not available
at meaningful scales (Anderson et al. 2010; Cushman and Landguth 2012; Cushman et al.
2013). Given the goals of many conservation organizations, managing for functional
connectivity is likely to start with coarse, broad ranging analyses and be refined in more
precise locations. Although we were equipped with an a priori reason for examining the
placement of our habitat nodes, our framework is amenable to methods suggested by
others which extend the definition of functional connectivity by placing the habitat nodes
in buffers outside of the study area (Koen et al. 2014; Pelletier et al. 2014) as habitat node
placement is known to create biased current densities (Koen et al. 2010). When large
landscapes are analyzed or when there is no a priori reason to place habitat nodes inside
the study area we recommend these methods (e.g., examining broad-scale permeability).
Although circuit-theory connectivity is reliant on a source to destination type of modeling
framework, which may not always be appropriate, it appears to be robust to extensions of
functional connectivity theory.
To date, there has been less methodological refinement in scenarios where exact
habitat placement is an important component (e.g., connectivity of protected areas). The
new ability to incorporate these large datasets will also allow previously untested
assumptions to be examined and further facilitate the extension of functional connectivity
theory in useful ways. For example, how we identify and prioritize connectivity
restoration by removing barriers elucidated from very fine-grained analyses (McRae et al.
2012) or validating multi-taxa models spanning broad geographic extents (Lawler et al.
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2013). Future studies may also incorporate multiple methods which sum fine-scaled
species-specific models (see: Cushman and Landguth 2012) with static habitat patches to
test how well they capture more general landscape patterns using randomly located
patches around the outside of the study area or to provide a multi-scaled view of
connectivity.
Furthermore, circuit-theory based connectivity may offer insights into altogether
different ecological questions than originally intended. For example, it has been
successfully used in predicting wildfire likelihood (Gray and Dickson 2014), the spread
of invasive species (Cowley et al. 2015) and infectious disease (Tatem et al. 2012). While
there are likely many additional uses for computing circuit theory across large
landscapes, we feel it will be immediately useful in climate change mitigation and
dispersal-scale barrier detection for wide-ranging species. By combining species
distribution and dispersal models with bioclimatic envelope and climate change models it
is possible to develop adaptation strategies that incorporate landscape connectivity. For
example, managing for linkages between future and currently suitable habitat (Nunez et
al. 2013), identifying and connecting areas that are likely to act as climate refugia (Vos et
al. 2008), and targeting important dispersal corridors that maintain genetic diversity
(Dupas et al. 2014).
Landscape connectivity is a dynamic process which is likely to be disrupted
abruptly leading to non-linear effects for metapopulation dynamics. As such, it is best
analyzed across a temporal gradient with attention paid to adaptive management and
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resilience (Gunderson 2001). Continuous, probability-based connectivity metrics capture
more complexity with fewer assumptions than their deterministic counterparts but need
further research to develop thresholds and practical implementation guidance for land
managers (Rudnick et al. 2012). Moreover, the theoretical extensions of both functional
connectivity (Koen et al. 2014; Pelletier et al. 2014) and circuit theory to predict shortterm animal movement data (Walpole et al. 2012) need further examination to be useful
across temporal, spatial, and operational scales.
Conclusion
Our advancements will allow a seamless, probabilistic and comprehensive view
of connectivity on the landscape which should aid ecological investigation across
multiple disciplines. The vast challenges of dealing with the impacts of a changing
climate suggest conservation practitioners think ‘bolder’, both spatially and temporally
(Noss et al. 2012). Research has suggested that protected areas alone are inadequate to
preserve biodiversity; managers will need to focus on managing the matrix between
protected lands and for the connections among them (Crooks 2006). Analyses across
broad geographic extents will enable practitioners to identify and prioritize linkages,
corridors, areas for development, and highlight places to mitigate fragmentation and other
effects of land use intensification. There has been a proliferation of landscape-scale
conservation initiatives in the last decade (e.g., Areas of Outstanding Natural Beauty in
the United Kingdom, Gondwana Link in Australia, and Landscape Conservation
Cooperatives in the U.S) which recognize the scale of current ecological threats and have
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chosen to address them broadly. These efforts will require generalizable data, a multitaxa focus, and computationally feasible solutions to handle the emergence of growing
spatial data. We presented a framework which is amenable to doing these large analyses
quickly and efficiently without creating idiosyncratic assumptions or processing. While
we caution that landscape connectivity is not a panacea we envision these analyses
linking historically desperate localized efforts into a cohesive network of connected
lands.
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Tables
Table 3.1. Random habitat pairs were calculated to test the behavior of our convergence
factor when exposed to varying resistance values and size of landscape. Each scenario is
compared with the full solution from of all pairwise computations with the inputs from
its respective scenario. Convergence was not sensitive to resistance variation but nonlinearly related to size of the graph.
Size of
Graph
(millions of
cells)
4.3
1.7
4.3
1.7
4.3
1.7
4.3
1.7

Total Possible
Connections
6786
3003
6786
3003
6786
3003
6786
3003

Std. of
Resistance
0
0
0.1
0.1
1
1
10
10
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Pearson's R
with full map
0.897
0.999
0.902
0.999
0.902
0.999
0.902
0.999

No. Random
Pairs to reach
C > 0.9999
225
55
223
55
223
55
223
55

Figures

Fig. 3.1. Circuit-theory derived landscape connectivity for American black bear (Ursus
americanus) in the southeastern U.S. Panels depict results from computational tradeoffs
compared to the full map (A) using a 73 km dispersal threshold (B), a mean resistance
distance threshold (C), a combination of the two thresholds (D), and a summation of 231
random connections to approximate the full map (E).
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Fig. 3.2. Localized, moving-window correlation between the full map of current density
and the dispersal threshold map of current density. Circles depict habitat patches where at
least one connection was not made due to dispersal thresholds but retained a lower than
average resistance distance. Symbols are proportional to the lowest such resistance
distance between patches. Only values where both models contained valid data are shown
(real numbers).
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Fig. 3.3. Five random shuffles (n=500) from all possible connections (n=172,578)
describing the relationship between the correlation of random pair summations of current
density with the sum of current density for the full map of the American black bear
(Ursus americanus) against convergence factor.
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CHAPTER FOUR

USING SPECIES-LEVEL HABITAT CONNECTIVITY TO DERIVE CURRENT
AND FUTURE LANDCAPE CONNECTIVITY

Abstract
One of the fundamental problems in landscape ecology is how to minimize the
effects of landscape-scale anthropogenic alterations causing habitat loss and
fragmentation. In the 21st century, urban development and sea-level rise are predicted to
effect large areas of the southeastern United States further exacerbating already
fragmented and densely populated landscapes. Increasing habitat connectivity is the most
common method described to ameliorate these effects, but the broad-reaching efforts
required to assess current and future changes have been lacking or coarse-grained. We
mapped landscape connectivity across the entire southeastern United States at 90 m
resolution using the summation of six individual species models selected to represent
multiple dispersal requirements. We estimated current and future habitat cores for the six
species and employed circuit theory to analyze current landscape connectivity and
connectivity in the year 2100 based on land use change and sea level rise. Our results
suggest there will be a drastic reduction in core habitats for dispersing animals, especially
large mammals, and that current areas of high landscape connectivity will become more
diffuse. This study may inform more comprehensive planning initiatives regionally or
nationally while helping to provide a larger context to localized planning efforts.
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Introduction
As a consequence of land use change and intensification, habitat loss and
fragmentation have long been recognized as proximal threats to global biodiversity
(Huston 2005; Sala et al. 2000; Wilcove et al. 1998). The increasing trend of these threats
correlate strongly with threatened, endangered, and extinct species in diversity hotspots
(Brooks et al. 2012) and there is evidence to suggest that further biodiversity loss will
degrade ecosystem function, services, and human health (Hooper et al. 2012). There are
myriad human-driven processes at work that contribute to habitat loss and or degradation
including; rapid population growth, urban and exurban development, and agricultural
intensification (Dale et al. 1994; Hansen et al. 2005; Hansen et al. 2001). Although these
threats have been studied for decades it is becoming clear that there are synergistic effects
with a rapidly changing climate that are posing new, critical challenges for biodiversity
conservation (Dawson et al. 2011; Hof et al. 2011; Mantyka‐pringle et al. 2012).
In order to deal with these large-scale environmental threats, many countries have
created landscape-scale conservation initiatives that attempt to mitigate effects broadly
(e.g., Landscape Conservation Cooperatives in the U.S and Canada, Areas of Outstanding
Natural Beauty in the United Kingdom, and Gondwana Link in Australia). The most
common approach for aiding species persistence in the face of broad land use changes is
to increase habitat connectivity (Chetkiewicz et al. 2006; Crooks 2006; Heller and
Zavaleta 2009). Habitat connectivity is broadly defined as the degree to which a
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landscape facilitates movement between habitats (Taylor et al. 1993) and is typically
inversely related to habitat fragmentation.
In the southeastern United States habitat connectivity is being challenged by
increasing urban sprawl (Terando et al. 2014) and exurban growth (Brown et al. 2005). In
turn these threats are limiting the conservation value of protected lands in the region
(Radeloff et al. 2010) and create the impetus for prioritizing the corridors and linkages
between protected areas and for increasingly landscape permeability in general (Theobald
et al. 2012). Because existing protected lands alone are not adequate to conserve
biodiversity (Gonzalez-Maya et al. 2015; Rodrigues et al. 2004) increasing the
permeability of the ‘matrix’ between them may facilitate animal movement between
contiguous interconnected habitats. Prioritizing the restoration and conservation of
critical linkages should not only increase population viability in the face of impending
change but also produce more robust and resilient ecological networks (Folke et al.
2004).
Multiple conservation planning objectives have spawned myriad approaches to
address habitat connectivity ranging from single-species, narrow corridors to multi-taxa,
wide-reaching probabilistic pathways (Cushman and Landguth 2012; Koen et al. 2014;
Lawler et al. 2013). These approaches attempt to capture one or both of the primary
components of connectivity: (1) the structural or physical component and (2) the
functional or behavioral component (Tischendorf and Fahrig 2000). The theoretical
frameworks used to model these components have largely arisen from graph and network
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theory algorithms (Borgatti 2005; Urban and Keitt 2001). Electrical circuit theory is one
such extension (see Mcrae et al. 2008). It differs from more deterministic methods, like
least cost path (which may produce overly simplistic corridors), by producing a
probability of connectivity value at every pixel across the landscape. While circuit theory
outputs arguably capture more of the complexity in the way animals disperse, it can be
difficult to interpret for specific management actions (Moilanen 2011). However, it is
amenable to further methodological refinement and follow-up analyses (e.g., multiple
least cost corridors or barrier detection) that inform multi-scale conservation initiatives
(Nunez et al. 2013).
We employ circuit theory based connectivity to identify large, important areas
that contribute to terrestrial connectivity over a broad geographic area using a small
group of priority species with varying life history and thus movement requirements. We
summarize this connectivity by using three large, wide-dispersing mammalian carnivores
with fairly generalized habitat requirements. In order to represent species which are more
dispersal limited or may suffer from smaller-scale habitat fragmentation (e.g., small
mammals, reptiles, amphibians), we also modeled connectivity for three reptiles. We
conducted these analyses for a contemporary scenario and also forecasted connectivity
into 2100. We are aware of only one other study that has taken a similar approach using
multiple species connectivity maps to represent landscape connectivity (see Cushman and
Landguth 2012). However, this effort simulated hypothetical species and was evaluated
in an area of extreme topographic relief. Our work represents the first attempt in the
Southeastern United States to develop, combine, and analyze species connectivity models
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representing multiple life histories and sensitivities to fragmentation (i.e., multiple spatial
scales). The primary objectives of the study are to: (1) simulate and compare current and
future core habitats for multiple taxa, (2) characterize landscape connectivity among
those cores throughout the southeastern U.S., and (3) to forecast future changes in
landscape connectivity accounting for urbanization and sea level rise.
Methods
Study Area
We chose the Department of Interior’s South Atlantic Landscape Conservation
Cooperative (hereafter termed “SA LCC”) boundary as the study area to create a
landscape-level connectivity map useful for conservation planning. This study area spans
over 359,000 square kilometers intersecting 6 U.S. states and 5 EPA level III Ecoregions
(Fig. 4.1) mostly encompassing the Piedmont and Mid-Atlantic Coastal Plain. However,
we applied a 100 km buffer to the study area prior to modeling connectivity in an effort
to minimize the known boundary effects associated with typical circuit theory
applications (Koen et al. 2010). All analyses were conducted after extracting our results
to the SA LCC boundary.
Target Species
We chose six terrestrial animal species to model for habitat availability and
connectivity across our study area. Analyses were applied to the eastern cougar (Puma
concolor), red wolf (Canis rufus), black bear (Ursus americanus), eastern diamondback
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rattlesnake (Crotalus adamanteus), pine snake (Pituophis melanoleucus), and timber
rattlesnake (Crotalus horridus). Species were chosen strategically to capture a range of
animal mobility and habitat specialization while remaining focused on regional species of
conservation concern. For example, it very likely that large mammals and reptiles
experience human-altered landscapes in the Southern U.S. differently over different
spatial and temporal scales. At localized spatial scales habitat connectivity may be very
similar and yet over larger extents or greater periods of time (e.g., gene flow) they may
diverge drastically. With the paucity of publically available geospatial data on species
locations, we estimated primary core habitat for each species based on low resistance
values of contiguous habitats within the study area (Appendix A.2) and distribution maps
(USGS GAP program).
Circuit Theory Framework
Circuit theory elegantly likens genes flowing across a landscape to energy or
‘current’ flowing through a circuit. Circuit theory treats landscapes as conductive
surfaces where low resistances are assigned to habitats with high permeability and high
resistances to habitats with low permeability (McRae and Beier 2007; Mcrae et al. 2008).
This application is empirically useful because it shares a mathematical relationship with
random walk theory (Doyle and Snell 1984) and facilitates the prediction of multiple
pathways as opposed to one singular least cost path. In other words, the output of this
framework is a continuous probabilistic surface representing the cumulative odds that an
animal will traverse any cell in the grid. Habitats that are well connected should receive
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large ‘current densities’ or dispersing animals whereas these values will be small in
fragmented habitats around cities and major highways. To calculate current density we
used the software package Circuitscape v. 3.5 (Shah and McRae 2008) which operates by
injecting current at one habitat patch and allowing it to exit at a second habitat patch. It
continues in this fashion until all pairwise habitats have been calculated and produces the
sum of these calculations as the current density. Because pairwise circuit theory
calculations can be compute intensive, we deployed the software on a supercomputer by
modifying the source code in order to calculate multiple pairs simultaneously without
having to coarsen the data or using tiling methods.
Creation of Inputs
Circuit theory relies on two primary inputs; a resistance (i.e., ‘cost’) to movement
surface and the habitats that are to be connected. In the absence of detailed empirical
data, we relied heavily on expert opinion to parameterize the resistance surface. For each
species, we developed a four page survey (summarized in Appendix A.1) and deployed it
to experts based on pertinent literature and personal contacts. The survey had two
primary components which we asked experts to quantify: (1) the amount of resistance
each National Land Cover Database (NLCD 2006) land cover type presents the given
species and (2) the resistance to movement posed by differing levels of vehicle traffic.
Both were presented on a 1-100 ascending scale of resistance. Other questions pertained
to topics such as maximum dispersal distances and resistance posed by water and were
scored similarly. We averaged the numerical responses for each question and summed
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them together for biotic and abiotic conditions. We then applied them to relevant
publically available data (NLCD and Federal Highway Performance Monitoring System)
and created two resistance surfaces at 90 m resolution. In order to capture a larger spatial
scale over which animals might make movement decisions, we calculated a third
resistance surface by using a moving neighborhood mean value over the sum of the
previous two resistance surfaces (see Appendix A.2 for further details on resistance
surfaces). Finally, we summed the three resistances to create a final surface accounting
for landcover, relative risk of road mortality, habitat suitability and behavioral preference
for utilizing a given habitat.
We conducted a similar summation and moving window procedure for predicted
future conditions in 2100 based on urbanization probability from Terando et al. (2014)
and sea-level rise. Since no sea level affecting marshes model (SLAMM) was available
for our entire study area, we created a similar yet cruder bathtub model that assumed a
mean sea level rise of 2.5 m. Coastal areas below this elevation threshold were treated as
open water and assigned the appropriate resistance. We used these two ecological threat
inputs to predict changes in landcover and created three future resistance surfaces similar
to our contemporary scenario.
Since accurate geospatial data describing population centers for wildlife are rare,
we used our summed resistances for both the contemporary and future scenarios as the
cornerstones to simulate habitat cores for our chosen taxa. Our four habitat generalist
species cores were estimated by using a moving neighborhood analysis (10 km for the
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three mammals and 2km for timber rattlesnake) over our resistance surfaces to find large
contiguous areas with minimal mean resistance. We derived minimum resistance
thresholds based on the lowest quartile of resistance across the entire landscape for each
species and used published female home range size data to set area thresholds. We
extracted all areas meeting these thresholds for both time scenarios for each species
(Appendix A.2). We undertook a very similar approach for our habitat specialists (pine
snake and eastern diamondback rattlesnake) except we started with a habitat suitability
map from Southeast GAP to create a binary mask of suitable/non-suitable habitat to guide
our extraction of habitat cores. The mask allowed us to create more accurate and
restricted set of habitat cores for these species which may be less widely distributed.
Landscape Connectivity Output Indices and Comparison
We summed quantile scores (1-20) from the individual species models to create
two indices of connectivity importance for contemporary and future scenarios. We first
created an index using the four habitat generalist species (hereafter termed ‘HGS’) to
examine broad patterns and our second index added the two habitat specialist species
associated with longleaf pine ecosystems to the first index creating an all species value.
We used these two species groups to measure changes in landscape connectivity over
time by examining correlations within each EPA level III ecoregion in our study area. We
compared the two time horizons using bootstrapped samples of 1% of the study area
pixels (n = 107,000) and examined the upper and lower quantiles using a modified
Harrell-Davis estimator (Harrell and Davis 1982) described by Wilcox et al. (2014). We
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test the alternative hypothesis that landscape connectivity will decrease globally across
the landscape. We also specifically test for differences in the Piedmont ecoregion which
is among the fastest urbanizing areas in North America (Terando et al. 2014) and thus we
expect landscape connectivity to decrease more severely in that area.
Results
We predict far fewer large contiguous and low resistance habitat cores for all
modeled species in the Southeastern U.S. by 2100. There was a 36% reduction in
potential habitat cores across the board with red wolf and eastern cougar experiencing the
highest percentage loss (72% and 68%, respectively). The overall reductions are not
uniform across the region. The greatest changes occur in the Southeastern Plains (-43%)
and the Piedmont (-40%) and the only ecoregion with little change was the Blue Ridge (5%) which makes up only 0.30% of the study area. The two coastal ecoregions (Mid.
Atlantic and Southern) experienced modest changes (-34% and -38%) as well suggesting
that although sea-level rise is a threat to habitat cores it may be slightly less so than
urbanization in the Piedmont and Southeastern Plains. Comparisons across generalist and
habitat specialists also show differences in core reductions. Specifically within the
Piedmont, the habitat specialist species lost 67% of their cores relative to only 37% for
the species generalists (Table 4.1).
The summed quantile values of our circuit theory-derived landscape connectivity
model (‘current density’: unitless) changed very little from the contemporary through
2100, although the future scenario mean density slightly decreased (24.99 to 23.23) the
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two had a Pearson’s r = 0.936. However, it is apparent from plotting these data that the
pattern of connectivity differs both globally and regionally (Fig. 4.2A and 4.2B). We
predicted the Piedmont would experience the most change over this time period due to
rapid urban development. This appears to be the case as contemporary versus future
connectivity values only correlate with a Pearson’s r = 0.717, by far the lowest we found
although the Southeastern Plains ecoregion also experienced heavy changes (Pearson’s r
= 0.754). The other three ecoregions experienced less change, and those changes were
similar in scale with correlations ranging from r = 0.825-0.842.
In addition, the shapes of the connectivity distributions drastically changed from
contemporary to future scenarios. We observe a skew of the future scenario towards
intermediate connectivity values. For example, the lowest 5% and 25% quantiles of
connectivity for the future scenario contain higher values (30.01 and 49.0) than the
contemporary scenario (22.12 and 41.73) where n = 172,000 at each quantile providing a
confidence of p < 0.001 in both cases. Conversely, the highest 75% and 95% quantiles of
connectivity in the future scenario are lower (81.99 and 104.79) when compared to the
contemporary scenario (86.99 and 106.1) where p < 0.001 in both cases (Fig. 4.3). More
simply, the distribution of connectivity values is shifting from a more contemporary
bimodal distribution to a future unimodal distribution (Fig. 4.4)
Interestingly, there is a different connectivity pattern in the Piedmont and the two
coastal plain ecoregions between the HGS and all species models (Fig. 4.2C and 4.2D).
Sea-level rise had a much stauncher effect on the longleaf pine habitat specialist in
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coastal areas, as expected, but urban development changes appear to have had little on
them even in the ecoregions undergoing the most change. For example, new areas of
connectivity predicted in the future are clearly visible in the middle of the Atlantic
Coastal Plain as animals are likely pushed south from the low-lying barrier islands in
North Carolina and north from South Carolina barrier islands. This effect also occurs in
the Southeastern Coastal Plains where mean current density decreased from 80.87 in the
contemporary scenario to 62.85 in the future scenario although landcover changes
prevented the creation of new areas of connectivity. However, it is clear that there are
very few areas predicted to increase in connectivity over the southern range of the study
area for generalists or specialists as most new areas are concentrated in the northernmost
state of our study area.
Discussion
Our results highlight a future landscape connectivity that is both shifting north
and becoming dissected (e.g., more intermediate values as opposed to areas of high and
low connectivity) across the Southeastern U.S. likely effecting large mammals and
dispersal limited animals differently. Our results suggest there will be many fewer habitat
cores to support animal populations in 2100. The decrease we observed in habitat cores
likely means that metapopulation stability will be more important to species persistence
in the future (North et al. 2011). The additional decrease in connectivity will increase
the need for wildlife mitigation techniques such as highway underpasses for large
mammals (Forman 2003; McCollister and Manen 2010), especially in the Piedmont, or
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other measures to lower landscape resistance to movement such as habitat restoration
(McRae et al. 2012; Polak et al. 2014). Landscape connectivity will not be effected
uniformly across ecoregions, and although the ecoregional boundaries might also be
shifting due to climate change, these changes may not be temporally scaled in a way that
facilitates animal movement.
The dispersal-limited, habitat specialist species lost both habitat cores and the
connectivity between new cores in our models. Furthermore, there appears to be large
changes happening for all our species across the middle of our study area where pressures
from development in the Piedmont and sea level rise in the coastal ecoregions are
encouraging dispersers to move north and towards the center of the study area. While
large mammalian carnivores often disperse long distances and are capable of passing
through highly fragmented and high resistance areas, these areas (e.g., highways) pose
increased risk of death (McCollister and Manen 2010) and may even threaten the longterm persistence of rare mammals (Reudiger 1998). It is also apparent that traffic density,
which was not incorporated into our future resistance, plays a large role in the fate of
many dispersers like amphibians (Beebee 2013), and thus we likely under predict
connectivity decreases. The change in connectivity patterns provide increased evidence
for the importance of river and riparian corridors, which are crossing the study area
northwest from the Blue Ridge Mountains in Appalachia to southeastern coastal regions.
Historically however, these connections have been reduced by large impoundments,
which exacerbate the threat to future connections by further exurban growth (Theobald
2005).
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Other connectivity efforts in the southeast have used similar methods but we
expand them in important ways. The Southeast Ecological Framework, which was used
to generate the Florida Ecological Greenways Network (Hoctor et al. 2000), largely relied
on least cost path deterministic methods to identify corridors for their state planning.
While these produce more actionable discrete wildlife paths, they are likely an
oversimplification of animal movement (Pinto and Keitt 2009). Other regional efforts by
The Nature Conservancy used circuit theory-based models (see Pelletier et al. 2014) as
part of a larger landscape resilience study but identified areas which were predicted to
undergo the least change through time. Our study helps to identify places that are
predicted to undergo little change but also to highlight the development of local and
regional habitat networks to facilitate persistence of animals which will likely need to
disperse in a rapidly changing region of the country. Conceptually, we agree with the
framework of building connections between important ecological units such as land
facets (Brost and Beier 2012), areas of geophysical diversity (Anderson and Ferree 2010),
and highly permeable areas (Theobald et al. 2012) but for many conservation agencies
that are responsible for species conservation these approaches can be synergistic with our
methods by incorporating individual species of concern.
With the recent emphasis on thinking about broader geographic extents for
conservation planning (Lawler et al. 2013; Nunez et al. 2013; Theobald et al. 2012;
Trombulak and Baldwin 2010), this work is timely and may be incorporated into ongoing
initiatives like the SA LCC’s Conservation Blueprint (Morris 2014) or specifically to
climate change mitigation planning (Groves et al. 2012). Outside of ongoing efforts we
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feel similar analyses can be used to detect and prioritize the removal of barriers to
terrestrial connectivity. Landscape-scale analyses may elucidate small areas that have farreaching impacts for multiple taxonomic groups (Breckheimer et al. 2014). In addition,
we expanded methods to allow the off-the-shelf software Circuitscape (Shah and McRae
2008) to be run in a supercomputing environment using high-resolution inputs over broad
geographic ranges. These enhancements could facilitate the use of circuit theory at the
parcel level to inform planning by land trusts, state governments, and local agencies who
require more detailed analyses.
The paucity of data for habitat cores and individual species resistance to
movement forced us to rely on expert opinion and a new methodology for estimating
cores. Since circuit theory relies on a source-to-destination framework, the source
locations often bias the outputs (Koen et al. 2014). Associated assumptions should be
tested by ground validation of habitats, landscape genetics analyses, and possibly
telemetry studies. The additive species approach could be incorporated into a coarsergrained ecological surrogate framework to facilitate multi-scaled and multi-themed
connectivity planning. To prioritize discrete habitat corridors and linkages, our
probabilistic outputs could be combined with deterministic ones or other centrality and
network measures (Nunez et al. 2013). Further, it would be useful to dynamically assess
changes in landscape connectivity or population viability given successful barrier
removal and/or restoration projects.
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Conclusions
The habitat fragmentation effects of land use change and intensification are likely
to be amplified in the future by a rapidly changing climate and this study highlights areas
that might help mitigate those effects. We conducted fine-scale, large extent landscape
connectivity analyses across the southeastern U.S., which highlighted current and future
areas important to the movement of dispersing animals. Although we suspect riparian and
river corridors to be important movement pathways in the future, they are unlikely to
support the full taxonomic diversity found in upland habitats. This is especially true in
the southeast where large rivers are often associated with bottomland hardwood wetlands
that are seasonally flooded. Based on our findings, we suggest terrestrial habitat corridors
be strategically targeted and we provide two major areas for conservation consideration:
(1) the outer coastal plain forests which will likely be a refuge for many animals escaping
sea level rise and (2) the unfragmented forests in the Southeastern Plains (i.e., Sandhills)
and Piedmont ecoregions which will experience heavy urbanization pressures forcing
animals to move across human-dominated landscapes. Moreover, these geographies
already have many smaller corridors within them that may need to be expanded and/or
restored to allow better access to habitat accessible in lower threat areas (e.g., the
southern Appalachian Mountains). We also suspect that many of these corridors will be
difficult to conserve and suggest that large-landscape initiatives work closely with
smaller efforts throughout the southeast to build a more robust and connected network of
habitat cores and protected areas/managed lands.
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Tables
Table 4.1. The predicted number of habitat cores for all ecoregions within the study area
for both the contemporary and future scenarios.
All Species
Ecoregion

Contemporary

Future

% Change

Blue Ridge

18

17

- 5.6

Mid Atlantic Coastal Plain

383

251

- 34.5

Piedmont

604

362

-40.1

Southeastern Plains

631

358

-43.3

Southern Coastal Plains

361

223

-38.2

Ecoregion

Contemporary

Future

% Change

Blue Ridge

18

17

-5.6

Mid Atlantic Coastal Plain

194

128

- 34.0

Piedmont

541

341

- 37.0

Southeastern Plains

254

158

- 37.8

Southern Coastal Plains

168

112

- 33.3

Ecoregion

Contemporary

Future

% Change

Blue Ridge

NA

NA

NA

Habitat Generalists

Habitat Specialists
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Mid Atlantic Coastal Plain

189

123

-34.9

Piedmont

63

21

-66.7

Southeastern Plains

377

200

-46.9

Southern Coastal Plains

193

111

-42.5
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Figures

Fig. 4.1. Study Area of the South Atlantic Landscape Conservation Cooperative situated
in the southeastern United States covering over 359,000 km2 intersecting five EPA level
III Ecoregions.
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Fig. 4.2. Contemporary landscape connectivity summation from six individual species
connectivity quantile values (A) and projected for the year 2100 (B). The degree to which
connectivity changed over time for all six species (C) and the change for only habitat
generalist species (D) which underwent the most change.
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Fig. 4.3. Comparison of quantiles for two samples of landscape connectivity at four levels
(q ≤ 0.05, 0.25, 0.75, 0.95). The graph depicts the bootstrapped samples for the future
scenario (2100) minus bootstrapped samples of the contemporary scores. Connectivity
scores are significantly higher at lower quantiles in the future and significantly lower at
high quantiles in the future.
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Fig. 4.4. Kernel Density plot for two distributions of connectivity scores (contemporary
and future, N = 107,574,506 at bandwidth = 0.7626) depicting the tails of the future
distribution trending towards a centralized distribution of intermediate values. This shift
suggests that future connectivity will be more uniformly fragmented across the landscape
instead of the diffuse highs and lows seen in the contemporary scenario.
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CHAPTER FIVE

NEAR AND DEAR: THE CONSERVATION EASEMENTS OF CENTRAL AND
SOUTHERN APPALACHIA

Abstract
According to the United Nations, only 12.5% of the land within the United States
is considered ‘protected’ and many of these areas are geographically biased so as to limit
biodiversity representation. As protected area encroachment and human transformation of
landscapes increases, so does the importance of spatially strategic conservation decisions
including those for private lands. Spatial distribution of conservation easements results
from myriad local decisions and the cumulative pattern and underlying drivers are poorly
understood. We quantitatively explore a suite of social and ecological conditions
underlying conservation easement location throughout one of the most biologically
diverse regions in the U.S. (Central and Southern Appalachia). We ask how the level of
protection and easement holder groupings are related to location biases. Our results
indicate that the spatial pattern of easements differs from that of global protected areas,
and that there may be stronger social, rather than environmental drivers for easement
location. Conservation easements of central and southern Appalachia that are under the
greatest protection exist at lower elevations, closer to urban areas, and their locations are
generally driven more by social than environmental predictors. These patterns contrast
with the known biases existing in public protected areas, which historically secured lands
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least unlikely to undergo conversion. We suggest that in some regions easements are
diversifying the network of protected areas by meeting local, social goals. This may be
particularly true in complex human-natural geographies such as the Appalachians. Spatial
prioritization of easement location through region-scale analyses may produce a more
robust conservation network.
Introduction
Modern biodiversity conservation has routinely been addressed in situ by the
acquisition and restriction of human use on large tracts of ‘natural’ land set aside by
governments as protected areas (Brockington et al. 2008). Although an effective network
of protected areas holds the most promise for conserving ecosystems and species, these
public lands and waters only partially achieve biodiversity goals (Noss et al. 2012). The
following shortcomings have been articulated: (1) a lack of coverage in high areas of
endemism (Rodrigues et al. 2004), (2) incomplete spatial representation of ecological
processes driving diversity (Chape et al. 2005), and (3) inability to monitor and/or
enforce resource use (e.g., hunting, grazing) (Brockington et al. 2008; Bruner et al. 2001).
As ecosystems face increasing threats from the interaction of climate and land use change
(De Chazal and Rounsevell 2009) strategically located conservation actions reflecting
multiple priorities can help complement protected area networks (Groves et al. 2000;
Moilanen et al. 2009). The most important actions for achieving new biodiversity
conservation may be on private land (Groves et al. 2000) and yet little is known about
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how best to complement the existing network of conservation lands with new areas in the
context of social and environmental priorities.
Although property ownership laws vary widely, private lands conservation is
expanding in multiple regions of the world (e.g., Australia, South Africa, United
Kingdom, Costa Rica). Legally binding agreements, e.g., conservation easements (USA)
or conservation covenants (UK, Australia), may be established as a mechanism for
protecting species while providing landowners some financial benefit (e.g., tax relief) in
exchange for limiting landcover conversion of their property (Brewer 2004; Rissman et
al. 2007). These agreements are flexible in design to fit a broad array of purposes from
the preservation of agricultural, historical, and scenic values, to protecting unique natural
features or habitats. Property owners negotiate rights they wish to preserve (e.g., timber,
minerals, water) while remaining rights are sold or donated to a third-party. The most
common arrangement limits the subdivision and future land development of an individual
parcel (Gustanski and Squires 2000).
In the United States, an increasing rate of private land conservation is likely
related to increased incentives from state and local governments (McLaughlin 2004). The
National (U.S.) Land Trust Alliance announced in 2010 that its member organizations
(NGOs which conserve parcels) had increased land holdings by 9.3 million hectares since
2000, totaling over 19 million hectares nationwide (LTA 2010). Conservation easement
holders include from local and state governments to NGOs and the federal government
and the balance of these ownership types varies widely by region. Frequently, these
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agreements are administered by local land trusts although they are commonly sold or
traded among multiple holders (Brewer 2004). Often originating locally, e.g., from the
actions of landowners, land trusts, or local government agencies, conservation easements
are facilitated by a number of programs, policies, and funding sources operating at
broader scales. Most of these resources are tightly linked, for example, collaborations
involving the Federal Land and Water Conservation Fund, states (e.g., Land Preservation
Tax Credits), landowner resources (e.g., timber companies), and NGOs (e.g., The Nature
Conservancy) are common (Brewer 2004). Decades of conservation easement
establishment in the United States have resulted in over 105,000 mapped parcels in a
publically available National Conservation Easement Datatabase (NCED; see Methods).
The increase of private lands conservation is significant as multiple studies have
pointed out the perils in relying exclusively on fee-simple public lands (hereafter, ‘public
protected areas’) to achieve conservation goals. Generally, the distribution of global
protected lands is insufficient (Noss et al. 2012) and individual public protected areas are
not managed to mitigate factors occurring beyond their boundaries that often influence
biotic distributions (Parks and Harcourt 2002). There is evidence that spatial locations of
public protected areas are not optimized for representation (Cantú-Salazar et al. 2013;
Rodrigues et al. 2004). For example, public protected areas of the United States are more
commonly found in areas of high-elevation, steep slopes, and low productivity soils i.e.,
in areas less likely to undergo land cover conversion (Joppa and Pfaff 2009; Scott 1999;
Scott et al. 2001a; Theobald 2003). These particular selection biases limit the
representation of threatened and endangered species globally (Groves et al. 2000; Scott et
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al. 2001a). However, what drives the spatial location of conservation easements
(hereafter, ‘easements’), and how these might complement public protected areas in
landscape-level conservation is poorly understood.
The goal of landscape-level conservation is to represent the species, ecosystems,
and ecological processes of a region in a system of protected and managed areas, taking
into account a dynamic and uncertain future (Pressey et al. 2007). On the global scale,
land protection models diverge widely from public fee-owned areas; many include
private lands and human habitation (e.g., Areas of Outstanding Natural Beauty in the
United Kingdom, UNESCO’s Man and Biosphere, and Gondwana Link in Australia).
The Nature Conservancy has long targeted high-value private lands in their global
conservation initiatives (Ginn 2005). The U.S. government has responded to calls for a
larger-landscape effort by creating 22 “Landscape Conservation Cooperatives” (LCCs)
aimed at facilitating, providing, and communicating regional conservation science to land
managers, private conservation groups, state and local governments, private industry, and
the public. Such multijurisdictional efforts are thought to be integral to solving global
ecological problems and one targeted outcome might be the facilitation of strategic
partnerships between public and private landholders to enhance protected area networks
(Trombulak and Baldwin 2010). Conservation on private lands may be especially
important in geographies that are a relatively complex mosaic of private holdings, urban
areas, and public protected lands (Jackson and Gaston 2008). Such conditions exist in the
Central and Southern Appalachians (culturally known as “Appalachia”) of the United
States (Turner et al. 1996; Yarnell 1998). Collaborative, strategic approaches to
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conservation planning may be especially beneficial throughout the central and southern
portions of the Appalachian Mountains, where housing development near existing public
protected areas is among the nation’s highest and fastest growing (Radeloff et al. 2010).
This area is also known for both regional to global biodiversity hotspots (Chaplin et al.
2000).
The overreaching goal of this study is to understand the distribution of easements
and elucidate any underlying reasons for those patterns. Specifically, we are interested in
the environmental and social drivers of easement location throughout Appalachia. We
test three hypotheses: (1) conservation easements are randomly located instead of nonrandomly situated in areas correlated with biodiversity (e.g., gentler slopes, lower
elevation, higher habitat heterogeneity) (Gaston 2000), (2) type of conservation
easement holder (e.g., land trust) can be predicted from geographical, ecological,
agricultural, and social factors, and (3) these same factors are useful for explaining the
differences in conservation ‘value’. By examining such patterns we seek to inform future
conservation planning decisions, in particular how social and environmental drivers are
weighed in new easement establishment.
Methods
Study Area
The Appalachian LCC (App LCC) is located in the eastern United States (589,000
km2) and closely parallels the cultural region known as ‘Appalachia’ and as such,
represents a geographically complex human and natural system. In addition to having a
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range of geophysical, biotic, and social diversity, the region has some of the greatest
North American easement densities (Fig. 5.1). The eastern extent of this geography
exhibits extreme topographic complexity (containing the ten highest peaks in the eastern
United States) with an elevation range of nearly 2,000 meters. Moving westward from the
mountains, the major forest cover transitions from oak-pine dominance in the south,
maple-beech-birch in the north into predominantly oak-hickory forests in the plateaus
(Smith et al. 2004; Wear and Greis 2002). However, the overwhelming majority (88%) of
easements within the LCC are contained by the Appalachian Basin (Fig. 5.1). The portion
of the Appalachian LCC covered by public protected areas (~12%) is far less than that
suggested by various analyses as necessary for biodiversity conservation (Noss et al.
2012). Spatial distribution of public protected areas in the region (N = 2,466) followed
similar trends to those found at the global scale. We found that protected areas occurred
at higher elevation (M = 387.5 m, SD = 219.1 m) than expected by random chance, t
(2465) = 2.28, p = 0.01 and with lower crop productivity (M = 0.264, SD = 0.224) than
random (N = 2,599) unprotected areas t (2465) = -15.6, p < .001.
Sampling Design
We sampled each easement within the App LCC boundary that was both
attributed with metadata useful for at least one of our analyses and not completely
encompassed by an ‘urban’ area (N = 4,813 of 7,449 total). These random sample points
were generated proportional to area (where larger easements contained more sample
points) but maintained a minimum sampling distance of 100 m ( x = 2.3 km). We

108

compared these samples to random unprotected locations (N = 4,420) inside the study
area (excluding urban areas) while maintaining the same minimum sampling distance ( x
= 5.6 km). Next, we created a geographic database of environmental and social variables
we hypothesized would influence easement location (Table 5.1). If easements were
arbitrarily situated inside the geography, these explanatory variables should be of little
value in predicting easement location. However, for any variable that differs significantly
between easements and random unprotected areas, it can be said that easement locations
are spatially biased towards that variable.
Data Description, Acquisition and Processing
We extracted records from the U.S. National Conservation Easement Database
(NCED), which is an annually updated public database containing information on over
105,000 easements. This product is an initiative of the U.S. Endowment for Forestry and
Communities but is supported through a consortium of partnerships. One of those
partnerships is with the United States Geological Survey (USGS) GAP program, which
assigns a conservation value to easements using standards that differ from the
International Union for Conservation and Nature (IUCN). In short, GAP status 1 is
designated for areas under complete protection (e.g., no suppression of disturbance),
GAP 2 for areas in which some management is allowed (e.g., suppression of
disturbance), GAP 3 for areas which allow some forms of extraction (e.g., localized
mining), and GAP 4 for which there is no ‘legal’ mandate of protection. The IUCN only
recognizes GAP status 1 and 2 as ‘protected’ although GAP 1-4 easements all have some
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permanent protection from land cover conversion. Thus, GAP status 4 easements have
conservation value by limiting development although the interpretation of those values
are obfuscated by their GAP level assignment (Mitchel Hannon, personal
communication, Dec. 24, 2014). In addition, privacy concerns and the voluntary nature of
data and metadata inclusion into the database results in an under-representation for some
areas.
We extracted elevation and the horizontal slope from the National Elevation
Dataset (Gesch et al. 2002) . We sampled from the newly developed National
Commodity Crop Productivity Index, which describes soil productivity in regards to
major crop growth (e.g., corn, soybeans, small grains, cotton) while considering
landscape and climate conditions (Robos et al. 2012). For biodiversity estimation
remotely-sensed land cover diversity (i.e., habitat heterogeneity) can serve as a surrogate
(Crous et al. 2013; Honnay et al. 2003; Kerr et al. 2001; Nagendra 2001) and was
calculated using a moving neighborhood analysis based on Simpson’s index (Riitters
2002). We collated 2010 census data for income and housing at the county and block
levels (U.S. Census Bureau 2014) and then calculated density by housing units per
hectare. For the Euclidean distance calculations we used the ‘near’ tool in ArcGIS v. 10.1
(Redlands, CA) to measure distance between sample points and the nearest feature of the
following variables: roads, public protected areas, urban areas, water, and land trust
(Table 5.2).
Model Development
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We chose two forms of logistic regression to model spatial relationships of
easements and social/environmental variables. First, we used binary logistic regression
for comparing our conservation easement samples with random unprotected areas in
order to examine location bias in relation to the explanatory variables. We used a mixeddirection stepwise logistic model selection approach for considering the best secondorder models. This approach facilitated the examination of parameter interactions, in
particular social and environmental interactions (e.g., distance to urban areas and
elevational gradients) that moderate the covariates’ ability to predict the dependent
variable. Second, we examined how the assigned GAP status for an easement and
easement holder category (i.e., state, NGO, local government; Fig. 5.2) can be predicted
by the explanatory variables using a multinomial logistic approach (main effects).
We carried out all statistical analyses using the statistical program R (v. 3.1.0).
Binary logistic regression was conducted using the generalized linear model library
(glm2) and the multinomial logistic analysis was conducted using the Feed-forward
Neural Networks and Multinomial Log-Linear Models library (nnet). We completed
cross-validation using the Data Analysis and Graphics library (DAAG). Finally, we
conducted Durbin-Watson tests for autocorrelation (bootstrapped 1,000) of model
residuals and examined variance inflation factors to test for multicollinearity. We found
no significant violation of test assumptions.
Model Comparison, Validation, and Relative Importance
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To compare our logistic models we used the Display and Analyze ROC Curves (‘pROC’)
package (Robin et al. 2011). With bootstrapping, we produced 1,000 stratified areas
under the curve (AUC) samples for each model and computed their differences:
1−

2

=

where s = standard deviation of the bootstrap differences for sensitivity and specificity.
We then compared D to the normal distribution for hypothesis testing. In order to test the
accuracy of our non-linear models we performed repeated k-folds cross validation. This
technique randomly divides observations into k groups of roughly equal size while fitting
the model with k-1 groups and measuring prediction accuracy of the remaining group
(Borra and Di Ciaccio 2010). This is repeated k times (folds) until each group is predicted
once and used to fit the model k-1 times. We then repeated this entire process (N=100)
and used the mean of this output to decrease the dependence of the estimate on the initial
group partitions.
In addition to testing variables individually, we wanted to determine if social
predictors were relatively more important effects in the model than environmental
predictors. We tested relative importance between these two groupings using the Relative
Contribution of Effects in a Regression Model package (Relimp). Relative importance is
measured using a ratio of the variances of contributions by the two groups to the log-odds
of predicting an easement location (Silber et al. 1995).
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Results
Conservation Easement Location
Conservation easements within the Appalachian LCC are likely to be found closer to
urban developments, major road networks, in areas with greater crop productivity
potential (at least partially due to slighter slopes), in lower-elevation settings and with
greater diversity of surrounding landcovers. Further, all hypothesized environmental and
social variables differed between points inside easements versus those for random
unprotected areas except census block housing density (Table 5.1). Although all main
effects contributed to the empirical model of predicting easements (misclassification rate
= 26%), exploratory analysis indicated multiple interactions were operating on the
predictors and including these would improve model performance (Appendix A.3). The
final model adequately fit the data with a significant chi-square test statistic (χ2 (34, N =
9232) = 3738, p = < 0.001), a rejection of ‘lack of fit’ using the Hosmer-Lemeshow test
(p > χ2 = 0.87), and correctly predicted the occurrence of an easement 77.4% of the time.
To illustrate the interpretation of logistic interactions, we will focus on the
interaction between distance to built-up areas (‘urban’) and elevation. This was one of the
more striking effects we observed. Differing levels of elevation affected the utility of
urban to predict easements (Fig. 5.3). If elevation was near its mean value, it had only a
moderate impact and urban was not a good predictor of easement location. However, if
elevation was lower than its mean then increasing urban decreased the odds of being in
an easement. Conversely, if elevation was above its mean then increasing urban lead to

113

increased odds of being in an easement. The degree to which urban changes (improves
easement prediction in this case) given a one standard deviation increase in elevation can
be seen in the odds ratio in Appendix A.3 (i.e., multiplicative factor = 1.29 ± 0.07 or 29
%).
A similar strength (yet opposite) interaction effect occurred between median
county income and distance to nearest land trust. For this interaction, increasing income
was positively associated with easements but distance to the nearest land trust affected
the degree of this effect (Fig. 5.4). The multiplicative factor describing the impact of
increasing this distance on the utility of income to predict easement location was 0.72
(±0.08) or -28%. Most significant interaction effects were observed either between two
social predictors or between one social and one environmental predictor (as above). The
strongest effect between two environmental predictors (0.87 ± 0.05) occurred between a
biodiversity surrogate (landcover diversity) and distance to nearest protected area. Our
data indicated that diversity was a strong predictor of easement location if the sample was
close to an existing protected area. Easements farther from public protected areas were
likely to have lower diversity surrogate values.
Model Comparison, Validation, and Relative Importance
We used the top six ‘environmental’ and ‘social’ predictors (Table 5.1) to assess
relative importance between the groups in a main effects model. If the two groups
contributed to the variation in the log-odds of being in an easement equally the ratio
difference would equal zero (i.e., X/Z = 1). The ‘social’ predictors explain more variation
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(ratio = 1.37, p = < 0.001) in predicting easements as a group than the environmental
variables we measured. This suggests the drivers of easement location throughout
Appalachia are predominately social factors, which include economic considerations
(e.g., median county income).
The top second-order model included census block data (housing density and
median income) but we ultimately disregarded these predictors in the binary models and
analyses due to confounding interpretation arising from many easements being larger
than one census block. Thus, we compared the top main effects model with our chosen
second-order model to determine if our interactions terms significantly improved model
performance. Area under the curve for the main effects model was 0.821 (±0.008) and the
second-order model AUC was calculated at 0.845 (±0.008). The bootstrapped differences
(n=1000) took on a value of D = -12.7 leading us to reject the null hypothesis that the
differences equaled zero (p = < 0.001). Further, repeated K-folds cross validation
provided confidence for our model with predictive accuracy of (0.7704) which only
differed from the training data (0.7736) by 0.42%.
Level of Conservation within Easements
Of the total easements in our sample, 64% (N = 3061) had been assigned a
conservation level. Of these, 3% were GAP 1, 7% GAP 2, 33% GAP 3, and 57% GAP 4.
All explanatory variables were useful in predicting GAP status except distance to water
(χ2 (36, N = 3061) = 1479, p = < 0.001). We rejected the null hypothesis of lack of fit
using the Hosmer-Lemeshow test (p > χ2 = 1.0), and attained a prediction accuracy of
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74.6% with GAP 2 easements being the most poorly fit. The most useful predictor of
GAP level was distance to nearest land trust, as a one standardized unit decrease (closer
to land trust) in this predictor increased the odds of being in either GAP 3 (9%) or GAP 4
(46%) relative to GAP 1 (Table 5.3b), indicating that easements with a lower protection
status were geographically closer to the physical address of a land trust. Interestingly,
known location biases seen in global protected area such as distance to road, distance to
urban, and elevation are inversely related to conservation level of easements. When
increasing the distance to road or urban, the odds of being in a higher GAP status
increases (88% and 92% for GAP 3 and 4 relative to GAP 1). Increasing elevation was
strongly associated with weaker levels of conservation as the odds increased for GAP 3
(247%), GAP 4 (97%) relative to GAP 1. The most useful ‘environmental’ predictor for
this analysis was distance to nearest public protected area. Occurring closer to one of
these areas increased the odds of being in GAP 2 (64%) and GAP 4 (41%) relative to
GAP 1. Other useful predictors across multiple GAP levels (odds ratios farthest from 1)
included census block-level income, county housing density, and slope. The least useful
predictors in the model (odds ratios closest to 1) were crop productivity index, census
block housing density, and county median income. Lastly, although social predictors as a
group were more important than environmental ones at every GAP level, they become
relatively less dominant with increasing conservation level (from a ratio of 1.52 to 1.25
between GAP 4 and GAP 1, respectively: again, if groups contribute equally the ratio =
1).
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Easement Holder
We predicted the three most frequent ownership types, which collectively account
for 99% of the easements sampled (NGO: 40%, state: 28%, and local government: 32%),
using the same set of explanatory variables as in previous analyses (Table 5.1). Predictors
that were not significant in the top model were landcover diversity and distance to nearest
water. The difference between the full and reduced model was significant, χ2 (22, N =
4742) = 4496, p = < 0. 001) and we rejected the null hypothesis of the HosmerLemeshow test for ‘lack of fit’ (p > χ2 = 1.0). Although the overall classification accuracy
was moderate (73%), the AUCs for both local and state government easements were high
(0.96 and 0.90, respectively).
We observed a striking trend towards NGOs holding easements that are closer to
existing public protected areas, on gentler slopes, with less crop productivity, located
farther from urban areas where median county income is lower. Not surprisingly based on
the geography of cities and towns, local governments administer easements that are at
lower elevations with greater crop productivity values, and considerably lower median
block income, relative to NGOs. Meanwhile state governments hold easements that are
high in elevation on steep slopes with low county housing density and high median
county income, relative to NGOs. We found no differences in the relative importance of
social versus environmental predictors between easement holders.
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Discussion
The results of this study suggest the spatial distribution of conservation easements in
Appalachia diverges markedly from the ‘rock and ice’ theory, which describes the
location of global protected areas on high elevation, steep slope, and low-value
agricultural lands (Joppa and Pfaff 2009; Scott et al. 2001a). In fact, at least two of these
hypotheses appear inverted for easements since model interactions indicated they were
more frequently located at lower elevations and nearer to urban areas. The patterns of
establishment for conservation easements differ from existing, publically owned
protected areas and as a result, new conservation may indeed be happening near where
people “live and work” (Miller and Hobbs 2002). This phenomenon is also supported by
the interaction between income and distance to nearest land trust suggesting that
conservation dollars are being spent locally. If small, privately-held units of conservation
are diversifying and/or complementing existing large, public holdings, then they may be
acting as 'functional sites’ specific to sub-regional contexts but expanding the larger
‘functional network’ (Poiani et al. 2000).
Surprisingly, conservation easements under the greatest protection (GAP 1: 3% of
total) were the lowest in elevation, closest to urban areas and closest to roads. However,
GAP 2 level conservation easements (areas of a high conservation level that experience
management, e.g., suppression of natural disturbance) are likely to be found at higher
elevation, in more remote locations nearer public protected areas. Although we don’t
know exactly how these easements may function in the protected area network, we can
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hypothesize that having high value easements near existing development may help slow
encroachment around protected areas as humans naturally settle near biologically rich
areas. Multiple studies have discussed the trend, and perils, of urban development
creeping towards public protected areas (Mcdonald et al. 2009; Mcdonald et al. 2008;
Radeloff et al. 2010), but the forces that drive these trends are often national to global in
scale, making it unlikely for individual landowners to forestall. Within the southern
Appalachians, development is predicted to expand mostly into forested areas through at
least 2030 (Kirk et al. 2012). A network of urban to semi-urban easements may
ameliorate some of the inevitable effects for biodiversity in at least two ways: (1) having
natural landscapes and biodiversity near human settlements may foster psychological
connection to nature and conservation (McKinney 2002) and (2) conservation ‘islands’
can be critical stopover sites or stepping stones during migration and/or dispersal (Berger
2004; Moore et al. 1995).
It is often assumed that biodiversity protection is selectively biased away from
areas with great settlement potential/value, as in agriculture, forestry, or urban
development (Pressey et al. 2002; Rouget et al. 2003; Scott et al. 2001b). We found that
crop productivity (NCCPI) was greater in easements than in random unprotected areas.
Although this would be an expected finding for GAP status 4 easements, which are often
located on small farms, we found NCCPI to be greatest in GAP status 1 easements. These
findings are in contrast to many of the publically protected areas in the United States
which have been in part chosen for their marginal status (Scott 1999) and would be
otherwise unlikely to undergo land conversion (Theobald 2003). Conversely, it may be
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assumed that areas of greater agricultural suitability are at greater risk for land conversion
(Bella and Irwin 2002; Theobald 2003) and consequently, easements may be doing more
to limit future land conversions than existing, public protected areas despite 90% of these
easements being GAP status 3 or 4 and having no stated international conservation value.
Other international private conservation agreements (e.g., ‘Land for Wildlife’ in
Australia) may be contributing similarly although they are not easily categorized by the
IUCN.
Although elevation was not a strong predictor in the multinomial model results,
GAP 1 and 2 easements (greater protection) were significantly lower in elevation than
either GAP status 3 or 4 easements, and random unprotected locations, suggesting a
strong inverse relationship between elevation and level of protection. Because the
affiliation between elevation clines and biodiversity is firmly rooted in early
biogeography theory (Lomolino 2001), this finding suggests that easements may be
complementing the functional conservation network. Landcover diversity (a biodiversity
surrogate) was greatest among GAP status 2 easements and these easements were notably
closer to public protected areas. These findings suggest functional synergy between
publicly and privately protected lands by increasing the area for metapopulation
dynamics, migration movements among habitat patches, and core area (Noss 1983).
We found that easement ownership may also be contributing to the spatial pattern
of our results, and hypothesize that this might be partly explained by proliferating
second-home (i.e., “amenity”) development at the wildland-urban interface (Case et al.
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2008; Gosnell and Abrams 2011). Both the state-administered conservation easements in
our study and Appalachian amenity developments occur in sparsely populated areas, near
existing road networks and settlements. We found state-held easements were represented
by high elevations and steep slopes, yet the median county and block-level incomes were
relatively high. Although there is little information available at this great a scale on the
purpose of easement establishment and/or conservation goals (Olmsted 2011),(such
information is kept in county-level tax records and on deeds themselves), our results
suggest a divergence in location driver for state-held easements. These easements more
closely resemble spatial patterns observed for public protected areas, yet the interaction
with greater economic activity suggests they may be associated with conservation
development (e.g., Milder 2007) and/or with expanding public protected areas but only in
more affluent regions. More research that takes into account establishment motives is
needed to test this hypothesis, and it is likely that it will need to begin at local scales
using fine-grained data available in county property records.
Since NGOs often reflect more decentralized (i.e., grassroots) conservation
action, we suspected the spatial patterns of their easement holdings would be the most
interesting in how they might differ from those found in global protected areas. Instead,
we found that NGO-held easements mirrored the patterns reported more broadly of public
protected areas. First, NGOs hold the greatest number of easements at the greatest
conservation levels (45% of all GAP 1 and 2). This suggests that NGOs have the most
spatially extensive conservation aspirations in their easement activities compared to state
and local holders and may be attempting to augment the public protected area network.
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Second, these easements exist at higher elevations and demonstrate decreased crop
productivity potential (Table 5.3a), a finding that reflects the national and global trend for
public protected areas (Joppa and Pfaff 2009; Scott et al. 2001a). However, in contrast to
our results for state ownership, NGO easement location did not have an interaction with
household income. Our result could reflect historical actions by some of the more
powerful conservation NGOs. The Nature Conservancy (TNC) is one of the most active
NGOs in establishing easements world-wide. They oversee about 25% of NGO easement
area in this region (out 97 total) and have focused on building cores in unfragmented
locations (Anderson et al. 2006; Kiesecker et al. 2007). While NGOs play an important
role in establishing and administering conservation easements, it is interesting to note that
at least in our study area their actions appear to have amplified those of the public
protected areas network, rather than complemented them with lower elevation, greater
productivity areas. However, more research is needed on what organizations are
conserving what areas based on which conservation value (Merenlender et al. 2004).
Our results point to the possibility that the spatial distribution of conservation
easements may be driven more by social than environmental factors. There appears to be
a strategic effort from land trusts and local governments to work for conservation locally
(i.e., our land trust proximity result), and with land more likely to undergo conversion.
Although we have no forecasts for these specific locations, development pressure near
urban areas is strong throughout Appalachia (Brown et al. 2005). However, these results
may be partially due to the inherent limitations of the easement database. Areas with a
higher density of land trusts may be more willing to contribute data and metadata.
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Moreover, areas differ in their degree of representation. For example, the state of
Tennessee comprises 14% of the total land area in our study but contributes only 4% of
the easements sampled. There are likely real regional differences in the use of easements
but we suspect some areas are simply underrepresented by the database. Although we
only sampled 60% of catalogued easements, we feel these samples were spatially
representative given the caveats above.
Given the known spatial biases for protected area locations, this study encourages
deeper examinations of how conservation easements facilitate complementarity in reserve
networks. For example, how do easements contribute to corridor function in the protected
area network? Based on our findings, we can hypothesize that high-value conservation
easements may provide key habitat connectivity resources if they occur in lower
elevation, more populated areas that often fragment wildlife populations (Cushman and
Landguth 2012; Cushman et al. 2012; Cushman et al. 2006). In the U.S., this hypothesis
is lent support by Rissman (2008), who found that 70.6 % of easements in the San
Francisco Bay area contribute to open-space connectivity. Likewise, wildlife use and
some biodiversity surrogates have been found to be greater inside of easements than
adjacent areas and have generally met their ultimate goals of decreased land cover
conversion (Pocewicz et al. 2011). Despite these promising results less than half of the
easements in this study were assigned GAP 1-3 status and this contributes to uncertainty
about their biodiversity contributions. In the short-term empirical assessments of
biodiversity contributions will likely lag as field monitoring of easements is rare
(Kiesecker et al. 2007). Regardless, many of these easements are at the front line of
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development and may be ensuring green spaces and biodiversity function in future,
human-dominated landscapes.
We selected one long-settled landscape with many small cities and towns
distributed throughout embedded in a matrix of land uses including protected areas,
energy development, forestry, and agriculture (Yarnell 1998) as a case study in order to
examine the spatial patterns. Care should be taken when generalizing to other areas,
particularly those with lower human population density, shorter periods of settlement, or
more dispersed urban areas. For example, Australia is much more sparsely populated than
the United States despite being roughly the same size. Like many GAP 3 and 4 protected
areas in the western U.S. (e.g., Bureau of Land Management), its covenants do not
exempt mineral exploration or extraction (Adams and Moon 2013). The rich cultural and
land use history of Appalachia has similarities to other long-settled parts of the world
where landscape-scale conservation is an intricate spatial exercise, for example
agricultural landscapes in Europe (Opdam et al. 2002). In the United Kingdom
conservation “covenants” are expanding in highly fragmented landscapes and many are
calling for the prioritization and optimal spatial patterns to be studied (Sutherland et al.
2010).
As geospatial data are increasingly available at finer resolutions, computing tools
are developing to analyze those data at greater spatial extents (Leonard et al. 2014).
These advancements, coupled with foundational conservation planning theory (Margules
and Pressey 2000), promote the expansion of fine-grain spatial predictions for where and
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when conservation actions may have the greatest ecological benefit. During recent
decades conservation easements have proliferated as a conservation tool. Our research
highlights that there may be intricate social-ecological couplings that give rise to spatial
locations of new land protection actions. Effective conservation may well depend on
understanding how both social and ecological considerations are influencing conservation
decisions and harnessing that knowledge to better prioritize efforts to produce the most
synergistic network of conservation lands (DeFries et al. 2007).
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Tables
Table 5.1. T-test results for mean values within conservation easements versus unprotected areas within the App LCC
geography along with a priori predictor hypotheses for easements to be lower (down arrow) than random unprotected areas or
higher (up arrow) than unprotected areas.

Sewfsdasdfsocial

EnvironmentaEcol
o

Untransformed
Predictors
Elevation (m)
Slope (d)
NCCPI
Dist. Water(km)
Dist. Protected (km)
Landcover Diversity
Dist. Urban (km)
Dist. Road (km)
Median Income (Co)
Housing Density (Co)
Median Income
(block)
Housing Density
(block)
Dist. Land Trust (km)

Mean Value

T-test results
Mean
95% CI
Difference
40.28
31.59 - 48.97
2.21
1.90 - 2.52
0.048
0.038 - 0.058
0.044
0.026 - 0.062
2.33
2.13 - 2.54
12.3
10.16 - 14.45
2.76
2.40 - 3.11
4.79
3.98 - 4.98
9,516
9,103 - 9,930
0.31
0.287 - 0.340
13,873 14,652
15,431

Random

Easement

372.44
10.12
0.34
0.45
6.81
92.38
13.72
16.72
40,850.27
0.25

332.3
7.91
0.39
0.49
4.48
104.68
10.97
12.24
50,367.95
0.57

a priori
Easement
Hypothesis
↓
↓
↑
↔
↓
↑
↓
↓
↔
↔

45,189.47

59,841.53

↔

<.001

0.25

0.27

↔

0.323

0.019

0.019 - 0.058

52.46

24.24

↓

<.001

28.22

26.88 - 29.56
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p-value
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001

Table 5.2. Predictor variable sources and metadata.
Untransformed
Predictors
Elevation (m)
Slope (d)
NCCPI (0-1)
Distance to Water(km)
Distance to Protected
Area (km)
Landcover Diversity
Distance to Urban
(km)
Distance to Road (km)
Median Income (Co)
Housing Density (Co)
Median Income (block)
Housing Density
(block)
Distance to Land Trust
(km)

Alias

Year

National Elevation Dataset
Distance to Horizontal
National Crop Productivity
Index

30 m
30 m

Continuous
2014

90 m

2013

National Hydrologic Dataset

Vector

2012

Protected Areas Database - US

Vector

2014

1 km

2002

Urbanized Areas

Vector

2010

Tiger/Line
2010 Census - American Fact
Finder
2010 Census - American Fact
Finder
2010 Census - American Fact
Finder
2010 Census - American Fact
Finder

Vector

2014

County

2010

County
Census
Block
Census
Block

2010

Vector

2014

Product

United States
Geologic Survey
Slope
Author
United States Dept.
Productivity
Agriculture
United States
Water
Geologic Survey
United States
Protect
Geologic Survey
United States
Diversity
Geologic Survey
United States Census
Urban
Bureau
United States Census
Road
Bureau
United States Census
Income
Bureau
United States Census
Density
Bureau
United States Census
Block
Bureau
Income
United States Census
Block
Bureau
Density
The Land Trust
Trust
Alliance
Elevation

Spatial
Resolution

Source

Landcover Diversity

Direct of Land Trusts
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2010
2010

Table 5.3. Percent change in the odds of moving from the reference category to the test category for a one-unit increase in
each variable included in the easement holder analysis (A) and the level of conservation analysis (B).
Road

Urban

Income
(Co)

Density

A

NCCPI

Elev.

Slope

Income
(B)

Density
(B)

Land
trust

Protect

Relative to NGO

Local

14.030

-35.744

2.225

7.885

74.573

-69.457

14.275

-98.803

-48.910

14.921

55.328

State

-7.691

-24.346

20.667

-39.876

7.795

19.729

26.667

22.682

-44.426

202.419

35.854

Road

Urban

Income
(Co)

Density

NCCPI

Elev.

Slope

Income
(B)

Density
(B)

Land
trust

Protect

Diversity

B

Relative to GAP 4

GAP 3

-28.459

-33.248

-15.874

-66.490

19.864

75.986

42.355

38.846

-40.849

70.808

91.438

33.411

GAP 2

37.444

-36.065

-2.022

-1.331

-25.385

-16.112

17.095

64.486

1.733

134.374

-38.422

18.355

GAP 1

-47.054

-47.998

-68.957

-16.892

-1.642

-49.329

48.272

51.632

29.430

86.695

68.816

-9.834
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Figures

Fig. 5.1. Conservation easements of the four primary holders within the Appalachian
Landscape Conservation Cooperative extent (Study Area) intersecting 15 states.
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Fig. 5.2. Mean area (ha) of conservation easements by easement holder in each GAP level (1 – 4) within the Appalachian LCC.
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0.70

Probability of Easement

0.65

Elevation at -1 sd
Mean Elevation
Elevation at +1 sd

0.60

0.55

0.50

0.45

0.40

0.35
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Distance To Urban

Fig. 5.3. The interaction effect of elevation on distance to urban for predicting
conservation easement location suggests easements can be found in low elevations near
urban centers.
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1.0
Dist. To Landtrust at -1 sd
Mean Dist. to Landtrust
Dist. To Landtrust at +1 sd

Probability of Easement

0.8

0.6

0.4

0.2

0.0
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Median Income (Co)

Fig. 4. The interaction effect of distance to nearest land trust on median county income
for predicting conservation easement location suggests conservation dollars are being
spent locally.
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Appendix A

Land Cover Classes

Detailed Expert Opinion Survey Results for Parameterizing Species Resistance Values

Open Water
Open Space
Developed
Low Intensity
Developed
Medium Intensity
Developed
High Intensity
Developed
Barren Terrain
Deciduous Forest
Evergreen Forest
Mixed Forest
Shrub/Scrub
Grass/Herbaceous
Pasture/Hay
Cultivated Crops
Woody Wetlands
Emergent
Herbaceous
Wetlands

Eastern
Cougar

Red Wolf

Black Bear

89

82

41

Eastern
Diamondback
Rattlesnake
49

56

44

50

49

53

66

Timber
Rattlesnake

Pine Snake

58

71

65

69

63

44

59

68

57

81

64

84

86

81

86

94

88

98

99

99

45
1
1
1
7
21
29
36
7

45
11
11
10
5
11
26
8
16

41
2
5
3
8
25
29
5
3

47
22
7
6
11
8
36
46
28

55
2
17
5
10
24
45
53
11

57
26
6
12
4
8
27
57
55

24

52

20

36

39

65

Table continued on following page
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Resistance Reduction

Railroad Bridges

40%

40%

40%

50%

50%

50%

Pedestrian Bridges

30%

30%

30%

50%

30%

50%

Other Bridges

50%

50%

50%

70%

50%

70%

60%

60%

60%

80%

60%

80%

40%

40%

40%

70%

50%

70%

Wildlife Crossings

10%

10%

10%

30%

30%

30%

Total Number of
Expert Responses

7

7

15

11

12

13

Water Bridges (820m)
Water Bridges (>
20m)

Table A-1: We received 65 responses from our 4 page survey and the primary thematic results relate to land cover resistance to
movement and permeability (inverse of resistance) increases from bridges and crossings.

142

Traffic Range
(Vehicles/day)

Eastern
Cougar

Red Wolf

Black Bear

0-500
500-1,400
1,400-5,000
5,000-14,000
14,000-35,000
35,000+

3
22
37
49
66
86

4
13
22
39
59
81

2
9
25
50
73
89

Eastern
Diamondback
Rattlesnake
23
54
74
87
96
99

Timber
Rattlesnake

Pine Snake

23
53
71
87
96
99

19
44
61
82
93
99

Table A-2: Detailed Expert Opinion Survey Results of Traffic Density and Road Resistances to Animal Movement.
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Species

“Open
Water”
Resistance

Distance-from-shore
Resistance Interval

Water Barrier
Distance (mean of
expert responses)

Distance Intervals

Distance Ranges and Associated
Resistance (rounded to nearest whole
number)

Eastern cougar

89

(100-89)/4 = 2.75

1.1 km

1.1/5= 0.22 km,
220 m

0-220 m = 0;
220-440 m = 2.75 = 3;
440-660 m = 5.50 = 6;
660-880 m = 8.25 = 8;
880-1100 m = 11

Red wolf

82

(100-82)/4 = 4.50

2.4 km

2.4/5= 0.48 km,
480 m

0-480 m = 0;
480-960 m = 4.50 = 5;
960-1440 m = 9;
1440-1920 m = 13.50 = 14; 19202400 m = 18

Black bear

41

(100-41)/4 = 14.75

3.5 km

3.5/5= 0.70 km,
700 m

0-700 m = 0;
700-1400 m = 14.75 = 15;
1400-2100 m = 29.50 = 30;
2100-2800 m = 44.25 = 44;
2800-3500 m = 59

Table continued on following page
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Eastern
Diamondback
rattlesnake

49

(100-49)/4 = 12.75

4.4 km

4.4/5= 0.88 km,
880 m

0-880 m = 0;
880-1760 m = 12.7 5 = 13;
1760-2640 m = 25.50 = 26;
2640-3520 m = 38.25 = 38;
3520-4400 m = 51

Timber
rattlesnake

58

(100-58)/4 = 10.50

1.9 km

1.9/5= 0.38 km,
380 m

0-380 m = 0;
380-760 m = 10.50 = 11;
760-1140 m = 21;
1140-1520 m = 31.5 = 32;
1520-1900 m = 42

Pine snake

71

100-71 = 29

0.3 km

0.3/5= 0.06 km,
60 m

0-150 m = 0;
150-300 m = 29

Table A-3: Resistance of open water to animal movement. Table also demonstrates how these expert results were used to
calculate the final distance decay resistance values

145

Appendix B
Thresholds to Animal Movement and Minimum Suitable Habitats

Species
Eastern cougar
Red wolf
Black bear
Eastern diamondback
rattlesnake
Pine snake
Timber rattlesnake

Ave. female
home range
size (sq. km)
255
89
22

Home range multiplied to
achieve suitable habitat
Sizes (sq. km)
1275 (5x)
445 (5x)
110 (5x)

0.27

2.74 (10x)

0.29
0.72

7.19 (10x)
2.89 (10x)

Max. Dispersal
Distance Threshold
(sq. km)
354
80
73
10
6
10

Resistance
Threshold for
suitable habitat
14
15.9
12.6
89.4
95.8
24.6

Table B-1. In order to create habitat cores and two scales of resistance between the cores we employed several thresholds. We
did a literature review for home range sizes and weighted them based on sample size of each study and took the mean value
from this calculation. We then multiplied that home range distance by 5 for mammals and 10 for snakes to derive the minimum
habitat core requirements for that animal. In order to calculate the resistance to animal movement at a larger spatial scale we
used moving neighborhood mean values of our resistance surface estimate a minimum suitable score for core qualification. We
employed a neighborhood size of 10 km for mammals and 2 km for the snake species. Maximum dispersal thresholds were
used in the circuit theory calculations in order to minimize pairwise computations and all cores within the values were
connected in the algorithm
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Appendix C
Interaction Results From Binary Logistic Regression Of Easements Versus Random
Unprotected Locations

Predictor
Interactions
urban*elevation
income*trust
income*density
elevation*density
urban*density
income*protect
road*diversity
urban*protect
slope*density
density*diversity
income*slope
diversity*protect
road*density
slope*diversity
trust*protect
urban*nccpi
water*slope
water*nccpi

Estimate
0.255
-0.327
-0.287
-0.261
0.171
-0.201
0.158
-0.176
-0.174
0.128
0.124
-0.140
-0.132
0.109
-0.122
-0.099
0.088
0.067

P-value
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
0.002
0.002
0.003
0.008

Odds
Ratio
1.290
0.721
0.750
0.770
1.186
0.818
1.171
0.839
0.840
1.136
1.132
0.869
0.876
1.115
0.885
0.905
1.092
1.069

CI
2.5%
1.219
0.645
0.687
0.705
1.078
0.763
1.106
0.787
0.774
1.063
1.052
0.821
0.802
1.056
0.820
0.850
1.030
1.018

CI
97.5%
1.367
0.806
0.821
0.841
1.308
0.877
1.239
0.894
0.912
1.214
1.223
0.920
0.956
1.178
0.955
0.965
1.157
1.124

%Change
29.029
-27.878
-24.980
-22.955
18.650
-18.180
17.058
-16.108
-15.960
13.635
13.246
-13.097
-12.355
11.486
-11.457
-9.451
9.159
6.931

Abs %
Change
29.029
27.878
24.980
22.955
18.650
18.180
17.058
16.108
15.960
13.635
13.246
13.097
12.355
11.486
11.457
9.451
9.159
6.931

Table C-1: An odds ratio > 1 indicates a positive relationship with the dependent
variable, close to 1 indicates weak relationship, and <1 indicates negative. Percent change
indicates the strength of the relationship (negative or positive) with a one standardized
unit increase in the predictor term. These relationships are summarized by their absolute
percent change (listed in descending order). The full model results are: probability of
being in an easement = 0.246 + (0.086 *house) + (0.060 *road) + (-0.020 *slope) +
(0.003 *water) + (0.123 *diversity) + (0.268 *elevation) + (1.157 *income) + (-0.862
*trust) + (0.158 *nccpi) + (0.151 *urban) + (-0.317 *protect) + (-0.190 *income
*income) + (-0.121 *road *road) + (-0.137 *urban *urban) + (-0.079 *nccpi *nccpi) +
(0.105 *diversity *diversity) + (0.255 * urban *elevation) + (0.327 *income *trust) +
(0.287 *income *density) + (-0.261 *elevation *density) + (0.171 *urban *density) + (0.201 *income *protect) + (0.158 *road *diversity) + (-0.176 *urban *protect) + (-0.174*
slope *density) + (0.128* density *diversity) + (0.124 *income *slope) + (-0.140
*diversity *protect) + (-0.132 *road *density) + (0.109* slope *diversity) + (-0.122 *trust
*protect) + (-0.099 *urban *nccpi) + (0.088 *water *slope) + (0.067 *water *nccpi.
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