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Tatian.a. Lao cxuu» .
El problema de encontrar un invariante
que caracterice el conjunto de grafos isomor-
fos a un grafo dado, es un problema clasico
en teorla de grafos. No se conoce un conjunto
completo de invariantes para un grafo [l,p.i~.
En esta nota presentamos, de manera intuitiva;
una solucion de este problema.
Un grafo dirigido es una tripla G = (V;E;'f)
donde V y E son conjuntos finitos y ~ es una
funcion uno a uno que hace corresponder a ca-
da elemento de E una pareja ordenada de ele-
mentos de Geometricamente, E es el conjun-
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t0 del ado s (f1echas ), V es e1 con j un t0 dever
tices (nodos) y la aplicacion ~ asigna a cada
lado sus vertices de acuerdo con la orienta-
cion del lado. Para el grafo dirigido de la
Figura 1, tenernos:
v = {1,2,3,4,5}, E = {a.,b,c.,d,e,n,g,h,i},
'f(a.) = (1,2), <f( b) = (2,1), 15'( c ) = (2,2),
~(d) = (3,2), PCe) = (2,4), f(n) = (3,4),
P( g) = (5, 3 ), P( h) = (3, 5 ), P( i) = (5, 5 ) .
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FigU1~a 1
Un grafo G puede tarnbien representarse
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par media de una matriz, llamada mat~~z de a~
yaeene~a. Para abtener esta matriz numeramas
las vertices del grafa empezanda en 1. Si
V = {1,2, ••• ,n}, definimas
1 , si existe una flecha que va del vertice
~ al vertice j.
a·· =
-<"j 0, en casa cantraria.
La matrLz de adyacencia correspondiente al
grafa de la Figura 1 es
Vi ° 1 0 0 0
V2 1 1 0 1 0
V3 0 1 0 1 1
(1)
V4 0 0 0 0 0
Vs 0 0 1 0 1
Es claro que la matriz de adyaceneia de
un grafo dado depende de la manera como se
numeren los vertices del grafo (de~~gnae~6n
de v~~t~ee~); par ejemplo, si numeramos los
vertices del grafo de la Figura 1 como en la
Figura 2, obtenemos la siguiente matriz de ad
yacencia:
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V1 V2 V3 V,+ Vs
V1 1 1 1 0 0
V2 0 0 0 0 0
V3 1 0 0 0 0
( 2 )
V,+ 0 0 0 1 1
Vs 1 1 0 1 0
2 Figura 2
Dos grafos G1 y G2 son isomorfos Sl exis
te una permutacion de la designacion de vert~
ces de uno de ellos tal que, cUdndo renumerd-
mos sus vertices de acuerdo con es~a permuta-
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cion, su nueva matriz de adyacencia coincide
con la matriz de adyacencia del otro grafo.
Por ejemplo, los grafos G1 y G3 de la~ Figu-
ras 1 y 3 respectivamente, cuyas matrices de
adyaeeneia son las matrices (1) y (2), son
isomorfos. En efecto, si redesignamos los ver
tices de G1 de aeuerdo con la permutacion
(13




El problema que estamos estudiando puede
reformularse como sigue: se trata de encontrar
un algoritmo par media del eual podamos obte-
ner, para eualquier grafo dado, una entidad
(el inva~ian~e) que permanece constante cuan-
do se hacen variaeiones en la designacion de
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v~rtices del grafo. En otras palabras, dado
un par de grafos, un tal algori tmo as igna a ~
bos grafosel mismo invariante si y solo si
los dos grafos son isomorfos.
Read y Corneil [2J enunciaron el probl~
rna de la siguiente ma n era : "se t rat a de encon
trar un buen algoritmo para determinar cuando
dos grafos dados son isomorfos. Un problema
muy relacionado con este es el de codifica-
cion, que consiste en encontrar un bu~n alg~
ritmo que asigne a cada grafo un codigo 0 ca-
dena de simbolos, de tal manera que a dos gr~
fos se les asigna el mismo c6digo si y solo
si son isomorfos". Por esta razon, algunos
autores se refieren a este problema como el
"pro b1erna" dec adif icacia n" .
Procedemos ahora a construir un algorit-
mo del tipo mencionado utilizando el grafo G1
de la Figural, cuya matriz de adyacencia es
la matriz (1). Definimos la funcion caracte-
ristica del grafo G1 como sigue: asignamos a
los vertices 1,2,3,4 y S las variables reales
X1,X2,X3,X4 y XS' respectivamente; si la i-e
sima fila de (1) tiene unos en las columnas
jl, ••• ,jJt asignamos a esta fila la f unc i on
Xjl°Xj2~'·· oXjJtX. En nuestro caso, a la pri-
.{.
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mera fila de la matriz (1) Ie corresponde la
funcion X1X2; a la segunda fila Ie correspon-
de X X1X2X4; a la tercera X X2X4XS y'a la qui~
2X X 3ta Xs 3 S. En el caso en que una fila carezca
de unos, como ocurre con la cuarta fila de (1),
Ie asignamos la variable correspondiente con
exponente uno: a la cuarta fila Ie correspon-
de la funcion X~ = X4.
La funcion caracterlstica del grafo G es
el producto de las funciones asignadas a cada
una de las filas de su matriz de adyacencia.
Para el grafo G1 es
X2 X1X2X4 X2X4XS X3XSXl oX2 oX3 oX4oXS
Finalmente exigimos que nuestras varia-





+ (X _11)2·(X -1:n2o(X _11)2o(X _11)2.(X _11)21 234 5
= o. ( 3 )
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Tambien podrlamos considerar el conjunto
X = {Xl ,X2 ,X3 ,X4 ,XS} como un subconj unto de los
numeros naturales y en este caso la condici6n
(3) vendria dada por
Es facil v~r que el hecho esencial consis
te en que las variables toman valores en el
conjunto de los numeros primos y que variables
diferentes deben tom~r valores diferentes.
La fun ci6n car a-c ter1stic a de un graf0 di.









donde aij es el elemento (i,j) de la matriz
de adyacencia.
Cuand 0 con sid era m 0 s X = {X 1 ,X2 '...,X~}
como un subconjunto de los reales la restric-
cion se expresa por la condicion
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donde <P = {2,3, .•• ,pn.} es el conjunto de los
primeros n. nGmeros primos. Si X se considera
como un subconjunto de los numeros naturales




n P = o.
PE:¢
El invariante que estamos bus cando es el
maximo de la funcion caracter1stica sujeta a
la correspondiente restriccion. La demostra-
c i cn de est a invarianza se explica en [3J, p~
ro es tan directa y sencilla que el lector
puede hacerla par s1 mismo. En nuestro ejem-
pIa, este invariante es
con la condicion (3) si las variables toman
valores reales a con la condicion (4) si ta-
man valores en el conjunto de los numeros na-
turales.
Para el grafo G2 obtenemos como invarian-
te
can la condicion (3) 0 can la condicion (4);
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como se senalo antes, Max CGl = Max CG2.
Resumiendo, los maximos de las funciones
caracterlsticas de dos grafos coinciden si y
solo si los grafos correspondientes son iso-
morfos. Sin embargo este invariante no es el
unico que caracteriza el conjunto de grafos
que son isomorfos a un grafo dado. El minima
de la funcion caracteristica es tambien un
invariante en el mismo sentido, 10 cual sig-
nifica que los minimos de las funciones carac
terlsticas de dos grafos dados coinciden si
y s610 si los grafos son isomorfos. Es eviden
te que para un grafo· completamente simetrico
G~, es decir, para cualquier grafo cuya ma-
triz de adyacencia permanece invariante cuan
do se hacen permutaciones de la designacion
de vertices, se cumple que Max CG~ = Min CG~
La funcian caracteristica no es la uni-
ca herramienta que sirve para construir inva
riantes del conjunto de grafos isomorfos a
un grafo dado. Como ejemplo de un metoda di-
ferente considereJnos los n.2 elementos de la
matriz de adyacencia de un grafo dirigido.
Escribamos~s en una fila segun un orden pre-
viamente establecido en los el~mentos de la
matriz; obtendremos aSl un numero en expre-
sian binaria. Ah ora a cada UIld de las 11~ pe£
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mutaciones de la designacion de vertices corres
ponde un numero binario y la correspondencia
esta bien definida. Este conjunto de n! nume-
ros tiene un maximo y un minimo los duales
son invariantes del tipo que estamos buscan-
do.
Siguiendo estas ideas el lector podra en
contrar otros invariantes que caractericen el
conjunto de grafos isomorfos a un grafo dado.
Ademas del interes teorico del problema
de encontrar invariantes del tipo mencionado,
el calculo de ellos utilizando un algoritmo
ligado a un polinomio, con at L'tu LrLa una ma-
.nera de re sol ver .el probl ema de isomorf ismo
entre grafos, a saber, encontrar un metodo
.eficiente para determinar si dos grafos son
isomorfos. Trataremos estos problemas en un
proximo articulo.
La solucion del problema de isomorfismo
entre grafos no solo tiene un interes acade-
mico sino que tambien tiene importancia pra£
tica en cuestiones como: a) el establecimie~
to de una nomenclatura unificada en quimica
organica, b) la aplicabilidad del analisis
hecho en ciertos sistemas a otros del rnisrno
tipo (circuitos electronicos) y c) la medi-
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da del grade de eomplejidad de una variedad
de sistemas.
Finalmente obser-vamos que los metodos que
hemos aplicado a grafos dirigidos pueden exte.!:
derse de una manera natural a otras clases de
grafos, pOI' ejemplo a los grafos no dirigidos,
a los grafos ponderados y a los grafos rotul~
dos. Consideremos pOI' ejemplo el caso de los
grafos no dirigidos. Se cambia cada arco que
une vertices distintos pOI' un par de flechas
dirigidas en direcciQnes opuestas y se cambia
cada arco cerrado pOI' una flecha simple. Ob-
tenemos as! un grafo dirigido tal que cualqurer
invariante (con respecto a la designaci6n de
vertices) para este grafo es tambien un inva-
riante del mismo tipo para el grafo no dirig~
do. Siguiendo este criterio, el grafo no dir~
gido de la Figura 4 puede considerarse como el
grafo dirigido de la Figura 5 • Cuando esta-
mos trabajando en un "universo" de grafos no
dirigidos, no hay problema en considerar como
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