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Abstract 
Forecasting ATM cash demands is a challenging research task. When the forecasting results are too high compared to the real 
demand, this will cause excessive cash at bank’s ATMs and the cost of lost interest. On the other hand, if the forecast is too low, 
this will result in dissatisfaction of bank customers because of cash-outs. Although recent studies focused on new computational 
intelligence techniques for cash demand forecasting, this paper advocates the enhancement of the dataset to improve the 
prediction performance of forecasting models. In this study, 19 special days in the UK have been considered and NN5 
competition dataset, which includes 735 daily withdrawal amounts from 111 ATMs in UK, was updated with these calendar 
days. After preprocessing step and application of exponential smoothing method, we achieved 21.57 % average SMAPE for 56 
days forecasting horizon. This study shows that good forecasting results can be reached by improving the data even if we do not 
apply complex computational intelligence techniques. 
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1. Introduction 
The first Automated Teller Machines (ATM) were installed in London 50 years ago. With the wide-spread usage 
of these machines, new research areas appeared such as forecasting of cash demand in ATMs. The aim of cash 
demand forecasting research is to find the optimal cash amount which will be required in that specific ATM in a day 
or week. There are many factors which can affect this forecast such as economic crisis, special days, climate, 
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holidays, festivals, natural disasters, and location of the ATMs. If the forecasting results are below the demand level, 
cash-outs will happen and hence, this will cause the dissatisfaction of the customers.   
When the forecasting results are over the demand level, there will be idle cash in ATMS. Therefore, it will cause 
the lost interest. When the prediction results are accurate, banks will be able to optimize their operations for their 
ATM network and major savings will be made in addition to the customer satisfaction. Although there are many 
techniques for cash demand forecasting such as statistical methods (i.e., ARIMA), Artificial Neural Networks, and 
Exponential Smoothing, there is no clear consensus about the best model or technique among researchers and 
practitioners. One of the reasons for this problem is the use of proprietary datasets in this domain. Therefore, we 
aimed to use public datasets in this study and worked on NN5 competition dataset1. In recent years, new 
computational intelligence techniques were developed and adapted in this domain in order to forecast the cash 
demand accurately. For example, Andrawis et al.2 applied Artificial Neural Networks, Linear Models and Gaussian 
Process Regression to build their forecasting model. In addition, Venkatesh et al.3 used General Regression Neural 
Network (GRNN), Multi-Layer Feed Forward Neural Network, Group Method of Data Handling, and Wavelet 
Neural Network on the public NN5 competition dataset. They reported that GRNN provides the best performance on 
this dataset. As we see from these recent papers, researchers started to focus on new computational intelligence 
techniques and methods to improve the performance of forecasting models. However, GRNN model has a 
drawback. It uses extensive resources to store and process training samples. 
In this study, we aimed to use simpler models compared to these computational intelligence techniques because 
of their extensive use of resources and improve the dataset by utilizing domain knowledge. Specifically, we took 
into account 19 special days in the UK such as Thanksgiving and Halloween days and used these special days in our 
dataset. Each of these dates was represented as a new flag in our NN5 competition dataset.  This dataset consists of 
111 ATMs’ withdrawal amounts for two years in many cities of the UK and forecast horizon was 56 days. By using 
these 735 daily cash withdrawal amounts, forecasting models predicted the next 56 days’ withdrawal amounts. The 
evaluation criterion was SMAPE (Symmetric Mean Absolute Percentage Error) because SMAPE was used in NN5 
competition2 as the error measure. All the methods were investigated based on this error measure. To compare the 
performance of several methods, we used SAS tools (SAS Enterprise Guide, SAS Forecast Server, and SAS 
Enterprise Miner). The main contribution of this paper is two-fold. First, we showed that good performance can be 
achieved if the data is improved with additional indicators such as notable special days even if simple techniques are 
preferred. Second, we observed that although artificial neural networks were suggested in several studies, they do 
not always provide good performance for cash demand forecasting. The performance of the models which is based 
on artificial neural networks was not better than the performance achieved by the exponential smoothing4. We 
observed that exponential smoothing4 might provide acceptable results for this problem. 
The rest of this paper is organized as follows: Section II presents the related work. Section 3 explains the 
methodology. Section 4 explains results and Section 5 shows the conclusion and future work. 
2. Related Work 
There are many studies on cash demand forecasting in ATMs. In this section, we will explain some of these papers 
which were published recently. Andrawis et al.2 combined Neural Networks, Linear Models, and Gaussian Process 
Regression by simple average. By using NN5 dataset for training, they forecasted withdrawal amounts of the next 
56 days. They reported that their approach provided 18.95% SMAPE value. Teddy and Ng5 used Pseudo Self-
Evolving Cerebellar Model Articulation Controller (PSECMAC) network to predict cash demand on NN5 dataset. 
They stated that PSECMAC provided 27.28% mean SMAPE value with the actual hold-out testing data supplied by 
NN5 competition organizers. Ekinci et al.6 reported that individual ATM withdrawals in Istanbul are very different 
and traditional approaches are not good at forecasting. They suggested to group ATMs into several clusters and 
stated that they achieved an average MAPE of 20%. Venkatesh et al.3 clustered ATMs with similar patterns using 
Taylor-Butina clustering algorithm. For each cluster, they applied General Regression Neural Network (GRNN), 
Multi-Layer Feed Forward Neural Network (MLFF), Group Method of Data Handling (GMDH) and Wavelet 
Neural Network (WNN) on the NN5 dataset. They stated that GRNN provided the best result which has 18.44% 
SMAPE ratio. Also, they stated that their performance is better than Andrawis et al.’s2 approach’s performance. 
Rodrigues and Esteves7 investigated the calendar effects in ATM withdrawals by using the data of Banco de 
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Portugal which is available between 2001 and 2008. They reported that holidays, the day of the week, the month of 
the year, and the week of the year have impact on ATM withdrawals. They only considered Christmas, New Year, 
Carnival and Easter, but in our study, we used 19 special days for the UK. Also, their dataset is proprietary instead 
of public dataset such as NN5. Simutis et al.8 applied Artificial Neural Network (ANN) and Support Vector 
Regression (SVR) techniques and stated that ANN provides slightly better performance compared to SVR-based 
approach. Their data consists of 15 ATMs and training data includes two years withdrawal amounts. MAPE (Mean 
Average Proportional Error) value was between 15% and 28% for ANN-based approach and 17% and 40% for 
SVR-based approach. Ramirez and Acuna9 reported that Multilayer Perceptron Neural Network presented the best 
performance for ATM cash demand forecasting. DBS Bank in Singapore worked with SAS on cash demand 
forecasting and explained that cash-outs reduced 80% and cash sent back to the bank reduced 40% 10. Therefore, we 
can state that an optimized ATM network provides huge benefit for the banks. Garcia-Pedrero and Gomez-Gil11 
proposed a new neural network architecture which uses information obtained by abilities of recurrent neural 
networks and wavelet decomposition. They achieved 27% SMAPE value on NN5 dataset and reported that this 
approach provides better performance than feed-forward network and fully recurrent neural network. None of the 
discussed papers used all of the notable special days in conjunction with exponential smoothing method. Therefore, 
this study is different than the previous studies in literature. Although Artificial Neural Network was suggested in 
previous studies, we could not achieve good performance with these techniques.  We applied MLP, Radial Basis 
Function Networks, and Generalized Linear Model, but their performance was not better than the exponential 
smoothing. 
3. Methodology 
All the experiments were performed on SAS software platform. SAS Enterprise Guide, SAS Forecast Server, and 
SAS Enterprise Miner tools were used during these experiments. By using SAS Enterprise Guide, basic statistical 
analysis was performed. SAS Forecast Server was used to be able to apply Exponential Smoothing, ARIMA, and 
Unobserved Component Model (UCM) approaches on our dataset. By using SAS Enterprise Miner, missing values 
were imputed, data partitions were performed, and Neural Network approaches such as Radial Basis Functions, 
Multilayer Perceptron, and Generalized Linear Model were used. Also, clustering methods exist in this tool. 
The first step was to analyze some statistical data in this dataset to see mean value, standard deviation, and 
number of missing values. We applied SAS Enterprise Guide for this purpose. For example, we observed that there 
were 16 missing rows for the first ATM, mean value was 28.09, and median value was 25.98. This ATM has 719 
rows in NN5 dataset. After this analysis, we had to convert this dataset into a time series format. Since there were 
111 columns which specify each ATM and 735 rows which indicate the days, we had 81585 rows (735 * 11) after 
conversion. SAS Enterprise Guide’s Stack Column node was used to perform this step. When we created time series 
data, we considered zero values as missing values because withdrawn amount in an ATM cannot be equal to zero. 
Zero indicates an unexpected situation. For example, ATM might be in cash-out situation or there might be a critical 
error in the ATM. Missing values were replaced with the mean values. SMAPE performance evaluation parameter 
was calculated in SAS Enterprise Guide. 
The following special days were used as a separate column in the new dataset: Scotland, Valentines Days, St. 
David’s Day, Mothering Day, St. Patrick’s Day, Easter Sunday, Easter Monday, Good Friday, St George’s Day, 
Early May Bank Holiday, Spring Bank Holiday, Father’s Day, Orangemen’s Day, Summer Bank Holiday, 
Halloween, Thanksgiving Day, Boxing Day, Christmas Day, and New Year. Each of these special days was 
represented with a special flag in the new dataset. To find these special days, holidays were searched between 18 
March 1996 and 22 March 1998 according to UK time zone13. 1 or 0 value is selected in the appropriate column to 
indicate these special days. We should emphasize that some of these days move in each year. For example, Easter 
Sunday was celebrated on 7 April, 30 March and 12 April in 1996, 1997, and 1998 respectively. 
We also considered Saturday and Sunday as flags which are used to specify one week before of the holidays. For 
example, cash demand of Valentine’s Day, which is celebrated on February 14th, may increase more than the other 
days. The reason is that people might prefer to buy gifts one week before of this special day because of their busy 
life. Thus, we considered the cash demand for both special days and one week before these days. In addition, we 
divided the dataset according to day, month and year of the date, weekday and quarter. The cash demand might be 
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affected based on the month. For instance, cash demand might be higher in summer compared to the winter season. 
Also, people might withdraw more money on the weekends compared to the weekdays. 1 and 0 value was used to 
represent weekday and weekend, respectively.  
In order to represent the seasonal change, the quarter factor is used according the month of the year. The 
following categorization was preferred: 
1 = January, February, March  
2 = April, May, June  
3 = July, August, September  
4 = October, November and December  
 
Although we applied different techniques such as ARIMA (Autoregressive Integrated Moving-Average), 
Unobserved Component Model, and Generalized Linear Model, the best performance was achieved with 
Exponential Smoothing method. In exponential smoothing method, weights are assigned exponentially decreasing 
over time. This approach is widely used on time series data for forecasting. Smoothing methods are considered as 
adaptive and self-correcting12. Simple exponential smoothing can be interpreted as ARIMA (0, 1, 1) model having 
no constant term13. Simple exponential smoothing4 is formulated using Formula 1, 2, and 3. Ft is the forecast value, 
Yt is the series value, and alpha is the smoothing factor. Later, double and triple exponential smoothing methods 
were developed based on this simple smoothing approach. 
  ܨ௧ାଵ ൌ ܨ௧ ൅ ܽሺ ௧ܻ െ ܨ௧ሻ                                       (1) 
              ܨ௧ାଵ ൌ ܽ ௧ܻ ൅ ሺͳ െ ܽሻܨ௧                                                                             (2) 
Ͳ ൑ ܽ ൑ ͳ                                                                                                       (3) 
 
In order to evaluate the performance of different models, we applied SMAPE parameter which is a variation of 
MAPE. SMAPE formula is shown in Formula 4. While Xt represents the actual value, Ft shows the forecast value. n 
indicates the size of the test period. Not only we calculated SMAPE values for the training dataset, but also we 
calculated SMAPE for our test set which consists of next 56 days. 
 
                                               (4) 
 
For example, SMAPE had the smallest value (13.54%) for the 11th ATM. Before we used notable special days in 
our dataset, SMAPE value for the 10th ATM was 13.54%, but after we integrated them into our dataset, SMAPE 
was equal to 12.77% for the 10th ATM. 
4. Results 
Although Artificial Neural Networks work well for some problems, they have many disadvantages. First of all, they 
work as black box and it’s difficult to explain to the customers how the model works. It doesn’t have production 
rules such as expert systems. Also, they encounter overfitting problem and mostly they use extensive resources for 
the computation. In order to avoid these drawbacks, we aimed to investigate not only well-known models, but also 
simpler algorithms to solve this problem. The reason why we preferred simple models was related with the high 
computational time and extensive use of resources in GRNN models. In order to improve the models’ performance, 
we added new features (specifically, notable days in UK) to the dataset and therefore, we evaluated all the models 
on this new dataset. We know that these notable days have high impact on ATM operations. 
We worked on several models including different artificial neural network approaches, exponential smoothing, and 
ARIMA. The best performance was achieved when exponential smoothing is used on the dataset which includes 
notable special days’ columns. For the training dataset, SMAPE value is 19.21% and for the 56 days horizon, 
SMAPE value is 21.57%. When we used SAS Enterprise Miner for neural networks, the best model was achieved 
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with GLM method but its SMAPE value is 40.64% although we used the dataset including special days. When we 
did not use these special days, its performance is worse (42.52%). We also considered using clustering before the 
neural network is used, but the performance of this new model was around 39.73%. Hierarchical clustering was used 
and the number of cluster was four at the end of the analysis. Not only we analyzed GLM method, but also we tried 
the MLP and RBF networks. The best performance among these neural network methods was GLM approach. 
However, its performance was not better than exponential smoothing method.  In Figure 1, dendogram of clusters is 
shown. In Figure 2, we show the GLM results for the cluster 1. 
 
 
Fig.1 Dendogram of Clusters 
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Fig. 2. GLM Results for Cluster 1 
 
According to these experimental results, we suggest using exponential smoothing method in conjunction with the 
dataset which includes notable special days. We showed that improving data helps us to improve the performance of 
cash demand forecasting models. 
5. Conclusion and Future Work 
The main objective of this study is to build high-performance cash demand forecasting models by using Neural 
Networks, ARIMA, and Exponential Smoothing. The best performance, which is an average SMAPE value of 
21.57%, was reached by Exponential Smoothing. Also, we focused on the special days in the UK and the other 
seasonal factors. This extra data improved the performance of our models. Although there are many studies which 
suggest Neural Networks for cash demand forecasting in ATMs, we could not reach to good performance with these 
techniques. The reason might be related with the optimization of the network parameters. We did not work on the 
optimization of the neural network parameters. However, we showed that acceptable performance can be achieved 
although we use simple models such as exponential smoothing. We must consider the improvement of the data 
before applying or developing new models for the problems. We will apply this approach on new datasets and 
compare the performance of this method with the existing cash demand forecasting models. Also, we will use 
different clustering approaches instead of hierarchical clustering to see the performance variation because we could 
not see a positive improvement over existing models.   
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