Combining relevant information from high-dimensional microarray data and low-dimensional clinical variables to predict disease outcome is important to improve treatment decisions. Such a combination may yield more accurate predictions than those obtained based on the use of microarray or clinical data alone. We propose a combination of logistic regression for clinical data and BinomialBoosting for microarray data. Then we propose its extension designed for redundant sets of data. Our approach combines microarray and clinical data at the level of decision integration. The extension includes pre-validation of models built with microarray and clinical data followed by weights calculation. Weights determine relevance of microarray and clinical models for data combination. Evaluations are performed with several redundant and non-redundant simulated datasets. Then some tests are applied to two real benchmark datasets. Our approach increases outcome prediction on non-redundant simulated datasets and does not decrease outcome prediction on redundant simulated datasets. Pre-validation of built models improves outcome of the prediction up to 4% in the case of real redundant dataset.
INTRODUCTION
Clinical variables such as tumor grade, tumor size, age, gender, family history and others depending on the type of cancer have been used in prediction of disease status and progression (Gajdos et al., 1999) . On the other hand, microarray data is an alternative way of disease prediction (Michiels et al., 2005; Klijn et al., 2005) . Combining relevant information from high-dimensional genomic data and low-dimensional clinical variables to predict disease outcome is important to improve treatment decisions. Data combination increases prediction accuracy and may derive a hybrid prognostic signature from combined data. Attractiveness of prediction problems that can include disease outcome prediction or survival analysis, comes from their ability to identify a group of patients that can avoid aggressive chemotherapy (FernandezTeijeiro et al., 2004) .
Here, disease outcome is defined as a variable that can have two values: poor prognosis or good prognosis, so we focus on a binary class prediction. The class prediction is classification where the algorithm learns from samples with known class membership (training set) and establishes a prediction rule to classify new samples (test set).
The quality of prediction of both microarray and clinical data can depend on many factors, e.g. quality of collected datasets, quantity of samples in datasets, balance, relevance of used variables, etc. Ideally, variables should represent the changes caused by a disease. The quality of disease outcome predictor is dependent on a machine learning method, on the process of training and other effects. In literature, there are many examples that do not evaluate microarray experiments correctly (Dupuy and Simon, 2007) .
Prediction accuracy of combination of microarray and clinical data depends on complementarity of these two data sources. If data sources or data models are complementary, i.e. they contain some nonredundant information, combination of models leads to increased prediction accuracy. Prediction accuracy also depends on quality of models. In case the data sources are redundant, pre-validation of microarray and clinical data can assess quality of this data or the models. The concept of pre-validation for microarray and clinical data is presented in (Tibshirani and Efron, 2002) . This paper describes a combination of logistic regression for clinical data and BinomialBoosting for microarray data. Then it describes its extension designed for redundant sets of data. Microarray and clinical data are combined at the level of decision integration. The characters of logistic regression and BinomialBoosting models allow for their combination, see Section 2. BinomialBoosting enables use of logistic regresion with high-dimensional data, which is impossible without dimension reduction step and with high-dimensional data. Logistic regression with high-dimensional data can produce numerically unstable estimates and the predicting model does not generalize well (Hosmer and Lemeshow, 2000) . In contrast to combined logistic regression and BinomialBoosting models, the second approach includes pre-validation of models built with microarray and clinical data followed by weights calculation. Weights set relevance of microarray and clinical models for data combination.
The paper is organized as follows: Section 2 describes the combination of logistic regression and BinomialBoosting, then it describes its extension including pre-validation. Simulations are performed with several generated datasets in redundant and nonredundant setting together with some tests applied to two real benchmark datasets in Section 3. Some related work is shortly discussed in Section 4. Section 5 concludes this paper.
METHODS

Microarray and Clinical Data Combination
Notation: Let Z be the n×q matrix with n samples and q-dimensional clinical data. The response variable is a n-dimensional vector Y. Then let X be other matrix with microarray data. X is the n × p matrix containing n samples and the expression values of p genes. This approach consists of the two models: logistic regression (LOG) and BinomialBoosting (BB), see Figure 1 . In a very brief description, BinomialBoosting consists of the estimate initialization and then for 1 to M boosting iterations: (1) the negative gradient vector is computed, (2) the negative gradient vector is fitted by the componentwise linear least squares as the base procedure and finally (3) the estimate and the coefficients are updated. The optimal number of boosting iteration is the main tuning parameter which is determined with Akaike information criterion (AIC) . Our approach combines microarray and clinical data at the level of decision integration. This means that separate models for microarray and clinical data are trained and then the predictions of these models (η Z and η X ) are combined. The combination of the outputs of these models is possible because the outputs of these models are linear and there are some similar properties of logistic regression (Hosmer and Lemeshow, 2000) and BinomialBoosting . Similar properties of logistic regression and BinomialBoosting:
• generalized linear models:
where g is a link function. η i is a linear model:
where β denotes coefficients, k and Q can be specified as: p and X for microarray data; q and Z for clinical data.
•
Binomial response variables relate to logit function: logit(p) = log p 1−p . Inverse logit is the link function g in logistic regression (1). In BinomialBoosting, logit function is included in binomial loss function as a population minimizer. BinomialBoosting with the componentwise linear least squares as a base procedure yields a fit of a linear logistic regression model . This approach of combination of microarray and clinical data can be described as follows, see Figure 1 . Microarray and clinical data are repeatedly split into training and test sets via Monte Carlo cross-validation (MCCV) procedure, see (Molinaro et al., 2005) . Each clinical training set is fitted to logistic regression model. Then the linear prediction of each clinical test set gives predictions η Z i of the linear model (2) denoted for clinical data with the upper index Z. Each microarray training set is fitted to the model using BinomialBoosting. Then the linear prediction of each microarray test set gives predictions η X i of the linear model (2) denoted for microarray data with the upper index X. According to the additivity rule that is valid for linear models, we can sum the linear predictions:
Then the logit inversion of η i gives a response:
In the rest of this paper, this approach is denoted as LOG/Z+BB/X 1 .
Microarray and Clinical Data Pre-validation and Combination
This approach, in contrast to microarray and clinical data combination, sets weights that determine relevance of linear predictions for combination of microarray and clinical models, as shown in Figure 2 . This approach was designed for redundant datasets. Weights are set based on pre-validation. The concept of pre-validation for microarray data and clinical variables is described in (Tibshirani and Efron, 2002) . This paper incorporates only points 1 through 5 compared to our approach described in Section 2.3. Also, we use different classifiers and leave-one-out crossvalidation (LOOCV), while (Tibshirani and Efron, 2002) uses k-fold CV.
Determination of Weights for Models
We have K training samples in t-iteration of MCCV. We use LOOCV for pre-validation and consequently we determine weights. The weights are determined as follows:
1. Set aside one sample of K training samples.
2. Build model with logistic regression (BinomialBoosting) for Z (X) 2 using only data from the other K − 1 samples.
3. Predict linear response with built model on left out case.
4. Repeat steps 1-3 for each of the samples K to get pre-validated predictors from Z and X.
5. Fit logistic regression model to pre-validated predictors from Z and X.
6. Compute weights w i (6), where i denotes Z or X.
7. Repeate steps 1-6 for randomized training data obtained from MCCV.
8. Compute modus of weightsŵ i from w i for X and Z.
In this approach, logistic regression is used twice-in building model of Z and in building model of pre-validated predictors from Z and X. Logistic regression describes the relationship between one or more variables and an outcome. Each of coefficients describes the size of the contribution of each variable. Large regression coefficient means that the variable strongly influences the probability of that outcome. The folowing equation for Z and X variable is derived from (2):
Then the weights are determined as follows:
In this approach, randomized training data obtained from MCCV is used twice-in weights estimation as described in Section 2.2 and in building model of Z and X as described in Section 2.1. Histogram of weights obtained from t-iteration of MCCV is close to exponential distributions of probability density function. In the case of exponential distribution, the modus is the value with the highest density.
In the rest of this paper, this approach is denoted as pre-LOG/Z+BB/X. 
RESULTS
The focus of evaluation was to test LOG/Z+BB/X approach with non-redundant and redundant datasets. Simulated data was used for this purpose. Then we tested LOG/Z+BB/X and pre-LOG/Z+BB/X with two real benchmark datasets. We performed experiments in R environment 3 using packages 'stats' and 'mboost'. MCCV without replacement split the samples randomly into a learning and test sets numerous times. Large number of iterations lead to more stable results. In our case, the whole procedure was repeated 100 times with learning set and test set ratio 4 : 1. We estimated the Area Under the ROC Curve (AUC) and AUCs were averaged over 100 MCCV iterations.
Simulated Datasets
We tested LOG/Z+BB/X with non-redundant and redundant datasets. We generated simulated datasets through the use of R script available in (Boulesteix et al., 2008) . In case of redundant sets, microarray and clinical variables are generated using exactly the same model. Such variables discriminate classes in the same way and giving redundant information. In case of non-redundant sets, the observations are assumed to form two distinct subgroups (Boulesteix et al., 2008) . Then we considered different predictive powers for the clinical variables µ Z and different predictive powers for the microarray variables µ X . In present simulations, µ Z = 0 denotes no power, µ Z = 0.5 moderate power and µ Z = 1 strong power for 3 www.r-project.org Z. Similarly µ X = 0, 0.25, 0.5 for X. Difference in µ Z and µ X ranges compensates for ranges of predictor values for microarray and clinical variables.
The following Tables 1 and 2 display selected results of LOG/Z+BB/X for different predictive powers of Z and X. In case of non-redundant datasets, LOG/Z+BB/X increases AUCs. LOG/Z+BB/X has a good performance on redundant datasets as well.
Real Datasets
For evaluation, we used two benchmark breast cancer datasets (van't Veer et al., 2002) and (Pittman et al., 2004) . The first one gives the expression levels of 22483 genes for 78 breast cancer patients. Based on existence of distant metastases, 34 of these samples are classified into the poor prognosis group, the rest 44 samples belong to the the good prognosis group. The used dataset is prepared as described in (van't Veer et al., 2002) and is included in R package 'DENMARKLAB' (Fridlyand and Yang, 2004) . This dataset includes 4348 resulting genes. Clinical variables are age, tumor grade, estrogen receptor status, progesterone receptor status, tumor size and angioinvasion. The second one gives the expression levels of 12625 genes for 158 breast cancer patients. According to recurrence of disease, 63 of these samples are classifed into the poor prognosis group, the rest 95 samples belong to the good prognosis group. The data was pre-processed using packages 'gcrma' and 'genefilter' to normalize and filter the data. The genes that showed a low variability across all samples were cleared out. The resulting dataset includes 8961 genes. Clinical variables are age, lymph node status, Method p = 50 p = 200 p = 500 LOG/Z+BB/X 0.79 ± 0.11 0.78 ± 0.11 0.79 ± 0.11 LOG/Z 0.82 ± 0.10 − − BB/X 0.67 ± 0.13 0.65 ± 0.12 0.65 ± 0.11 pre-LOG/Z+BB/X 0.81 ± 0.10 0.82 ± 0.11 0.82 ± 0.10 We perform tests for different numbers of variables (p = 50, 200, 500) in order to inspect efficiency of both approaches. Variables are selected on the basis of the absolute value of the t-statistic using R package 'st'.
Average AUCs and standard deviations over 100 MCCV iterations include Tables 3 and 4 . LOG/Z+BB/X perform with Pittman dataset well, see Table 4 . Pittman dataset approaches non-redundant datasets and combination of microarray and clinical data implicates outcome prediction improvement. According to the results in Table 3 , van't Veer dataset approaches redundant datasets. This finding coincides with conclusion of (Gruvberger et al., 2003) , which points out a correlation of ER-alfa status in the dataset generated by van't Veer. LOG/Z+BB/X averages linear predictions from microarray and clinical models on redundant datasets. Compared to LOG/Z+BB/X, pre-LOG/Z+BB/X improves AUCs up to 4% in the case of real redundant dataset. Average AUC for pre-LOG/Z+BB/X is 0.82.
RELATED WORK
The topic of combination or integration of microarray and clinical data is not new. In literature, there are more papers where authors describe various ways of microarray and clinical data combination. In principle, the results of designed approaches are hard to compare because new approaches are evaluated with different datasets and measures. (Gevaert et al., 2006) evaluate with using AUC as our paper. They integrate microarray data and clinical variables with Bayesian networks in three ways: full integration, decision integration and partial integration. Their Bayesian decision integration approach combines data at the same level as our method and achieves average AUC 0.79 with van't Veer dataset. In order to compare pre-LOG/Z+BB/X with the approach proposed in (Boulesteix et al., 2008) , we have performed our simulations also in terms of mean error rates. Our approach provides results 2% better on average on the van't Veer dataset. In the case of Pittman dataset, LOG/Z+BB/X has results 5% better than the approach proposed in (Boulesteix et al., 2008) . The method described in this article employs pre-validation principle with PLS dimension reduction. Random forests are then applied with new components and the clinical variables as predictors. (Eden et al., 2004) reproduce van't Veer classifier for microarray predictors and apply an artificial neural network (ANN) algorithm to clinical predictors. Their approach achieves AUC 0.79 with all samples of van't Veer dataset and with LOOCV. Then this approach achieves AUC 0.85 with only ER positive samples of van't Veer dataset. (Ma and Huang, 2007) propose Cov-TGDR method for combining different type of covariates in disease prediction. They use van't Veer dataset and achieve prediction error 0.227. However, they perform feature selection based on the binary outcome with training and test data which is not correct (pre-processing step 4 and 5 in this article). Other examples of methods that combine microarray and clinical data are (Fernandez-Teijeiro et al., 2004; Pittman et al., 2004) , but these authors evaluate survival times. (Fernandez-Teijeiro et al., 2004) build predictive model with combination of clinical variables and a small number of selected genes. (Pittman et al., 2004) combine metagenes with clinical risk factors to improve prediction.
CONCLUSIONS
This article deals with outcome prediction of combined models. We combined microarray and clinical data. We described LOG/Z+BB/X approach and its extension pre-LOG/Z+BB/X designed for redundant datasets. In contrast to LOG/Z+BB/X, pre-LOG/Z+BB/X includes pre-validation of models built with microarray and clinical data followed by weights calculation. Weights set relevance of microarray and clinical models for data combination. We evaluated LOG/Z+BB/X with non-redundant and redundant simulated datasets for different predictive powers of microarray and clinical variables. LOG/Z+BB/X increases AUCs on non-redundant simulated datasets and it does not decrease AUCs on redundant simulated datasets. Then we evaluated LOG/Z+BB/X and pre-LOG/Z+BB/X on two benchmark breast cancer datasets. LOG/Z+BB/X increases AUCs on Pittman dataset. Compared to LOG/Z+BB/X, pre-LOG/Z+BB/X improves outcome of the prediction up to 4% in the case of van't Veer dataset. Average AUC for pre-LOG/Z+BB/X is 0.82. In conclusion, LOG/Z+BB/X performs with combined models well-both with non-redundant data and redundant data. When this approach does not perform well, it is possible to apply pre-LOG/Z+BB/X approach or evaluate the quality of data or models separately. Plans to the future include incorporation of other data sources into combination and deriving biomarkers significantly involved in outcome prediction.
