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Introduction

Vector potential equilibrium
Let { 1 , . . . , p } be a collection of compact sets in C and let D = (d i,j ) p i,j=1 be a real symmetric nonsingular positive definite matrix. An additional condition on D to be compatible with ( 1 , . . . , p ) is that d i,j ≥ 0 whenever i ∩ j = ∅. |x − t| dµ j (x) dµ i (t) =:
The extremal vector measure λ minimizing the energy functional (1.1) among all µ where all µ j are probability measures possesses the equilibrium properties A notion of the vector potential equilibrium was introduced in [1] (see also [2, 3] ).
Hermite-Padé approximants
The notion of the equilibrium measure for the vector potential (1.2) is used for describing the weak asymptotics of the Hermite-Pade approximants. We recall the definition of this approximations. , z → ∞, (1.4) where the Q (j) n are polynomials, for j = 1, . . . , p. This definition is equivalent to a homogeneous linear system of equations for the coefficients of the polynomial P n . This system always has a solution, but the solution is not necessarily unique. In the case of uniqueness (up to a multiplicative constant) and in case any non-trivial solution has full degree n, the multi-index n is called normal and the polynomial P n can be normalized as monic
The Hermite-Padé approximants π n provide the best local (near infinity) simultaneous rational approximation of the vector (f 1 , . . . , f p ) of the Laurent series (1.3). The construction (1.4) was introduced in [4] in connection with his proof of the transcendence of e. See the survey papers [5] [6] [7] [8] [9] and the monograph [10] for more details.
Angelesco system
In the paper [1] Gonchar and Rakhmanov investigated the Hermite-Padé approximants (1.4) for the system of Markovtype functions
, µ j > 0 on j ⊂ R, j = 1, . . . , p, (1.5) where j (j = 1, . . . , p) are non-overlapping intervals
where
• denotes the interior of the interval . The system (1.5) and (1.6) was introduced in 1919 by Angelesco [11] as a system for which all the multi-indices of the Hermite-Padé approximants are normal, and this system was later rediscovered in [12] . In [1] the weak asymptotics for the common denominator P n where n = (n, . . . , n) of the Hermite-Padé approximants as n → ∞ was proven
where λ j (j = 1, . . . , p) are the components of the extremal (equilibrium) vector measure with matrix of interaction
(1.8)
Goal and contents of the paper
The potentials of the components of the equilibrium measure (after normalization) can be harmonically continued through the intervals * j forming the (p+1)-sheeted Riemann surface
, so that the upper and lower sides of the cuts on two neighboring sheets are identified. This fact had been noticed in [13] .
Thus the notion of rational function Φ, defined on R (up to a multiplicative constant) by its divisor (set of poles and zeros), which is
(the normalization is chosen so that C 0 C 1 · · · C p = 1), and the solution of the vector equilibrium problem (1.2) are equivalent and they are related by 11) where the logarithms of the normalization constants C 1 , . . . , C p and the equilibrium constants κ 1 , . . . , κ p are connected by a linear system of equations. The algebraic function (1.10) was introduced in [17] . The goal of this paper is to find an explicit representation for the solution of the vector equilibrium problem (1.2) with the Angelesco matrix of interaction (1.8). Similar problem was recently discussed in [18] . Our method consists of the following steps. . At the present time this step is well understood, however for the sake of completeness of the presentation we give here detailed proofs of these statements.
The second step is to find explicitly the coefficients of the algebraic equations for the Riemann surface R with the branch points at the end points of { *
, and the equation for the rational on R function Φ. To do this (using the fact that by construction gen(R) = 0) we find explicitly a conformal map of the Riemann sphere on R. It gives us the rational uniformization of the Riemann surface R and uniformization of the rational functions on R, which eventually bring us the desired algebraic equations.
In this paper we describe our method for the case p = 2. (We note that cases p > 2 can be elaborated in a similar way). It should be mentioned that problem which we solve in the framework of the second step has several solutions. For example, for the case p = 2 there exist four different Riemann surfaces R of genus zero whose branch points have the projections on the complex plane C which coincide with the end points { * j } 2 j=1 . Moreover, on each of these R we have three different rational functions Φ, depending on which sheet of R is assigned to be a 0-th sheet of R (see (1.10) ). To make a selection of the unique Φ for the description of the asymptotics of the Hermite-Padé polynomials (see (1.7)-(1.11)):
we consider a set of Γ
Set Γ for the proper function Φ has to consist of two arcs { * j } 2 j=1 and some contour encircling one of these arcs. It gives us the possibility of making the correct choice of R and enumerate the sheets.
The next section of the paper is devoted to the detailed presentation of the first step. There we follow our old preprint [13] . Then, in the last section of the paper, we describe the second step, following our recent preprint [14] .
Equilibrium of vector potential and algebraic functions
In this section we consider the equilibrium problem Eqs. (1.2)-(1.8) for two measures :
We determine the supports of the components of the equilibrium measures { * j } 2 j=1 . Then we prove the relation (1.11) between the logarithmic potentials of ({λ j } 
Support of the equilibrium measure
We consider the vector equilibrium problem (2.1), where 1 
Proof. The proof is based on some facts from [1, 15] .
We first show that * 1 , * 2 are intervals. The function V λ j is harmonic in C \ * j . As it follows from the equilibrium conditions (2.1) V λ j is continuous on * j , and thus it is continuous in C (see [16] ). Moreover V
Thus each of the functions
is continuous on j , equal to the constant κ j on * j and is
A similar argument shows that *
. Therefore, the same vector measure satisfies (2.1) for any 2 
Hence, there is a unique b a such that 
Some properties of logarithmic potential
We now prove that analytic functions Φ j , such that |Φ j | = e −V λ j are algebraic functions with branch points at the end points of the intervals 1 and * 2 . The idea of the proof is based on the equilibrium conditions (2.1) and Riemann-Schwarz symmetry principle applied to the complex potentials of the equilibrium measures.
We first recall some properties of complex potentials. As was mentioned above the potential
is continuous in C and harmonic in C \ * j . Since j dλ j (t) = 1 the asymptotic behavior of V λ j near to infinity is given by
In the domain C \ 1 , 1 = * 1 z−t along a simple closed contour γ 1 encircling 1 in the positive direction equals −2πi for any t ∈ 1 . From this using 1 dλ 1 (t) = 1 it follows that
In the domain C \ (−∞, 0] one can take a single-valued branch of V 1 such that V 1 (x) ∈ R for x > 0. The function V 1 (z) has continuous boundary values for x ∈ 1 when z approaches x from the upper half plane and from the lower half plane. (As far as the boundary values of harmonic function V
is the Green function of the interval 1 , are smooth, the boundary values of the conjugate function V λ 1 + g 1 exist and are continuous, see [16] , chapter 1).
Denote by V + 1 (x) and V − 1 (x) the boundary values of V 1 on 1 from the upper and from the lower half planes respectively. Then by symmetry principle V 1 (z) = V 1 (z) and hence for x ∈ 1 :
( 2.3)
The same observations can be done for the function 
Note also that for x ∈ (−∞, b * ) one has V ± 2 (x) = ∓π and thus
(2.5)
Algebraic function Φ
We consider three functions 2 are some constants which will be fixed later. The functions V j (j = 0, 1, 2) are analytic in the domains Then for any c 0 there exist constants c 1 , c 2 such that Φ j (z) = e − V j (z) (j = 0, 1, 2) are three roots of the equation Proof. Using relations (2.3) and (2.4) we can rewrite the equilibrium conditions (2.1) as
Consider the boundary values of V 0 and V 1 on the interval 1 . The boundary values of V 0 from the upper half plane are
and the boundary value of V 1 from the lower half plane are
The first relation in (2.7) gives that V + 0 and V − 1 on 1 differ by some constant and if we take 8) they will coincide. In the same way Consider now the functions V 0 and V 2 on the interval * 2 :
From the second relation in (2.7) it is follows that for
the boundary values coincide:
. Hence functions Φ 0 and Φ 2 are mutual analytical continuations of each other through * 2 .
If we make an analytical continuation of the function Φ 0 , we get the three-sheeted compact Riemann surface. So Φ 0 , Φ 1 , Φ 2 are three branches of some algebraic function:
Since functions Φ j have no poles and no zeros except for z = ∞, functions r j are polynomials. Using an expansion of Φ j at z = ∞:
and Vieta's relations: 
3. Three-sheeted Riemann surfaces of genus 0 with fixed projections of the branch points
Statement of problem
Let R be a three-sheeted Riemann surface, i.e. complex algebraic curve in the space C 2 = C z × C w . Denote by B ⊂ Rthe branch points of the curve and by π : R → C z -projection on the z-axes. We fix a set of 4 points in the complex plane:
We are looking for a constructive algorithm for the solution of the following problem: find the surfaces R satisfying:
Note that by Riemann-Hurwitz formula the set B has 4 points:
Let R be a solution of the problem (3.1) → (3.2). We fix the sheets of R at infinity by:
Define the rational function Φ on the surface R by divisor
and normalize it by
The following set is of interest in our investigation
Problems (3.1) → (3.2) are motivated by applications to Hermite-Padé approximations (see [6] ). Algebraic function Φ(z), (3.3) is responsible for the main term in asymptotics of approximants, the set Γ , (3.4) is the set of limit distribution of the poles and interpolation points of approximants. The problem to find the algebraic equation for the function Φ was also considered in [13] .
Conformal mapping of the Riemann surface
Let φ : R →C be a conformal mapping of the Riemann surface on the complex sphere and π : R →C -projection on a z-plane. Then R := π •φ −1 is a rational function of order 3. Consider a particular case A = {0, 1, y, ∞}, B = {P 1 , P 2 , P 3 , P 4 }.
We can assume without loss of generality that
we first find the function R in this particular case.
Special case
Function R has critical values 0 and ∞ at the points 0 and ∞. Therefore
Condition R = 0 is equivalent to 2w 2 − (α + 3β)w + 2αβ = 0. The roots of this equation are 1 and x. By Vieta's relations one has
This implies (2α
One has R(1) = 1, then λ =
. This implies
One can find y from the equation R(x) = y:
Thus for a given y one can find 4 roots of the Eq. (3.6):
If we substitute these roots in (3.5), we get 4 Riemann surfaces solving the problems (3.1) → (3.2) for the particular case A = {0, 1, y, ∞}.
General case
For the arbitrary set A = {a, b, c, d}, consider the transformation of the points a, b, d to 0, 1, ∞:
Thus we get from (3.2)
, (3.9) where t is a root of the Eq. (3.7):
where y is defined in (3.8). Finally (3.9) gives a conformal mapping on C of all 4 Riemann surfaces of the genus 0 with branch points over A = {a, b, c, d}.
Classification of the surfaces
In this section we prove that there exist exactly 4 topologically different three-sheeted Riemann surfaces of the genus 0 with branch points of the order 2 under 4 prescribed points in the complex plane. [ (12), (12), (13), (13)] [ (12), (12), (23), (23)] , [ (12), (13), (12), (23)] [ (12), (23), (12), (13)] ,
[ (12), (13), (13), (12) which correspond to four Riemann surfaces of genus zero with fixed projections of the branch points.
Algebraic functions connected with R
Uniformization of rational functions on R
The parametrization of the function R (see (3.9) , (3.7) and (3.9)) produces an uniformization of the function Φ(z), defined by (3.3). Indeed, fix the branches of the function w(z) as in (3.9) in the neighborhood of z = ∞, then Φ(R(w)) is a rational function with the double zero at the point
and simple zeros at the points
where W 0 , W 1 , W 2 are preimages of the point infinity for the function R(w). They satisfy (see (3.9)) the equation:
Thus one has (up to constant factor)
(3.11)
To continue we consider the function Φ and its logarithmic derivative
Function h has three branches h 0 , h 1 , h 2 , that we fix at infinity by
z → ∞. Similar to (3.11) , the function h has the following uniformization:
(3.14)
Equation for the function Φ
To find the algebraic equation for the function Φ we use the symmetric functions of the roots of the equation. These symmetric functions (3.11) can be expressed in terms of {W j } j=0,1,2 from Eq. (3.10) and symmetric functions associated with algebraic function w(z), defined by (see (3.9)):
we get 17) where
and (using (3.15)) one has
. 18) where
Thus the algebraic function satisfies the equation
where q 1 (z), q 2 (z), q 0 are defined by (3.17)-(3.19), with substitution (3.16).
It is possible to find a simpler form for the Eq. (3.20). Variables W k := w k (∞) are the roots of denominator in (3.9),
It implies,
Now we are able to find the coefficients of the Eq. (3.20) from the initial data (3.16) and parameter W 0 . Taking into account that w i are the roots U(w) (see (3.15)), and W 0 is the root Q 3 (w) (see (3.21)), we can find Φ 0 Φ 1 Φ 2 and C from the normalization condition.
Similarly, from (3.22) one can find other symmetric functions associated with Φ i . To calculate
we simplify the following sum:
To calculate
Equation for the function h = Φ /Φ
Consider the equation for the function h, which is the logarithmic derivative of the function Φ (see (3.12)- (3.14) ). This function is defined on the same surface R, as Φ and it is the solution of the equation:
The discriminant of the equation takes the form
The leading coefficients of the polynomials P 1 , P 2 , Π 4 are equal to 1, so the degree D of the numerator is less than or equal to 5. Because the function h has only branch points a, b, c, d, all roots of the discriminant of the equation are multiple. That is
Thus, we have a system of 6 algebraic equations for 6 unknowns p, q, r, d 0 ,
, where α 0 , α 1 , α 2 , α 3 are symmetric functions of the input data a, b, c, d:
In the situation of general position this system has 18 solutions (which can be found numerically). From these solutions there are 12 solutions corresponding to 4 different Riemann surfaces (sheet structures) and 3 permutations of sheets. The remaining 6 solutions correspond to the Riemann surfaces of positive genus of the function h, i.e. one of the zeros of the discriminant function is a branch point of order 3 of h.
Another parametrization of the equations for the functions Φ and h
Consider the following class of algebraic curves (3.23)
having zeros of even multiplicity. For this class instead of the projections of the branch points A := {a, b, c, d} one can use a different set of parameters B = {k, p, s, c} and define the coefficients of the Eq. (3.23) by:
If we put
, is a polynomial on z, of degree 4 :
Thus the algebraic function h defined by (3.23) with coefficients P 1 , P 2 , Π 4 defined by (3.25) and (3.26) has the discriminant with zeros of even multiplicity.
We can use the parameters B = {k, p, s, c}, and find the coefficients of the equations for Φ (see (3.3) and (3.20)):
where q j are defined by
Parametrizations (3.25)-(3.27) have been used in [19] for classification of the geometry of the limiting behavior of Hermite-Pade approximants for two analytic functions with separated pairs of branch points.
Extremal cuts
Algebraic parametrization of the set Γ
Suppose we know the coefficients of the algebraic Eq. (3.20) for the function Φ. Then case we can use it to parametrize the extremal set Γ , defined in (3.4). Indeed, consider
then one can see that Γ is a union of the trajectories of the roots z(ν) of equation
Since the function Φ is algebraic function, then any symmetric functions of its branches is polynomial: Thus the set Γ defined in (3.4) is described as follows:
where 
Set Γ and trajectories of quadratic differentials
There exists another method for constructive representation of the branches of the function h (see (3.23) ). The set Γ of equal modulus of the branches of the function Φ consists of the trajectories of the quadratic differentials (h j − h k ) 2 (z)dz 2 .
Indeed, the equality |Φ j |/|Φ k | = const is equivalent to R d(log Φ j /Φ k ) = 0. This is equivalent to R[(h j − h k )(z)dz] = 0, or (h j − h k ) 2 (z)dz 2 < 0. The set Γ therefore can be obtained by means of numerical solution of the differential equation for different pairs j, k and appropriate initial data z 0 : |Φ j (z 0 )| = |Φ k (z 0 )| (for example, taking as z 0 the points from A), we will get the set Γ ). 
