Heterogeneous nature of the vehicular networks, which results from the co-existence of human-driven, semiautomated, and fully autonomous vehicles, is a challenging phenomenon toward the realization of the intelligent transportation systems with an acceptable level of safety, comfort, and efficiency. Safety applications highly suffer from communication resource limitations, specifically in dense and congested vehicular networks. The idea of model-based communication (MBC) has been recently proposed to address this issue. In this work, we propose Gaussian Process based Stochastic Hybrid System with Cumulative Relevant History (CRH-GP-SHS) framework, which is a hierarchical stochastic hybrid modeling structure, built upon a non-parametric Bayesian inference method, i.e. Gaussian processes. This framework is proposed in order to be employed within the MBC context to jointly model driver/vehicle behavior as a stochastic object. Nonparametric Bayesian methods relieve the limitations imposed by non-evolutionary model structures and enable the proposed framework to properly capture different stochastic behaviors. The performance of the proposed CRH-GP-SHS framework at the inter-mode level has been evaluated over a set of realistic lane change maneuvers from NGSIM-US101 dataset. The results show a noticeable performance improvement for GP in comparison to the baseline constant speed model, specifically in critical situations such as highly congested networks. Moreover, an augmented model has also been proposed which is a composition of GP and constant speed models and capable of capturing the driver behavior under various network reliability conditions.
I. INTRODUCTION
Individual vehicular network agents are anticipated to perform wiser cooperative decisions if they continuously be acquainted with either the exact or the most probable actions of other agents within a time horizon ahead. This imperative notion, which is usually referred to as situational awareness in the context of vehicular networks, is mainly achieved by the virtue of sensory information, captured locally through sensors such as radar, LiDAR, or camera, along with the communicated information between the network elements. Communicationdriven portion of the situational awareness data is crucial due to the inherent restrictions of sensory information, such as obstacle blocking or environmental issues (fog, rain, dimness, etc.). seems very promising towards a notable enhancement in channel utilization performance. The other significant advantage of MBC methodology against raw data communication schemes, in addition to its potentially higher channel utilization capability, is its capability to substantially increase the forecasting accuracies over longer prediction horizons. This is due to the flexibility of this approach to update the model structure and/or parameters at the host vehicle, the vehicle that generates the model, and then update the remote vehicles' knowledge of the updated models on the fly.
Proper model derivation strategies which are capable of capturing the high level (long-term) driving behaviors, i.e. driving maneuvers, while can simultaneously follow the lowlevel (short-term) dynamic trends within each maneuver could profoundly outperform the conventional forecasting schemes at the remote (receiver) vehicles. It is worth mentioning that a precise MBC-customized communication policy is also essential in conjunction with this framework to accomplish the above mentioned goals. In the conventional framework, which is currently the dominant adopted strategy in the vehicular industry, remote vehicles always assume a predefined behavior (or roughly speaking a predefined model) of the host vehicle, e.g. constant acceleration or constant speed model, with no structural model evolutions over time. However, the composition of the complex VANETs, which is normally a mixture of human driven, semi-automated and fully autonomous nodes, forms a highly dynamic network and imposes a high level of stochasticity in the model structures. Therefore, the weak predefined model structure assumption which neglects the plausible model structural evolutions over time, results in a poor prediction quality. This precision deficiency, inspires the development of more advanced modeling schemes which are capable of capturing the model evolution trends and handle the modeling task more rigorously. This is an inevitable requirement to realize a trustable situational awareness in contemporary vehicular networks.
In this work, we have proposed a hybrid stochastic modeling framework within the MBC context which is built upon a powerful Bayesian non-parametric inference scheme, i.e. Gaussian Processes. The proposed framework, which has been depicted in Figure 1 and will be referred to as Gaussian Process-Stochastic Hybrid System with Cumulative Relevant History (CRH-GP-SHS) from now on, combines the impressive flexibility and forecasting capabilities of non-parametric Bayesian methods with the apprehensible SHS modeling procedure and tries to increase the resultant model precision using a high-level online maneuver-based training history selection scheme. Performance of the proposed framework, at inter-mode level, has been investigated for a specific maneuver, i.e. lane change, to demonstrate its performance enhancement capability against the state of the art prediction methods currently utilized in realistic vehicular industry. Constant speed model is selected in this work as the baseline for comparison and performance evaluation. The analysis is performed on a set of real lane change maneuvers from NGSIM-US101 [20] , which is a realistic dataset has been available by US-DoT.
The rest of this paper is organized as follows. Section II is devoted to the targeted problem statement, in addition to a brief theoretical explanation of the underlying building blocks of the proposed framework, i.e. non-parametric Bayesian Gaussian process inference, and stochastic hybrid systems notion. The evaluation details are presented in section III. Finally, we conclude the paper with a summary in section IV.
II. PROBLEM STATEMENT

A. Gaussian Process Based Stochastic Hybrid System with Cumulative Relevant History (CRH-GP-SHS) Framework
As mentioned earlier, the final goal of the modeling framework investigated in this paper, i.e. CRH-GP-SHS framework, is deriving precise predictive models for both shortterm and long-term mixed driver/vehicle behaviors. trends (almost within 0-3 seconds) of the critical vehicle dynamic states, such as its position, velocity, acceleration, etc., inside the framework discrete modes which are equivalent to different long-term behaviors (maneuvers) of the driver. The proposed approach to fulfill this goal is building a cumulative maneuverspecific training history on the fly from the identical or relevant observed maneuvers in recent driving history of the driver, and then feeding this training data to the model inference block, i.e. Gaussian process block, as its initial training set. This initial training set will be updated in an online manner by adding new observations from the currently ongoing maneuver in order to force the inference procedure to consider the current cognitive state and actions of the driver in its model derivation procedure. When each long-term maneuver is finished, its data is added to the training data bank of that specific maneuver to be used as part of the initial training history for the next similar maneuver. Another equivalent approach to the aforementioned method of initial training set augmentation by new observed relevant maneuvers, is creating a maneuver-specific model bank from the currently observed relevant maneuvers and then feed this prelearned model parameter as the initial parameter values for model inference in conjunction with the ongoing maneuver data as the model inference training set. This second method, tries to fine-tune the pre-learned model of this maneuver and adapt its inferred parameters to the driver's current behavior, which might come from a different cognitive status, such as distraction, haste, drowsiness, etc. These two approaches are theoretically equivalent, but the second one should be more appropriate for online applications, such as our application, since it already has a pre-learned model available and needs to process this model using a short observation set, coming from the maneuver which is currently in progress. Theoretical aspects of the short-term behavior inference method, i.e. Gaussian process regression, is briefly covered in the following sub-section.
B. Non-Parametric Bayesian Inference based on Gaussian Process Regression
Different vehicle dynamic states which are intended to be modeled based on our earlier discussion in section II.A, could be considered as individual time-series which should be regressed using an appropriate regression method. In this framework, targeted time-series values, e.g., position values, are assumed to be generated by some underlying function of time, ݂(‫ݐ‬ሻ. Therefore, the regression problem here is equivalent to discovering the characteristics of this function through a finite set of its available realizations. We propose to use the Bayesian inference framework here, focusing on non-parametric regression. The goal in a non-parametric regression method is to find the best function representation for the observed time-series values without any prior assumption on the form of the underlying function. We plan to use a non-parametric Bayesian inference method, i.e., Gaussian process regression, to derive the model of the host vehicle and its driver as a unique object. The outcome is a set of functions describing the underlying modes that generate the behavior of the driver/vehicle combination.
Gaussian process regression is powerful class continuous function modeling. Gaussian processes could also be utilized for classification purposes, instead of regression, in the case of discrete function values, which is out of this paper's scope. A formal definition of Gaussian process could be represented as follows [21] :
A Gaussian process defines a distribution over function values ݂(‫ݐ‬ሻ at any arbitrary point within the function input range, such that any finite subset of the drawn function values from this distribution form a multivariate Gaussian random vector (have joint Gaussian distribution). The common notation for this definition is as follows:
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A general pictorial representation of the sample paths from a Gaussian process prior and posterior distribution is depicted in Figure 2 . Posterior distribution is inferred by conditioning the problem on a set of noisy observations as the training data. Gaussian process regression model assumes each observed value as a draw from a normal random variable. Therefore, the set of ݉ observations form an ݉ -dimensional multivariate normal random vector. This multivariate random vector is defined by a mean vector of length ݉ plus an ݉ ൈ ݉ covariance matrix. This covariance matrix is called the kernel in the Gaussian process context. This ݉ -dimensional multivariate (jointly) normal random vector is considered as the marginal distribution of the underlying infinite dimensional vector, i.e., underlying function after integrating out the function values at all unobserved input points. Kernel matrix defines the correlation between the elements of this ݉ -dimensional marginal distribution. It is notable that the whole modeling innovation of the GP method is almost conveyed by the kernel function characteristics, rather than the mean function. Different types of kernels have been proposed in the literature, such as linear, squared exponential, and spectral mixture, to name a few. Each kernel type is appropriate to capture a specific pattern in the time-series evolution. Due to the nature of the problem which has been tackled in this work, we picked the linear kernel for our modeling purposes. More specifically, since the baseline information recording time intervals, i.e. 100 ms, is in the order of magnitudes of our mechanical system (vehicle/driver) response time (due to the internal physical system inertia), high rate fluctuations cannot usually be observed in the system physical dynamics records. Since linear kernel is not only a function of difference between input values, and consequently is not invariant with respect to the input domain translations, it is categorized under non-stationary kernel types. This kernel could be formulated as follows:
III. MODEL EVALUATION AND ANALYSIS
In order to evaluate the performance of the proposed method, the aforementioned Gaussian process-based modeling scheme has been applied on an extensive set of realistic driving maneuvers available in the NGSIM-US101 dataset. More specifically, our focus in this work is on a discrete mode (a maneuver) of the CRH-GP-SHS framework, in order to demonstrate the effectiveness of GPs for short-term pattern modeling within the system discrete modes. The lane change maneuver has been chosen in this work as a specific long-term driver behavior, and we tried to model the lateral position of the vehicle, as one of the most critical dynamic parameters required by safety applications in lane change scenarios, through the available set of its already observed instances. It should be emphasized that these position values are basically function of both the mechanical plant (vehicle) and the stochastic humandriven actions taken by the driver. Thus, the aforementioned problem can be noted as modeling a stochastic system, which has several latent variables, e.g. driver cognitive state, weather and road situation, etc., which are not directly available from the dataset. This point justifies the higher performance of a stochastic modeling framework, instead of using certain predefined models without any structural evolution over time.
It is assumed here that, in the case of our problem, the host vehicle desires to model its own future behavior through its own available history recorded with 10 Hz rate. These models can be communicated afterwards over the network and be utilized in other (remote) vehicles in order to enable them to predict the host vehicle's behavior, without reception of new raw information or model updates during a certain time period, referred as the forecast horizon. Therefore, we tried to evaluate the precision of the achieved forecasted values by the model over the forecast horizons ranging from 100ms (1 sample) to 3 seconds (30 samples) after the last observation instance. 40 lane change maneuvers have been chosen from the NGSIM-US101 dataset for our analysis purposes. Each maneuver has a 3 second duration and is symmetrically truncated from the rest of the dataset, i.e. from 1.5 seconds before the reported lane change moment in the dataset to 1.5 second after that. The lateral displacement has also been cross validated in order to confirm the existence of a true and complete lane change within the mentioned duration for each selected maneuver. For all of the selected maneuvers, almost 10 feet of lateral displacement has been observed, which is identical to the typical lane width and confirms the correctness of the recorded lane change trajectory.
The following conclusions could be derived out of the results:
-GP regression modeling scheme strongly outperforms the baseline model for forecast horizon values greater than 1 second ahead, which could be equivalently interpreted as the reception rates under 1Hz (Figure 3 ). In this figure the relation between the forecast horizon (in seconds) and the reception rate (in Hz) is as follows:
‫݊݅ݐܴ݁ܿ݁‬ ‫݁ݐܴܽ‬ ‫‪ሻ‬ݖܪ(‬ ൌ 1 ‫ݐݏܽܿ݁ݎܨ(‬ ‫݊ݖ݅ݎܪ‬ (‫ݏ‬ሻ + 0.1ሻ (5) Therefore, by sweeping the forecast horizon from 100ms to 3s (or equivalently from 1 to 30 samples ahead), the reception rate sweeps from 5 Hz to almost 0.32 Hz.
Considering the discussed observations, it can be concluded that for highly congested network situations, if the baseline model be augmented by the GP regression model with a linear kernel, the resultant compound model will be capable of forecasting both near (less than 1 seconds ahead) and far future (between 1 and 3 seconds ahead) cases. In this compound model, the baseline sub-model is responsible for the former prediction duration, while GP sub-model handles the latter. It is worth mentioning that far future prediction accuracy is essential in congested networks where the model updates cannot be received frequently by the remote vehicles.
-The far future behavior prediction accuracy at the starting moments of the maneuver is highly essential for the controllers which handle the remote vehicles' safety applications' tasks. A higher accuracy prediction for the farther future instances provides more adequate models to these controllers for a longer future horizon, which in turn increases their capability of making smoother and wiser control actions. This statement is very important, especially if the safety applications employ model predictive controllers (MPC) to achieve their goals. Therefore, we have also evaluated the far future accuracy prediction of the GP model versus baseline in Figure 4 ., calculated over the whole set of selected 40 lane changes. This figure, which shows a notable higher performance for GP in this case, presents the 95% of the absolute error values over far prediction horizons (2-3 seconds ahead) when the lane change maneuver is in its beginning phase (during first 1s of the lane change maneuver). Horizontal axis in this plot sweeps the number of consecutive observed relevant maneuvers, i.e. lane changes, which have been augmented in the training history one by one. This number ranges from 1 to 40 lane changes in our analysis. So, one could interpret this figure in the following way: assume a driver starts a trip and whenever he makes a complete relevant maneuver during this trip, this maneuver is added to the training history which will be used for the next similar maneuver. So the training history becomes richer gradually by augmenting more and more relevant data when the driver continues his trip. It could be concluded that although increasing the number of augmented relevant maneuvers in the training history does not necessarily reduce the prediction error, GP method accuracy always dominates the baseline model. 
IV. CONCLUDING REMARKS
In this work CRH-GP-SHS framework, which is a stochastic hybrid system modeling framework based on a non-parametric Bayesian regression scheme, i.e. Gaussian processes, has been proposed and evaluated. This framework could be employed within the context of model-based communication to jointly model the vehicle/driver behavior through a set of observed relevant maneuvers in the recent history of the driver. This framework has been evaluated at the inter-mode level here. The inter-mode level is responsible for capturing the short-term behavioral evolutions over time (within around 3-5 seconds ahead) during one specific long-term behavior (maneuver or mode). The performance of the proposed approach to track the joint vehicle-driver behavior is investigated via its ability to forecast the position of the subject vehicle. Lane change has been selected as the long-term behavior here and a set of lane change maneuvers from NGSIM-US101 realistic dataset has been employed for this analysis. The results show a significant tracking precision improvement against the constant speed model, which is one of the state of the art prediction methods in the current vehicular industry, as the baseline.
Deriving similar models for different other maneuvers, such as free following, take over, joining and leaving a platoon, etc., and then merging them together to form a complete CRH-GP-SHS model is the future research directions which are now under investigation by the authors.
