number of SNPs per data set for studies published by the end of the year 2016 may approach~20 000. This survey provides baseline information for understanding the evolution of phylogeographic data sets and underscores the fact that development of analytical methods for handling very large genetic data sets will be critical for facilitating growth of the field.
Empirical phylogeographic studies have progressively sampled greater numbers of loci over time, in part motivated by theoretical papers showing that estimates of key demographic parameters improve as the number of loci increases. Recently, next-generation sequencing has been applied to questions about organismal history, with the promise of revolutionizing the field. However, no systematic assessment of how phylogeographic data sets have changed over time with respect to overall size and information content has been performed. Here, we quantify the changing nature of these genetic data sets over the past 20 years, focusing on papers published in Molecular Ecology. We found that the number of independent loci, the total number of alleles sampled and the total number of single nucleotide polymorphisms (SNPs) per data set has improved over time, with particularly dramatic increases within the past 5 years. Interestingly, uniparentally inherited organellar markers (e.g. animal mitochondrial and plant chloroplast DNA) continue to represent an important component of phylogeographic data. Singlespecies studies (cf. comparative studies) that focus on vertebrates (particularly fish and to some extent, birds) represent the gold standard of phylogeographic data collection. Based on the current trajectory seen in our survey data, forecast modelling indicates that the median Introduction Phylogeographers have been working to collect multilocus data ever since a series of theoretical papers pertinent to the discipline demonstrated that estimates of key demographic parameters improve as the number of loci increases (e.g. Edwards & Beerli 2000; Hey & Nielsen 2004; Felsenstein 2006; Carling & Brumfield 2007) . Recent improvements in DNA sequencing technology have led to platforms with greater speed, resolution and/or output (e.g. Margulies et al. 2005; Bentley et al. 2008; Rothberg et al. 2011 ) when compared to the traditional Sanger method. These technological advances, together with the development of general-purpose protocols for discovering and screening many DNA sequence polymorphisms arrayed across a species' genome (e.g. Baird et al. 2008; Kerstens et al. 2009; Faircloth et al. 2012; Peterson et al. 2012) , are transforming the field of phylogeography to one that is no longer data limited. Investigations concerned with reconstructing long-term population history generally require large numbers of sampled alleles (i.e. many individuals and populations), across multiple loci, to adequately characterize levels of diversity and spatial genetic structuring (McCormack et al. 2013) , and these data are now in reach. However, for moderately recent timescales (e.g. at or near the Last Glacial Maximum), it is clear that the number of individuals sampled is also important (Robinson et al. 2014a ) and that the ideal ratio of loci to individuals depends on the question at hand (Maddison & Knowles 2006) . Furthermore, given that phylogeographic studies often focus on organisms for which few or no genomic resources exist (e.g. Avise 2000) , the new technical developments enable detailed investigations of nonmodel species and expand the complexity and scope of questions that can be addressed. For example, sampling of genomewide DNA sequence polymorphisms strengthens our ability to distinguish between recent vs. historical migration and admixture (Pool & Nielsen 2009) , and yields previously unattainable insights into both neutral and selective processes (Gompert et al. 2014) .
Even prior to the recent application of next-generation sequencing in phylogeography, a transformation in the basic approaches used to draw historical inferences from molecular data was underway (Brito & Edwards 2009; Hickerson et al. 2010) . Awareness of the limitations of single locus data sets had grown during the early-to mid-2000s (Hare 2001; Arbogast et al. 2002; Brumfield et al. 2003) . For one, the possibility of undetected selection influencing historical demographic inferences was particularly problematic when studies relied on data from a single protein-coding locus. Indeed, the potential for selective sweeps to affect animal mitochondrial DNA has been raised repeatedly over the past decade (albeit not without contention; Bazin et al. 2006) , and evidence for non-neutrality of plant chloroplast DNA is now also emerging (Bock et al. 2014) . Perhaps most alarming was the realization that inherent locus-to-locus stochasticity in levels of polymorphism and the extent of lineage sorting can be extreme, such that a single locus represents just one of many possible realizations of a given demographic history (Knowles 2004) . These concerns were partly addressed by the development of several coalescentbased analytical methods that provided an opportunity to integrate across loci when estimating population parameters and testing a priori hypotheses (Beerli & Felsenstein 2001; Hey & Nielsen 2004) . These analytical advances, together with the concurrent development of transferrable single copy nuclear markers (Jarman et al. 2002; Backstr€ om et al. 2008; Spinks et al. 2010) , promoted a scaling-up of the number of loci included in empirical data sets (Beheregaray 2008) . However, while it appears that the number of loci assayed in phylogeographic studies has increased over the years (but see Turchetto-Zolet et al. 2012), we know of no systematic assessment of how such data sets have changed with respect to overall size and information content. As a corollary, the extent to which animal mitochondrial DNA (mtDNA) and plant chloroplast DNA (cpDNA) still play central roles also remains unquantified.
In this paper, we aim to encourage discussion about the current state and future directions of phylogeography by examining temporal changes in the composition of genetic data sets on which historical inferences are based. To do this, we surveyed a representative sample of empirical studies published over the past two decades. We concentrated on papers in Molecular Ecology as this journal has been a leading venue for phylogeographic investigations, and because these papers should not have an inherent taxonomic bias. Furthermore, we focus on DNA sequence data, broadly defined as being generated by assays that determine the identity of each nucleotide in a targeted genomic region. Compared to other classes of molecular markers, DNA sequence haplotypes and single nucleotide polymorphisms (SNPs) should be more informative about historical events and processes (Sunnucks 2000; Brumfield et al. 2003) operating over timescales most relevant to the discipline.
Approach

Literature survey
A database of potentially relevant papers was established via search functions on the publisher's website (www.onlinelibrary.wiley.com), using the term 'phylogeograph*' occurring anywhere in an article's title, keywords, abstract or main text. This sampling was performed at 3-year intervals (i.e. 1992, 1995, 1998, . . . 2013) and returned >1200 hits, which were then divided into sets and distributed among members of our laboratory groups. Papers under consideration were limited to those clearly identifiable as empirical phylogeographic research. As a working definition, we considered this to be any study concerned with the characterization of genetic diversity as a function of a species' geographic range and landscape context, motivated by a desire to make inferences regarding the historical demography of the focal taxon. Excluded papers were typically literature reviews, toolset and method development papers, strictly phylogenetically oriented papers and those focused on contemporary processes only.
The following information, partitioned by species (and by organellar vs. autosomal chromosomes when appropriate), was extracted from qualifying papers: (i) the total number of independent loci assayed, with the entire mtDNA (or cpDNA) genome treated as a single haploid locus; (ii) the total number of alleles sampled, where identical alleles contribute towards the count; (iii) the total length (base pairs) of DNA sequence generated, as measured by author-reported alignment lengths summed across loci; and (iv) the total number of SNPs identified (i.e. including parsimony-uninformative sites), summed across loci. For each data set, we also recorded whether it came from a paper that presented data from a single species vs. multiple codistributed species. In addition, we recorded the taxonomic group to which the focal species belongs, broadly classified as vertebrate, invertebrate, plant or 'other' (i.e. fungi, protists, algae and bacteria, grouped together due to low sample sizes). Unfortunately, we were not able to extract information on the geographical scale of sampling employed in surveyed studies because spatial coordinates were reported in an array of different (often unspecified) units and map projections, and with marked differences in resolution. Similarly, the types of research questions being addressed and approaches used were not readily amenable to meta-analysis; there was considerable variability in explicit reporting of which historical events or microevolutionary processes were under investigation, and it was not always clear which analyses contributed towards phylogeographic inferences. In retrieving the targeted data, we relied on the veracity of the information published in the main text and did not download Supporting Information (e.g. online appendices, or sequences archived in public databases) to verify counts of sequence length or SNPs presented in the manuscript.
When assembly of the final database was complete, 508 single-species data sets, drawn from 370 papers, were included (Tables 1 and S1, Supporting information). The full list of data sources is given in Supporting Information, and the database is available on DRYAD (http://datadryad.org). Despite the need to exclude from downstream analyses those database entries that were recorded as 'not reported', our sample sizes were sufficient to discern trends regarding changes in the composition of phylogeographic data sets over time. Ultimately, our survey data were used to identify the magnitude and nature of improvements in empirical phylogeographic data sets over the past 20 years, the time point(s) associated with the most dramatic changes and which (if any) taxonomic group had the strongest role in leading the field forward. Our survey data also served as a basis for performing a coarse forward projection relating to the anticipated number of SNPs per data set for studies published in the near future (i.e. through to the end of the year 2016).
Analyses
Recorded variables were classified as either providing a measure of data set size (i.e. number of loci assayed, total number of alleles sampled), or being indicative of potential information content embedded within a given data set (i.e. number of SNPs). Together, our measures of data set size should reflect the extent of genomic and geographic sampling. In the case of information content, each SNP provides the basis on which coalescent (or other) genealogies can be constructed, and in turn, these generate estimates of key demographic parameters. For this category, we also considered a weighted metric, in which an increase in the overall value of a species' genetic data set was scaled by the number of independent loci from which alleles had been sampled (calculated as number of loci 9 total number alleles sampled). Although there can be several ways to achieve the same weighted value under this scheme (e.g. 1 locus 9 1000 total alleles would be equivalent to 10 loci 9 100 total alleles), this nonetheless provides a basic framework for considering the precision of allele frequency estimates, and the extent to which inherent among-locus variance can be appreciated. In attempting to understand how the role of organellar DNA markers in phylogeography has changed over time, we calculated the per cent reduction in the weighted metric that resulted from removing mtDNA or cpDNA loci from any given data set. This was examined in vertebrates, invertebrates and plants only.
Initially, we examined scatter plots of each recorded variable vs. year and used quantile-quantile probability plots to assess normality. As our goal was to fit a linear model in order to determine how well year predicts changes in data set size and information content, a log 10 transformation was applied to all variables that describe genetic aspects of surveyed data sets. When examining changes in the number of loci (total, or autosomal loci only), a 1 + log 10 transformation was applied due to the presence of zeros in some cases. Subsequently, we examined all temporal trends using simple linear regression, owing to ease of interpretability.
To generate predictions about the information content of phylogeographic data sets in the near future, we used an automatic forecasting algorithm implemented in the 'FORE-CAST' package (Hyndman & Khandakar 2008) in R (R Development Core Team 2014). We focused on the total number of SNPs in a data set because this variable is commonly used by authors to report the success of applications of next-generation sequencing in phylogeography (e.g. Emerson et al. 2010; McCormack et al. 2012; Zellmer et al. 2012) . Each data set from our survey that reported the total number of SNPs was ordered chronologically and then in ascending order within year. To generate predictions about future data sets, we used autoregressive integrated moving average (AR-IMA) modelling. This includes three main parameters: autoregression, differencing and moving average. Following Hyndman & Khandakar (2008) , we first determined the differencing parameter using the Kwiatkowski-Phillips-Schmidt test of stationarity (Kwiatkowski et al. 1992) , and then used stepwise model selection based on the Akaike information criterion to determine the other two parameters. For the best model, parameter values were as follows: autoregression = 9, differencing = 2 and moving average = 0 (i.e. the latter could be effectively ignored). Accordingly, the number of SNPs reported for each data set was transformed using two previous data sets to compute differences (y 00 t ¼ ðy t À y tÀ1 Þ À ðy tÀ1 À y tÀ2 Þ, where y t = number of SNPs at time t), in order to make the time series stationary. Using autoregression, the number of SNPs in each phylogeographic data set was predicted based on the number of SNPs in the nine previous data sets. After we fit this ARIMA model to the observed data, we extrapolated through to the end of the year 2016, with confidence intervals obtained following Hyndman et al. (2005) .
Trends over time
All taxa and study types combined
Over the past two decades, phylogeographic data sets have become progressively larger in size. This is evident in the 1992  18  3  3  1995  20  6  6  1998  48  17  23  2001  130  29  41  2004  195  60  69  2007  284  108  147  2010  266  71  121  2013  269  76  98  Total 1230 370 508 *Papers retained after quality control are listed in Supporting Information.
number of loci assayed (slope = 0.036, R 2 = 0.117, d.f. = 1,506, F = 66.793, P < 0.001) and the total number of alleles sampled (slope = 0.043, R 2 = 0.078, d.f. = 1,495, F = 41.781, P < 0.001). The magnitude of increase is substantial, with the median number of loci per data set tripling over the past 6 years (i.e. from 1 to 3 loci in [2007] [2008] [2009] [2010] [2011] [2012] [2013] . The median number of alleles sampled showed a similar increase over the same time frame (i.e. from 119 to 318 alleles). For the latter variable, the positive trend is attributable to the addition of autosomal markers, as the number of alleles sampled from organellar loci showed no significant change over time (P = 0.223). Even if phylogeographic studies based on data from only a single organellar locus are omitted from the set, the trend of increased sampling of alleles over time is still apparent (slope = 0.027, R 2 = 0.031, d.f. = 1,146, F = 4.972, P = 0.027). Taken together, increases in the number of loci and alleles sampled indicate that researchers have been allocating greater effort to both genomic and geographic sampling. While the development of analytical methods tailored towards multilocus DNA sequence datasets (e.g. Heled & Drummond 2008 , 2010 would have influenced the genomic sampling strategy employed by empiricists, it appears that previous (Templeton 1998 ) and renewed (Fitzpatrick 2009 ) emphases on adequate geographic sampling have not been overlooked as a consequence. Indicators of data set information content also showed notable improvements over time. For example, the total number of SNPs has increased (slope = 0.025, R 2 = 0.051, d.f. = 1,271, F = 14.667, P < 0.001), at a magnitude of~1.39 over the past 6 years (i.e. median of 70 vs. 90 SNPs in 2007 vs. 2013). We considered the possibility that this trend may have been influenced by new methods for sequencing complete organellar genomes, as these have recently been applied in phylogeographic investigations (e.g. vertebrates, Morin et al. 2010; Keis et al. 2013; invertebrates, Winkelmann et al. 2013; plants, Mariac et al. 2014 ). However, gains in the number of SNPs per data set were not simply due to sequencing larger regions of effectively the same locus, as the number of organellar SNPs showed no significant change over time (P = 0.603). Our weighted metric, the product of loci 9 alleles, also showed a positive trend (slope = 0.078, R 2 = 0.103, d.f. = 1,495, F = 56.525, P < 0.001; Fig. 1) , with a particularly marked increase in 2013. This probably reflects the influence of next-generation sequencing, which has been predicted to revolutionize the field of phylogeography Andrew et al. 2013) .
The use of animal mtDNA and plant cpDNA sequence data as cornerstones of phylogeographic inference has decreased considerably over the years (slope = À0.025, R 2 = 0.115, d.f. = 1,479, F = 62.091, P < 0.001). This is not surprising, given the burgeoning sources of polymorphic nuclear genetic data (see Introduction). However, few data sets were comprised only of autosomal DNA sequences. This may reflect the importance of well-established molecular evolutionary rate estimates that exist for organellar protein-coding genes (Hewitt 2001) , as these facilitate divergence time estimation. Additionally, when genetic markers with different modes of inheritance are used in combination, they yield unique insights into dispersal biology (e.g. animals, Prugnolle & de Meeus 2002; plants, Ennos 1994) . Indeed, this information can be critical when interpreting landscape-level patterns of genetic diversity in the context of historical reconstruction (e.g. Pavlova et al. 2013) . Another potential application of direct contrasts between markers with different modes of inheritance is the ability to distinguish between uni-and bidirectional admixture among distinct lineages at primary or secondary contact zones (e.g. Garrick et al. 2014) . For these reasons, animal mtDNA and plant cpDNA sequence data are unlikely to become obsolete, but rather will continue to represent an important part of the phylogeography toolbox.
Single-species vs. comparative studies
Single-species and comparative studies both showed significant (P < 0.001) increases in the total number of loci assayed over time, and their trends also had similar trajectories (slope = 0.038 and 0.033, respectively). However, when considering the total number of alleles sampled, while both study types showed significant (P < 0.001) positive trends, single-species studies displayed a more pronounced increase over time (slope = 0.052) than comparative studies (slope = 0.039). Interestingly, the difference in allelic sampling between study types has recently begun to narrow. For example, in the year 2007, the median number of alleles sampled in single-species studies was almost quadruple that of comparative studies, whereas in 2013, the difference had been halved. If we tentatively consider the total number of alleles as a proxy for density of sampling across a species' range, our survey indicates that sparse geographic sampling was associated with earlier comparative phylogeographic studies, but this is now in the process of being redressed.
Only single-species studies exhibited a significant increase over time in the total number of SNPs (slope = 0.028, R 2 = 0.071, d.f. = 1,207, F = 15.830, P < 0.001). The median number of SNPs in data sets from these studies was consistently larger than that of comparative studies, but the degree of difference between study types has diminished recently (e.g. a 2.59 difference in the year 2007, compared to a 1.39 difference in 2013). When our weighted metric was used to measure potential information content of data sets, single-species and comparative studies both showed significant (P < 0.001) increases over time, with similar trajectories (slope = 0.090 and 0.070, respectively).
The optimal balance between genomic vs. geographic sampling will usually depend on the timescales over which historical inferences are focused and/or the age of lineages under investigation (Maddison & Knowles 2006 ). Therefore, trends in resource allocation by researchers may be too complex to decipher with the present survey data. However, the generally larger size and greater information content of data sets generated by single-species studies represent an interesting trade-off. On one hand, such studies should achieve greater precision and confidence in estimated historical reconstructions. On the other hand, they lack the ability of comparative studies to statistically distinguish idiosyncratic from shared, community-wide responses to past environmental change (Arbogast & Kenagy 2001) . Notably, of those phylogeographic studies that have made extensive use of next-generation sequenc-ing, single-species studies clearly dominate (e.g. Emerson et al. 2010; McCormack et al. 2012; Zellmer et al. 2012; Catchen et al. 2013; Reitzel et al. 2013) . One contributing factor may be that the field currently lacks analytical tools that can handle large, multilocus and multitaxon data sets.
Comparisons across taxonomic groups
The increase in size of phylogeographic data sets over time is observable across most major taxonomic groups. Vertebrates show the strongest trajectory of increase in the total number of loci assayed (slope = 0.040, cf. invertebrates, slope = 0.030). Vertebrates also showed the most marked increase for the total number of alleles sampled (slope = 0.051, cf. invertebrates, slope = 0.023). Based on our weighted measure of potential information content of data sets, only vertebrate and invertebrate studies exhibited a clear improvement (both P < 0.001; Fig. 2) , and of the different taxonomic groups, only vertebrate studies showed a significant increase in the number of SNPs (slope = 0.045, R 2 = 0.199, d.f. = 1,147, F = 36.512, P < 0.001). Data sets assigned to the 'other' taxonomic category showed no change in data set size and information content, but for this group, sample sizes were limited (Table S1, Supporting information). Overall, our survey data showed that vertebrate studies continue to set the standard for phylogeography, as they have ever since the inception of the field (e.g. Avise 2000) . Vertebrate studies have most directly benefited from the development of protocols for discovering and screening large subsets of DNA sequence polymorphisms, as members of this group are often used as exemplars for demonstrating proof-of-principal of the new approaches (e.g. Baird et al. 2008; Kerstens et al. 2009; 1995 1992 1998 2004 Faircloth et al. 2012; Peterson et al. 2012) , and are overrepresented in terms of model organisms and sequenced genomes. Nonetheless, improvements also seen in invertebrate (and to some extent, plant) studies are encouraging; with the increasing application of next-generation sequencing, we expect this will continue for some time.
Data reporting deficiencies
An unexpected result was the realization that many of the papers included in our survey contained incomplete basic descriptions of data set characteristics. For example, 49% of the 508 total data sets had at least one 'not reported' entry for features such as total number of alleles sampled, total number of base pairs sequenced or total number of SNPs detected. Furthermore, 18% of data sets had multiple missing entries. One of the main deficiencies was caused by the increasingly common practice of reporting DNA sequence polymorphism summary statistics at the population level only (with geographic units often subjectively defined), rather than for the entire data set. This introduces redundancy with respect to number of SNPs (or unique haplotypes), making it difficult to evaluate the overall level of polymorphism in the data set. Also, for multilocus data sets in particular, it was common for sample sizes to be reported as a range (in unspecified units), rather than precise values, clearly identified as relating to the number of individuals (or alleles) sampled. We recognize that the deposition in public repositories of raw data that underpin published studies (Whitlock et al. 2010 ) could resolve some of these issues, provided it is associated with complete metadata. However, following Gurevitch et al. (2001) , we advocate that key data set characteristics should appear in the main text of manuscripts describing empirical research. This will maximize the potential contribution of these studies towards addressing questions outside of the original research focus, via inclusion in meta-analyses.
Future phylogeographic data sets
In the year 2013, there were a handful of studies that stand out as having particularly large data sets, especially in the vertebrates (e.g. Fig. 2a ). While this suggests that a linear model may be a poor fit for this taxonomic group, if we take our data at face value, it implies that in the near future, most phylogeographic data sets published in Molecular Ecology will consist of thousands of SNPs. Indeed, our forecast modelling suggested the number of SNPs per data set for studies published by the end of the year 2016 to reach~20 000 (95% CI: 16 590-23 133), and this value represents more than a doubling over the immediately preceding 3-year period (Fig. 3) . Given the ongoing development of high-throughput genotyping protocols, our forecast modelling should be considered exploratory. Nonetheless, it is thought-provoking-with such huge quantities of genetic data becoming attainable for almost any organism, what will become the next major constraint on accurately reconstructing evolutionary history? It is clear from our survey that the field of phylogeography is no longer data limited.
Outlook and conclusions
Dramatic increases in the size and information content of empirical phylogeographic data sets are opening the door to previously intractable questions. It is now becoming possible to reconstruct complex demographic histories that include multiple overlying events such as lineage splitting, population growth and decline, together with recurrent processes such as postdivergence gene flow (e.g. Carstens et al. 2013; Robinson et al. 2014a ). In addition, dense genomic sampling is allowing a stronger focus on the relative importance of neutral vs. selective forces in driving microevolutionary change over time (Hickerson et al. 2010) . This is being facilitated by the ability to categorize loci as outliers (i.e. those that are under selection; Antao et al. 2008) , and through identifying environmental correlates of their alleles (Joost et al. 2007; Coop et al. 2010) . The changing nature of phylogeographic data sets also provides new opportunities to integrate the field with related subdisciplines. For example, in the era of next-generation sequencing, the perceived distinction between landscape genetics and phylogeography (e.g. Wang 2010) increasingly represents a false dichotomy, as the resulting large DNA sequence data sets should be informative over a broad temporal spectrum. Indeed, the timescales on which inferences can be made are likely to depend more on geographic sampling of individuals than on choices relating to genetic data (Robinson et al. 2014a) . Although analytical methods for handling large genomic data sets from nonmodel organisms are still in their infancy, early progress is encouraging (Andrews & Luikart 2014; Robinson et al. 2014b) . Phylogeography is clearly at a turning point. Data set size and information content are improving dramatically, due to the large numbers of independent autosomal loci being assayed. Furthermore, the increase in genomic sampling seems not to have come at the expense of geographic sampling. While single-species phylogeographic studies of vertebrates-particularly fish-are leading the charge, concurrent improvements across a suite of taxonomic groups are evident. Addressing constraints related to analyses of these data sets, in terms of both upstream filtering and downstream inference of population genetic phenomena, will be critical for facilitating further growth of the field.
