Abstract. We investigate the behaviour of the meniscus of a drop of liquid aluminium in the neighbourhood of a state of equilibrium under the influence of weak electromagnetic forces. The mathematical model comprises both Maxwell and Navier-Stokes equations in 2D. The meniscus is governed by the Young-Laplace equation, the data being the jump of the normal stress. To show the existence and uniqueness of the solution we use the classical implicit function theorem. Moreover, the differentiability of the operator solving this problem is established.
196
T. R oliński Fig. 1 dient, solidification of the ingot as well as the thermal effects due to the solidification.
The electromagnetic potential φ : R 2 → C (C is the set of complex numbers) is governed by the Helmholtz equation in the plane, derived from the Maxwell equations (cf. [3] ):
otherwise, where u : Ω 0 → R 2 (u = (u 1 , u 2 )) is the velocity field of the liquid metal contained in Ω 0 and J ∈ R is the given current intensity. Moreover, α = µ 0 σ, β = ωµ 0 σ, where µ 0 is the magnetic permeability of the vacuum, ω is the angular velocity associated with the frequency of the alternating current, σ is the electric conductivity of the media: σ = σ k in Ω k , k = 0, 1, 2, 0 otherwise;
and I(φ) : R 2 → C is the function
The behaviour of the liquid metal in the interior of the ingot Ω 0 is described by the velocity field u and the pressure field p : Ω 0 → R governed by the Navier-Stokes equation, where the data is the Lorentz force (cf. [3] ):
where D(u) = ((η/2)(∂ j u i +∂ i u j )) 2 i,j=1 is the symmetric deformation tensor; η, ̺ are the kinematic viscosity and the density of the liquid, respectively.
The Lorentz body force F results from interaction between the magnetic induction and the current density. Since we seek stationary flows we must average F over the period 2π/ω. After the averaging process this force reads (cf. [3] , [13] ) F(φ, u) = σω 2 (φ I ∇φ R − φ R ∇φ I ) − σ 2 ((u.∇φ R )∇φ R + (u.∇φ I )∇φ I ),
where φ R and φ I denote the real and imaginary parts of the potential φ : R 2 → C. As we look for a divergence-free velocity field we assume additionally (1.3) div u = 0 in Ω 0 .
It follows from physical considerations that we must impose two conditions describing the behaviour of the velocity field at the free boundary Γ 0 = ∂Ω 0 , i.e. at the meniscus of the ingot. The first one states that u shall satisfy the slip condition (1.4) u · n = 0 on Γ 0 , where n = (n 1 , n 2 ) is the exterior unit vector normal to Γ 0 . This means that the velocity of the particles at Γ 0 is tangent. The second condition expresses the fact that the fluid cannot resist any tangential stresses:
(1.5) s(u, p) · t = 0 on Γ 0 , where t = (t 1 , t 2 ) is the unit vector tangent to Γ 0 , and
is the Cauchy stress tensor (we use the summation convention over repeated indices).
Since we assume the presence of surface tension we shall give the YoungLaplace condition governing the free boundary Γ 0 . It says that the change in the curvature of the boundary is proportional to the sum of the jump of the normal stress at the boundary and a constant. In our problem the jump is equal to the normal component of the Cauchy stress tensor (1.6). The constant is unknown.
In the absence of the Lorentz force the liquid assumes the shape of a cylinder with cross section denoted by Ω 00 , Γ 00 = ∂Ω 00 . In our analysis we allow for small departures from this state assuming that the perturbed boundary Γ 0 (f ) of Γ 00 has a polar representation I ∋ θ → ((f (θ) + r 0 ) cos θ, (f (θ) + r 0 ) sin θ), where I = (−2π, 2π), f : I → R, f (θ) = f (θ + 2π), r 0 is the radius of Ω 00 . The function f can naturally be viewed as one defined on R and of period 2π. Here we limit the domain to the interval I for purely technical reasons. The angle θ can be defined as the angle between the x 1 -axis and the radius of a point at Γ 0 (f ) (cf. Fig. 1 ). Obviously Γ 0 (0) = Γ 00 . We de-note by Ω 0 (f ) the star-shaped perturbed liquid region with boundary Γ 0 (f ). Obviously we have Ω 0 (0) = Ω 00 .
The announced Young-Laplace condition for f : I → R, together with the side condition expressing the fact that the volume of Ω 0 (f ) does not change, read as follows:
(1.7)
V (f, λ, J) = 0 on I for the given current J ∈ R, where V = (κ + S n + Λ, vol). The operator f → κ(f ) describes the curvature of Γ 0 (f ) in polar coordinates:
where the constant τ ∈ R + is the surface tension. Moreover, S n denotes the normal component of the Cauchy stress tensor,
where s(u, p) is defined in (1.6) and τ f denotes the polar parametrization of Γ 0 (f ). We assume here that (u, p) corresponds uniquely to J and the fixed boundary Γ 0 (f ). By [13] this is true, at least for sufficiently regular f and small J. Finally,
where λ is the constant in the Young-Laplace condition and vol(f ) is the perturbation of the volume of
In what follows we assume the symmetric setup for the inductor and the ingot, which means that Ω 1 ∪ Ω 2 ∪ Ω 00 is symmetric w.r.t. the x 1 -and x 2 -axes (cf. Fig. 1 ). In the absence of the velocity field u : Ω 0 → R 2 the symmetry of the system implies that for the fixed open disk Ω 00 and some current J ∈ R the electromagnetic potential φ is antisymmetric w.r.t. the x 2 -axis and symmetric w.r.t. the x 1 -axis (for short, x 2 -antisymmetric and x 1 -symmetric). Thus the Lorentz force F = (F 1 , F 2 ) satisfies the following condition: F 1 is x 2 -antisymmetric and x 1 -symmetric, F 2 is x 2 -symmetric and x 1 -antisymmetric. Hence we can expect that, at least for small currents, the following symmetry conditions on the potential, velocity field, pressure and polar representation of the boundary perturbation for the full free boundary problem are satisfied:
φ is x 2 -antisymmetric and x 1 -symmetric, (1.8b) u 1 is x 2 -antisymmetric and x 1 -symmetric, u 2 is x 2 -symmetric and
p is symmetric w.r.t. both axes, (1.8d) Ω 0 (f ) is symmetric w.r.t. both axes, which means that
Obviously, the assumed symmetries (1.8a-d) imply the symmetries for the fields contained in the images of the operators involved. If we denote by M , A, N, Sl, S t , respectively, the Helmholtz operator on the left-hand side of (1.1), the data on the right-hand side of (1.1), the Navier-Stokes operator in (1.2), the normal component of the velocity (cf. (1.4) ) and the tangent component of the Cauchy stress tensor (cf. (1.6)), then we have the following conditions:
(1.9a) the values of M and A are x 2 -antisymmetric and x 1 -symmetric, (1.9b) the values of N 1 , F 1 are x 2 -antisymmetric and x 1 -symmetric, the values of N 2 , F 2 are x 2 -symmetric and
the values of div, Sl, κ, S n are symmetric w.r.t. both axes, (1.9d) the values of S t are antisymmetric w.r.t. both axes.
In this paper we shall consider the case where the domains and images of operators are sets of functions from suitable Sobolev spaces (cf. Sec. 2), satisfying additionally the above symmetry conditions. The condition (1.8d) implies that the center of gravity of the cross-section of the ingot Ω 0 (f ) does not change, which is a typical condition for this kind of problem (cf. [2] ). We want to show that for small currents J in the inductor the shape of the ingot adjusts itself uniquely in a symmetric way to the change of the normal stress coming from the Lorentz forces. Thus the main result of the paper is the following theorem: Theorem 1.1. There exist a neighbourhood U V of 0 in the domain of the operator V and a function J → (f, λ) such that (f, λ, J) ∈ U V and V (f, λ, J) = 0 (cf. (1.7) ). This function is unique and continuously Fréchet differentiable.
To prove Theorem 1.1 we study the differential properties of the operator V (cf. (1.7) ). The crucial step here is to prove the differentiability of the operator (J, f ) → S n (J, f ). This can be done by considering an auxiliary problem in which the domain of the operator consists of the deformed velocity fields and the deformed pressures that are defined on the same reference open disk Ω 00 . The introduction of such a problem is useful since we want to compare different velocity fields and pressures for different regions.
The definition of the auxiliary problem is based on a family of invertible transformations
= Ω 00 . These transformations are different from the identity in the vicinity of Γ 00 only (cf. Sec. 2, (2.1)). The relation to be satisfied for the deformed potential field
where J ∈ R is the given current, f : I → R is the given boundary perturbation, and L = (M − A, N − F, Div, Sl, S t ), with
where |J(T and of the polar parametrization τ f of the boundary, respectively.
Notice that the domain and the image of the operator L consist of functions defined on the fixed region Ω 00 , the plane R 2 and the interval I. Moreover, if (φ, u, p) is a solution of problem (1.10) for some J, f sufficiently
We shall show that the operator L is differentiable and the partial derivative of L w.r.t. (φ, u, p) at 0 is an isomorphism in suitable Sobolev spaces. Consequently, the classical implicit function theorem yields the local existence, uniqueness and differentiability of the function (J, f ) → (φ, u, p) such that (1.10) is satisfied. This means that if we run a small current through the inductor and put the liquid metal into a container of the shape close to a cylinder, symmetric w.r.t. both axes (cf. Fig. 1 ), we obtain a unique electromagnetic potential, velocity field and pressure satisfying the symmetry conditions (1.8abc). Moreover, these quantities change smoothly with the change of the current and the shape of the cylinder. Then we establish the differentiability of the function (J, f ) → S n (J, f ) which is the normal stress function from (1.7), modifying the shape of the free boundary Γ 0 (f ). Subsequently, we show that the operator V from (1.7) is differentiable and the partial derivative of V w.r.t. (f, λ) at 0 is an isomorphism in suitable Sobolev spaces. Finally, the local existence, uniqueness and differentiability of the function J → (f, λ) are verified.
At this moment we stress that to prove that the linearization of L and V yields isomorphisms between suitable spaces (cf. (1.10), (1.7) and Sec. 4) we use the symmetry properties (1.8abcd) of the functions from the domains of these operators. In the case of L the linearization process gives the Stokes operator together with the boundary operators Sl and S t . We know that the solutions of the linear problem for such operators are unique up to rigid rotations of the liquid (cf. [15] ). The latter can be rejected by assuming (1.8b). Similarly, the linearization of V gives a Fredholm operator. The solutions of the linear problem for this operator are unique up to the functions sin θ, cos θ, θ ∈ I (cf. Sec. 3). The latter can be rejected by assuming condition (1.8d) since it allows for functions of period π only.
The model described here was given treatment in [3] , [13] . In [3] this model was derived from the Maxwell and Navier-Stokes equations, and a numerical iterative procedure based on the finite element technique and the Newton method was proposed. Some references concerning a more detailed description of the electromagnetic casting phenomena and suitable numerical procedures were given there as well.
In [13] the authors deal with the fixed boundary model and prove the existence of a solution for strong magnetic fields via the Leray-Schauder homotopy lemma. A uniqueness result is also given for weak magnetic fields via the contraction principle.
There exists a review paper [14] concerning free boundary problems for the Navier-Stokes equations in the presence of surface tension. In this paper the results concerning non-stationary and stationary cases are cited. For non-stationary problems the introduction of Lagrangian coordinates was a major step in obtaining the local existence and uniqueness theorems.
For stationary problems the main tool was the coercive Schauder estimates for the linearized problem and the contraction principle applied to the free boundary condition to obtain the local existence and uniqueness theorems. For example in [2] a sequence of successive approximations was constructed by updating the free boundary via the free boundary conditions, where the solution of the Navier-Stokes equations in the previous domain was used. Then it was proved that this sequence converges to the solution.
In this paper we reduce the whole problem to a problem posed on fixed reference domains. Then we use the classical implicit function theorem directly to the reduced problem without constructing a sequence of approximate solutions. Thus we obtain the desired result in a straightforward manner. The analysis is performed in Sobolev spaces as opposed to the usual analysis in Hölder spaces (cf. [14] , [2] ) and, consequently, we obtain the uniqueness of the free boundary in a wider class of functions.
The supplementary problem. Existence and uniqueness of solution for small currents and deformations.
In what follows we use the Sobolev spaces of scalar or 2-vector functions defined on a region O ⊂ R 2 : To deal efficiently with the external problem for electromagnetic potentials we use the weighted Sobolev spaces W m l (R 2 ), (m, l) = (1, 0), (0, 1), (2, 1), of complex-valued functions defined as follows:
The standard notation for the seminorms and norms in these spaces is | · | m,l,R 2 and · m,l,R 2 (for details see [12] ). The weighted Sobolev spaces were used by many authors (cf. e.g. [12] , [8] , [9] , [10] ) to analyse external elliptic problems. Here we use them for the potentials φ.
We also need spaces of functions defined on the sufficiently smooth boundary ∂O of the region O: [11] ). Moreover, we use some spaces defined on the interval I = (−2π, 2π):
2 , ∂O, I in the notation of spaces, norms and seminorms are often dropped in unambiguous situations.
In what follows we are concerned with the following regularities of the functions introduced in Section 1:
Functions from these spaces will also be denoted ψ, v, q, g, respectively (v = (v 1 , v 2 )). We stress that if we consider these functions as elements of wider or narrower spaces it will be stated explicitly.
Next, to complement the definition of L (cf. (1.10)) we must define the transformations T f . In polar coordinates they read
where
The mapping T f is of class C 2 , which is a consequence of f ∈ W 3−1/α,α (I), α > 2, and the embedding
and thus it is positive for f sufficiently small. Consequently, T f is a C 2 -diffeomorphism (cf. [4] , Cor. 4.2.2, Th. 5.4.4, Ch. 1).
P r o o f. We begin by the statement of some facts which we shall often need in the further parts of the proof: 
T f is the identity beyond the annulus
by the definition of the space W 0 1 (R 2 ) and the properties (2.2ac).
The image of A is in W 0 1 (R 2 ), which is obvious (cf. (1.1) ). The image of N is in L α (Ω 00 ) 2 by the property (2.2a) and the fact that u ∈ C 0 (Ω 00 ) 2 by the embedding
restricted to Ω 00 are in L δ (Ω 00 ) for any δ ≥ 1 in view of (2.2a) and the embedding H 1 (Ω 00 ) ֒→ L δ (Ω 00 ) (cf. [11] ). The image of Div is in W 1,α (Ω 00 ) by (2.2a) and the fact that
.1) and the formula for the Jacobian below).
In order to show that the image of Sl is in W 2−1/α,α (I) observe that the following formulae hold:
(2.3a)
, which is a consequence of (2.2ab).
Now since the product of two functions from
R e m a r k 2.1. What needs some explanation here is the choice of the potential spaces W 2 1 (R 2 ) for the deformed electromagnetic potentials. First, observe that by (2.2ac) the potentials φ = φ • T f are in W 2 1 (R 2 ) as well. In our problem (cf. (1.1)) the solution is a potential φ which is regular at infinity, and the Biot-Savart formula for electromagnetic induction yields φ(x) = O(log |x|) as |x| → ∞ (cf. [13] ). Then from potential theory together with the condition Ω 0 φ dx = 0 (this condition is satisfied naturally in view of the symmetry condition (1.8a)) we obtain that (cf. [13] 
R e m a r k 2.2. By the property (2.2a) the velocity field u = u•T f and the
, respectively. Moreover, we have already noticed in Remark 2.1 that the electromagnetic
. Thus if we assume that f is small enough so that the Jacobians of T −1 f and τ f are positive, then (φ, u, p) is a solution of problem (1.10) iff φ, u, p satisfy (1.1)-(1.5).
Our aim is to prove the following 1.10) ). This function is unique and of class C 1 .
First, we formulate and prove some lemmas concerning the regularity of L. 
for any δ ≥ 1. Thus the Hölder inequality implies that the Gateaux derivatives are Fréchet derivatives that are continuous w.r.t. (φ, u, p, J). 
f , then the existence and continuity of D 2 L can be obtained easily.
Next, let H : R 3 → R be a function defined by H(r, r, f ) = r − µ(r)f − r, r, r ∈ R + , f ∈ (−f 0 , f 0 ), f 0 ∈ R + . For sufficiently small f 0 we have ∂H/∂r > 0. The implicit function theorem (cf. [4] , Th. 4.7.1, Cor. 5.4.5, Ch. 1) yields the local existence and regularity of the function (r, f ) → r = ν(r, f ) such that H(r, r, f ) = 0. The monotonicity of H with respect to r implies that ν is defined in the band R + × (−f 0 , f 0 ). Obviously, the inverse of T f can be expressed in polar coordinates as follows:
, the space of continuous functions that are bounded on the whole plane together with their continuous first derivatives. Let ̺ be the polar representation of ̺. Define ̺ : In what follows we often use the spaces of linear operators from a space X into a space Y, which we denote by [X → Y]. Now we are ready to formulate:
. 
for (2.4a) with |γ| = 2,
for (2.4b) with |γ| = 2 and for (2.4c),
4b) with |γ| = 1.
P r o o f. We concentrate on the calculation of the derivative of the functions (2.4a), the cases (2.4bc) being analogous.
The chain rule yields
where the constant C(k, l) = 2 if k = l = 1, and C(k, l) = 1 otherwise. Using the formulae analogous to (2.7ab) to express the derivatives of T f in polar coordinates we arrive at
where P i,j,γ is a form of two variables of degree 2 (we assume that for γ = 0 the corresponding term in (2.9a) is 1), and
where P i,j,k,γ is a form of two variables of degree 3. Now by the formulae (2.8a), (2.9a) the function
can be viewed as the sum of the following products:
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The application of Lemma 2.4 for m = 1 gives the existence and continuity of the derivative of
The assumptions of Lemma 2.4 hold since µ has support in the annulus r 0 − δ 2 ≤ r ≤ r 0 + δ 2 , r 2 = y In this way the function (2.10) is continuously differentiable as the product of differentiable functions and the case of functions of type (2.4a) for |γ| = 1 is proved.
The case (2.4a) for |γ| = 2 is treated in a similar way by making use of (2.8b), (2.9b) and Lemma 2.4 for m = 0. As mentioned above the cases (2.4bc) can be treated analogously. Hence the lemma is proved. Now we deal with the functions defined in (2.4def).
Lemma 2.6. The functions (2.4de) are continuously Fréchet differentiable, the derivative being understood as a function
The same statement is true for the function (2.4f), the derivative being understood as a function
P r o o f. The first statement is obvious since by the formulae (2.3abc) the functions involved are affine.
For the second, notice that by the definition of the mapping T f the Jacobian of the inverse in Cartesian coordinates reads as follows:
Let us deal with the function
is continuously differentiable as a function
the end of the proof of Lemma 2.5). Thus
as the superposition of two continuously differentiable functions is also continuously differentiable. The continuous differentiability of f → J 2 (f ) can be established in exactly the same way. Hence (2.11) is differentiable as well and the lemma is proved.
In view of Lemmas 2.5 and 2.6 we have:
• D 2 M is the sum of -two derivatives of functions of type (2.4a) for |γ| = 2, -two derivatives of functions of type (2.4a) for |γ| = 1 multiplied by αu i (cf. (1.1)); 
Div is the sum of -two derivatives of two functions of type (2.4b) for |γ| = 1, multiplied by the function (2.4f), -the derivative of the function (2.4f) multiplied by the sum of two functions of type (2.4b) for |γ| = 1;
• D 2 Sl is the derivative of an affine function in view of (2.3abc);
• D 2 S t is the sum of -eight derivatives of eight functions of type (2.4b) for |γ| = 1 composed with the trace operator on Γ 0 (f ) and multiplied by the product of two functions of type (2.4d) or (2.4e) and the square of the function (2.4f),
-four derivatives of four bi-affine functions (comp. (2.3abc) and the definition of S t in (1.10)), multiplied by the traces of functions of type (2.4b).
To end the proof notice that D 2 L is continuous since the functions defined in (2.4) are continuously differentiable. .2) is also satisfied for the functions from its image.
The second linear problem is defined in (4.16) . This is an elliptic problem for the electromagnetic potential ψ. By Theorem 4.2 this problem defines an isomorphism between the space W .1)). In other words, the change of the function f does not affect the behaviour of
at infinity. Now a straightforward application of the implicit function theorem (cf. [4] ) yields the theorem.
3. The free boundary problem. Existence and uniqueness of solution for small currents. Problem (1.7) is studied in this section in a similar way to the supplementary problem (1.10) . This means that first we establish the existence and continuity of the derivative of V . Next, we show that the linearized problem defines an isomorphism between the spaces involved. Finally, Theorem 1.1 is proved by the implicit function theorem.
Lemma 3.1. The operator V defined by (1.7) has a continuous Fréchet derivative as an operator from
P r o o f. First, we establish the differentiability of the curvature operator κ (cf. (1.7) ) which can be written in the following way:
in view of the embedding
The above derivative can be understood as a function
. Thus in view of the formulae (3.1), (3.2), (3.3) together with the embedding W 3−1/α,α (I) ֒→ C 2,β (I) the operator f → κ(f ) has a continuous derivative as a function
. Now we deal with the operator S n (cf. (1.7)):
(τ f stands for the polar parametrization of Γ 0 (f )). First, we establish the differentiability of the function
f . This function can be viewed as the superposition of (J, f ) → (J, f, f ) with
The partial derivative of (3.5) w.r.t. (J, f ) is equal to the derivative of (J, f ) → u i composed with the linear function
g . The former is continuously differentiable by Theorem 2.1. Hence the partial derivative of (3.5) w.r.t. (J, f ) exists and is continuous as a function
The partial derivative of (3.5) w.r.t. g exists and is continuous, being the derivative of a function of type (2.4b) for |γ| = 1 (cf. Lemma 2.5). Thus (3.5) is continuously differentiable and, consequently, the differentiability of (3.4) follows.
Next, we establish the differentiability of the function f → n i | Γ 0 (f ) . By the formulae (2.3ab) this function can be written as
and this derivative can be understood as a function
Now the continuous differentiability of (J, f ) → S n (J, f ) can be established easily since this function is a polynomial in differentiable functions, the derivative being understood as a function
. Next, let us establish the differentiability of vol (cf. (1.7) and the expla-
One can easily verify that this is the continuous derivative of f → vol(f ). Next, the differentiability of Λ is obvious since it is an affine function (cf. (1.7) and the explanations below).
In view of the differentiability of κ, S n , Λ, vol the differentiability of V is obvious and the lemma is proved.
Presently, let us calculate the partial derivative
. We obtain:
The partial derivative D 1 S n is zero since for J = 0 the solution (φ, u, p) of problem (1.10) is zero so that S n (0, f ) = 0.
We want to show the following
P r o o f. In view of the formulae (3.7a-d) consider the following linear problem: find g ∈ W 3−1/α,α (I), µ ∈ R such that g satisfies the symmetry conditions (1.8d) and
where h ∈ W 1−1/α,α (I), ν ∈ R and h satisfies the symmetry conditions (1.9c).
First, consider the following supplementary problem: find g ∈ W 3−1/α,α (I) satisfying (1.8d) such that
where h ∈ W 1−1/α,α (I) and h satisfies (1.9c).
Problem (3.9) has the following variational formulation:
hχ dθ, ∀χ ∈ C ∞ (I).
The variational problem (3.10) can be obtained from (3.9) by multiplication of (3.9) by χ ∈ C ∞ (I) and integration over the interval I. Then we decompose χ into its symmetric and antisymmetric parts:
(χ(θ) − χ(−θ)). Obviously, the integrals containing χ 2 are zero since g ′′ , g, h are even. Then we integrate by parts to obtain (3.10) for χ 1 (the boundary terms disappear since χ 1 is even and g ′ is π-periodic since g is (cf. (1.8d) ). The last step is to replace χ 1 by χ, which is possible since the corresponding integrals containing χ 2 are zero.
The form on the left-hand side of (3.10) is H 1 (I)-elliptic. Thus by the Lax-Milgram theorem we obtain a unique solution g of (3.10) such that g ∈ H 1 (I). Obviously this solution satisfies condition (1.8d).
Moreover, the definition of distributional derivatives yields
, which in turn means g ∈ H 2.5 (I). Next, by the embedding H 2.5 (I) ֒→ W 1,α (I) and by referring once again to (3.11) we obtain g ′′ ∈ W 1−1/α,α (I). Hence g ∈ W 3−1/α,α (I) and g is a unique solution of problem (3.9) . Thus the operator g → h defined by (3.9) is an isomorphism between the spaces W 3−1/α,α (I) and W 1−1/α,α (I) with the symmetry conditions (1.8d), (1.9c).
Now let us go back to the full problem (3.8). The above result concerning problem (3.9), the fact that the operators in (3.7cd) are one-dimensional and the operator g → −2(τ /r We want to show that this operator is injective. Assume (h, ν) = 0 and integrate (3.8a) over the interval (0, 2π). We have 9) ). First, let us deal with the Stokes problem: find (v, q) ∈ W 2,α (Ω 00 ) 2 × W 1,α (Ω 00 )/P 0 satisfying the respective symmetry conditions (1.8bc) such that
, and h, d, s 1 , s 2 satisfy the respective symmetry conditions (1.9bcd) ; the symmetric deformation tensor D is defined in (1.2) , the Cauchy stress tensor s is defined in (1.6), P 0 is the space of constant functions. We recall that Ω 00 is an open disk of radius r 0 and Γ 00 is its boundary. Moreover, the following compatibility condition is satisfied:
Before we prove Theorem 4.1 we need some auxiliary results. Let us consider the following problem:
Next, define a partially homogeneous problem:
where h ∈ L 2 (Ω 00 ) 2 , s 2 ∈ H 0.5 (Γ 00 ). We have the following then we obtain that (v, q) satisfies (4.3). The existence of the solution w ∈ H 3 (Ω 00 ) follows from the compatibility condition (4.2) (cf. [16] , [7] ).
Since problem (4.4) is considered in dimension 2 we can represent its solution v as
where w is a scalar function (cf. [16] , Proposition 2.3, Ch. I). Condition (4.4b) is then satisfied automatically, v.n = ∂w/∂t and condition (4.4c) implies that w is constant along Γ 00 . Let then w = 0 on Γ 00 . By acting with the curl operator (curl h = ∂h 2 /∂x 1 − ∂h 1 /∂x 2 ) on (4.4a) we arrive at the following problem: find w ∈ H 3 (Ω 00 ) such that
where h ∈ H −1 (Ω 00 ), s 2 ∈ H 0.5 (Γ 00 ). We have the following: Lemma 4.2. Let h = curl h and s 2 = s 2 . If v is the first component of a solution of problem (4.4), then there exists w ∈ H 3 (Ω 00 ) such that curl w = v and w is a solution of (4.6). Conversely, if w ∈ H 3 (Ω 00 ) is a solution of problem (4.6), then there exists a unique q ∈ H 1 (Ω 00 )/P 0 such that (v = curl w, q) is a solution of (4.4). P r o o f. For the first part of the lemma it remains to notice that if v ∈ H 2 (Ω 00 ) 2 satisfies (4.4b), then there exists a stream function w ∈ H 3 (Ω 00 ) such that v = curl w (cf. [7] , Th. 3.1, Ch. I, and the remark just after the proof). Assume now that w ∈ H 3 (Ω 00 ) is a solution of (4.6). Then by Theorem 2.9, Ch. I of [7] we obtain the existence and uniqueness of a pressure field q ∈ H 1 (Ω 00 )/P 0 such that the second assertion holds. Now we study problem (4.6). We are interested in obtaining the existence and uniqueness of the stream function w ∈ H 3 (Ω 00 ). To this end we derive a suitable Green formula and, consequently, a generalized (variational) form of problem (4.6). Then we study the coercivity and ellipticity of the bilinear form of the variational problem.
By the definition of distributional derivatives we obtain
After writing out the integrand on the right-hand side of (4.7) and using the Gauss formula we arrive at w) · (n 1 t 2 − n 2 t 1 ). The expression s(w) is just the boundary operator on the left-hand side of (4.6c): s(w) = s(curl w, q).t (we omitted q in the definition of s since the tangent component of s does not depend on q). Formula (4.10) is just the desired Green formula for problem (4.6), which justifies the introduction of the following variational problem: find w ∈ H 2 (Ω 00 ) such that We introduce the following space:
(Ω 00 ) : χ(x 1 , x 2 ) = −χ(−x 1 , x 2 ) = −χ(x 1 , −x 2 )}, with the standard norm of H 2 (Ω 00 ). Now we are ready to prove the following Lemma 4.3. The form A : X × X → R defined in (4.9) is X -elliptic and continuous.
P r o o f. We first prove the coercivity of A in H 2 (Ω 00 ), i.e. The integration in the second term on the right-hand side of (4.18a) extends over the bounded regions Ω k , k = 0, 1, 2 only, since β is zero beyond them. We need the following (R 2 )/P 0 , equivalent to the standard one (cf. [12] , [9] or [10] ).
First, we check the injectivity. Assume that ξ = 0. If ψ is a solution of (4.16) then it is a solution of the variational problem (4.17). Since the form B is W 1 0 (R 2 )/P 0 -elliptic the Lax-Milgram theorem yields the uniqueness of solution of (4.17) in the quotient space. Thus ψ ∈ P 0 , and the symmetry condition (1.8a) yields ψ = 0, which means that the operator ψ → ξ is injective.
Next, we verify the surjectivity. Assume that ξ ∈ Z. Since ξ satisfies the symmetry condition (1.8a) as well we infer that ξ ∈ W 
