Introduction and statement of results
Let s ∈ R and p ≥ 1; the Sobolev space L p,s (R d [24, Chapter 11] . In order to state in which sense this embedding is sharp, we need to recall the notion of pointwise Hölder exponent. state this problem with some precision, we first recall and compare several notions of genericity that have been introduced in the past. We assume in the following that E is a complete metric vector space (in this paper, we will only consider the cases of Sobolev and Besov spaces). The first notion of genericity, introduced by René-Louis Baire in 1899, is supplied by Baire's categories: a property holds quasi-everywhere in E if it holds at least on a countable intersection of dense open subsets of E, that is, on a set of first Baire category. One of the first spectacular uses of this notion in the context of Hölder regularity was the proof by Banach and Mazurkiewicz in 1931 that quasi-every continuous function is nowhere differentiable, see [2, 17] . This result was immediately improved by Auerbach and Banach who proved that the Hölder exponent of quasi-every continuous function vanishes everywhere, see [1] . Baire results are of a topological nature; an alternative is supplied by measure-type results: if E is endowed with a measure µ, a result holds almost everywhere if it holds outside a set of measure 0. The problem is that this notion is by no means intrinsic, but is highly dependent on the measure µ which is chosen. A remarkable way to solve this problem and recover a canonical notion of almost everywhere was discovered by Christensen in 1972, and is defined as follows, see [3, 9] . Definition 1.2. Let E be a metric Banach space. A Borel subset A of E is a Haar null set if there exists a compactly supported probability measure µ on E such that
A set is prevalent if its complement is Haar null.
In 1994, Hunt showed that the result of Banach and Auerbach also holds in the setting of prevalence: the Hölder exponent of a prevalent set of functions of Ꮿ(R) vanishes everywhere, see [8] . Baire-type results concerning the pointwise regularity of functions in either Sobolev or Besov spaces were investigated in [13] (and in [14] for the critical case s = d/ p) and their counterpart for prevalence in [6] .
Baire categories and prevalence share the properties that are expected to hold for any "reasonable" notion of genericity in a topological vector space: generic sets are dense and they are also stable by translation, dilation, and countable intersection. However, these two notions of genericity usually differ widely; for instance, if E = R d , prevalence coincides with "Lebesgue almost everywhere," and there exist subsets of R d which are generic in the sense of Baire, but have vanishing Lebesgue measure (see [23] for much stronger results of this type in infinite-dimensional spaces). However we just saw that, in the space Ꮿ(R), functions whose Hölder exponent vanishes everywhere are generic in both settings. This example is by no means an isolated case and, therefore, it is natural to look for a stronger notion of genericity that would imply both quasi-everywhere and prevalent results and would thus be a proper setting for such properties. (A notion of genericity is stronger than another if the collection of "null sets" that it yields is smaller.) Such a notion was discovered by Kolář in 2001, and is defined as follows, see [15] . 
The set A is said to be HP-small if there is (c n ) ∈ (0,1] such that A is a countable union of sets A n with property HP (cn) . The complement of an HP-small set is called an HP-residual set.
Kolář proved in [15] that every HP-small set is both Haar null and of first Baire category; furthermore, HP-residual sets share the previously mentioned properties of invariance by translation, dilation, and countable intersection. This new notion is much more demanding than Baire or prevalence genericity; this can already be seen in R d where the only HP-small set is the empty set. The situation is not so drastic in infinite-dimensional spaces: for instance, in that case, compact sets are HP-small sets, see [15] . We will prove the following result.
Remarks 1.5. (i)
We will recall in Section 4 the notion of Gaussian null set which supplies a notion of genericity stronger than prevalence and we will show that it is not a right setting in order to obtain the conclusion of Theorem 1.4.
(ii) In [15] , Kolář proved that, in the space of continuous functions, the functions having a Hölder exponent which vanishes everywhere form an HP-residual set.
(iii) For an arbitrary function f ∈ L p,s , (1.5) can hold at most on a set of points x 0 of dimension 0; another indication that this situation is exceptional is shown by the following result: any function of L p,s has Hölder exponent almost everywhere greater than or equal to s; both results will be precisely recalled in the appendix.
(iv) If 0 ≤ s < d/p, then it is proved in [6] that almost every function of L p,s (R d ) (in the sense of prevalence) is nowhere locally bounded; therefore, in this case, one can expect that any function f of an HP-residual set of L p,s is not bounded at x 0 , that is, satisfies
Wavelet expansions and Besov spaces
In order to prove Theorem 1.4, we first need to recall the definition and the main properties of wavelet expansions, see [5, 7, 18, 19, 20] . An N-smooth wavelet basis is composed of 2 d − 1 wavelets ψ (i) which belong to C N and satisfy the following properties.
and is an unconditional basis of the Sobolev spaces L p,s for p ∈ (1,∞), |s| < N, see [18, 19, 20] ; furthermore, it is an unconditional basis of the Besov 
where 2) and the series (2.1) converges to f in the corresponding function space. (Note that in (2.1), wavelets are not normalized for the L 2 norm but for the L ∞ norm, which will simplify some notations.)
In the following, we "forget" the index (i) of the wavelet, which is of no consequence.
We will use the notations c j,k or c λ indifferently for wavelet coefficients. We will assume in the following that the wavelet basis is N-smooth with N ≥ s + 1. Meyer proved that, if s ∈ R and p > 1, then the Sobolev spaces have the following characterization in terms of wavelet coefficients (see [18, Chapter 6 , Propositions 1 and 3]):
where χ λ (x) denotes the characteristic function of the dyadic cube λ. Homogeneous Besov spaces, which will also be considered, are characterized by the following condition, valid for p, q ∈ (0,+∞) and s ∈ R, 
form an HP-residual set.
The following proposition (see [10, 11, 12] ) will be used as a simple criterion for Hölder regularity or irregularity.
Proposition 2.2. Let α > 0 be given. There exists a constant D which depends only on α and on the wavelet basis chosen such that, if f is (C,α)-smooth at x 0 , then
Conversely, if
We will use a weaker form of the first statement of Proposition 2.2 in the following section. If
; it follows from (2.10) that
The second part of the proposition will be used in the appendix.
Proof of Theorems 1.4 and 2.1
In the following, we suppose that a (smooth enough) wavelet basis has been fixed once and for all. Since the notion of HP-small set does not depend on the choice of an equivalent norm (with a possible change of the constant of porosity c), the Sobolev and Besov norms (or quasinorms when p, q < 1) used in the following are the ones which are implicitly defined by (2.4) or (2.5). We first prove the result in Besov spaces since they have a simpler wavelet characterization than Sobolev spaces. We will consider the Sobolev case afterwards. Let p, q > 0, s be such that s > d/p; for a given J 0 > 0 and
Because of (2.12), the set of functions with a pointwise Hölder exponent larger than s − d/ p at x 0 is contained in
and this union can be written as a countable union. We will actually prove that A(J 0 ,H) is HP (1/4) . Let c ∈ (0,1/4) and r > 0 be fixed. We define K as the smallest integer such that
For any i ∈ N, let y i be the function defined by its wavelet coefficients (denoted by c i j,k ) as follows: Thus there exist functions f i1 ,..., f iK such that, for all l = 1,...,K,
In the following, we will denote by f il j,k the wavelet coefficient of the function f il . Since there are K distinct functions f il , at least two of them have indexes i l and i m which are not smaller than K − 1. We can suppose that i l > i m . We now consider the wavelet coefficients corresponding to indexes ( j,k j ) with j = i l or j = i m . It follows from (3.7) that f − f il − y il ∈ B(0,c r) and f − f im − y im ∈ B(0,c r), hence 8) and it follows from (3.6) that
Using the wavelet characterization of the Besov norm, we obtain that
Pick now j = i l ; using (3.4), (3.10) becomes
This is incompatible with (3.11), and Theorem 2.1 is proved. The proof in the case of L p,s is similar; indeed we can pick the same functions y i which, because of the particular wavelet norm (2.4) that we chose for L p,s , still satisfy y i L p,s = r; (3.8) still holds and (3.10) also holds because it only involves the wavelet norms that we picked. The end of the proof runs the same.
The Gaussian null setting
The setting supplied by HP-residual results is fitted to obtain the conclusion of Theorem 1.4. However, one might wonder if there are other notions of genericity which also imply this conclusion. Such a notion, which has been used in several occurrences, was introduced by Phelps in 1978, see [22] . Recall that a Borel probability measure µ on a Banach space E is a nondegenerate Gaussian measure if for every g ∈ E * \{0}, the measure
is a Gaussian measure on R which is not a Dirac mass. This notion coincides with Aronszajn null sets, as proved by Csörnyei in [4] . A Gaussian null set is necessarily Haar null. The following property illustrates the fact that Gaussian genericity is a very strong notion of genericity: in infinite-dimensional Banach spaces, there exist compact sets which are not Gaussian null (whereas they are always HP-small).
We now prove that the conclusion of Theorem 1.4 cannot hold in this too strong setting. We only consider the case of L p,s with p > 1 and s > d/p. Let χ j,k be independent and identically distributed standard Gaussians, let A j = 2 −2 | j| , and consider the random function
where ψ j,k (x) = Ψ(2 j x − k), and the wavelet Ψ is compactly supported. Let N be an integer larger than s; we assume that Ψ ∈ C N (R d ). The trivial bound
implies that, using the Borel-Cantelli lemma, almost surely, for all but finitely many pairs ( j,k), the χ j,k satisfy
We check that the sample paths of X(x) almost surely belong to C N (R d ) and their partial derivatives up to order N have fast decay. Indeed, if (4.3) holds, then (up to a finite linear combination of the wavelets which brings a compactly supported contribution in C N ), X(x) can be bounded as follows. For each j, there exist at most C 1 wavelets whose support includes x. Thus
Assume now that |x| ≥ 10. The wavelets which bring a contribution to (4.1) satisfy
The estimates for the partial derivatives up to order N are similar. Therefore the sample paths of X are almost surely in L p,s , and X defines a measure on L p,s which will be denoted by µ. In order to check that this measure is a nondegenerate Gaussian measure, we first recall some additional properties of wavelet expansions in Sobolev spaces. 
By a standard density argument, this equality holds for any couple ( f ,g) ∈ L p,s × L p * ,−s , in which case the series in the right-hand side of (4.6) converges absolutely (because of the unconditionality of the wavelet basis).
We can now check that µ is nondegenerate. Indeed,
, which has the variance 8) and therefore is nondegenerate if g = 0.
We finally check that µ is indeed a Borel measure. Let E be the Hilbert space defined by
The sample paths of the process X clearly belong to E so that X defines a probability measure on E.
To check that µ is a Borel measure on E, we use the following lemma from [16, Section 8] .
Lemma 4.3. Let E be a separable metrizable locally convex space. Then the σ-algebra generated by 10) coincides with the Borel algebra.
Therefore, in order to check that X defines a Borel measure, we only have to check that the sets {x ∈ E( f 1 (x),..., f n (x)) ∈ A} are measurable for the measure induced by X.
But if f i = j,k c i j,k Ψ j,k are elements of E * = E, then for x = j,k d j,k Ψ j,k , the event ( f 1 (x),..., f n (x)) ∈ A is given by ( f 1 (x) ,..., f n (x)) ∈ A} is measurable. And µ is a Borel measure on E.
Moreover, the Hilbert space E is clearly embedded in L p,s , thus µ defines a Borel measure on L p,s .
Since the sample paths of X(x) almost surely are C N with derivatives up to order N with fast decay, the set of functions f satisfying h f (x 0 ) = s − d/ p has µ-measure 0. It follows that the complement of this set is not Gaussian null.
Remark 4.4.
There is no H such that h f (x 0 ) = H for every f outside of a Gaussian null subset of L p,s . Indeed, then this would be true for f in a prevalent set, hence the only possible value for H is H = s − d/ p by Theorem 1.4. However, this contradicts the result of this section.
