For multistate electron transfer reactions with quantum reaction coordinates, nonadiabatic instanton theory can provide a powerful and direct means of calculating the reaction rate without any limitation to the magnitudes of electronic coupling constants. In order to examine its performance in detail, the theory is applied to simple model systems with three and four electronic states which have one and two bridge states respectively. Calculations for three states systems, varying the through-bond coupling constant, show that the nonadiabatic instanton theory reproduces the results of perturbation and adiabatic instanton theories in the limits of small and large coupling constants, respectively. In the absence of through-space coupling, the crossover between the two limits is smooth and monotonic. However, in the presence of through-space coupling, the crossover pattern becomes sensitive to the relative phase of the two electronic channels and demonstrates substantial interference effects. For a four states system that has two interfering through-bond coupling paths, similar interference effect was observed. These results show that the nonadiabatic instanton method can serve as a favorable means of understanding the general kinetics and exploring the interference effects in the low-temperature bridge mediated and/or proton coupled electron transfer systems.
I. INTRODUCTION
Electron transfer ͑ET͒ reaction assumes a central role in various chemical and biological processes. In each situation, a proper characterization of ET forms an essential step towards fundamental understandings of the underlying mechanism. Recent reviews 1-3 provide the general perspective of numerous successful theories, extensive examples of ET that can be well explained by existing theories, and some remaining problems where the theoretical issues have not been resolved yet. One of these latter fields where active theoretical efforts are currently under way, is multistate ET coupled to quantum modes. Typical examples in this category can be found from intramolecular ET involving synthetic organic ͑or organometallic͒ compounds, 2 multicenter ET in biological systems, 1,4-7 ET across an adsorbate in heterogeneous media, 1,3 and proton coupled ET ͑PCET͒. 8 Important features of multistate quantum ET can be captured by theories based on simplified model potentials.
1,3 Especially, in the weak coupling limit, kinetic and mechanistic aspects are well described by perturbation analysis. However, as revealed by some recent experiments and ab initio calculations, 9, 10 quantitative estimation of the reaction rate, considering all the microscopic details of a given reactive system, remains difficult in most cases, due to complicated potential-energy surfaces and collective nonlinear reaction coordinates. For these systems, it is not always clear whether all the electronic couplings are weak enough to warrant perturbation analysis. In addition, interference effects [11] [12] [13] and the dynamic role of quantum reaction coordinates may turn out to be important.
Among the various examples of quantum ET, systems of PCET have relatively well defined characteristics and have been subject to extensive studies. 8, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] Of particular biological importance is the case where the proton moiety functions as a hydrogen bond bridge, 8 making the ET reaction more efficient. A great deal of understandings have been achieved through a series of elegant experimental studies by Nocera and co-workers. 8, [14] [15] [16] Cukier has laid an important theoretical framework for this type of PCET, explaining experimentally observed isotope effects and clarifying important conceptual issues such as sequentiality and concertedness of the reaction mechanism. 8, 17, 18 Later, he developed a dielectric continuum theory, 8, 18, 19 where both electron and proton are treated on the same footing, resulting in one-dimensional multistate system. Soudackov and Hammes-Schiffer 20, 21 improved upon this perspective by formulating a twodimensional dielectric continuum theory, which can be applied to more general situations. Recent applications 22 of their theory to model systems demonstrate its capacity in explaining rich behavior. However, in both theories, a reliable calculation of the reaction rate seems limited to the weak electronic coupling regime.
In more complicated situations of PCET, [23] [24] [25] [26] protons are actively involved in substantial molecular rearrangements, bond breaking, and bond formation. In these cases, proton degrees of freedom play a more active role as the reaction coordinate, and various behavior can emerge depending on the number and topology of different charge localization centers. In addition, the overall reaction may involve substantial tunneling of proton as well as of electron, with the resulting isotope effects varying with the specifics of systems. [23] [24] [25] [26] For example, a recent experiment 26 reports a kinetic isotope effect of 41.4, which is quite large compared to those for systems involving protons in hydrogen bond bridge moiety only. Theoretical calculation of the reaction rate for these general situations is more challenging, because nonlinearity of the reaction coordinate and quantum effects such as tunneling, nonadiabaticity, and interference need to be considered. As illustrated by the PCET systems described above, developing a unified theoretical framework, applicable to systems with general reaction coordinates and arbitrary strength of coupling, is crucial for understanding a broad class of multistate quantum ET systems. To this end, one may extend some analytic theories [27] [28] [29] [30] [31] [32] into more general situations, as have been done for several three states problems, [33] [34] [35] [36] or utilize various successful path integral simulation, 37, 38 semiclassical dynamics, [39] [40] [41] [42] [43] and mixed quantum classical dynamics approaches. 37, [44] [45] [46] [47] In the present work, we seek another possibility of employing the nonadiabatic instanton theory, which has been proposed by Cao and Voth ͑CV͒ 48, 49 and improved by Schwieters and Voth ͑SV͒ 50 in a more consistent form later. Nonadiabatic instanton theory [48] [49] [50] is a multistate generalization of the original instanton theory [51] [52] [53] [54] [55] [56] [57] for a single potential-energy surface. It can be applied whenever the nuclear trajectory is coupled to discrete electronic states and there are bottleneck regions which form effective barriers of nuclear tunneling. The main idea involved in this extension is similar to that 58, 59 of an open system, where the extra degrees of freedom are included as influence functional and the equation of motion becomes nonlocal in time. Although some earlier studies [60] [61] [62] had assumed this idea implicitly in analogy with Pechukas' real time dynamics theory, 39 it was the systematic exposition and thorough numerical studies made by CV 48, 49 and later by SV, 50 which brought it into a well-established methodology.
The nonadiabatic instanton calculation does not presupposes weak coupling or classical limit of the reaction coordinate. Therefore, as long as temperature is sufficiently low, its application is warranted for a general class of systems. However, there are certain assumptions involved in the theory. Most importantly, it presupposes that a given reaction can be characterized by noninterfering nuclear tunneling trajectories. As a result, nuclear coherence cannot be accounted for within that approach, 59 which might be a critical factor if the symmetry of the system allows degenerate nuclear tunneling trajectories. On the other hand, the effects of electronic interference along a given nuclear trajectory is inherent in the formalism, which is an essential motivation in applying the theory to multistate systems.
Although the nonadiabatic instanton theory [48] [49] [50] has been formulated for an arbitrary number of states, calculations have been performed only for systems with two electronic states. The present paper goes beyond these examples and extends the nonadiabatic instanton method to three and four states systems. For two states systems, the theory reproduces the correct behavior in the limits of small and large coupling constants. These properties can be examined in the multistate systems. In addition, for the present case, more electronic paths connecting the initial donor and the final acceptor states coexist, and the interference among them can result in rich kinetic behavior. The main concern is whether the nonadiabatic instanton theory captures such effects. Tests of these two aspects form important criteria that can validate the application of the theory to real systems. In order to keep other features as simple as possible, we limit the nuclear coordinate to one dimension, although calculation for at least twodimensional nuclear coordinates is feasible and has been done before. 50 The sections are organized as follows. Section II presents the formulation of the nonadiabatic instanton theory. Section III provides results for model three and four states systems, and demonstrates that the desired properties are satisfied. The paper concludes with several discussions in Sec. IV, which address physical implications of the present results and future directions of the theory.
II. UNIFIED FORMULATION
The formulation of the nonadiabatic instanton theory is provided in the present section. The starting expression and formal development is different from previous ones. [48] [49] [50] We follow the traditional approach that includes the adiabatic instanton theory as a limiting situation. [52] [53] [54] [55] [56] But the final rate expression is equivalent to that provided by SV, 50 when put into a discretized form.
For large barrier and low temperature, the decay rate of a metastable state [52] [53] [54] [55] [56] is given by
where Z r is the reactant part of the partition function, and Z is analytically continued complex partition function of the total reactive system. The physical and mathematical meanings of these terms are well-known in the adiabatic instanton theory, [52] [53] [54] [55] [56] and similar definitions are possible for the present case as will become clear later.
The total reactive system consists of one dimensional nuclear coordinate and discrete electronic states. Formally, one can express the partition function of the total system as
for an arbitrary N. In above equation, ⑀ϭ␤/N and the cyclic boundary condition of q N ϭq 0 and k N ϭk 0 was imposed. ͉q j ͘ represents a position state of the continuous nuclear degree of freedom, and ͉k j ͘ a discrete electronic state. Ĥ is the total system Hamiltonian given by
where
In Eq. ͑4͒, Î is the identity operator in the space of electronic states with the dimension of M. It is assumed that the coupling matrix elements of ⌬ kl are real and symmetric. In Eq. ͑5͒, V k (q) represents the diabatic potential-energy surface of the kth electronic state. By convention, we define ͉1͘ as the reactant ͑donor͒ state and ͉M͘ as the product ͑acceptor͒ state. It is assumed that the nuclear coordinate q can serve as a good criterion for the distinction of these two states. Specifically, it is assumed that there are two disjoint sets of S r and S p and that the Boltzmann factor of state ͉1͘ (͉M ͘) is dominantly larger than those of others if qS r (S p ). In this sense, the rate for the nuclear trajectory to tunnel from the region of S r to S p , can always be identified as the electron transfer rate from state ͉1͘ to ͉M ͘, irrespective of the magnitudes of the electronic coupling constants.
A path integral expression for the partition function of Eq. ͑2͒ can be obtained using the following approximation:
.
͑7͒
We define an operator Ĵ (qЈ,qЉ;⑀) in the space of electronic states, with the components given by Eq. ͑7͒. In the limit of N→ϱ, we also define the following electronic influence functional operator:
where Јϭ jЈ⑀ and Љϭ jЉ⑀. Taking the limit of N→ϱ in Eq. ͑2͒ and utilizing the above definition of Eq. ͑8͒, one can obtain the following path integral expression for the partition function:
with
where Tr e is the trace over electronic states.
The electronic influence functional defined by Eq. ͑10͒ is positive definite. Taking a logarithm and expanding around a path of q 0 (•) up to the second order, one can approximate it as
͑13͒
In Eq. ͑11͒, ͗VЉ()͘ q 0 (•) is defined in a way similar to Eq.
͑12͒, and
where Ͻ ϭmin(,Ј) and Ͼ ϭmax(,Ј). It is important to recognize that the average quantities defined above are all functionals of the path q 0 (•).
Expanding the kinetic-energy term in Eq. ͑9͒, and combining with the expansion of Eq. ͑11͒, one can show that the first-order terms in the functional expansion of the partition function vanish and only the quadratic terms survive, around the path satisfying the following ''classical'' equation of motion:
Given that there are more than one such trajectories and they are well separated from each other, the partition function of Eq. ͑9͒ can be approximated as
where D͓q 0 (•):͔ is an integro-differential operator defined by
with f () being an arbitrary periodic function. The ''classical'' trajectories of q 0 (•)'s satisfying Eq. ͑16͒ should be periodic in with the period of ␤ប. Trivial solutions with this nature are constant trajectories. The reactant part of the partition function comes from expansion around one such constant solution, locally maximizing J͓q(•)͔ within the reactant region of S r . In order to find this constant solution, we first introduce the following effective potential:
which is defined only for the class of constant trajectories,
͑20͒
If one defines q r as the position of the local minimum of
ϭ0. That is, q()ϭq r is a constant solution of Eq. ͑16͒. As a result, the reactant part of the partition function becomes
Since D͓q r ,͔ is positive definite, the above path integral amounts to stable Gaussian integrals and can be integrated to be
where N is a normalization constant and ⌳ n r 's are eigenvalues of the operator, D͓q r ;͔.
The barrier part of the partition function is defined as the semiclassical expansion around the trajectories which join or coexist in S r and S p . We assume that the temperature and topology of the potential allows existence of nontrivial periodic trajectories with period ␤ប, and that there is one dominant trajectory, denoted as q b (), with the smallest action. Then, the barrier part of the partition function can be approximated as
Unlike D͓q r ;͔,D͓q b (•);͔ has a nontrivial zero eigenvalue solution, q b (•). This solution has one node, and there should be an additional solution of the operator D͓q b (•);͔, which has no node and a negative eigenvalue. The above integral diverges due to this negative eigenvalue mode. However, as is done for adiabatic instanton theory, 51-57 a proper analytic continuation leads to the following imaginary value:
where ⌳ n b 's are eigenvalues of D͓q b (•);͔, the prime in the product means excluding the zero eigenvalue, and
Inserting Eqs. ͑22͒ and ͑24͒ into Eq. ͑1͒, the decay rate is given by
which corresponds to the nonadiabatic generalization of the adiabatic instanton theory. This is the main formal result of the present paper. Previously, only the discretized version was reported.
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III. RESULTS FOR MODEL SYSTEMS
In the present section, the results of calculation for model systems are provided. A discretized version of Eq. ͑26͒ is used as described in Appendix A, with Nϭ200. In order to compare easily with the perturbation theory, we assume all the diabatic potential-energy surfaces are those of shifted or displaced harmonic oscillators with the same frequency of . The mass of the q coordinate is denoted as m. In all the calculations, the units were chosen such that m ϭϭបϭ1, and ␤ϭ10 in these units.
Before going through the main results, it is meaningful to provide some estimates of the units and temperature chosen here. If one assumes that the mass is equal to that of proton and the well frequency is equal to 2000 cm Ϫ1 , the corresponding units of mass and time are 1.7ϫ10 Ϫ24 g and 1.7ϫ10 Ϫ14 s. In order to make បϭ1, the remaining unit of length should be equal to 0.32 Å. The Boltzmann constant in these units have the value of 2.2ϫ10 Ϫ3 , and ␤ϭ10 corresponds to Tϭ45 K. Thus, we are concerned here in a very low-temperature regime. This choice was made in order to ensure that there exists instanton solution over the broad range of coupling constants considered. In actual systems where the coupling constant is in a small limited range, the temperature one can apply the present method might be higher.
A. Three states system without through-space coupling
A three state system consisting of ͉1͘, ͉2͘, and ͉3͘ is considered. ͉1͘ corresponds to the donor state and ͉3͘ to the acceptor state. There is no direct coupling between ͉1͘ and ͉3͘, i.e., no through-space coupling, and it is assumed that the coupling between ͉1͘ and ͉2͘ is the same as that between ͉2͘ and ͉3͘, which is denoted as ⌬ ͑through-bond coupling constant͒. The present model thus corresponds to an idealized version of symmetric bridge mediated ET 1,3 without direct interaction between the donor and acceptor states due to either large distance or symmetry reason. The quantum reaction coordinate in the present case can be considered as collective polarization coordinate in the low-temperature limit and/or the proton coordinate, depending on the type of a given system.
The form of Ĥ 0 of Eq. ͑4͒, for the present case, is given by
The diabatic potential-energy surfaces entering Ĥ 1 of Eq. ͑5͒ are given by
where q 0 ϭ4. In the units estimated above, this corresponds to about 1.28 Å. Thus our model represent situations where substantial bond rearrangements occur. Calculations were done with three different choices of V b ϭ11, 8, and 5 in V 2 (q) of Eq. ͑29͒. Figure 1 shows the reaction rates with the variation of ⌬, from 0.01 to 5. Also shown are the results based on the second-order perturbation theory as described in Appendix B and the adiabatic instanton theory results for the lowest adiabatic potential-energy surfaces. The apparent values of the reaction rates look very small. However, considering that the unit time scale as estimated above is on the order of 10 Ϫ14 s, the range of the reaction rates covers experimentally relevant time scales. In the weak coupling limit, the nonadiabatic instanton theory results agree with those of the perturbation theory. As the coupling constant increases, they approach those of the adiabatic instanton theory, the quantum limit of adiabatic ET theory. Thus it is shown that the nonadiabatic instanton theory interpolates the nonadiabatic regime and the true adiabatic regime, which accounts for the lowering of the effective nuclear barrier height and thus has much larger rate than the adiabatic limit of the Landau-Zenner expression. As in the case of two electronic states, [48] [49] [50] the crossover is smooth and monotonic.
The effects of the variation of the bridge state potential on the reaction rates can be clearly seen in Fig. 1 . First, the relative rates for different values of V b are quite insensitive to the magnitudes of the coupling constant, ⌬. Second, larger values of V b tend to delay the crossover to the adiabatic limit. Qualitatively, however, the three curves show similar pattern. This is somewhat in contrast to the adiabatic instanton theory results, for which the reaction rates for the cases of V b ϭ8 and V b ϭ11 approach each other quite closely as ⌬ decreases. Figure 2 shows the lowest adiabatic potentialenergy surfaces for three values of ⌬ and these seem to explain the observed trend. The lowest adiabatic surfaces for the two cases of V b ϭ11 and V b ϭ8 are almost identical for the smallest coupling constant while it is not the case for V b ϭ5.
In the small coupling constant limit, the adiabatic potential-energy surface does not serve as a proper means for the understanding of the calculated nonadiabatic reaction rate. Figure 2 provides additional effective potential-energy surfaces as long dashed lines, which serve this purpose better. They are potential energies calculated along each instanton trajectory by the following expression:
where V ad (q b (0)) is the value of the lowest adiabatic potential-energy surface at the boundary of the instanton tra- jectory, q b (0), and q Ј is the imaginary time satisfying qЈ ϭq b ( q Ј ). A time origin has been set such that q b (0) рq b ()рq b (␤ប/2). Thus, V in (q) is a potential defined only within the bound of the instanton trajectory, and it reflects the amount of work required for the nuclear trajectory to tunnel through the barrier region. In all the three cases of V b ,V in (q)'s look quite similar in the weak electronic coupling limit. The reason for this is that quantum delocalization plays a bigger role and washes out the small details of the bare potential-energy surfaces.
Comparison of V in (q) with the adiabatic potential surface in Fig. 2 shows that their relative difference can serve as a measure of nonadiabaticity as mentioned before. 48 For example, when ⌬ϭ0.01, the two curves are substantially different in all three cases of V b . When ⌬ϭ2.37, they are quite close for the case of V b ϭ5, while the difference between the two curves for the case of V b ϭ11 is still large. Finally, when ⌬ϭ5, one cannot discern the two potential energy surfaces for the cases of V b ϭ8 and 5, while a small difference can be seen for the case of V b ϭ11. These observations are all consistent with the crossover pattern shown in Fig. 1 . Figure 3 provides the actual nonadiabatic instanton trajectories. For the smallest coupling constant of ⌬ϭ0.01, little difference can be seen between the instanton trajectories for different values of V b , which reflects the similarity of the effective potentials calculated by Eq. ͑31͒. On the other hand, for the largest coupling constant of ⌬ϭ5, the extent of the instanton trajectory for V b ϭ5 is much smaller than other cases. This is also consistent with the shape of the potential shown for the case of V b ϭ5 and ⌬ϭ5 in Fig. 2 , which has much smaller curvature than others.
B. Three states system with through-space coupling
In the present subsection, the effect of the direct coupling between states ͉1͘ and ͉3͘, the so called through-space coupling, is considered. Thus the present model corresponds to the case of symmetric ET with both bridge mediation and through-space coupling. Recent examples show that such situations can occur for large flexible molecules 63 or for the case where there is an additional functional group in the bridge compound. 64 Interference effects can be important in this case. We assume the form of Ĥ 0 of Eq. ͑4͒ as
which corresponds to the simplest extension of the Hamiltonian given in the previous subsection. The same diabatic potentials, units, and value of q 0 are used. In order to focus more on the effect of the through-space coupling, we consider here only the case of V b ϭ11. In the small coupling constant limit, the qualitative feature of the nonadiabatic reaction rate can be inferred from perturbation theory. Considered up to second order, the transition probability from ͉1͘ to ͉3͘ has two contributions of a direct transition and an indirect one via the intermediate state of ͉2͘. The probability of the former event is proportional to ͉⌬ 13 ͉ 2 and that of the latter is to ͉⌬ 12 ͉ 4 /V b 2 , when considered independently. If there is a large disparity in the magnitudes of ͉⌬ 13 ͉ and ͉⌬ 12 ͉ 2 /V b , independent consideration can be justified and only the dominant one will govern the overall reaction rate. However, when they are comparable, their contributions should be considered on the same footing and the reaction rate can be sensitive to their relative phase. The major concern here is whether the nonadiabatic instanton theory can correctly reproduce this qualitative feature. If it does, then, the next question is how the theory predicts interference effects in the moderately large coupling constant regime where the perturbation theory does not work well.
In order to answer the first question, we performed calculations for the two cases of ⌬ 13 ϭϮ0.01, a weak through- space coupling limit. Figure 4 shows the results. A striking interference effect can be seen, and the nonadiabatic instanton theory agrees fairly well with the second order perturbation theory results, calculated as described in Appendix B. Because ⑀ l Ϫ⑀ m Ͻ0 in Eq. ͑B4͒, one can see that the negative value of ⌬ 31 results in constructive interference, while the positive sign leads to destructive one. As ⌬ 12 increases, on the other hand, the results of the nonadiabatic instanton theory, for both cases of ⌬ 13 ϭϮ0.01, approach those of the adiabatic instanton theory, which are almost equal for the present case. These confirm that the theory reproduces a correct interference pattern and approaches both the weak and strong coupling limits properly.
In order to address the next question, we performed calculations for ⌬ 13 ϭϮ1, cases with moderately large through-space coupling constants. The results are shown in Fig. 5 . Interestingly, a qualitative feature similar to that of the perturbation theory can be seen, but the value of ⌬ 12 where the interference is maximized appears somewhat later. Although the perturbation theory provides a qualitatively correct picture, actual nonadiabatic calculation is necessary for an accurate quantification of the reaction rate. In the present case, the two adiabatic instanton theory results also show substantial difference, and the two results of the nonadiabatic instanton theory approach these different adiabatic ones in the limit of large through-bond coupling constant.
Two important aspects are worth stressing. First, in the presence of additional through-space coupling, the increase of the through bond coupling does not always lead to the increase of the reaction rate for the case of destructive interference. Second, the variation of the phase of the throughspace coupling, or that of only one through-bond coupling, can be a very efficient means for the control of the overall reaction rate. Whether such an effect can be found in nature or in experiments is not so clear, but, as recent calculations 65 for photosynthetic reaction center suggest, proper account of all the coupling constants should be an important factor in correct quantification of the reaction rate in multistate systems.
C. Four states system
Finally, calculations for a four states model system are made, mainly to examine whether similar interference effects can be found. The model is assumed to have two bridge states, ͉2͘ and ͉3͘, which are not coupled to each other, but are coupled to the donor state, ͉1͘, and the acceptor state, ͉4͘, independently. Thus,
where it is assumed that the coupling between ͉2͘ and ͉4͘ is the same as that between ͉1͘ and ͉2͘. On the other hand, the coupling between ͉1͘ and ͉3͘ is not necessarily the same as that between ͉3͘ and ͉4͘. In order to emphasize the interference effect, we assume that the potential-energy surfaces of ͉2͘ and ͉3͘ are the same, as in some model systems of PCET reaction. 8 That is, the diabatic potential-energy surfaces are given by
where q 0 ϭ4 as before, and V b was chosen to be 11. Calculations were done as described in Appendix A with the same set of parameters, except that there are now four electronic states. Figure 6 shows the phase effects for both small and large magnitudes of ͉⌬ 13 ͉ϭ͉⌬ 34 ͉, with the variation of ⌬ 12 .
Interference effects similar to three states systems can be seen. In the present case, the maximum interference appears when the absolute value of ⌬ 12 is equal to that of ⌬ 13 , because both processes involving ͉2͘ and ͉3͘ are of second order. The degrees of interference are similar for both small and large magnitudes of ͉⌬ 13 ͉ϭ͉⌬ 34 ͉. Although the model considered here is too simplistic, it has some relevance to PCET in the low-temperature regime, where excited proton states can be disregarded and the polarization coordinate behave quantum mechanically. The present calculation suggests substantial interference effect for such a situation. Experimental verification of this might be possible for well designed synthetic systems.
IV. DISCUSSION
In this paper, the nonadiabatic instanton theory was successfully applied to three and four states systems and was shown to account for electronic interference effects. Within our knowledge, this is the first demonstration of such effects from the perspective of instanton theory. For the chosen set of parameters, the difference in the reaction rate, between the constructive and destructive interference cases, is about five orders of magnitudes. Even though this large difference were not observed in actual situations, it still illustrates that neglecting through-space couplings or additional throughbond channels can result in substantial overestimation or underestimation of actual reaction rate.
In the present work, calculations were limited to simple one-dimensional model systems in order to emphasize the unique features of multistate systems. However, application to more general and realistic situations are possible, and can reveal new interesting aspects. First, one can consider more general shapes of potential-energy surfaces and study the role of anharmonicity and the effects of different curvatures for different electronic states. Second, it is possible to consider the cases where the nuclear reaction coordinate is coupled to bath modes, with the use of relevant influence functional. 48, 49 Third, applications to systems with twodimensional nuclear coordinates are possible, and these can demonstrate different behavior depending on the topology of the potential-energy surfaces. For two-dimensional cases, there can be more than one instanton trajectories connecting the reactant and the product states. In addition, more various routes of sequential mechanisms are possible. Considerations of all these possibilities and determination of the dominant one͑s͒ are essential in determining the reaction mechanism of a give system.
The reaction rate considered in the present work corresponds to coherent concerted mechanism, which does not allow thermal relaxation of the intermediate states. For multistate systems, however, there are other competing routes of sequential mechanisms where the intermediate states are actually populated and fully relaxed. Within the instanton approach, it is also possible to calculate the reaction rates of these sequential mechanisms by performing separate instanton calculations for each pair of potential-energy surfaces involved in each step of the sequential mechanism and then calculating the overall reaction rate combining those of all the steps involved.
As is usual for instanton theory, the nonadiabatic instanton theory presupposes sufficiently low temperature as illustrated in the beginning of Sec. III. In addition, it has been assumed that there exists a well defined reaction coordinate that can be used to monitor the progress of reaction. Therefore, the examples where the present theory is suitable are low-temperature intramolecular ET with distinctive reactant and product configurations, bridge mediated ET where there is a well defined polarization coordinate serving as a quantum reaction coordinate, and PCET reactions with a significant tunneling of the proton coordinate.
Finally, we conclude the paper with a few comments on theoretical and numerical issues which need further attention. First, no clear criterion for the existence of the instanton trajectory has been found yet. That is, an explicit expression for the crossover temperature does not exist, unlike in the adiabatic instanton theory. This makes it difficult to assess whether a given system is in the proper regime for the application of the instanton theory before the calculation is performed. A possible way to go around this ambiguity is to utilize the nonadiabatic centroid. 66 Second, for the case of a real time propagator, it is known that there can be multiple stationary paths. 67 Whether the same is true and whether it can play an important role for the present situation of imaginary time propagation are not clear at this point. Third, the numerical method of finding an instanton trajectory as described in Appendix A has been successful in most parameter regime of the models considered, but there are some limiting situations where the method does not work well, which are detailed in Appendix A. The main conclusion of the present paper is hardly affected by this numerical issue, but further understanding and possible improvement of the numerical algorithm is important for future applications of the theory to real systems. ACKNOWLEDGMENTS S.J. thanks Dr. C. Schwieters for very informative discussions. This work was supported by grants from Research Corporation, Petroleum Research Fund, and National Science Foundation.
APPENDIX A: NUMERICAL METHOD
In actual calculation, the limit of N→ϱ is not taken, and one assumes a finite but large enough N. Correspondingly, the imaginary time of can take only discrete values, j ϭ j⑀, and the electronic influence functional operator defined by Eq. ͑8͒ is approximated by a finite number of products as follows:
Also, the ''classical'' equation of motion, Eq. ͑16͒, is replaced with the following finite difference equation:
͑A2͒
where q 0,j ϭq 0 ( j ). Finally, the eigenvalues entering Eq. ͑1͒ are approximated by those of the NϫN matrix D ⑀ ͓q 0 (•)͔, a finite N approximation for the operator defined by Eq. ͑18͒, the component of which is given by
where j, jЈϭ0,...,NϪ1. When these discretized approximations are inserted into Eq. ͑26͒, the resulting rate expression is equivalent to that provided by SV. 50 Since the righthand side of Eq. ͑A2͒ depends implicitly on the trajectory to be determined, a self-consistent approach is needed in the calculation of the instanton trajectory. A simple way for this is an iteration procedure described as follows: ͑i͒ Choose a reasonable initial guess for the instanton trajectory; ͑ii͒ calculate the electronic influence functional operator along the given trajectory using Eq. ͑A1͒; ͑iii͒ solve the equation of motion, Eq. ͑A2͒, iteratively employing the electronic influence functional as determined by the step of ͑ii͒; ͑iv͒ use the trajectory determined in step ͑iii͒ as a new input and repeat the steps ͑ii͒ and ͑iii͒ until enough convergence is reached. In step ͑iii͒, the iteration is done by repeating the following cycle of update:
͑A4͒
until enough convergence is achieved. In the calculations for the model systems in the text, the update of Eq. ͑A4͒ was done 100 times at each step. The iteration procedure described above, which will be named as ITER hereafter, has quite a simple structure. However, the convergence of the procedure is very slow in general, and sometimes a desired convergence is not reached at all. Alternatively, one can use a more systematic NewtonRapson ͑NR͒ procedure as applied by SV, 50 which accounts for the dependence of the electronic influence functional on the nuclear trajectory simultaneously. Although, each step of the NR procedure takes longer than ITER, the overall convergence of NR is faster than ITER. However, for some cases, the NR procedure leads to instability and does not produce a trajectory with enough convergence. We found that augmenting the NR procedure with the ITER procedure can prevent such a problematic situation from happening in most cases. Thus, the following is the overall algorithm we adopted in finding the nonadiabatic instanton solution: ͑i͒ Choose the straight line solution connecting the minima of the reactant and product state potential as the initial trajectory; ͑ii͒ calculate the electronic influence functional operator; ͑iii͒ apply the NR procedure; ͑iv͒ apply the steps ͑ii͒ and ͑iii͒ of the ITER procedure twice. The steps from ͑i͒ to ͑iv͒ described here constitute our composite method of finding the nonadiabatic instanton solution. We repeated the steps from ͑ii͒ to ͑iv͒ until the measure of convergence defined as becomes small enough. In the calculations of the main text, the upper bound of C was set to 1ϫ10
Ϫ14
. For a given model system, calculations were made at 20 values of the varying through-bond coupling constant, uniformly spaced in the given interval, except for the cases of destructive interference. For these latter cases, more points were needed near the minimum in order to reproduce smoothly the dip in the reaction rate. As the coupling constant approaches the value where the reaction rate becomes minimum, however, we found it difficult to obtain the desired convergence. The results shown in the texts are for only those points with convergences within the bound set above. Thus, the minimum value of the reaction rate for the cases of destructive interferences might have some errors.
APPENDIX B: SECOND-ORDER PERTURBATION THEORY EXPRESSION AND ITS CALCULATION
Here, we derive an expression for the general three state systems where there are both through-space (⌬ 13 ) and through-bond ͑⌬ 12 and ⌬ 23 ͒ couplings. When considered up to the second-order time-dependent perturbation theory, the electronic space matrix element of the propagator is given by ͗3͉e where it has been assumed that e i(⑀ l Ϫ⑀ m ϩi␥)tЈ/ប Ӷ1. Taking the absolute square of Eq. ͑B3͒ and the time derivative, summation over all the final electronic states gives rise to the following expression for the transition rate from the l vibrational state of the donor electronic state to the acceptor state:
where n l is the vibrational state of the electronic state of ͉3͘ such that ⑀ n l ϭ⑀ l . For the model systems considered in the text, 3 (⑀ l )ϭ1/(ប). The final expression for the reaction rate is then given by
where Z 1 ϭ⌺ l e Ϫ␤⑀ l . In the calculation, the summations were truncated at lϭ3 and mϭ60. For the choice of parameters given in the text, consideration only up to lϭ3 excludes the resonance transfer. The assumption behind this truncation is that the thermal weights for the higher possible resonant states are much smaller than the resonance enhancement factor of 1/͉␥͉ 2 .
