Lack of conservation has been the biggest drawback in meshfree generalized finite difference methods (GFDMs). In this paper, we present a novel modification of classical meshfree GFDMs to include local balances which produce an approximate conservation of numerical fluxes. This numerical flux conservation is done within the usual moving least squares framework. Unlike Finite Volume Methods, it is based on locally defined control cells, rather than a globally defined mesh. We present the application of this method to an advection diffusion equation and the incompressible Navier-Stokes equations. Our simulations show that the introduction of flux conservation significantly reduces the errors in conservation in meshfree GFDMs.
Introduction
Generation and management of meshes is often the most difficult and time consuming part of numerical simulation procedures. This is further compounded for complex, time-dependent geometries. The efficiency of mesh generation determines the overall accuracy and robustness of the simulation process. To avoid the task of meshing, several classes of meshless or meshfree methods have been developed. Meshfree methods use the numerical basis of a set of nodes, which need not be regularly distributed, to cover the computational domain. These nodes could either be mass-carrying particles or numerical points. For each node, the only connectivity information required is a local set of neighbouring nodes over which approximations are carried out.
Smoothed Particle Hydrodynamics (SPH) [21] is one of the first and most widely used meshless methods. In SPH, the computational domain is discretized by particles which carry mass. Thus, mass conservation is directly guaranteed. One of the biggest drawbacks of SPH is the difficulty in enforcing boundary conditions [18, 24, 29] . While a lot of work has been done to address this issue, the SPH formulation does not naturally include treatment of most boundary conditions and extra effort is needed to enforce them. One such method is the addition of ghost or dummy particles outside the computational domain [18] . Another major drawback of SPH in its classical formulation is the socalled particle inconsistency issue which results in the absence of a valid approximation order. The original SPH does not even have C 0 particle consistency for irregularly distributed particles and boundary particles. Attempts to solve this problem include the kernel renormalization [3] which comes at the price of the loss of certain conservation properties for momentum and energy. In addressing these issues, the Finite Pointset Method (FPM) evolved out of SPH [16] . FPM [13, 17, 34, 35 ] is a meshfree method based on moving least squares (MLS) approximations such that boundary conditions can be directly enforced, without any extra effort. While SPH uses a set of mass-carrying particles as a numerical basis, FPM and other meshfree GFDMs (for example, [14, 19, 28, 33] ) use a set of numerical points, referred to as a point cloud. These numerical points do not carry mass, and thus, points can easily be added or removed during a simulation [13] , which is not possible in the particlebased SPH. Since point clouds can easily be modified locally, FPM is more adaptive than SPH, in terms of the discretization of the domain. However, these advantages come with the drawback of a lack of formal conservation. Despite the lack of conservation, the FPM has been shown to be a robust method with many practical applications [7, 13, 34, 37] . The FPM is also used as the numerical basis of two commercially used meshfree simulation tools: NOGRID [25] and the meshfree module of VPS-PAMCRASH [36] . It must be noted that in the meshfree context, the acronym FPM is often a confusing one. It is used to represent not only the aforementioned Finite Pointset Method, but also the Finite Particle Method [23] and the well-known Finite Point Method [26] . Thus, we henceforth drop the acronym FPM and refer to the Finite Pointset Method under the umbrella term of GFDM.
Despite the name, most meshfree methods are not completely devoid of meshes. While meshfree methods lack the use of a predefined mesh for domain discretization, many meshfree methods use an easily generable mesh such that the solution is not too heavily dependent on the quality of that mesh (see [20] for details). Several methods, which solve partial differential equations in their weak formulation, use a so-called background mesh for numerical integration of the weak-forms. The element-free Galerkin method (EFG) [2] uses a global background mesh, while the meshless local Petrov-Galerkin method (MLPG) [1] requires only local background cells. Meshfree particle methods, such as SPH, use a predefinition of mass particles, which often requires some kind of a mesh. One of the methods to solve the problem of particle distortion in SPH is by regularization, which requires a remeshing [39] . Several methods in the family of point interpolation methods (PIM) [22] use tessellations or background cells in so-called T-schemes for the selection of support domains. Point-based meshfree GFDMs are often referred to as "truly meshfree". However, they too use some notion of a mesh. They often use local triangulations for accurate post-processing operations or for the identification of points on the free surface of fluid flow simulations. In each of these cases, the meshes used are a lot easier to generate and do not impose the restrictions that meshes in classical meshed methods do.
A few attempts have been made to overcome the lack of conservation in meshfree GFDMs [4, 5] , but they lose the completely local nature of the differential operators. They introduce a symmetry of differential operator coefficients which leads to a discrete divergence theorem. However, that results in a need to solve for differential operators in a global system. That increases simulation time significantly and makes those methods extremely inefficient on finely discretized point clouds and moving point clouds which require a re-computation of numerical differential operators at every time step.
Finite Volume Methods (FVMs) have the feature of local conservation of numerical fluxes from one control volume to its neighbouring one [8] . In this paper, we aim to use local control cells, in a manner similar to FVMs, in a meshfree framework to introduce an approximate conservation of numerical fluxes. A local control cell at a point is formed by the Delaunay tessellation of points in its support domain. The differential operators are computed using an MLS approach which guarantees usual monomial consistency coupled with a conservation of numerical fluxes for specific fields. For modeling fluid flow, we use a fully Lagrangian framework. Since point clouds can be modified locally, and the control cells are also defined locally, this method does not face the problem of cell distortion present in Lagrangian moving mesh methods. It must be noted that the idea of generalizing control volumes used by FVMs in the context of meshfree methods is not a novel one. The Finite-Volume Particle Method (FVPM) [10, 11] generalizes control volumes to include those which need not be disjoint. In FVPM, grid generation is replaced by an expensive integration of partition of unity functions. The Meshless-Finite Volume Method (MFVM) [12] generalizes Voronoi-based moving mesh methods. MFVM uses a volume partitioning that amounts to a Voronoi tessellation with edges smoothed. Unlike both the FVPM and MFVM, the method presented here is a strong-form method.
The paper is organized as follows. In Section 2, we give a brief overview of GFDMs. In Section 3, we introduce our proposed method by presenting the details of control cells in a meshfree context and the construction of flux conserving differential operators. In Section 4 and 5, we present the application of this method to an advection-diffusion equation and the incompressible Navier-Stokes equations respectively. Finally, we conclude the paper in Section 6 with a discussion of the proposed method.
Meshfree Generalized Finite Difference Methods
For the Finite Pointset Method and other similar meshfree GFDMs, the computational domain Ω, with boundary ∂Ω, is discretized using a cloud of N numerical points with positions x i , i = 1, . . . , N , which includes points both in the interior and on the boundary of the domain. The points are usually irregularly spaced. Each numerical point carries the necessary numerical data of the problem. Each point i has a set of neighbouring points S i which contains n i points, including itself. The neighbourhood or support S i is determined as S i = { x j : x j − x i ≤ βh}, where h = h( x, t) is the radius of the support, referred to as smoothing length or interaction radius; and β ≤ 1 is a positive constant. A numerical point is not a mass carrying particle and thus, points can easily be added or deleted to adapt the point cloud locally. The spatial distribution of points is described by three parameters: h, r min and r max . It is ensured that no two points are closer than r min h and there exists at least one point in every possible sphere of radius r max h in the computational domain. Thus, the smoothing length h also determines the spatial discretization size. r min and r max usually have values of approximately 0.2 and 0.45 respectively. Further details about point cloud organization and management, including the setup of the initial point cloud, can be found in [7, 13] .
As the name suggests, numerical derivatives are approximated with a generalized finite difference approach. For a function f defined at each numerical point i = 1, 2, . . . , N , its derivatives are approximated as
where * = x, y, xx, ∆, etc. represents the differential operator being approximated, ∂ * i represents the continuous * -derivative at point i, and∂ * i represents the discrete derivative. For a point i, the stencil coefficients c ij are found using a weighted least squares approach. The weighted sum of the stencil coefficients is minimized such that the derivatives of monomials m ∈ M up to a certain order, usually 2, are exactly reproduced.
where W is a weighting function. Throughout this paper, we use a Gaussian weighting function
For each point i, Eq. (2) and Eq. (3) are solved to obtain the numerical differential operator, which can then be substituted in the partial differential equations being solved to obtain the spatial discretization. Henceforth, the differential operators found by Eq. (2) and Eq. (3) will be referred to as classical GFDM.
Conservation
Consider a conservation law ∂φ ∂t
with J = J(φ). For sufficiently smooth φ and J, integrating Eq. (5) over the entire domain, and an application of the divergence theorem leads to the integral form of the conservation law,
Physically, Eq. (6) can be stated as the rate of change of energy within the domain should be the same as the energy flux across its boundary, when no energy source or sink is present. Finite volume methods [8] use a local balance on each discretization cell or control volume. FVMs solve Eq. (5) by directly enforcing a local, discrete version of Eq. (6). Meshfree GFDMs, on the other hand, usually directly solve the strong form Eq. (5). The lack of a discrete divergence theorem causes the absence of a discrete form of Eq. (6). This combined with the local nature of the differential operators, Eq. (1), results in conservation not being ensured at a discrete level. We now present a novel modification of GFDM differential operators to enforce a local discrete divergence theorem. This results in an approximate discrete form of global conservation, Eq. (6).
A Meshfree Control Cell
For each point i, we consider the Delaunay tessellation of the n i points in its support domain S i . The Voronoi diagram forms the dual graph to the Delaunay tessellation. Among the tessellations, the Voronoi cell containing point i is the only one of interest, and is used as the control cell over which the flux balance is carried out. Figure 1 shows such a cell within the support domain. The point i is associated with a volume V i , taken to be the volume of this cell. V i is also used for accurate post-processing. The local tessellations can also be used in the computation of geometric parameters of the point cloud, such as the identification of free surface points in flows with open boundaries. Alternatively, instead of the Voronoi dual, a centroidal dual could also be used to the same effect.
Using the local tessellation for the support S i , we obtain a set of nearest neighbours I i , in the Delaunay sense. For l ∈ I i , we let il denote the dual edge (in 2D) or face (in 3D) of the Delaunay edge il. Further, we let A il denote the area of il and n il denote the unit normal of il, pointing away from i. For boundary points, the geometric area A i and outward pointing unit normal n i are used to truncate and close the semi-infinite Voronoi cell, as shown in Figure 1 . To simplify notation, we define the closureĪ i of I i to include the point i itself, if i is a boundary point. Further, we let n ii = n i and
We note that since the Voronoi cells are defined locally on the support domain of each point, and not globally, they need not stitch together to form a global tiling of the computational domain. The uniqueness property of Delaunay tessellations suggests that the Voronoi cells should stitch together perfectly. However, that only holds for sufficiently large support domains. For small support domains, it is possible that an insufficient number of points in each neighbourhood leads to unsymmetric Voronoi cells. Under such situations, symmetry of the interfaces values, A ij and A ji ; n ij and n ji , is violated. Figure 2 shows such an example of adjacent non-symmetric cells. We measure the extent of stitching together to form a consistent global mesh by the error
If i / ∈ I l , we set n li = 0 and A li = 0. If the cells are based on a global tessellation, n il A il = − n li A li ∀i, l, which leads to mesh = 0. 
41
Several meshfree methods, such as EFG [2] and PFEM [27] , use a globally defined background mesh for a variety of purposes. Such a global background mesh could be used for the control cells, but defining cells based on local tessellations on a small number of points is significantly faster, especially when done in parallel. The concept of shapeless meshfree volumes for each point have also been proposed by several authors [4, 5, 14, 15] , but their use presents several problems in the present context. Most importantly, the proposed meshless volumes are not closed, which, as we shall show later, is necessary for the construction of our flux conserving differential operators.
Flux Conserving Differential Operators
For the definition of our new numerical first derivative operators, consider the divergence theorem
for sufficiently smooth g and ∂Ω. Setting g to be (f, 0, 0), (0, f, 0) and (0, 0, f ) alternatingly, a scalar version of Eq. (8) can be obtained as
Throughout this paper, the superscript k = x, y, z denotes the spatial dimension. A discrete local version of Eq. (9) on the control cells can be written as follows
where F il (f ) is a numerical flux function which depends on n il , A il , f i and f l , and possibly their derivatives. One possibility for F , to achieve a local discrete divergence theorem, can be
with f il = fi+f l 2 . n il and A il are determined locally based on the control cell as mentioned in Section 3.1. Throughout this paper, we consider only simple symmetric flux functions similar to Eq. (11). However, more sophisticated flux functions can also be used and can also be coupled with flux functions in Eq. (1) . The use of flux functions in the definition of the differential operators, Eq. (1), have been considered in [4, 5] ; and those specific to the Finite Pointset Method have been studied in [31] .
For time-dependent problems, stencil coefficients for numerical differential operators are found such that they satisfy Eq. (10) for conservation of fluxes at the previous time level, in addition to Eq. (2). Thus, if a field φ needs to be conserved, when proceeding from time-step t n to t n+1 , the discrete first-derivatives are found by the following minimization
where the bracketed superscript denotes the time-level and k = x, y, z. We emphasize that the superscript k in Eq. (12) -Eq. (14) is used to denote only the first order derivatives in different directions, x, y, z, whereas the superscript * in Eq. (1) denotes any arbitrary differential operator. Eq. (12) -Eq. (14) constitute an enhancement of the GFDM differential operators by the conservation condition Eq. (13) . If the monomials m ∈ M are taken up to second order, Eq. (12) represents 10 conditions in 3D and 6 conditions in 2D. Whereas the number of unknown c ij values is the same as the number of points in each support domain, which is typically around 50 and 20, in 3D and 2D respectively, for the support sizes being used. Thus, there is plenty of numerical freedom to impose the additional flux conservation condition, Eq. (13), without affecting the accuracy of gradient reconstructions, Eq. (12). Clearly, the stencil coefficients c ij can be found locally at each point i, without the need for the global systems used by previous conservative meshfree GFDMs [4, 5] .
For each point i = 1, 2, . . . , N , Eq. (12) represents the usual monomial consistency conditions as described by Eq. (2), which is dependent on all points in the support domain S i . On the other hand, Eq. (13) represents the conservation of numerical fluxes at the previous time-level, where the fluxes are defined solely on the locally defined control cell, which depends only on the nearest neighboursĪ i . This difference is illustrated in Figure 1 . In explicit time-integration schemes where spatial derivatives are computed only at the previous time level, the differential operators defined by Eq. (12) -Eq. (14) degenerate to ones based solely on the locally defined control cell, making it resemble Voronoi-based FVMs. This is because the spatial derivatives used in such cases would be completely described by Eq. (13) . Thus, the inclusion of Eq. (13) is only done with implicit time-integration schemes, which are used throughout this paper.
The additional time taken due to the addition of Eq. (13) is not significant. As mentioned earlier, tessellations are usually performed in classical GFDMs for prescribing volumes to points, areas to boundary points and the detection of free surfaces. Thus, no extra tessellations need to be performed to determine the local control cells. Secondly, the size of the systems being solved is changed by a very small amount. For example, in 3D, for second order-accurate differential operators, classical GFDMs solve a system of 10 equations and about 50 unknowns at each point. The addition of Eq. (13) changes that to a system of 11 equations and 50 unknowns. Further, when the differential operators are defined locally as done in this paper, the largest portion of time of meshfree GFDM simulations is taken by the iterative solvers for the large sparse linear systems obtained by the discretization of the PDEs. The computation of the differential operators takes up a much smaller portion of the simulation time. Thus, the addition of the flux conservation constraint, Eq. (13), has a minimal effect on the overall time taken by the entire simulation. This is shown in the numerical examples in Section 5.3.
Henceforth, for the sake of brevity, we denote this variant of GFDMs, in which the differential operators conserves fluxes of specific numerical fields, as FC-GFDM, where the FC stands for flux conserving. We note that Eq. (13) does not ensure the conservation of numerical fluxes of the field determined at level n + 1 with respect to the given differential operator stencils. Thus, even with respect to the field φ, the use of differential operators defined by Eq. (12)-Eq. (14) would only form an approximately conservative method.
It should be ensured that the choice of the flux function F is done such that Eq. (12) and Eq. (13) are consistent with each other when φ in the neighbourhood of i is linearly dependent on the monomials m ∈ M. For F defined as in Eq. (11), this is ensured by the fact that the Voronoi cell is closed and not self-intersecting by definition. That guarantees that geometric fluxes are conserved. For 0 order, the cell is closed,
Similarly, first order geometric conservation ensures
where k, k = x, y, z denote the spatial dimension, x il is the geometric center of the edge or face il for l = i, and x ii = x i . By the definition of the Voronoi diagram, x il = xi+ x l 2 . Eq. (16) is also used to determine the volume of the cell.
Higher Order Derivatives
The same procedure used above can be extended to compute numerical differential operators for higher order derivatives. This is illustrated with a diffusion operator. Consider the diffusion operator D such that Dφ = ∇ · (α∇φ). The divergence theorem applied to the vector field α∇φ leads to
A discrete local version of Eq. (17) on the control cells can be written as
where G is a numerical flux function. Throughout this paper, G is taken to be symmetric, similar to Eq. (11).
where
, and n il ·∂ ∇ il is an approximation of the first order derivative in the direction of n il and is given by
Once again, this method can easily be extended to use more sophisticated flux functions and less diffusive approximations than Eq. (20) . Using Eq. (18), when proceeding from time-step t n to t n+1 , the discrete diffusion operator is found by the following minimization
The FC-GFDM differential operators can be used on both fixed and moving point clouds. However, their use on fixed point clouds has the significant disadvantage of needing differential operators to be recomputed at every time-step. On the other hand, since the traditional GFDM differential operators depend only on point locations, they can be computed in a single pre-processing step. This disadvantage is not present for moving point clouds, since changing point locations means that differential operators always need to be recomputed. We thus restrict the numerical study in the following sections to moving point clouds and Lagrangian frame of references.
Advection Diffusion Equation

Consider the advection-diffusion equation in Lagrangian formulation on a fixed domain
where φ is the concentration or temperature, α is the diffusivity, and v is the advection velocity which is assumed to be divergence-free. Energy conservation, Eq. (6), leads to
For the FC-GFDM, the numerical diffusion operator are computed as done in Eq. (21) 
-Eq. (23). The spatial discretization of Eq. (25) is obtained as
In the first step, movement of the point cloud is performed in accordance with Eq. (24),
for each point i = 1, 2, . . . , N . The explicit time-integration for the movement of points results in a CFL-like condition on the time-step size
For the advection diffusion test case being considered, we use a coefficient of C ∆t = 0.01. The movement is followed by an implicit Euler time-integration of Eq. (25) 
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The implicit system resulting from Eq. (30) can be solved using an iterative solver. In the results below, we use the BiCGSTAB solver [38] . Homogeneous Neumann boundary conditions are applied for φ. Given these boundary conditions, error in energy conservation can be measured by
where the bracketed superscript end denotes the values at the end of simulation, t = t end , and the bracketed superscript 0 denotes the initial condition. The computational domain Ω is taken to be 2] . A uniform diffusion coefficient α = 0.4 and advection field v = (−y, x) are used. Initial conditions are taken to be
The convergence of the error in energy conservation with a varying smoothing length is shown in Figure 3 . The figure illustrates that the new flux conserving method produces much smaller errors. Both methods take similar simulation times. For an error and consecutive smoothing lengths h 1 and h 2 , the rate of convergence of the solution with changing smoothing length is measured as
The errors in energy conservation and the numerical orders of convergence of the errors are tabulated in Table 2 .
Incompressible Navier-Stokes Equations
Consider fluid flow modeled by the incompressible Navier-Stokes equations in Lagrangian form
where v is the fluid velocity, ρ is the density, η is the dynamic viscosity and g includes both gravitational acceleration and body forces. We consider conservation with respect to the velocity field, which leads to
For the FC-GFDM, the numerical Laplace operator is computed in a way similar to the numerical diffusion operator in Section 3.3.
where the flux function G is as defined earlier and v k,(n) j denotes the k-component of the velocity at point j and time-level n. The numerical first derivative approximations are computed as
where the flux function F is as defined earlier. While Eq. (44) adds one extra constraint to the discrete differential operator definitions, Eq. (45) adds two or three, depending on the spatial dimension. Using the above defined numerical differential operators, Eq. (34) -Eq. (36) are solved with a meshfree projection method, similar to that of Chorin [6] . In the first step, the point cloud is moved by solving Eq. (34) 
where p * is a pressure guess found by updating the hydrostatic pressure, which is independent of the velocity [17] , and depends only on gravitational acceleration and body forces. v * is then corrected by projecting it to a divergence-free space with the help of a correction pressure,
p corr is found by applying the divergence operator to Eq. (48) to obtain the pressure-Poisson equation
The final pressure is then updated
Such meshfree projection methods have been widely used. For further details, see, for example, [13, 17, 34, 35] . The spatial discretization of Eq. (47) 49) are solved using the BiCGSTAB iterative solver [38] without the use of any preconditioner.
Decaying Shear Flow
For a validation case, we consider the case of decaying shear flow as reported in [9] . For unit density, ρ = 1kg/m 3 , the analytical solution is given by
where v exact = (u exact , v exact ) is the analytical solution for the velocity, and p exact is the analytical solution for the pressure. The pressure is taken as p(t) = 3.0 + 0.01 sin(20πt), as done in [9] . Initial and boundary conditions are set in accordance with the analytical solution. The computational domain is taken to be [0, 1] × [0, 1]. The time step is determined according to Eq. (29) with a small coefficient of C ∆t = 0.005. The relative errors of the numerical solution are measured as
where v num is the numerically obtained velocity. The errors in the solutions at t = 1s with and without the addition of the flux conservation condition are shown in Figure 4 . The figure illustrates that both methods show very similar results, with FC-GFDM being slightly more accurate. The errors are also tabulated, along with numerical convergence orders according to Eq. (33), in Table 3 . Experimental orders of convergence are slightly higher for the new FC-GFDM. For "simple" domains and Dirichlet boundary conditions on all boundaries, the FC-GFDM shows only minor improvements over the classical GFDM. However, as the results in the coming sections show, FC-GFDM makes significant improvements for more complex simulation domains and boundary conditions.
Flow Past a Square Cylinder
We consider the flow past a square cylinder in two spatial dimensions as illustrated in Figure 5 , which has been a widely studied problem (see, for example, [30, 32] ). Table 3 . Errors and experimental convergence rates for the decaying shear flow test case. h is the smoothing length, N is the number of points in the entire domain at the initial state, 2 is the error in energy conservation, and r is the order of convergence of 2. The parameters of the simulations are ρ = 1kg/m 3 and t end = 50s. The viscosity is given by
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where v in = (2, 0)m/s is the constant inflow velocity which is also used as the initial condition, L = 30m is the length of the channel and Re is the Reynolds number of the flow. Homogeneous Neumann boundary conditions for the velocity are used at the outflow and no-slip conditions on the walls. The pressure is kept constant at atmospheric pressure at the outflow and homogeneous Neumann boundary conditions are considered elsewhere for the pressure. A varying time-step is used according to Eq. (29) with C ∆t = 0.3, which results in larger time-steps than those considered in the earlier examples. The error in mass conservation is measured as the difference between the total volume of fluid flowing in and that flowing out, throughout the entire simulation, and is given by
The error in a global discrete divergence theorem at the new time level is given by
For a Reynolds number of Re = 10 4 , the convergence with respect to the smoothing length h of DDT averaged over all time steps and mass for the two methods are shown in Figure 6 . The errors in the global discrete divergence theorem for the new FC-GFDM are lower by one order of magnitude when compared to that in the case of GFDM. Correspondingly, the errors in mass conservation are also lower by one order of magnitude in the case of FC-GFDM. The total number of points in the computational domain at t = 0s for the different smoothing lengths considered are shown in Table 4 . Table 4 .
A similar trend is also observed for lower Reynolds numbers of 10 3 and 500, but the errors are smaller for smaller Reynolds flow. The time evolution of the errors for h = 0.4 is shown in Figure 7 . This also includes a measure for the total divergence in the domain Figure 7 illustrates that the FC-GFDM does not significantly affect the velocity divergence values, and thus, the improvement in mass conservation is solely due to smaller errors in a global discrete divergence theorem. 
3D Obstructed Channel Flow
The case considered in the previous section is extended to three dimensions, with multiple obstructions in the channel, both convex and concave. The domain considered is shown in Figure 8 . For the simulations, we consider ρ = 10 3 kg/m 3 , η = 10 5 P a s, and t end = 1s. The velocity at the inflow, on the left of the tube, is kept constant at v in = (0, 0, 2)m/s. The remaining boundary conditions are set up exactly as done in the 2D case mentioned earlier. The length of the channel is 6m which results in a Reynolds number in the order of magnitude of 10 −1 . Measurement of errors are also done as in the previous section.
The convergence of DDT averaged over all time steps and mass for the two methods are shown with respect to a constant time-step ∆t in Figure 9 . A smoothing length of h = 0.3 is used, which corresponds to an initial number of points N = 20 043 in the entire domain. The same convergence with respect to the smoothing length h is shown in Figure 10 . A varying time-step is used according to Eq. (29) with C ∆t = 0.3. Table 5 shows the total number of initial points in the entire domain for the different smoothing lengths considered. Figures 9 and 10 illustrate that for a fixed h and ∆t, the results produced by the new FC-GFDM exhibit a much smaller error in a global divergence theorem. That, in turn, results in significantly smaller errors in mass conservation. Similar to the 2D case presented earlier, the errors in FC-GFDM are lower by an order of magnitude.
The time taken for the simulation for both methods are shown in Figure 11 . The values of time taken shown in the figure represent the total time taken by each simulation, including the setup of the initial point cloud, the computation of differential operators and the solving of the large sparse linear systems at each time-step, and the post-processing integrations. The simulations were carried out using Fortran and were run serially on an Intel XeonE5-2670 CPU rated at 2.60GHz. Time comparisons were done under the exact same conditions. With the exception of the differential operators, both methods use the same subroutines; while the differential operators of both GFDM and FC-GFDM use the same Table 5 . Figure 11 illustrates that, for the same h and ∆t, both methods take a similar amount of time. For almost no additional computational effort, the FC-GFDM produces much smaller errors in mass conservation. Further, Figures 9 -11 show that the FC-GFDM takes significantly lesser time to achieve a certain tolerance of mass conservation. The addition of the flux conservation condition results in a slightly larger computation time for the differential operators of the FC-GFDM compared to those of the classical GFDM. However, as stated earlier, the effect of this on the overall simulation time is not significant. In fact, occasionally, the overall simulation time can be slightly lesser for the FC-GFDM, as illustrated in Figure 11 . This can be explained by a possible faster convergence of the large sparse linear systems in the FC-GFDM case. 
Sloshing
To illustrate the use of the new FC-GFDM differential operators on moving domains and problems with free surfaces, we consider the three dimensional sloshing of water in a rectangular box as shown in Figure 12 .
The initial state is taken to be at rest. Slip boundary conditions are used at the walls for the velocity. Free surface boundary conditions are applied at the boundaries
where p 0 is the surrounding pressure, and t 1 and t 2 represent the tangential directions. Homogeneous Neumann boundary conditions are used for the pressure at the walls. A varying time-step is used according to Eq. (29) with C ∆t = 0.3. The movement of the box is represented in the gravitational and body forces term by setting g = (4 cos(7t), −10, 0). The simulation parameters are set as ρ = 10 3 kg/m 3 , η = 10 −3 P a s, and t end = 4s. The error in mass conservation is measured by the change in total volume occupied by all points, since the density ρ is fixed and constant throughout the domain
where Ω 0 is the initial domain and Ω is the domain at the time when the error is measured. For an initial number of points N = 3584, the evolution of the error in a global divergence theorem and an error in mass conservation is shown in Figure 13 . Similar to the earlier cases, FC-GFDM shows significantly smaller errors in a global divergence theorem. That translates to smaller errors in mass conservation which is measured using the change in total volume. 
Conclusion
We presented a novel method that combines classical moving least squares approaches to meshfree differential operators and finite-volume like flux conservation over local control cells. Implicit timeintegration schemes are used to discretize the PDEs, coupled with a conservation of numerical fluxes for specific fields at the previous time-level. The locally defined control cells are easy to create automatically, and do not impose any further restrictions on the quality of the point cloud. Thus, they do not introduce the drawbacks of globally defined meshes used in mesh-based methods such as finite elements and finite volumes. Our simulations show that the flux conserving differential operators significantly improve conservation properties of meshfree GFDMs. For the same space and time discretization, classical GFDM and the new FC-GFDM take similar simulation times, but the FC-GFDM produces smaller conservation errors.
This method can easily be extended to incorporate sophisticated flux functions. A drawback of the method is that each numerical field that needs to be conserved has to be considered individually, which can become cumbersome for large systems of PDEs. The problem of getting general conservation, in an efficient manner, via a true discrete divergence theorem for meshfree GFDMs remains open.
