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Abstract
The paper describes the deviational particle Monte Carlo method for the
Boltzmann equation. The approach is an application of the general “control
variates” variance reduction technique to the problem of solving a nonlinear
equation. The deviation of the solution from a reference Maxwellian is ap-
proximated by a system of positive and negative particles. Previous results
from the literature are modified and extended. New algorithms are proposed
that cover the nonlinear Boltzmann equation (instead of a linearized version)
with a general interaction model (instead of hard spheres). The algorithms
are obtained as procedures for generating trajectories of Markov jump pro-
cesses. This provides the framework for deriving the limiting equations, when
the number of particles tends to infinity. These equations reflect the influence
of various numerical approximation parameters. Detailed simulation schemes
are provided for the variable hard sphere interaction model.
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1 Introduction
Kinetic equations are crucial to an adequate description of many processes of scien-
tific and industrial importance. In recent years there have been intensified research
activities in the field of numerical algorithms for kinetic equations related to new
areas of application. Typical gas flows in micro- and nano-machines are in the rar-
efied regime. Thus, the classical Boltzmann equation is often used to model such
flows (cf. [14, 18, 6]).
We consider the Boltzmann equation
∂
∂t
f(t, x, v) + (v,∇x)f(t, x, v) = (1.1)∫
R3
∫
S2
B(v, w, e)
[
f(t, x, v′) f(t, x, w′)− f(t, x, v) f(t, x, w)
]
de dw
with boundary condition
f(t, x, v) (v, n(x)) =
∫
R3out(x)
qref(x, w; v) f(t, x, w) |(w, n(x))| dw + qin(x, v) ,
∀x ∈ ∂D , v ∈ R3in(x) , (1.2)
and initial condition
f(0, x, v) = f0(x, v) , x ∈ D , v ∈ R3 . (1.3)
The following notations are used: R3 - Euclidean space, S2 - unit sphere, D -
domain in R3 , ∂D - boundary of D , (., .) - scalar product, ‖.‖ - Euclidean norm,
n(x) - unit inner normal vector at x ∈ ∂D , ∇x - gradient, R3in(x) and R3out(x) -
velocities leading a particle from x ∈ ∂D inside (outside) the domain. The collision
transformation
v′ = v′(v, w, e) =
v + w
2
+ e
‖v − w‖
2
, (1.4)
w′ = w′(v, w, e) =
v + w
2
− e ‖v − w‖
2
describes the relationship between post- and pre-collision velocities. The collision
kernel has the form
B(v, w, e) = b(‖v − w‖, (e, u)) , u = w − v‖w − v‖ , (1.5)
for some non-negative function b . The non-negative functions qin and qref are the
inflow intensity and the reflection density. The initial density f0 is any non-negative
integrable function.
There are significant numerical challenges related to the new applications men-
tioned above. In classical aerospace problems the common numerical tool for han-
dling the Boltzmann equation is the direct simulation Monte Carlo (DSMC) method
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(cf. [3, 10, 17]). DSMC is a general simulation method based on a stochastic particle
system that imitates the behavior of a real gas. In the particular situation described
by the Boltzmann equation (1.1) it approximates the solution f . However, in low
Mach number (slow) rarefied flows, there is a small signal-to-noise ratio. Thus, due
to statistical fluctuations, it is difficult to detect the macroscopic quantities (density,
stream velocity, temperature) with sufficient accuracy. Variance reduction methods
for DSMC are desperately needed.
Modifications of DSMC adapted to low speed rarefied gas flows were considered
in [8, 20]. Some numerical schemes making use of local Maxwellians were introduced
in [15]. A promising approach to the variance reduction problem has been studied
in [1, 7, 13, 12, 2]. The authors consider systems of positive and negative particles
that model the deviation of the solution to the Boltzmann equation from a given
Maxwellian.
The purpose of this paper is to develop the deviational particle approach. New
algorithms are proposed that cover the Boltzmann equation (1.1) with general col-
lision kernels (1.5). They are derived as procedures for generating trajectories of
Markov jump processes, thus fitting the framework of the convergence proof for
DSMC in [21]. The limiting equations for the algorithms (when the particle number
tends to infinity) reflect the influence of various numerical approximation parame-
ters.
The paper is organized as follows. Section 2 describes the deviational particle
approach. Reference Maxwellians are introduced and the modeling of initial and
boundary conditions with deviational particles is discussed. Section 3 is concerned
with the collision step for the linearized Boltzmann equation. Two different proce-
dures are introduced - the collision process and the source-sink process. For each of
them, detailed algorithms for generating their trajectories are given and the limiting
equations are derived. Special cases of collision kernels are treated. Section 4 stud-
ies the collision step for the nonlinear Boltzmann equation. The collision process
and the source-sink process are generalized to this situation. Detailed algorithms
are given and special cases are considered. Section 5 contains comments concerning
the results and directions for further studies. The Appendix provides some useful
technical details related to collision kernels and to the Maxwellian distribution.
4
2 Deviational particle approach
In this section we describe the general setup of the deviational particle approach.
The equations obtained from the standard DSMC splitting scheme are transformed
in order to describe the deviation of the solution from a reference Maxwellian. Algo-
rithms for the treatment of initial and boundary conditions with deviational particles
are derived.
2.1 DSMC framework
discretization of state space
The standard DSMC method is based on a stochastic particle system(
X
(n)
i (t), V
(n)
i (t)
)
, i = 1, . . . , N (n)(t) , t ≥ 0 . (2.1)
This system approximates the solution of the Boltzmann equation (1.1) in the sense
that
∫
D
∫
R3
ϕ(x, v) f(t, x, v) dv dx ∼ g(n)
N(n)(t)∑
i=1
ϕ(X
(n)
i (t), V
(n)
i (t)) , (2.2)
where ϕ is any appropriate test function and n = 1, 2, . . . is a discretization param-
eter. If the initial system is not empty (f0 6= 0), then the particle weight is defined
as
g(n) =
1
n
∫
D
∫
R3
f0(y, w) dw dy (2.3)
so that n is the number of numerical particles at time zero. Otherwise, the particle
weight is defined as
g(n) =
t˜
n
∫
∂D
∫
R3in(x)
qin(x, v) dv σ(dx) , (2.4)
where σ is the uniform surface measure and n represents the expected number of
numerical particles entering the system during a typical time period t˜ . According
to (2.3) and (2.4), the weight g(n) is the number of real gas molecules represented
by a numerical particle.
discretization of time
The two main components of the evolution of the particle system, spatial motion
and collisions, are separated. In the free flow step, particles move independently of
each other over a certain period of time. In the collision step, particles do not move
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over a certain period of time, but collide (change pairwise their velocities) according
to some probabilistic rules that take into account their relative positions in space.
The splitting technique leads to a corresponding approximation of the limiting
equation (1.1). The first equation, which corresponds to the free flow simulation
step, has the form
∂
∂t
f(t, x, v) + (v,∇x) f(t, x, v) = 0 , (2.5)
with boundary condition (1.2). The second equation, which corresponds to the
collision simulation step, has the form
∂
∂t
f(t, x, v) =∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)
[
f(t, x, v′) f(t, y, w′)− f(t, x, v) f(t, y, w)
]
dedwdy
=
∫
R3
∫
S2
B(v, w, e)
[
f(t, x, v′) f˜(t, x, w′)− f(t, x, v) f˜(t, x, w)
]
de dw , (2.6)
where
f˜(t, x, v) =
∫
D
h(x, y) f(t, y, v) dy . (2.7)
The function h is a mollifying kernel influencing the collision intensity. It has the
form
h(x, y) =
1
|Dl|
lc∑
l=1
χDl(x)χDl(y) , (2.8)
where
D =
lc⋃
l=1
Dl (2.9)
is a partition of the spatial domain into a finite number of disjoint cells, |Dl| is the
volume of the cell Dl and χDl denotes the indicator function.
The free flow equation (2.5) and the collision equation (2.6) are coupled to each
other via appropriate initial conditions. The coupling strategy determines the order
of convergence with respect to the splitting parameter ∆t .More details can be found
in [17, p.68/69]. Here we do not introduce any additional notations for the solutions
of equations (2.5), (2.6) and consider both equations with initial conditions at t = 0 .
2.2 Reference Maxwellians
The solution is represented in the form
f(t, x, v) =M(x, v) + fd(t, x, v) , (2.10)
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where
M(x, v) =
nM (x)
pi3/2 cM(x)3
exp
[
−‖v − uM(x)‖
2
cM(x)2
]
(2.11)
with number density nM(x) , bulk velocity uM(x) , temperature TM(x) and “most
probable speed”
cM(x) =
√
2kTM(x)/m . (2.12)
Here k is Boltzmann’s constant and m is the mass of a molecule. The Maxwellian
(2.11) is assumed to be constant in each cell. The function fd is the deviation of the
solution f from the reference Maxwellian.
A system of positive and negative particles (cf. (2.1))(
ε
(n)
i (t), X
(n)
i (t), V
(n)
i (t)
)
, i = 1, . . . , N (n)(t) , (2.13)
is introduced, with positions X
(n)
i (t) ∈ D , velocities V (n)i (t) ∈ R3 and signs ε(n)i (t) =
±1 . The system (2.13) is constructed according to the modified equations satisfied
by the deviation. It approximates the deviation in the sense that (cf. (2.2))
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx ∼ g(n)
N(n)(t)∑
i=1
ε
(n)
i (t)ϕ(X
(n)
i (t), V
(n)
i (t)) . (2.14)
free flow equation
Consider equation (2.5) with boundary condition (1.2) and initial condition (1.3).
Inside a cell, the deviation satisfies the same equation,
∂
∂t
fd(t, x, v) + (v,∇x) fd(t, x, v) = 0 . (2.15)
The initial condition takes the form
fd(0, x, v) = f(0, x, v)−M(x, v) . (2.16)
Boundary condition (1.2) transforms into
fd(t, x, v) (v, n(x)) =
∫
R3out(x)
qref(x, w; v) fd(t, x, w) |(w, n(x))| dw + qMin (x, v) ,
where
qMin (x, v) = (2.17)
qin(x, v) +
∫
R3out(x)
qref(x, w; v)M(x, w) |(w, n(x))| dw−M(x, v) (v, n(x)) .
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The deviational particles are reflected as usual according to qref . However, the inflow
has to be generated according to the modified intensity (2.17).
There are also boundaries between neighboring cells. Let Γ be the boundary
between cells 1 and 2. Denote by f (i) and M (i) the limits of the functions f and M
at the boundary, taken from cell i = 1, 2 , and by n(i)(x) the inner normal vector for
cell i . The solution satisfies the boundary condition
f (1)(t, x, v) (v, n(1)(x)) = f (2)(t, x, v) (v, n(1)(x)) , x ∈ Γ , v ∈ R3 . (2.18)
The inflow in a cell is given by the outflow from the neighboring cell. Particles do
not feel the cell boundary. The deviational approach (2.10) with
f (i)(t, x, v) =M (i)(v) + f
(i)
d (t, x, v)
transforms (2.18) into
f
(1)
d (t, x, v) (v, n
(1)(x)) = (2.19)
f
(2)
d (t, x, v) (v, n
(1)(x))+ [M (2)(v)−M (1)(v)] (v, n(1)(x)) .
If M (1) 6= M (2) , then the boundary condition (2.19) contains an inflow term.
Thus, new particles are created at all boundaries between cells with non-identical
Maxwellians.
collision equation
Consider equation (2.6) with initial condition (1.3). The weak form of equation (2.6)
is
d
dt
∫
D
∫
R3
ϕ(x, v) f(t, x, v) dv dx =∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(x, v) h(x, y)B(v, w, e)×[
f(t, x, v′) f(t, y, w′)− f(t, x, v) f(t, y, w)
]
de dw dy dv dx
=
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′)− ϕ(x, v)
]
×
h(x, y)B(v, w, e) f(t, x, v) f(t, y, w) de dwdy dv dx
=
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(y, w′)− ϕ(y, w)
]
×
h(x, y)B(v, w, e) f(t, y, w) f(t, x, v) de dwdy dv dx
=
1
2
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′) + ϕ(y, w′)− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e) f(t, x, v) f(t, y, w) de dwdy dv dx . (2.20)
The deviation satisfies the equation
∂
∂t
fd(t, x, v) =
8
∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)
[
fd(t, x, v
′) fd(t, y, w′)−
fd(t, x, v) fd(t, y, w)
]
de dw dy +∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)
[
M(x, v′) fd(t, y, w′) +M(y, w′) fd(t, x, v′)−
M(x, v) fd(t, y, w)−M(y, w) fd(t, x, v)
]
de dw dy
=
∫
R3
∫
S2
B(v, w, e)
[
fd(t, x, v
′) f˜d(t, x, w′)− fd(t, x, v) f˜d(t, x, w)
]
de dw +∫
R3
∫
S2
B(v, w, e)
[
M(x, v′) f˜d(t, x, w′) +M(x, w′) fd(t, x, v′)−
M(x, v) f˜d(t, x, w)−M(x, w) fd(t, x, v)
]
de dw , (2.21)
with initial condition (2.16), where (cf. (2.7), (2.8))
f˜d(t, x, v) =
∫
D
h(x, y) fd(t, y, v) dy . (2.22)
The weak form of equation (2.21) is
d
dt
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx = (2.23)
1
2
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′) + ϕ(y, w′)− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e) fd(t, x, v) fd(t, y, w) de dwdy dv dx+∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′) + ϕ(y, w′)− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e)M(x, v) fd(t, y, w) de dwdy dv dx .
2.3 Initial conditions
initial state
The initial state of the system (2.13) is generated according to the function
f0(x, v)−M(x, v) , (2.24)
where M is a reference Maxwellian of the form (2.11). Then the system proceeds
according to the free flow equation (2.15) and the collision equation (2.21).
change of the reference Maxwellian
The underlying Maxwellian can be changed either before the free flow step or before
the collision step. This procedure is treated via the initial condition. The system of
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particles (
ε
(n)
i (0), X
(n)
i (0), V
(n)
i (0)
)
(2.25)
approximates the function f(0, x, v) −M(x, v) . If, on the next step, the reference
Maxwellian is supposed to be M˜ , then the initial condition takes the form
f˜d(0, x, v) = f(0, x, v)− M˜(x, v) . (2.26)
Thus, one has to generate a system of particles(
ε˜
(n)
i (0), X˜
(n)
i (0), V˜
(n)
i (0)
)
(2.27)
approximating the function
M(x, v)− M˜(x, v) . (2.28)
The combined system (2.25), (2.27) corresponds to the initial condition (2.26).
Special cases are the transformations between the standard DSMC system and
the deviational particle system. If M˜ = 0 , then the Maxwellian is replaced by parti-
cles. If M = 0 , then only negative particles are added to the system, corresponding
to the chosen Maxwellian.
implementation
Having in mind (2.24) and (2.28), we propose a procedure for generating particle
systems approximating the difference p1−p2 of two non-negative integrable functions
on R3 . Other constructions are possible.
Lemma 2.1 Let Int(x) denote the integer part of a real number x . For (cf. (2.3),
(2.4))
i = 1, . . . , k(n) and k(n) = Int
(∫
p1(v) dv +
∫
p2(v) dv
g(n)
)
construct a particle according to the following procedure:
• generate a velocity vi ∈ R3 according to
p1(v) + p2(v)∫
p1(w) dw +
∫
p2(w) dw
• with probability
|p1(vi)− p2(vi)|
p1(vi) + p2(vi)
,
define weight
εi = sign(p1(vi)− p2(vi))
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• otherwise, define weight εi = 0
Then
lim
n→∞
∫
R3
ϕ(v) ν(n)(dv) =
∫
R3
ϕ(v) [p1(v)− p2(v)] dv
for all bounded continuous function ϕ , where
ν(n)(dv) = g(n)
k(n)∑
i=1
εi δvi(dv) .
Proof. One obtains
E

g(n) k(n)∑
i=1
εi ϕ(vi)

 = g(n) k(n)∑
i=1
∫
R3
|p1(v)− p2(v)|
p1(v) + p2(v)
×
sign(p1(v)− p2(v))ϕ(v) p1(v) + p2(v)∫
p1(w) dw +
∫
p2(w) dw
dv
=
k(n) g(n)∫
p1 +
∫
p2
∫
R3
[p1(v)− p2(v)]ϕ(v) dv →
∫
R3
[p1(v)− p2(v)]ϕ(v) dv
and, since Var(εi ϕ(vi)) <∞ ,
Var

g(n) k(n)∑
i=1
εi ϕ(vi)

 =
(g(n))2
k(n)∑
i=1
Var(εi ϕ(vi)) = (g
(n))2 k(n)Var(ε1 ϕ(v1)) → 0
as n→∞ . This completes the proof (cf. [17, Section A.4]). 
Remark 2.2 The simplest way is to generate k
(n)
1 =
R
p1
g(n)
positive particles according
to p1 , and k
(n)
2 =
R
p2
g(n)
negative particles according to p2 . Note that k
(n)
1 = k
(n)
2 = n ,
if
∫
p1 =
∫
p2 =
∫
f0 . Thus, these particles would be very many, even if p1 and p2
were close to each other. This would not be efficient. However, the procedure from
Lemma 2.1 does not produce any particles, when p1 = p2 .
2.4 Boundary conditions
The relationship between stochastic particle systems and boundary conditions is
discussed in [17, Section 3.2]. The generalization to sign-changing inflow intensities
is straightforward.
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inflow boundaries
At an inflow boundary Γin ⊂ ∂D one typically assumes qref = 0 (absorption) and
qin(x, v) =Min(x, v) (v, n(x)) ,
where Min is an inflow Maxwellian. The modified inflow term (2.17) takes the form
qMin (x, v) = [Min(x, v)−M(x, v)] (v, n(x)) . (2.29)
If
Min(x, v) =M(x, v) , (2.30)
then the modified inflow term is zero. In the case of pure absorption (qin = 0)
one obtains
qMin (x, v) = −M(x, v) (v, n(x)) .
boundaries between cells
The inflow term in (2.19) takes the form
q˜
(1)
in (x, v) = [M
(2)(v)−M (1)(v)] (v, n(1)(x)) , (v, n(1)(x)) ≥ 0 , (2.31)
for cell 1, and
q˜
(2)
in (x, v) = [M
(1)(v)−M (2)(v)] (v, n(2)(x)) , (v, n(2)(x)) ≥ 0 , (2.32)
for cell 2.
reflective boundaries
At a reflective boundary one typically assumes qin = 0 (no inflow) and the Maxwell
boundary condition
qref(x, w; v) = (2.33)
(1− α) δ(v − w + 2n(x) (n(x), w)) + α
Fb(x)
Mb(x, v) (v, n(x)) ,
for some α ∈ [0, 1] , where Mb is a boundary Maxwellian and
Fb(x) =
∫
R3in(x)
Mb(x, v) (v, n(x)) dv . (2.34)
The modified inflow term (2.17) takes the form
qMin (x, v) =
[
(1− α)M(x, v − 2n(x) (n(x), v)) +
α
Fb(x)
FMout(x)Mb(x, v)−M(x, v)
]
(v, n(x)) ,
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where
FMout(x) =
∫
R3out(x)
M(x, w) |(w, n(x))| dw
is the out-going flux of the Maxwellian M .
In the case of specular reflection (α = 0) one obtains
qMin (x, v) =
[
M(x, v − 2n(x) (n(x), v))−M(x, v)
]
(v, n(x)) . (2.35)
If (cf. (2.11))
(uM(x), n(x)) = 0 , (2.36)
then the modified inflow term (2.35) is zero.
In the case of diffuse reflection (α = 1) one obtains
qMin (x, v) =
[
FMout(x)
Fb(x)
Mb(x, v)−M(x, v)
]
(v, n(x)) . (2.37)
If
Mb(x, v) =M(x, v) ,
then the modified inflow term (2.37) takes the form
qMin (x, v) =
[
FMout(x)
FMin (x)
− 1
]
M(x, v) (v, n(x)) , (2.38)
where (cf. (2.34))
FMin (x) =
∫
R3in(x)
M(x, w) (w, n(x)) dw .
The term (2.38) is zero provided that
FMout(x) = F
M
in (x) . (2.39)
This is fulfilled if (2.36) holds.
Reflection of deviational particles is performed as usual. It remains to implement
the creation terms.
implementation
To increase efficiency, we introduce fictitious inflow events. Assume that the inflow
intensity (2.17) satisfies
|qMin (x, v)| ≤ qˆMin (x, v) ,
for some majorant function qˆMin . The general procedure is as follows:
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Algorithm 2.3
1. Make a time step with parameter
λˆMin =
1
g(n)
∫
∂D
∫
R3in(x)
qˆMin (x, v) dv σ(dx) .
Stop, when the final time is exceeded.
2. Generate a position x ∈ ∂D and a velocity v ∈ R3in(x) according to the density
1
λˆMin g
(n)
qˆMin (x, v) .
3. With probability
1− |q
M
in (x, v)|
qˆMin (x, v)
,
reject the inflow event and go to 1.
4. Add a particle with position x , velocity v and sign
sign qMin (x, v)
to the system and go to 1.
Assume that Γ ⊂ ∂D is some plane part of the boundary so that
n(x) = e , ∀x ∈ Γ , for some e ∈ S2 .
Consider an inflow intensity of the form (cf. (2.29), (2.31), (2.32), (2.37))
qMin (x, v) = χΓ(x)
(
M (2)(v)−M (1)(v)
)
(v, e)
and the majorant
qˆMin (x, v) = χΓ(x)
(
M (2)(v) +M (1)(v)
)
(v, e) , (2.40)
where χΓ denotes the indicator function. Define
F
(i)
in =
∫
(w,e)≥0
M (i)(v) (v, e) dv , i = 1, 2 .
Algorithm 2.3 takes the form:
Algorithm 2.4
14
1. Make a time step with parameter
λˆMin =
|Γ|
g(n)
[
F
(2)
in + F
(1)
in
]
,
where |Γ| is the surface area. Stop, when the final time is exceeded.
2. Choose an index i = 1, 2 with probabilities
F
(i)
in
F
(2)
in + F
(1)
in
.
3. For given i , generate a velocity v according to the density
1
F
(i)
in
M (i)(v) (v, e) . (2.41)
4. With probability
1− |M
(2)(v)−M (1)(v))|
M (2)(v) +M (1)(v))
,
reject the inflow event. Go to 1.
5. Generate a position x ∈ Γ uniformly.
6. Add a particle with position x , velocity v and sign
sign
(
M (2)(v)−M (1)(v)
)
to the system. Go to 1.
The generation of a Maxwellian inflow (2.41) was studied in the literature (cf.
[17, Section B.5], [11]).
15
3 Collision step for the linearized BE
In this section we study the evolution of the particle system (2.13) during the colli-
sion step, when only the linear part on the right-hand side of equation (2.21) or (in
the weak form) (2.23) is taken into account. The transition to the limiting equations
is performed using the empirical measures (cf. (2.14))
µ(n)(t, dx, dv) = g(n)
N(n)(t)∑
i=1
ε
(n)
i (t) δX(n)i (t)
(dx) δ
V
(n)
i (t)
(dv) . (3.1)
We introduce two different processes leading to similar limiting equations, thus
providing more degrees of freedom for the approach. Detailed algorithms are con-
structed for the general collision kernel (1.5) and then specified for the variable hard
sphere model
B(v, w, e) = Cβ ‖v − w‖β , β ≥ 0 , Cβ ≥ 0 . (3.2)
The special cases of hard spheres and pseudo-Maxwell molecules are obtained for
β = 1 and β = 0 , respectively.
3.1 Collision process
Here particles jump independently and each jump creates two additional particles.
3.1.1 Generator and limiting equation
Consider states of the form
z = (ε1, x1, v1; . . . ; εN , xN , vN) . (3.3)
Introduce the generator
AΦ(z) = (3.4)
N∑
i=1
∫
D
∫
R3
∫
S2
[Φ(J(z, i, y, w, e))− Φ(z)] h(xi, y)B(vi, w, e)M(y, w) de dwdy ,
where J replaces (εi, xi, vi) by (εi, xi, v
′(vi, w, e)) and adds (εi, y, w′(vi, w, e)) and
(−εi, y, w) . Using test functions
Φ(z) = g(n)
N∑
i=1
εi ϕ(xi, vi) , (3.5)
one obtains
AΦ(Z(t)) = g(n)
N(n)(t)∑
i=1
∫
D
∫
R3
∫
S2
[
ε
(n)
i (t)ϕ(X
(n)
i (t), v
′(V (n)i (t), w, e))+
16
ε
(n)
i (t)ϕ(y, w
′(V (n)i (t), w, e))− ε(n)i (t)ϕ(X(n)i (t), V (n)i (t))− ε(n)i (t)ϕ(y, w)
]
×
h(X
(n)
i (t), y)B(V
(n)
i (t), w, e)M(y, w) de dwdy
=
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(y, w′(v, w, e))− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e)M(y, w) de dwdy µ(n)(t, dx, dv)
leading (as n→∞) to the limiting equations (cf. (2.23))
d
dt
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx = (3.6)∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(y, w′(v, w, e))− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e)M(y, w) fd(t, x, v) de dw dy dv dx
or (cf. (2.21), (2.22))
∂
∂t
fd(t, x, v) =∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)
[
M(x, v′) fd(t, y, w′) +M(y, w′) fd(t, x, v′)−
M(x, v) fd(t, y, w)−M(y, w) fd(t, x, v)
]
de dw dy
=
∫
R3
∫
S2
B(v, w, e)
[
M(x, v′) f˜d(t, x, w′) +M(x, w′) fd(t, x, v′)− (3.7)
M(x, v) f˜d(t, x, w)−M(x, w) fd(t, x, v)
]
de dw .
3.1.2 General simulation procedure
Assume that the collision kernel (1.5) satisfies
B(v, w, e) ≤ Bmax(v, w, e) := bmax(‖v − w‖, (e, u)) , u = w − v‖w − v‖ , (3.8)
for all arguments and some function bmax . Rewrite the generator (3.4) in the form
AΦ(z) =
N∑
i=1
∫
D
∫
R3
∫
S2
∫
[Φ(z˜)− Φ(z)]λ(z, i, y, w, e, dz˜)× (3.9)
h(xi, y)Bmax(vi, w, e)M(y, w) de dwdy ,
where
λ(z, i, y, w, e, dz˜) =
δJ(z,i,y,w,e)(dz˜)
B(vi, w, e)
Bmax(vi, w, e)
+ δz(dz˜)
Bmax(vi, w, e)− B(vi, w, e)
Bmax(vi, w, e)
.
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Define the functions
E(x, v) =
∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)M(y, w) de dwdy
=
∫
R3
∫
S2
B(v, w, e)M(x, w) de dw (3.10)
and
Emax(x, v) =
∫
R3
∫
S2
Bmax(v, w, e)M(x, w) de dw . (3.11)
The representation (3.9) suggests the following algorithm:
1. Make a time step with parameter
N∑
i=1
Emax(xi, vi) . (3.12)
Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities
Emax(xi, vi)∑N
j=1Emax(xj , vj)
. (3.13)
3. For given i , generate w ∈ R3 according to the density
1
Emax(xi, vi)
(∫
S2
Bmax(vi, w, e) de
)
M(xi, w) . (3.14)
4. For given i and w , generate e ∈ S2 according to the density
Bmax(vi, w, e)∫
S2 Bmax(vi, w, u) du
. (3.15)
5. With probability
1− B(vi, w, e)
Bmax(vi, w, e)
,
reject the parameters i, w, e and go to 2.
6. Choose y uniformly in the cell to which xi belongs.
7. Replace (εi, xi, vi) by
(εi, xi, v
′(vi, w, e)) , (εi, y, w′(vi, w, e)) , (−εi, y, w) (3.16)
and go to 1.
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In the variable hard sphere model (3.2) we choose (cf. (3.8))
Bmax(v, w, e) = c0 + c1 ‖v − w‖ (3.17)
so that
bmax(ξ, ζ) = c0 + c1 ξ . (3.18)
One obtains (cf. (3.11), (2.11))
Emax(x, v) = 4 pi
(
c0 nM(x) + c1
∫
R3
‖v − w‖M(x, w) dw
)
, (3.19)
The general simulation procedure takes a particularly simple form in the case of
pseudo-Maxwell molecules (β = 0 with c0 = C0 and c1 = 0):
Algorithm 3.1 (Pseudo-Maxwell molecules)
1. Make a time step with parameter
4 pi C0
N∑
i=1
nM(xi) .
Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities
nM(xi)∑N
j=1 nM(xj)
. (3.20)
3. For given i , generate w ∈ R3 according to the Maxwellian M(xi, w) .
4. For given i and w , generate e ∈ S2 uniformly.
5. Choose y uniformly in the cell to which xi belongs.
6. Replace particle (εi, xi, vi) by three particles (3.16) and go to 1.
Finally, we specify the general simulation procedure for the hard sphere model
(β = 1 with c0 = 0 and c1 = C1):
Algorithm 3.2 (Hard sphere model)
1. Make a time step with parameter
4 pi C1
N∑
i=1
∫
R3
‖vi − w‖M(xi, w) dw . (3.21)
Stop, when the final time is exceeded.
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2. Choose an index i = 1, . . . , N according to the probabilities
1∑N
j=1
∫
R3 ‖vj − w‖M(xj, w) dw
∫
R3
‖vi − w‖M(xi, w) dw . (3.22)
3. For given i , generate w ∈ R3 according to the density
1∫
R3 ‖vi − u‖M(xi, u) du
‖vi − w‖M(xi, w) . (3.23)
4. For given i and w , generate e ∈ S2 uniformly.
5. Choose y uniformly in the cell to which xi belongs.
6. Replace particle (εi, xi, vi) by three particles (3.16) and go to 1.
3.2 Source-sink process
Here the jumps of particles are replaced by creation and deletion events. The main
idea is to avoid the blow-up of the system by introducing appropriate source terms
that lead to cancellation of positive and negative particles.
3.2.1 Generator and limiting equation
Introduce
K(1)(x, v; y, w) = (3.24)
4 h(x, y)
‖w − v‖
∫
Γ(w−v)
b
(
‖w − v + u‖, 2 ‖w−v‖2‖w−v+u‖2 − 1
)
‖w − v + u‖ M(x, v + u) du ,
K(2)(x, v; y, w) = (3.25)
4 h(x, y)
‖w − v‖
∫
Γ(w−v)
b
(
‖w − v + u‖, 1− 2 ‖w−v‖2‖w−v+u‖2
)
‖w − v + u‖ M(x, v + u) du
and
K(3)(x, v; y, w) = −h(x, y)M(x, v)
∫
S2
B(v, w, e) de , (3.26)
where Γ(v) denotes the plane through the origin orthogonal to v . It follows from
Lemma 6.3 and Corollary 6.4 (with γ(v) =M(x, v)) that∫
D
∫
R3
ϕ(x, v)K(k)(x, v; y, w) dv dx =
∫
D
∫
R3
ϕ(x, v) ν(k)(y, w; dx, dv) ,
k = 1, 2 , (3.27)
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where
ν(1)(y, w; dx, dv) = h(y, x) dx
∫
R3
∫
S2
δv′(w,u,e)(dv)B(w, u, e)M(x, u) de du , (3.28)
ν(2)(y, w; dx, dv) = h(y, x) dx
∫
R3
∫
S2
δw′(w,u,e)(dv)B(w, u, e)M(x, u) de du (3.29)
and ϕ is any appropriate test function. Note that (cf. (3.10), (6.8))
E(y, w) =
∫
R3
∫
S2
B(v, w, e)M(y, v) de dv . (3.30)
It is a consequence of (3.27) (with ϕ = 1) and (3.30) that∫
D
∫
R3
|K(k)(x, v; y, w)| dv dx = E(y, w) , k = 1, 2, 3 . (3.31)
Consider an auxiliary parameter θ ∈ Θ , where Θ is a measurable space. Intro-
duce functions s(k) and probability measures A such that (cf. (3.24)–(3.26))∫
Θ
s(k)(z, i, x, v, θ)A(z, x, v, dθ) = K(k)(x, v; xi, vi) , (3.32)
for all k = 1, 2, 3 , v ∈ R3 , z (cf. (3.3)) and i = 1, . . . , N . Let
{Il(z)} , l = 1, . . . , L(z) , (3.33)
be a partition of the index set {1, . . . , N} and
Sl(z, x, v, θ) = (3.34)∑
i∈Il(z)
εi
[
s(1)(z, i, x, v, θ) + s(2)(z, i, x, v, θ) + s(3)(z, i, x, v, θ)
]
.
Consider the generator
AΦ(z) =
L(z)∑
l=1
∫
D
∫
R3
∫
Θ
[
Φ(J0,l(z, x, v, θ))− Φ(z)
]
|Sl(z, x, v, θ)|A(z, x, v, dθ) dv dx+
N∑
i=1
[
Φ(J1(z, i))− Φ(z)
]
E(xi, vi) =: ASΦ(z) +AEΦ(z) , (3.35)
where J0,l(z, x, v, θ) adds a particle (signSl(z, x, v, θ), x, v) to the system, and
J1(z, i) removes particle (εi, vi) from the system.
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Using test functions (3.5), one obtains (cf. (3.27))
ASΦ(Z(t)) =
L(Z(t))∑
l=1
∫
D
∫
R3
∫
Θ
[
g(n) signSl(Z(t), x, v, θ)
]
ϕ(x, v) |Sl(Z(t), x, v, θ)| ×
A(Z(t), x, v, dθ) dv dx
= g(n)
N∑
i=1
εi(t)
∫
D
∫
R3
ϕ(x, v)
[
3∑
k=1
∫
Θ
s(k)(Z(t), i, x, v, θ)A(Z(t), x, v, dθ)
]
dv dx
= g(n)
N∑
i=1
εi(t)
3∑
k=1
[∫
D
∫
R3
ϕ(x, v)K(k)(x, v;Xi(t), Vi(t)) dv dx
]
= g(n)
N∑
i=1
εi(t)
[ ∫
D
∫
R3
∫
S2
[
ϕ(x, v′(Vi(t), u, e)) + ϕ(x, w
′(Vi(t), u, e))−
ϕ(x, u)
]
h(Xi(t), x)B(Vi(t), u, e)M(x, u) de du dx
]
=
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(w, u, e)) + ϕ(x, w′(w, u, e))− ϕ(x, u)
]
×
h(y, x)B(w, u, e)M(x, u) de du dxµ(n)(t, dy, dw)
and
AEΦ(Z(t)) = −g(n)
N∑
i=1
εi(t)ϕ(Xi(t), Vi(t))E(Xi(t), Vi(t))
= −
∫
D
∫
R3
ϕ(x, v)E(x, v)µ(n)(t, dx, dv) ,
leading (as n→∞) to the limiting equation
d
dt
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx = (3.36)∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′) + ϕ(x, w′)− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e)M(x, v) fd(t, y, w) de dwdy dv dx
or (cf. Lemma 6.2 and (2.22))
∂
∂t
fd(t, x, v) =∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)
[
M(x, v′) fd(t, y, w′) +M(y, w′) fd(t, y, v′)−
M(x, v) fd(t, y, w)−M(y, w) fd(t, x, v)
]
de dw dy
=
∫
R3
∫
S2
B(v, w, e)
[
M(x, v′) f˜d(t, x, w′) +M(x, w′) f˜d(t, x, v′)−
M(x, v) f˜d(t, x, w)−M(x, w) fd(t, x, v)
]
de dw . (3.37)
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3.2.2 General simulation procedure
Define (cf. (3.8), (3.24)–(3.26))
K(1)max(x, v; y, w) = (3.38)
4 h(x, y)
‖w − v‖
∫
Γ(w−v)
bmax
(
‖w − v + u‖, 2 ‖w−v‖2‖w−v+u‖2 − 1
)
‖w − v + u‖ M(x, v + u) du ,
K(2)max(x, v; y, w) = (3.39)
4 h(x, y)
‖w − v‖
∫
Γ(w−v)
bmax
(
‖w − v + u‖, 1− 2 ‖w−v‖2‖w−v+u‖2
)
‖w − v + u‖ M(x, v + u) du ,
K(3)max(x, v; y, w) =M(x, v) h(x, y)
∫
S2
Bmax(v, w, e) de . (3.40)
The functions K
(k)
max are obtained in analogy with K(k) when replacing B by Bmax
and taking the absolute value (k = 3). Note that (cf. (3.31))
Emax(y, w) =
∫
D
∫
R3
K(k)max(x, v; y, w) dv dx , k = 1, 2, 3 .
Consider functions s
(k)
max such that (cf. (3.32))
|s(k)| ≤ s(k)max . (3.41)
Assume ∫
Θ
|s(k)(z, i, x, v, θ)|A(z, x, v, dθ) = |K(k)(x, v; xi, vi)| (3.42)
and ∫
Θ
s(k)max(z, i, x, v, θ)A(z, x, v, dθ) = K
(k)
max(x, v; xi, vi) , (3.43)
for all k = 1, 2, 3 , v ∈ R3 , z (cf. (3.3)) and i = 1, . . . , N . Introduce functions (cf.
(3.34))
gl(z, x, v, θ) = (3.44)∑
i∈Il(z)
[
s(1)max(z, i, x, v, θ) + s
(2)
max(z, i, x, v, θ) + s
(3)
max(z, i, x, v, θ)
]
,
satisfying (cf. (3.41))
|Sl(z, x, v, θ)| ≤ gl(z, x, v, θ) ,
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and measures
λ0,l(z, x, v, θ, dz˜) = (3.45)
δJ0,l(z,x,v,θ)(dz˜)
|Sl(z, x, v, θ)|
gl(z, x, v, θ)
+ δz(dz˜)
gl(z, x, v, θ)− |Sl(z, x, v, θ)|
gl(z, x, v, θ)
.
Note that (cf. (3.35))
L(z)∑
l=1
∫
D
∫
R3
∫
Θ
[
Φ(J0,l(z, x, v, θ))− Φ(z)
]
|Sl(z, x, v, θ)|A(z, x, v, dθ) dv dx =
L(z)∑
l=1
∫
D
∫
R3
∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λ0,l(z, x, v, θ, dz˜)
)
gl(z, x, v, θ)×
A(z, x, v, dθ) dv dx
=
L(z)∑
l=1
∑
i∈Il(z)
3∑
k=1
∫
D
∫
R3
∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λ0,l(z, x, v, θ, dz˜)
)
×
s(k)max(z, i, x, v, θ)A(z, x, v, dθ) dv dx
=
N∑
i=1
Emax(xi, vi)
3∑
k=1
∫
D
∫
R3
{∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λ0,l(i)(z, x, v, θ, dz˜)
)
×
s
(k)
max(z, i, x, v, θ)
K
(k)
max(x, v; xi, vi)
A(z, x, v, dθ)
}
K
(k)
max(x, v; xi, vi)
Emax(xi, vi)
dv dx , (3.46)
where l(i) is the index of the cluster to which i belongs. Consider functions sˆ such
that (cf. (3.30)) ∫
R3
sˆ(z, i, v)M(xi, v) dv = E(xi, vi) . (3.47)
Introduce the measures
λ1(z, i, v, dz˜) = δJ1(z,i)(dz˜)
sˆ(z, i, v)
sˆmax(z, i, v)
+ δz(dz˜)
sˆmax(z, i, v)− sˆ(z, i, v)
sˆmax(z, i, v)
.
Note that (cf. (3.35))
N∑
i=1
[
Φ(J1(z, i))− Φ(z)
]
E(xi, vi) = (3.48)
N∑
i=1
Emax(xi, vi)
∫
R3
(∫ [
Φ(z˜)− Φ(z)
]
λ1(z, i, v, dz˜)
)
sˆmax(z, i, v)
Emax(xi, vi)
M(xi, v) dv .
Using (3.46) and (3.48), rewrite the generator (3.35) in the form
AΦ(z) = (3.49)
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N∑
i=1
Emax(xi, vi)
3∑
k=1
∫
D
∫
R3
{∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λ0,l(i)(z, x, v, θ, dz˜)
)
×
s
(k)
max(z, i, x, v, θ)
K
(k)
max(x, v; xi, vi)
A(z, x, v, dθ)
}
K
(k)
max(x, v; xi, vi)
Emax(xi, vi)
dv dx+
N∑
i=1
Emax(xi, vi)
∫
R3
(∫ [
Φ(z˜)− Φ(z)
]
λ1(z, i, v, dz˜)
)
sˆmax(z, i, v)
Emax(xi, vi)
M(xi, v) dv .
The representation (3.49) suggests the following algorithm:
1. Make a time step with parameter (cf. (3.12))
σmax(z) = 4
N∑
i=1
Emax(xi, vi) . (3.50)
Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities (cf. (3.13))
4
σmax(z)
Emax(xi, vi) . (3.51)
3. With probabilities 1/4 , choose between creation (k = 1, 2, 3) and deletion (go
to 5.1.).
4.1. For given i and k , choose x ∈ D and v ∈ R3 according to the density
1
Emax(xi, vi)
K(k)max(x, v; xi, vi) . (3.52)
4.2. For given i, k, x and v , choose θ according to the distribution
1
K
(k)
max(x, v; xi, vi)
s(k)max(z, i, x, v, θ)A(z, x, v, dθ) . (3.53)
4.3. With probability
1−
∣∣∣∑j∈Il(i)(z) εj
[
s(1)(z, j, x, v, θ) + s(2)(z, j, x, v, θ) + s(3)(z, j, x, v, θ)
]∣∣∣∑
j∈Il(i)(z)
[
s
(1)
max(z, j, x, v, θ) + s
(2)
max(z, j, x, v, θ) + s
(3)
max(z, j, x, v, θ)
] ,
reject the creation event and go to 1.
4.4. Add the particle with position x , velocity v and sign
sign

 ∑
j∈Il(i)(z)
εj
[
s(1)(z, j, x, v, θ) + s(2)(z, j, x, v, θ) + s(3)(z, j, x, v, θ)
]
to the system and go to 1.
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5.1. For given i , choose v ∈ R3 according to the density
1
Emax(xi, vi)
sˆmax(z, i, v)M(xi, v) .
5.2. With probability
1− sˆ(z, i, v)
sˆmax(z, i, v)
,
reject the deletion event and go to 1.
5.3. Remove the particle (εi, xi, vi) from the system and go to 1.
3.2.3 The implicit method
Here we consider specific choices of the functions s(k) , s
(k)
max and the probability
measures A satisfying conditions (3.32) and (3.41)–(3.43).
Lemma 3.3 Consider the parameter set
Θ =
{
θ = (θ1, . . . , θN) , θi ∈ Γ(v − vi) , i = 1, . . . , N
}
(3.54)
and the measures (cf. (2.11))
A(z, x, v, dθ) =
1
nM(x)
∫
R3
[
N∏
i=1
δpivi−v(w)(dθi)
]
M(x, v + w) dw , (3.55)
where (cf. Remark 6.7)
pivi−v(w) ∈ Γ(vi − v)
is the projection of the velocity w . Consider functions q(k) and q
(k)
max such that
|q(k)| ≤ q(k)max , (3.56)
1
nM(x)
∫
R3
q(k)(x, v, y, w, piw−v(c))M(x, v + c) dc = K(k)(x, v; y, w) (3.57)
1
nM(x)
∫
R3
|q(k)(x, v, y, w, piw−v(c))|M(x, v + c) dc = |K(k)(x, v; y, w)| (3.58)
and
1
nM(x)
∫
R3
q(k)max(x, v, y, w, piw−v(c))M(x, v + c) dc = K
(k)
max(x, v; y, w) . (3.59)
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Then the functions
s(k)(z, i, x, v, θ) = q(k)(x, v, xi, vi, θi)
and
s(k)max(z, i, x, v, θ) = q
(k)
max(x, v, xi, vi, θi)
satisfy conditions (3.32) and (3.41)–(3.43).
Proof. The definitions imply, e.g.,∫
Θ
s(k)(z, i, x, v, θ)A(z, x, v, dθ) =∫
Θ
q(k)(x, v, xi, vi, θi)A(z, x, v, dθ)
=
1
nM (x)
∫
R3
q(k)(x, v, xi, vi, pivi−v(w))M(x, v + w) dw
so that the assertion follows from assumptions (3.56)–(3.59). 
Lemma 3.4 The functions
q(1)(x, v, y, w, u) = (3.60)
4 h(x, y)
‖w − v‖
[∫
Γ(w−v)
M(x, v + c) dc
] b(‖w − v + u‖, 2 ‖w−v‖2‖w−v+u‖2 − 1)
‖w − v + u‖ ,
q(1)max(x, v, y, w, u) = (3.61)
4 h(x, y)
‖w − v‖
[∫
Γ(w−v)
M(x, v + c) dc
] bmax (‖w − v + u‖, 2 ‖w−v‖2‖w−v+u‖2 − 1)
‖w − v + u‖ ,
q(2)(x, v, y, w, u) = (3.62)
4 h(x, y)
‖w − v‖
[∫
Γ(w−v)
M(x, v + c) dc
] b(‖w − v + u‖, 1− 2 ‖w−v‖2‖w−v+u‖2)
‖w − v + u‖ ,
and
q(2)max(x, v, y, w, u) = (3.63)
4 h(x, y)
‖w − v‖
[∫
Γ(w−v)
M(x, v + c) dc
] bmax (‖w − v + u‖, 1− 2 ‖w−v‖2‖w−v+u‖2)
‖w − v + u‖
satisfy conditions (3.56)–(3.59).
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Proof. Condition (3.56) is obviously fulfilled. Applying Lemma 6.8 with
ϕ(u) = 1 , ψ(v, a) =
b
(
a, 2 ‖v‖
2
a2
− 1
)
a
,
one obtains
∫
Γ(v)
b
(
‖v + u‖, 2 ‖v‖2‖v+u‖2 − 1
)
‖v + u‖ MV,T (u) du = (3.64)[∫
Γ(v)
MV,T (c) dc
]∫
R3
b
(
‖v + piv(w)‖, 2 ‖v‖
2
‖v+piv(w)‖2 − 1
)
‖v + piv(w)‖ MV,T (w) dw .
When replacing v → w − v and V → uM − v , equation (3.64) implies (cf. (3.24))
K(1)(x, v; y, w) =
4 h(x, y)
nM(x) ‖w − v‖
[∫
Γ(w−v)
M(x, v + c) dc
]
×
∫
R3
b
(
‖w − v + piw−v(w)‖, 2 ‖w−v‖
2
‖w−v+piw−v(w)‖2 − 1
)
‖w − v + piw−v(w)‖ M(x, v + w) dw .
Thus, conditions (3.57) and (3.58) are fulfilled for k = 1 . Condition (3.59) follows
when b is replaced by bmax . The case k = 2 is treated analogously. 
Remark 3.5 The functions
s(k)(z, i, x, v, θ) = K(k)(x, v; xi, vi) , s
(k)
max(z, i, x, v, θ) = K
(k)
max(x, v; xi, vi)
satisfy conditions (3.32) and (3.41)–(3.43) for any choice of the probability measures
A .
Remark 3.6 A position x and a velocity v with density (3.52) are obtained accord-
ing to (3.27). The position is generated uniformly in the cell to which xi belongs.
The velocity is generated according to (3.14) in the case k = 3 and as
v = v′(vi, w, e) (k = 1) or v = w
′(vi, w, e) (k = 2) ,
where w, e are chosen according to (3.14), (3.15).
Remark 3.7 For k = 1, 2 , the distribution (3.53) of the auxiliary parameter θ takes
the form
1
K
(k)
max(x, v; xi, vi)
q(k)max(x, v, xi, vi, θi)
∫
R3
[
N∏
j=1
δpivj−v(w)(dθj)
]
M(x, v + w)
nM(x)
dw =
1
K
(k)
max(x, v; xi, vi)
∫
R3
q(k)max(x, v, xi, vi, pivi−v(w))×[
q
(k)
max(x, v, xi, vi, θi)
q
(k)
max(x, v, xi, vi, pivi−v(w))
N∏
j=1
δpivj−v(w)(dθj)
]
M(x, v + w)
nM(x)
dw .
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We choose A , s(k) and s
(k)
max according to Lemmas 3.3, 3.4 (k = 1, 2) and Re-
mark 3.5 (k = 3), and (cf. (3.47), (3.10))
sˆ(z, i, v) =
∫
S2
B(v, vi, e) de , sˆmax(z, i, v) =
∫
S2
Bmax(v, vi, e) de . (3.65)
The following algorithm is obtained:
Algorithm 3.8 (Implicit method)
1. Make a time step with parameter (3.50). Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities (3.51).
3. With probabilities 1/4 , choose between creation (k = 1, 2, 3) and deletion (go
to 5.1.).
4.1. For given i , construct a position x ∈ D and a velocity v ∈ R3 .
4.1.1. Generate x uniformly in the cell to which xi belongs.
4.1.2. Generate w ∈ R3 according to the density (cf. Remark 3.6)
1
Emax(xi, vi)
(∫
S2
Bmax(vi, w, e) de
)
M(xi, w) . (3.66)
4.1.3. If k = 3 , then choose v = w and go to 4.2.1.
4.1.4. For given w , generate e according to the density (cf. Remark 3.6)
Bmax(vi, w, e)∫
S2 Bmax(vi, w, u) du
. (3.67)
4.1.5. If k = 1 , then calculate v = v′(vi, w, e) and go to 4.2.2.
4.1.6. Calculate v = w′(vi, w, e) and go to 4.2.2.
4.2. For given i, x and v , construct an auxiliary parameter θ .
4.2.1. Generate w˜ ∈ R3 according to the density
1
nM(x)
M(x, v + w˜) (3.68)
and go to 4.2.3.
4.2.2. Generate w˜ ∈ R3 according to the density (cf. Remark 3.7)
1
K
(k)
max(x, v; xi, vi)
q(k)max(x, v, xi, vi, pivi−v(w˜))
M(x, v + w˜)
nM (x)
. (3.69)
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4.2.3. Compute
θj = pivj−v(w˜) , j ∈ Il(i)(z) .
4.3. With probability
1−
∣∣∣∑j∈Il(i)(z) εj
[
q(1)(x, v, xj, vj , θj) + q
(2)(x, v, xj, vj , θj) +K
(3)(x, v; xj, vj)
]∣∣∣∑
j∈Il(i)(z)
[
q
(1)
max(x, v, xj, vj, θj) + q
(2)
max(x, v, xj, vj , θj) +K
(3)
max(x, v; xj, vj)
] ,
(3.70)
reject the creation event and go to 1.
4.4. Add the particle with position x , velocity v and sign
sign

 ∑
j∈Il(i)(z)
εj
[
q(1)(x, v, xj , vj, θj) + q
(2)(x, v, xj, vj , θj) +K
(3)(x, v; xj , vj)
]
(3.71)
to the system and go to 1.
5.1. For given i , choose v ∈ R3 according to the density (3.66).
5.2. With probability
1−
∫
S2 B(vi, v, e) de∫
S2 Bmax(vi, v, e) de
,
reject the deletion event and go to 1.
5.3. Remove the particle (εi, xi, vi) from the system and go to 1.
3.2.4 Variable hard sphere model
In the case (3.2) one obtains from (3.26), (3.60), (3.62)
K(3)(x, v; y, w) = −4 pi Cβ h(x, y)M(x, v) ‖v − w‖β , (3.72)
q(k)(x, v, y, w, u) =
4Cβ h(x, y)
‖w − v‖
(∫
Γ(w−v)
M(x, v + c) dc
)
‖w − v + u‖β−1 (3.73)
and from (3.38)-(3.40), (3.61), (3.63) (with (3.17))
K(k)max(x, v; y, w) =
4 h(x, y)
‖w − v‖× (3.74)(
c0
∫
Γ(w−v)
1
‖w − v + u‖ M(x, v + u) du+ c1
∫
Γ(w−v)
M(x, v + u) du
)
,
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K(3)max(x, v; y, w) = 4 pi h(x, y)M(x, v)
(
c0 + c1 ‖v − w‖
)
, (3.75)
q(k)max(x, v, y, w, u) = (3.76)
4 h(x, y)
‖w − v‖
(∫
Γ(w−v)
M(x, v + c) dc
)(
c0
‖w − v + u‖ + c1
)
,
for k = 1, 2 .
Remark 3.9 Due to (3.74) (cf. (3.28), (3.29)), step 4.1 of Algorithm 3.8 simplifies.
Remark 3.10 The density (3.69) takes the form (cf. (3.74), (3.76))(∫
Γ(vi−v)M(x, v + u) du
)(
c0
‖vi−v+pivi−v(w˜)‖
+ c1
)
1
nM (x)
M(x, v + w˜)
c0
∫
Γ(vi−v)
1
‖vi−v+u‖ M(x, v + u) du+ c1
∫
Γ(vi−v)M(x, v + u) du
. (3.77)
If u ⊥ vi − v , then ‖vi − v + u‖ ≥ ‖vi − v‖ and
1
‖vi − v + u‖ ≤
1
‖vi − v‖ . (3.78)
In accordance with (3.78), the density (3.77) can be generated using the acceptance-
rejection technique with the majorant function(∫
Γ(vi−v)M(x, v + u) du
)(
c0
‖vi−v‖ + c1
)
1
nM (x)
M(x, v + w˜)
c0
∫
Γ(vi−v)
1
‖vi−v+u‖ M(x, v + u) du+ c1
∫
Γ(vi−v)M(x, v + u) du
.
The implicit method (Algorithm 3.8) takes the form:
Algorithm 3.11 (Variable hard sphere model)
1. Make a time step with parameter (cf. (3.19))
σmax(z) = 16 pi
(
c0
N∑
i=1
nM (xi) + c1
N∑
i=1
∫
R3
‖vi − w‖M(xi, w) dw
)
.
Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities
16 pi
σmax(z)
(
c0 nM (xi) + c1
∫
R3
‖vi − w‖M(xi, w) dw
)
.
3. With probabilities 1/4 , choose between creation (k = 1, 2, 3) and deletion (go
to 5.1.).
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4.1. For given i , construct a position x ∈ D and a velocity v ∈ R3 .
4.1.1. Generate x uniformly in the cell to which xi belongs.
4.1.2. Generate w ∈ R3 according to the density (cf. (3.17))
4 pi
Emax(xi, vi)
(
c0 + c1 ‖vi − w‖
)
M(xi, w) . (3.79)
4.1.3. If k = 3 , then choose v = w and go to 4.2.1.
4.1.4. Generate e ∈ S2 uniformly, calculate v = v′(vi, w, e) and go to 4.2.2.
4.2. For given i , x and v , construct an auxiliary parameter θ .
4.2.1. Generate w˜ ∈ R3 according to the density M(xi, v + w˜)/nM(xi) and go to
4.2.4.
4.2.2. Generate w˜ ∈ R3 according to the density M(xi, v + w˜)/nM(xi) .
4.2.3. With probability (cf. Remark 3.10)
1−
c0
‖vi−v+pivi−v(w˜)‖
+ c1
c0
‖vi−v‖ + c1
,
go to 4.2.2.
4.2.4. Compute θj = pivj−v(w˜) , j ∈ Il(i)(z) .
4.3. With probability (3.70), reject the creation event and go to 1.
4.4. Add the particle with position x , velocity v and sign (3.71) to the system and
go to 1.
5.1. For given i , choose w ∈ R3 according to the density (3.79).
5.2. With probability
1− Cβ ‖vi − w‖
β
c0 + c1 ‖vi − w‖ ,
reject the deletion event and go to 1.
5.3. Remove the particle (εi, xi, vi) from the system and go to 1.
In the case β = 0 (with c0 = C0 and c1 = 0), Algorithm 3.11 takes the form:
Algorithm 3.12 (Pseudo-Maxwell molecules)
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1. Make a time step with parameter
16 pi C0
N∑
i=1
nM(xi) .
Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities (3.20).
3. With probabilities 1/4 , choose between creation (k = 1, 2, 3) and deletion (go
to 5.).
4.1. For given i , construct a position x ∈ D and a velocity v ∈ R3 .
4.1.1. Generate x uniformly in the cell to which xi belongs.
4.1.2. Generate w ∈ R3 according to the density M(xi, w)/nM(xi) .
4.1.3. If k = 3 , then choose v = w and go to 4.2.1.
4.1.4. Generate e ∈ S2 uniformly, calculate v = v′(vi, w, e) and go to 4.2.2.
4.2. For given i , x and v , construct an auxiliary parameter θ .
4.2.1. Generate w˜ ∈ R3 according to the density M(xi, v + w˜)/nM(xi) and go to
4.2.4.
4.2.2. Generate w˜ ∈ R3 according to the density M(xi, v + w˜)/nM(xi) .
4.2.3. With probability
1− ‖vi − v‖‖vi − v + pivi−v(w˜)‖
,
go to 4.2.2.
4.2.4. Compute θj = pivj−v(w˜) , j ∈ Il(i)(z) .
4.3. With probability (cf. (3.72), (3.73), (3.75), (3.76))
1−
∣∣∣∑j∈Il(i)(z) εj h(x, xj)
[
2
‖vj−v‖ ‖vj−v+θj‖
(∫
Γ(vj−v)M(x, v + u) du
)
− piM(x, v)
]∣∣∣∑
j∈Il(i)(z) h(x, xj)
[
2
‖vj−v‖ ‖vj−v+θj‖
(∫
Γ(vj−v)M(x, v + u) du
)
+ piM(x, v)
] ,
(3.80)
reject the creation event and go to 1.
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4.4. Add the particle with position x , velocity v and sign
sign

 ∑
j∈Il(i)(z)
εj h(x, xj)× (3.81)
[
2
‖vj − v‖ ‖vj − v + θj‖
(∫
Γ(vj−v)
M(x, v + u) du
)
− piM(x, v)
])
to the system and go to 1.
5. Remove the particle (εi, xi, vi) from the system and go to 1.
In the case β = 1 (with c0 = 0 and c1 = C1), Algorithm 3.11 takes the form:
Algorithm 3.13 (Hard sphere model)
1. Make a time step with parameter
16 pi C1
N∑
i=1
∫
R3
‖vi − w‖M(xi, w) dw . (3.82)
Stop, when the final time is exceeded.
2. Choose an index i = 1, . . . , N according to the probabilities
1∑N
j=1
∫
R3 ‖vj − w‖M(xj, w) dw
∫
R3
‖vi − w‖M(xi, w) dw . (3.83)
3. With probabilities 1/4 , choose between creation (k = 1, 2, 3) and deletion (go
to 5.).
4.1. For given i , construct a position x ∈ D and a velocity v ∈ R3 .
4.1.1. Generate x uniformly in the cell to which xi belongs.
4.1.2. Generate w ∈ R3 according to the density
1∫
R3 ‖vi − u‖M(xi, u) du
‖vi − w‖M(xi, w) . (3.84)
4.1.3. If k = 3 , then choose v = w and go to 4.3.
4.1.4. Generate e ∈ S2 uniformly and calculate v = v′(vi, w, e) .
4.2. This step is redundant.
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4.3. With probability (cf. (3.72), (3.73), (3.75), (3.76))
1−
∣∣∣∑j∈Il(i)(z) εj h(x, xj)
[
2
‖vj−v‖
(∫
Γ(vj−v)M(x, v + u) du
)
− piM(x, v) ‖v − vj‖
]∣∣∣∑
j∈Il(i)(z) h(x, xj)
[
2
‖vj−v‖
(∫
Γ(vj−v)M(x, v + u) du
)
+ piM(x, v) ‖v − vj‖
] ,
(3.85)
reject the creation event and go to 1.
4.4. Add the particle with position x , velocity v and sign
sign

 ∑
j∈Il(i)(z)
εj h(x, xj)× (3.86)
[
2
‖vj − v‖
(∫
Γ(vj−v)
M(x, v + u) du
)
− piM(x, v) ‖v − vj‖
])
to the system and go to 1.
5. Remove the particle (εi, xi, vi) from the system and go to 1.
3.3 Implementation issues
3.3.1 Generating distributions
waiting time parameter
The integrals in (3.21) and (3.82) are explicitly known so that the sums can easily
be updated after each jump. Indeed, Lemma 6.6 with (cf. (2.11), (2.12))
V = V (x, v) = uM(x)− v , T = T (x) = k TM(x)
m
(3.87)
implies ∫
R3
‖w − v‖M(x, w) dw = (3.88)
nM(x)
√
2 T (x)
pi
[
exp
(−U2)+ ( 1
U
+ 2U
) √
pi
2
erf(U)
]
,
where
U = U(x, v) =
‖uM(x)− v‖√
2 T (x)
and
erf(s) =
2√
pi
∫ s
0
exp
(−r2) dr , s ≥ 0 . (3.89)
35
index distribution
The generation of the probabilities (3.22) and (3.83) is performed using the acceptance-
rejection technique. Since
‖w − v‖M(x, w) ≤ ‖w − uM(x)‖M(x, w) + ‖uM(x)− v‖M(x, w) (3.90)
and (cf. (2.11) and (3.88))∫
R3
[
‖w − uM(x)‖M(x, w) + ‖uM(x)− v‖M(x, w)
]
dw = (3.91)
nM(x)
[
2
√
2 T (x)/pi + ‖uM(x)− v‖
]
,
one obtains∫
R3
‖w − vi‖M(xi, w) dw ≤ nM(xi)
[
crel(z,m(i)) + 2
√
2 T (xi)/pi
]
, (3.92)
where m(i) is the index of the cell to which particle i belongs, and
crel(z,m) = max
i:xi∈Dm
‖vi − uM(xi)‖ , m = 1, . . . , lc . (3.93)
Thus, a cell index is generated according to the probabilities
∑
i:xi∈Dm nM (xi)
[
crel(z,m(i)) + 2
√
2 T (xi)/pi
]
∑N
i=1 nM(xi)
[
crel(z,m(i)) + 2
√
2 T (xi)/pi
] , m = 1, . . . , lc .
Inside the cell, the index i is chosen uniformly and accepted with probability (cf.
(3.88))
√
2 T (xi)/pi
[
exp (−U(xi, vi)2) +
(
1
U(xi,vi)
+ 2U(xi, vi)
) √
pi
2
erf(U(xi, vi))
]
crel(z,m(i)) + 2
√
2 T (xi)/pi
.
Remark 3.14 There are many alternatives, when applying the acceptance-rejection
technique. Instead of the right-hand side of (3.92), one may use a uniform majorant
over all cells. Instead of (3.93), one may also use shells in the velocity space (cf.
[16]) in order to obtain a more precise majorant.
velocity distribution
The generation of the densities (3.23) and (3.84) is performed using the acceptance-
rejection technique with the majorant (3.90). The velocity w is generated according
to the density
‖w − uM(xi)‖M(xi, w)
2nM(xi)
√
2 T (xi)/pi
, (3.94)
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with probability (cf. (3.91))
2
2 +
√
pi U(xi, vi)
,
and according to the density M(xi, w)/nM(xi) , with the remaining probability. It
is accepted with probability (cf. (3.90))
‖w − vi‖
‖w − uM(xi)‖+ ‖uM(xi)− vi‖ .
Remark 3.15 The acceptance rate in dependence on xi, vi takes the form (cf. (3.88),
(3.91)) [
2U(xi, vi) +
1
U(xi,vi)
] √
pi
2
erf (U(xi, vi)) + exp (−U(xi, vi)2)
2 +
√
pi U(xi, vi)
. (3.95)
Expression (3.95) equals 1 at U = 0 and U → ∞ . It has a minimum of about 0.7
for U between 1 and 2 . Thus, (3.90) seems to provide a rather efficient majorant.
rejection probability and sign
The expressions (3.80), (3.81), (3.85), (3.86) are explicitly known, due to the formula
∫
Γ(w−v)
M(x, v + y) dy =
nM(x)√
pi cM(x)
exp
(
−(uM(x)− v, w − v)
2
cM(x)2 ‖w − v‖2
)
, (3.96)
which follows from Lemma 6.8.
3.3.2 Comments on the implicit method
The implicit method (Algorithm 3.8) is ready for implementation provided that
the collision kernel B and its majorant kernel Bmax are such that the integrals (cf.
(3.65)) ∫
S2
B(v, w, e) de and
∫
S2
Bmax(v, w, e) de (3.97)
as well as the quantity Emax (cf. (3.11)) are explicitly known (and finite). All neces-
sary distributions (3.51), (3.66)–(3.69) can be generated directly or by appropriate
acceptance-rejection techniques. There are some specific parameters involved in the
method. Namely, rather general functions Bmax , q
(k) and q
(k)
max are used instead of
the simple choices
Bmax = B , q
(k) = K(k) , q(k)max = |K(k)| . (3.98)
The following comments are to illustrate the utility of these parameters.
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When choosing the parameters as in (3.98), explicit knowledge of the quantity
E is necessary for performing Steps 1 (waiting time) and 2 (choice of the index) of
the implicit method. Explicit knowledge of K(k) is needed for calculating both the
acceptance probability (3.70) and the signs (3.71) of the new particles (Steps 4.3
and 4.4).
The implicit method does not assume that the integrals in the representations
(3.24), (3.25) of the functions K(k) can be calculated analytically. Neither it assumes
explicit knowledge of the quantity E defined in (3.10). This becomes essential even
in the study of the variable hard sphere model. In this special case one obtains
K(k)(x, v; y, w) =
4Cβ h(x, y)
‖w − v‖
∫
Γ(w−v)
‖w − v + u‖β−1 M(x, v + u) du , k = 1, 2 ,
and
E(x, v) = 4 pi Cβ
∫
R3
‖v − w‖βM(x, w) dw .
These expressions do not seem to be analytically tractable in general, when β ∈
(0, 1) .
If the function E is explicitly known, then one can choose Bmax = B . It follows
that
Emax = E , K
(k)
max = |K(k)| , q(k)max(x, v, y, w, u) = |q(k)(x, v, y, w, u)| ,
and several steps of the algorithm simplify. We call the corresponding algorithm
the “semi-implicit method”. An example is Algorithm 3.12 for pseudo-Maxwell
molecules.
If the functions K(k) as well as the quantity E are explicitly known, then one
can make the choice (3.98). The behavior of the process does not depend on θ so
that the generation of θ becomes redundant. We call the corresponding algorithm
the “explicit method”. An example is Algorithm 3.13 for the hard-sphere model.
Remark 3.16 If the first integral in (3.97) is not explicitly known, then one can
introduce an additional parameter e ∈ S2 and consider
A(z, x, v, dθ) =
1
nM(x)
∫
R3
[
N∏
i=1
δpivi−v(w)(dθi)× p(e) de
]
M(x, v + w) dw ,
where p is a strictly positive probability density on S2 , and (cf. (3.26))
s(3)(z, i, x, v, θ) = −M(x, v) B(v, vi, e)
p(e)
.
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3.3.3 Clustering and cancellation effect
Here we discuss the choice of the partition {Il(z)} (cf. (3.33)). These index clusters
are involved in Steps 4.3 and 4.4 of the implicit method (Algorithm 3.8). On the
one hand, they influence the cancellation effect via the rejection probability (3.70).
The acceptance rate for handling the source term (creating particles) is (cf. (3.46))∑L(z)
l=1
∫
D
∫
R3
∫
Θ
|Sl(z, x, v, θ)|A(z, x, v, dθ) dv dx∑L(z)
l=1
∫
D
∫
R3
∫
Θ
gl(z, x, v, θ)A(z, x, v, dθ) dv dx
, (3.99)
where (cf. (3.34))
Sl(z, x, v, θ) = (3.100)∑
i∈Il(z)
εi
[
q(1)(x, v, xi, vi, θi) + q
(2)(x, v, xi, vi, θi) +K
(3)(x, v; xi, vi)
]
and (cf. (3.44))
gl(z, x, v, θ) = (3.101)∑
i∈Il(z)
[
q(1)max(x, v, xi, vi, θi) + q
(2)
max(x, v, xi, vi, θi) +K
(3)
max(x, v; xi, vi)
]
.
Note that the denominator in formula (3.99) does not depend on the choice of the
clusters, since
L(z)∑
l=1
∫
D
∫
R3
∫
Θ
gl(z, x, v, θ)A(z, x, v, dθ) dv dx =
N∑
i=1
∫
D
∫
R3
∫
Θ
[
q(1)max(x, v, xi, vi, θi) + q
(2)
max(x, v, xi, vi, θi) +K
(3)
max(x, v; xi, vi)
]
.
When positive and negative terms in expression (3.100) cancel each other, the prob-
ability of rejection becomes bigger so that less particles are created. On the other
hand, big clusters reduce the efficiency of the method, due to the summations in-
volved in formulas (3.100) and (3.101). Thus, it is important to avoid frequent
summations over big subsystems.
The following two extremal choices illustrate the problem.
Example 3.17 (one cluster) If there is only one cluster
I1(z) = {1, . . . , N} ,
then the nominator in formula (3.99) takes the form
∫
D
∫
R3
∫
Θ
∣∣∣∣∣
N∑
i=1
εi
[
q(1)(x, v, xi, vi, θi) + q
(2)(x, v, xi, vi, θi) +K
(3)(x, v; xi, vi)
]∣∣∣∣∣×
A(z, x, v, dθ) dv dx .
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This expression is the smallest over all choices of cluster systems. Thus, the can-
cellation effect is the strongest (less particles are created), but the effort for each
particle significantly increases.
Example 3.18 (single particle clusters) In the case of single particle clusters,
Il(z) = {l} , l = 1, . . . , L(z) = N ,
the nominator in formula (3.99) takes the form
N∑
i=1
∫
D
∫
R3
∫
Θ
∣∣q(1)(x, v, xi, vi, θi) + q(2)(x, v, xi, vi, θi) +K(3)(x, v; xi, vi)∣∣×
A(z, x, v, dθ) dv dx .
This expression is the biggest over all choices of cluster systems. Still there is some
cancellation due to sign change of q(1), q(2) (positive) and K(3) (negative).
There is considerable freedom in choosing the clusters. It is possible that they
depend on the state of the process, or on the Maxwellian. The clusters can be
changed at the beginning of each collision time step.
In order to obtain sufficient cancellation, the clusters should combine positive
and negative particles with similar velocities. The last example provides a choice
that seems to be quite reasonable.
Example 3.19 (clustering with velocity cells) Let {Cl}l=1,...,L be a finite par-
tition of the velocity space R3 and
Il(z) =
{
i = 1, . . . , N : vi ∈ Cl
}
, l = 1, . . . , L .
If there is a big cloud of particles with different signs but similar velocities, then
these particles are actually redundant and will be canceled rather efficiently by the
algorithm.
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4 Collision step for the nonlinear BE
In this section we first study the evolution of the particle system (2.13) during the
collision step, when only the nonlinear part on the right-hand side of equation (2.21)
or (in the weak form) (2.23) is taken into account. We generalize the collision process
and the source-sink process from the previous section to the nonlinear case. Finally,
the algorithms for the linear and the nonlinear parts are combined to cover the full
Boltzmann equation.
Consider states z of the form (3.3). In the algorithms, the sub-processes in
different spatial cells (cf. (2.9)) are generated independently. Let
Nm(z) = #{i = 1, . . . , N : xi ∈ Dm} , m = 1, . . . , lc , (4.1)
denote the number of particles in the cell Dm .
4.1 Collision process
4.1.1 Generator and limiting equation
Introduce the generator
AΦ(z) = g
(n)
2
N∑
i,j=1
∫
S2
[Φ(J(z, i, j, e))− Φ(z)] h(xi, xj)B(vi, vj, e) de (4.2)
where J replaces (εi, xi, vi) and (εj , xj, vj) by
• if εi = εj = 1 , then
(εi, xi, v
′(vi, vj, e)) and (εj, xj , w′(vi, vj, e)) (4.3)
• if εi = 1 and εj = −1 , then
(−εi, xi, v′(vi, vj, e)) , (εj, xj, w′(vi, vj, e)) and (εi, xi, vi) , (εi, xi, vi)
(4.4)
• if εi = −1 and εj = 1 , then
(εi, xi, v
′(vi, vj, e)) , (−εj, xj , w′(vi, vj, e)) and (εj, xj , vj) , (εj, xj , vj)
(4.5)
• if εi = εj = −1 , then
(−εi, xi, v′(vi, vj , e)) , (−εj , xj , w′(vi, vj , e)) and (4.6)
(εi, xi, vi) , (εi, xi, vi) , (εj, xj , vj) , (εj, xj , vj) .
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According to (4.4), (4.5), a “+/−”-collision creates two negative particles and dou-
bles the old positive particle. According to (4.6), a “−/−”-collision creates two
positive particles and doubles both old particles.
Introduce I+ and I− as the sets of indices corresponding to positive and negative
signs, respectively. Then one obtains∑
i,j∈I+
h(xi, xj)B(vi, vj, e)×
[
εi ϕ(xi, v
′(vi, vj , e)) + εj ϕ(xj , w
′(vi, vj, e))− εi ϕ(xi, vi)− εj ϕ(xj , vj)
]
=∑
i,j∈I+
h(xi, xj)B(vi, vj, e)× (4.7)
[
ϕ(xi, v
′(vi, vj, e)) + ϕ(xj , w′(vi, vj, e))− ϕ(xi, vi)− ϕ(xj, vj)
]
εi εj ,
∑
i∈I+, j∈I−
h(xi, xj)B(vi, vj, e)
[
− εi ϕ(xi, v′(vi, vj, e))+
εj ϕ(xj, w
′(vi, vj, e)) + 2 εi ϕ(xi, vi)− εi ϕ(xi, vi)− εj ϕ(xj , vj)
]
=∑
i∈I+, j∈I−
h(xi, xj)B(vi, vj, e)× (4.8)
[
ϕ(xi, v
′(vi, vj , e)) + ϕ(xj, w′(vi, vj, e))− ϕ(xi, vi)− ϕ(xj , vj)
]
εi εj
and ∑
i,j∈I−
h(xi, xj)B(vi, vj, e)
[
− εi ϕ(xi, v′(vi, vj, e))− εj ϕ(xj , w′(vi, vj, e))+
2 εi ϕ(xi, vi) + 2 εj ϕ(xj , vj)− εi ϕ(xi, vi)− εj ϕ(xj , vj)
]
=∑
i,j∈I−
h(xi, xj)B(vi, vj, e)× (4.9)
[
ϕ(xi, v
′(vi, vj , e)) + ϕ(xj , w
′(vi, vj , e))− ϕ(xi, vi)− ϕ(xj , vj)
]
εi εj .
Using the test functions (3.5) and (4.7)-(4.9), one obtains
AΦ(Z(t)) = (g
(n))2
2
N(n)(t)∑
i,j=1
ε
(n)
i (t) ε
(n)
j (t) h(X
(n)
i (t), X
(n)
j (t))×∫
S2
B(V
(n)
i (t), V
(n)
j (t), e)
[
ϕ(X
(n)
i (t), v
′(V (n)i (t), V
(n)
j (t), e)) +
ϕ(X
(n)
j (t), w
′(V (n)i (t), V
(n)
j (t), e))− ϕ(X(n)i (t), V (n)i (t))− ϕ(X(n)j (t), V (n)j (t))
]
de
=
1
2
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(y, w′(v, w, e))− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e) de µ(n)(t, dy, dw)µ(n)(t, dx, dv)
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leading (as n→∞) to the limiting equations
d
dt
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx = (4.10)
1
2
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(y, w′(v, w, e))− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e) fd(t, y, w) fd(t, x, v) de dw dy dv dx
or
∂
∂t
fd(t, x, v) =
∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)×[
fd(t, x, v
′) fd(t, y, w′)− fd(t, x, v) fd(t, y, w)
]
de dw dy .
4.1.2 General simulation procedure
Rewrite the generator (4.2) in the form
AΦ(z) =
∫
[Φ(z˜)− Φ(z)]λ(z, dz˜) , (4.11)
where
λ(z, dz˜) =
g(n)
2
N∑
i,j=1
h(xi, xj)×
{∫
S2
δJ(z,i,j,e)(dz˜)B(vi, vj , e) de+ δz(dz˜)
[
E˜0(z,m(i))−
∫
S2
B(vi, vj , e) de
]}
and
E˜0(z,m) ≥
∫
S2
B(vi, vj , e) de , ∀ i, j : xi, xj ∈ Dm . (4.12)
The representation (4.11) suggests the following algorithm:
1. Make a time step with parameter (cf. (4.1))
1
2 |Dm| g
(n)Nm(z)
2 E˜0(z,m) . (4.13)
Stop, when the final time is exceeded.
2. Choose indices i, j : xi, xj ∈ Dm uniformly.
3. With probability
1−
∫
S2 B(vi, vj , e) de
E˜0(z,m)
,
reject the indices i, j and go to 1.
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4. For given i, j , generate e ∈ S2 according to the density
B(vi, vj , e)∫
S2 B(vi, vj, u) du
.
5. Replace (εi, xi, vi) and (εj, xj , vj) according to (4.3)–(4.6) and go to 1.
In the variable hard sphere model (3.2) we choose (cf. (4.12))
E˜0(z,m) = 4 pi Cβ Vrel(z,m)
β ,
where
Vrel(z,m) ≥ ‖vi − vj‖ , ∀ i, j : xi, xj ∈ Dm . (4.14)
The general simulation procedure takes the form:
Algorithm 4.1 (Variable hard sphere model)
1. Make a time step with parameter
2 pi Cβ
|Dm| g
(n)Nm(z)
2 Vrel(z,m)
β .
Stop, when the final time is exceeded.
2. Choose indices i, j : xi, xj ∈ Dm uniformly.
3. With probability
1− ‖vi − vj‖
β
Vrel(z,m)β
,
reject the indices i, j and go to 1.
4. For given i, j , generate e ∈ S2 uniformly.
5. Replace (εi, xi, vi) and (εj, xj , vj) according to (4.3)–(4.6) and go to 1.
4.2 Source-sink process
4.2.1 Generator and limiting equation
source term
Introduce
K
(1)
δ (x, v; y1, w1, y2, w2) = (4.15)
4 h(x, y1) h(x, y2)
‖w2 − v‖
∫
Γ(w2−v)
b
(
‖w2 − v + u‖, 2 ‖w2−v‖
2
‖w2−v+u‖2 − 1
)
‖w2 − v + u‖ hδ(v − w1 + u) du ,
44
K
(2)
δ (x, v; y1, w1, y2, w2) = (4.16)
4 h(x, y1) h(x, y2)
‖w2 − v‖
∫
Γ(w2−v)
b
(
‖w2 − v + u‖, 1− 2 ‖w2−v‖
2
‖w2−v+u‖2
)
‖w2 − v + u‖ hδ(v − w1 + u) du
and
K
(3)
δ (x, v; y1, w1, y2, w2) = −h(x, y1) h(x, y2) hδ(v − w1)
∫
S2
B(v, w2, e) de , (4.17)
where hδ , δ > 0 , is a rotationally symmetric smoothing kernel on R3 . It follows
from Lemma 6.3 and Corollary 6.4 (with γ(v) = hδ(v − w1)) that∫
D
∫
R3
ϕ(x, v)K
(k)
δ (x, v; y1, w1, y2, w2) dv dx = (4.18)∫
D
∫
R3
ϕ(x, v) ν
(k)
δ (y1, w1, y2, w2; dx, dv) , k = 1, 2 ,
where
ν
(1)
δ (y1, w1, y2, w2; dx, dv) = (4.19)
h(x, y1) h(x, y2) dx
∫
R3
∫
S2
δv′(w2,u,e)(dv)B(w2, u, e) hδ(u− w1) de du
and
ν
(2)
δ (y1, w1, y2, w2; dx, dv) = (4.20)
h(x, y1) h(x, y2) dx
∫
R3
∫
S2
δw′(w2,u,e)(dv)B(w2, u, e) hδ(u− w1) de du .
Define
Eδ(w1, w2) =
∫
R3
∫
S2
B(w2, u, e) hδ(u− w1) de du (4.21)
and note that ∫
D
h(x, y1) h(x, y2) dx = h(y1, y2) .
It follows from (4.17)–(4.20) that (cf. (6.8))∫
D
∫
R3
|K(k)δ (x, v; y1, w1, y2, w2)| dv dx = h(y1, y2)Eδ(w1, w2) .
Consider probability measures Aδ and functions s
(k)
δ such that (cf. (3.32))∫
Θ
s
(k)
δ (z, i, j, x, v, θ)Aδ(z, i, x, v, dθ) = K
(k)
δ (x, v; xi, vi, xj , vj) . (4.22)
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Introduce the terms (cf. (3.33))
Sδ,l(z, i, x, v, θ) = g
(n)
∑
j∈Il(z)
εi εj
3∑
k=1
s
(k)
δ (z, i, j, x, v, θ) . (4.23)
Consider the generator
ASΦ(z) =
N∑
i=1
L(z)∑
l=1
∫
D
∫
R3
∫
Θ
[
Φ(Jδ,0,l(z, i, x, v, θ))− Φ(z)
]
×
|Sδ,l(z, i, x, v, θ)|Aδ(z, i, x, v, dθ) dv dx , (4.24)
where Jδ,0,l(z, i, x, v, θ) adds a particle
(signSδ,l(z, i, x, v, θ), x, v)
to the system. Using test functions (3.5), one obtains (cf. (4.18)–(4.20))
ASΦ(Z(t)) = g(n)
N∑
i=1
L(Z(t))∑
l=1
∫
D
∫
R3
∫
Θ
ϕ(x, v)Sδ,l(Z(t), i, x, v, θ)Aδ(z, i, x, v, dθ) dv dx
= (g(n))2
N∑
i,j=1
εi(t) εj(t)
3∑
k=1
∫
D
∫
R3
ϕ(x, v)K
(k)
δ (x, v;Xi(t), Vi(t), Xj(t), Vj(t)) dv dx
= (g(n))2
N∑
i,j=1
εi(t) εj(t)
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(Vj(t), u, e)) + ϕ(x, w
′(Vj(t), u, e))
]
×
h(x,Xi(t)) h(x,Xj(t))B(Vj(t), u, e) hδ(u− Vi(t)) de du dx−
(g(n))2
N∑
i,j=1
εi(t) εj(t)
∫
D
∫
R3
∫
S2
ϕ(x, v)×
h(x,Xi(t)) h(x,Xj(t))B(v, Vj(t), e) hδ(v − Vi(t)) de dv dx
=
∫
D
∫
R3
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(w2, u, e)) + ϕ(x, w′(w2, u, e))
]
×
h(x, y1) h(x, y2)B(w2, u, e) hδ(u− w1) de du dxµ(n)(t, dy1, dw1)µ(n)(t, dy2, dw2)−∫
D
∫
R3
∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(x, v)×
h(x, y1) h(x, y2)B(v, w2, e) hδ(v − w1) de dv dxµ(n)(t, dy1, dw1)µ(n)(t, dy2, dw2)
leading (as n→∞) to the expression∫
D
∫
R3
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(w2, u, e)) + ϕ(x, w′(w2, u, e))
]
h(x, y1) h(x, y2)×
B(w2, u, e) hδ(u− w1) de du dx fd(t, y1, w1) fd(t, y2, w2) dw1 dy1 dw2 dy2 −∫
D
∫
R3
∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(x, v) h(x, y1) h(x, y2)×
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B(v, w2, e) hδ(v − w1) de dv dx fd(t, y1, w1) fd(t, y2, w2) dw1 dy1 dw2 dy2
=
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(w2, u, e)) + ϕ(x, w′(w2, u, e))
]
×
h(x, y2)B(w2, u, e) f˜
(δ)
d (t, x, u) fd(t, y2, w2) de du dx dw2 dy2 −∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(x, v)×
h(x, y2)B(v, w2, e) f˜
(δ)
d (t, x, v) fd(t, y2, w2) de dv dx dw2 dy2
=
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(x, w′(v, w, e))
]
×
h(x, y)B(v, w, e) f˜
(δ)
d (t, x, w) fd(t, y, v) de dwdx dv dy −∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(x, w)× (4.25)
h(x, y)B(v, w, e) f˜
(δ)
d (t, x, w) fd(t, y, v) de dwdx dv dy ,
where
f
(δ)
d (t, x, v) =
∫
R3
hδ(v − u) fd(t, x, u) du (4.26)
and (cf. (2.7), (2.22))
f˜
(δ)
d (t, x, v) =
∫
D
h(x, y) f
(δ)
d (t, y, v) dy . (4.27)
sink term
Consider functions sˆδ such that (cf. (4.21))∫
R3
sˆδ(z, j, i, v) hδ(v) dv = h(xi, xj)Eδ(vj , vi) . (4.28)
Introduce the terms
Sˆδ,l(z, i, v) = g
(n)
∑
j∈Il(z)
εj sˆδ(z, j, i, v) , (4.29)
Sˆ+δ,l(z, i, v) =
{
Sˆδ,l(z, i, v) , if Sˆδ,l(z, i, v) ≥ 0 ,
0 , otherwise ,
and
Sˆ−δ,l(z, i, v) =
{ −Sˆδ,l(z, i, v) , if Sˆδ,l(z, i, v) < 0 ,
0 , otherwise .
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Consider the generator
AEΦ(z) =
N∑
i=1
L(z)∑
l=1
∫
R3
{[
Φ(Jˆ0(z, i))− Φ(z)
]
Sˆ−δ,l(z, i, v) + (4.30)
[
Φ(Jˆ1(z, i))− Φ(z)
]
Sˆ+δ,l(z, i, v)
}
hδ(v) dv ,
where Jˆ0(z, i) adds a particle (εi, xi, vi) to the system and Jˆ1(z, i) removes particle
(εi, xi, vi) from the system.
Using test functions (3.5), one obtains
AEΦ(Z(t)) =
g(n)
N∑
i=1
L(z)∑
l=1
∫
R3
εi(t)ϕ(Xi(t), Vi(t))
[
Sˆ−δ,l(Z(t), i, v)− Sˆ+δ,l(Z(t), i, v)
]
hδ(v) dv
= −g(n)
N∑
i=1
L(z)∑
l=1
∫
R3
εi(t)ϕ(Xi(t), Vi(t)) Sˆδ,l(Z(t), i, v) hδ(v) dv
= −(g(n))2
N∑
i,j=1
∫
R3
εi(t) εj(t)ϕ(Xi(t), Vi(t)) sˆδ(Z(t), j, i, v) hδ(v) dv
= −(g(n))2
N∑
i,j=1
εi(t) εj(t)ϕ(Xi(t), Vi(t)) h(Xi(t), Xj(t))Eδ(Vj(t), Vi(t))
= −
∫
D
∫
R3
∫
D
∫
R3
∫
R3
∫
S2
ϕ(x, v)×
h(x, y)B(v, u, e) hδ(u− w) de du µn(t, dy, dw)µn(t, dx, dv)
leading (as n→∞) to the term (cf. (4.26), (4.27))
−
∫
D
∫
R3
∫
D
∫
R3
∫
R3
∫
S2
ϕ(x, v)×
h(x, y)B(v, u, e) hδ(u− w) de du fd(t, y, w) fd(t, x, v) dy dw dx dv
= −
∫
D
∫
R3
∫
R3
∫
S2
ϕ(x, v)B(v, u, e) f˜
(δ)
d (t, x, u) fd(t, x, v) de du dx dv (4.31)
= −
∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(x, v) h(x, y)B(v, w, e) f˜
(δ)
d (t, x, w) fd(t, x, v) de dy dw dx dv
= −
∫
D
∫
R3
∫
D
∫
R3
∫
S2
ϕ(y, v) h(x, y)B(v, w, e) f˜
(δ)
d (t, x, w) fd(t, y, v) de dy dw dx dv .
Note that f˜
(δ)
d is constant in the cells.
limiting equation
According to (4.25) and (4.31), the process with the generator
1
2
(
AS +AE
)
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corresponds to the limiting equation (cf. (2.20))
d
dt
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx = (4.32)
1
2
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(x, w′(v, w, e))− ϕ(x, w)− ϕ(y, v)
]
×
h(x, y)B(v, w, e) f˜
(δ)
d (t, x, w) fd(t, y, v) de dw dy dv dx .
Removing the test function one obtains the equation
∂
∂t
fd(t, x, v) =
1
2
∫
D
∫
R3
∫
S2
h(x, y)B(v, w, e)
[
f˜
(δ)
d (t, x, w
′) fd(t, y, v
′)+
f˜
(δ)
d (t, x, v
′) fd(t, y, w′)− f˜ (δ)d (t, x, v) fd(t, y, w)− f˜ (δ)d (t, y, w) fd(t, x, v)
]
de dw
=
1
2
∫
R3
∫
S2
B(v, w, e)
[
f˜
(δ)
d (t, x, w
′) f˜d(t, x, v′) +
f˜
(δ)
d (t, x, v
′) f˜d(t, x, w
′)− f˜ (δ)d (t, x, v) f˜d(t, x, w)− f˜ (δ)d (t, x, w) fd(t, x, v)
]
de dw .
Note the analogy with (3.36) and (3.37).
4.2.2 The implicit method
source term
Lemma 4.2 Let the smoothing kernel hδ be a Maxwellian, i.e.
hδ(v) =
1
(2pi δ)3/2
exp
(
−‖v‖
2
2 δ
)
, δ > 0 . (4.33)
Consider the parameter set (3.54) and the probability measures (cf. (3.55))
Aδ(z, i, x, v, dθ) =
∫
R3
[
N∏
j=1
δpivj−v(w)(dθj)
]
hδ(v − vi + w) dw .
Consider functions
q
(1)
δ (x, v; y1, w1, y2, w2, u) =
4 h(x, y1) h(x, y2)
‖w2 − v‖ × (4.34)[∫
Γ(w2−v)
hδ(v − w1 + c) dc
] b(‖w2 − v + u‖, 2 ‖w2−v‖2‖w2−v+u‖2 − 1
)
‖w2 − v + u‖ ,
q
(2)
δ (x, v; y1, w1, y2, w2, u) =
4 h(x, y1) h(x, y2)
‖w2 − v‖ × (4.35)[∫
Γ(w2−v)
hδ(v − w1 + c) dc
] b(‖w2 − v + u‖, 1− 2 ‖w2−v‖2‖w2−v+u‖2
)
‖w2 − v + u‖
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and
q
(3)
δ (x, v; y1, w1, y2, w2, u) = K
(3)
δ (x, v; y1, w1, y2, w2) . (4.36)
Then the functions
s
(k)
δ (z, i, j, x, v, θ) = q
(k)
δ (x, v, xi, vi, xj, vj , θj) , k = 1, 2, 3 , (4.37)
satisfy assumption (4.22).
Proof. One obtains∫
Θ
s
(1)
δ (z, i, j, x, v, θ)Aδ(z, i, x, v, dθ) =∫
R3
q
(1)
δ (x, v, xi, vi, xj, vj , pivj−v(w)) hδ(v − vi + w) dw
=
4 h(x, xi) h(x, xj)
‖vj − v‖
[∫
Γ(vj−v)
hδ(v − vi + c) dc
]
×
∫
R3
b
(
‖vj − v + pivj−v(w)‖, 2 ‖vj−v‖
2
‖vj−v+pivj−v(w)‖2
− 1
)
‖vj − v + pivj−v(w)‖
hδ(v − vi + w) dw
so that (4.22) (with k = 1) is a consequence of Lemma 6.8 (cf. (3.64)) and (4.33).
The case k = 2 is treated analogously, and the case k = 3 is obvious. 
Define K
(k)
δ,max , Eδ,max , q
(k)
δ,max and s
(k)
δ,max in analogy with (4.15)–(4.17), (4.21) and
(4.34)–(4.37), respectively, with b replaced by bmax , and taking the absolute value
(in case k = 3). Introduce an upper bound
E˜δ,max(z,m) ≥ Eδ,max(vi, vj) , ∀ i, j : xi, xj ∈ Dm . (4.38)
Consider functions (cf. (4.23))
gδ,l(z, i, x, v, θ) = g
(n)
∑
j∈Il(z)
3∑
k=1
s
(k)
δ,max(z, i, j, x, v, θ)
and measures (cf. (3.45), (4.24))
λδ,0,l(z, i, x, v, θ, dz˜) =
δJδ,0,l(z,i,x,v,θ)(dz˜)
|Sδ,l(z, i, x, v, θ)|
gδ,l(z, i, x, v, θ)
+ δz(dz˜)
gδ,l(z, i, x, v, θ)− |Sδ,l(z, i, x, v, θ)|
gδ,l(z, i, x, v, θ)
.
The generator (4.24) takes the form
ASΦ(z) =
N∑
i=1
L(z)∑
l=1
∫
D
∫
R3
∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λδ,0,l(z, i, x, v, θ, dz˜)
)
×
gδ,l(z, i, x, v, θ)Aδ(z, i, x, v, dθ) dv dx
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= g(n)
N∑
i,j=1
3∑
k=1
∫
D
∫
R3
∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λδ,0,l(j)(z, i, x, v, θ, dz˜)
)
×
s
(k)
δ,max(z, i, j, x, v, θ)Aδ(z, i, x, v, dθ) dv dx
= g(n)
N∑
i,j=1
h(xi, xj)Eδ,max(vi, vj)×
3∑
k=1
∫
D
∫
R3
{∫
Θ
(∫ [
Φ(z˜)− Φ(z)
]
λδ,0,l(j)(z, i, x, v, θ, dz˜)
)
× (4.39)
s
(k)
δ,max(z, i, j, x, v, θ)
K
(k)
δ,max(x, v; xi, vi, xj , vj)
Aδ(z, i, x, v, dθ)
}
K
(k)
δ,max(x, v; xi, vi, xj , vj)
h(xi, xj)Eδ,max(vi, vj)
dv dx+
3 g(n)
N∑
i,j=1
h(xi, xj)
(
E˜δ,max(z,m(i))− Eδ,max(vi, vj)
)∫ [
Φ(z˜)− Φ(z)
]
δz(dz˜) ,
where l(j) is the index of the cluster to which the particle j belongs and m(i) is the
index of the cell to which particle i belongs.
sink term
Consider the function
sˆδ(z, j, i, v) = h(xi, xj)
∫
S2
B(vi, vj − v, e) de , (4.40)
which satisfies assumption (4.28). If Eδ is explicitly known, then one can choose (cf.
(4.21))
sˆδ(z, j, i, v) = h(xi, xj)Eδ(vj , vi) . (4.41)
Define sˆδ,max in analogy with (4.40) and (4.41), respectively, where B is replaced by
Bmax . Consider functions (cf. (4.29))
gˆδ,l(z, i, v) = g
(n)
∑
j∈Il(z)
sˆδ,max(z, j, i, v)
and measures
λˆ1,l(z, i, v, dz˜) =
δJˆ0(z,i)(dz˜)
Sˆ−δ,l(z, i, v)
gˆδ,l(z, i, v)
+ δJˆ1(z,i)(dz˜)
Sˆ+δ,l(z, i, v)
gˆδ,l(z, i, v)
+ δz(dz˜)
gˆδ,l(z, i, v)− |Sˆδ,l(z, i, v)|
gˆδ,l(z, i, v)
.
The generator (4.30) takes the form
AEΦ(z) =
N∑
i=1
L(z)∑
l=1
∫
R3
(∫ [
Φ(z˜)− Φ(z)
]
λˆ1,l(z, i, v, dz˜)
)
gˆδ,l(z, i, v) hδ(v) dv
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= g(n)
N∑
i,j=1
∫
R3
(∫ [
Φ(z˜)− Φ(z)
]
λˆ1,l(j)(z, i, v, dz˜)
)
sˆδ,max(z, j, i, v) hδ(v) dv
= g(n)
N∑
i,j=1
∫
R3
(∫ [
Φ(z˜)− Φ(z)
]
λˆ1,l(i)(z, j, v, dz˜)
)
sˆδ,max(z, i, j, v) hδ(v) dv
= g(n)
N∑
i,j=1
h(xi, xj)Eδ,max(vi, vj)× (4.42)
∫
R3
(∫ [
Φ(z˜)− Φ(z)
]
λˆ1,l(i)(z, j, v, dz˜)
)
sˆδ,max(z, i, j, v)
h(xi, xj)Eδ,max(vi, vj)
hδ(v) dv +
g(n)
N∑
i,j=1
h(xi, xj)
(
E˜δ,max(z,m(i))− Eδ,max(vi, vj)
)∫ [
Φ(z˜)− Φ(z)
]
δz(dz˜) .
pathwise behavior
The representations (4.39) and (4.42) suggest the following algorithm:
Algorithm 4.3 (Implicit method)
1. Make a time step with parameter (cf. (4.1))
2
|Dm| g
(n)Nm(z)
2 E˜δ,max(z,m) . (4.43)
Stop, when the final time is exceeded.
2. Choose indices i, j : xi, xj ∈ Dm uniformly.
3. With probability (cf. (6.19))
1−
∫
R3
∫
S2 Bmax(vj , u, e)Mvi,δ(u) de du
E˜δ,max(z,m)
, (4.44)
go to 1.
4. With probabilities 1/4 , choose k = 1, 2, 3 or go to 6.
5. Perform a jump according to the source term with index k .
5.1. For given i, j , generate x ∈ D and v ∈ R3 according to the density (cf. (4.17)–
(4.20))
1
h(xi, xj)Eδ,max(vi, vj)
K
(k)
δ,max(x, v; xi, vi, xj , vj) .
5.1.1. Generate x uniformly in the cell Dm .
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5.1.2. Generate w ∈ R3 according to the density
1
Eδ,max(vi, vj)
(∫
S2
Bmax(vj , w, e) de
)
Mvi,δ(w) .
5.1.3. If k = 3 , then choose v = w and go to 5.2.
5.1.4. For given w , generate e ∈ S2 according to the density
Bmax(vj , w, e)∫
S2 Bmax(vj , w, u) du
.
5.1.5. If k = 1 , then calculate v = v′(vj , w, e) and go to 5.2.
5.1.6. Calculate v = w′(vj, w, e) .
5.2. For given i, j, x and v , generate the auxiliary parameter θ according to the
distribution (cf. Remark 3.7)
1
K
(k)
δ,max(x, v; xi, vi, xj , vj)
s
(k)
δ,max(z, i, j, x, v, θ)Aδ(z, i, x, v, dθ) .
5.2.1. Generate w˜ ∈ R3 according to the density
1
K
(k)
δ,max(x, v; xi, vi, xj, vj)
q
(k)
δ,max(x, v, xi, vi, xj, vj , pivj−v(w˜))Mvi,δ(v + w˜) .
(4.45)
5.2.2. Compute
θα = pivα−v(w˜) , α ∈ Il(j)(z) .
5.3. With probability
1− |Sδ,l(j)(z, i, x, v, θ)|
gδ,l(j)(z, i, x, v, θ)
= (4.46)
1−
∣∣∣∑α∈Il(j)(z)∑3k=1 εi εα q(k)δ (x, v, xi, vi, xα, vα, θα)
∣∣∣∑
α∈Il(j)(z)
∑3
k=1 q
(k)
δ,max(x, v, xi, vi, xα, vα, θα)
,
go to 1.
5.4. Add the particle with position x , velocity v and sign
signSδ,l(j)(z, i, x, v, θ) = (4.47)
sign

 ∑
α∈Il(j)(z)
3∑
k=1
εi εα q
(k)
δ (x, v, xi, vi, xα, vα, θα)


to the system and go to 1.
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6. Perform a jump according to the sink term.
6.1. For given i, j , generate v ∈ R3 according to the density
|Dm|
Eδ,max(vi, vj)
sˆδ,max(z, i, j, v)M0,δ(v) .
6.2. With probability
1− |Sˆδ,l(i)(z, j, v)|
gˆδ,l(i)(z, j, v)
= 1−
∣∣∣∑α∈Il(i)(z) εα sˆδ(z, α, j, v)
∣∣∣∑
α∈Il(i)(z) sˆδ,max(z, α, j, v)
,
go to 1.
6.3. If ∑
α∈Il(i)(z)
εα sˆδ(z, α, j, v) > 0 ,
then delete particle i and go to 1.
6.4. Double particle i and go to 1.
4.2.3 Variable hard sphere model
In the case (3.2) one obtains from (4.15), (4.16), (4.21), (4.34)-(4.36)) (with (4.33))
K
(k)
δ (x, v; y1, w1, y2, w2) = (4.48)
4Cβ h(x, y1) h(x, y2)
‖w2 − v‖
∫
Γ(w2−v)
‖w2 − v + u‖β−1Mw1,δ(v + u) du ,
Eδ(w1, w2) = 4pi Cβ
∫
R3
‖w2 − u‖βMw1,δ(u) du ,
q
(k)
δ (x, v; y1, w1, y2, w2, u) =
4Cβ h(x, y1) h(x, y2)
‖w2 − v‖
(∫
Γ(w2−v)
Mw1,δ(v + c) dc
)
‖w2 − v + u‖β−1 ,
q
(3)
δ (x, v; y1, w1, y2, w2, u) =
K
(3)
δ (x, v; y1, w1, y2, w2) = −4pi Cβ h(x, y1) h(x, y2)Mw1,δ(v)‖v − w2‖β ,
and (with (3.17))
K
(k)
δ,max(x, v; y1, w1, y2, w2) =
4 h(x, y1) h(x, y2)
‖w2 − v‖ ×[
c0
∫
Γ(w2−v)
1
‖w2 − v + u‖Mw1,δ(v + u) du+ c1
∫
Γ(w2−v)
Mw1,δ(v + u) du
]
,
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Eδ,max(w1, w2) = 4pi
[
c0 + c1
∫
R3
‖w2 − u‖Mw1,δ(u) du
]
, (4.49)
q
(k)
δ,max(x, v; y1, w1, y2, w2, u) =
4 h(x, y1) h(x, y2)
‖w2 − v‖
(∫
Γ(w2−v)
Mw1,δ(v + c) dc
)[
c0
‖w2 − v + u‖ + c1
]
,
q
(3)
δ,max(x, v; y1, w1, y2, w2, u) =
K
(3)
δ,max(x, v; y1, w1, y2, w2) = 4pi h(x, y1) h(x, y2)Mw1,δ(v)
[
c0 + c1 ‖v − w2‖
]
,
for k = 1, 2 . Lemma 6.6 implies (cf. (3.89))
∫
R3
‖w2 − u‖Mw1,δ(u) du =
√
2 δ
pi
×{[
2
‖w1 − w2‖√
2 δ
+
√
2 δ
‖w1 − w2‖
] √
pi
2
erf
(‖w1 − w2‖√
2 δ
)
+ exp
(
−‖w1 − w2‖
2
2 δ
)}
≤ ‖w1 − w2‖+ 2
√
2 δ
pi
. (4.50)
According to (4.38), we choose (cf. (4.49), (4.50), (4.14))
E˜δ,max(z,m) = 4pi
[
c0 + c1
(
Vrel(z,m) + 2
√
2 δ
pi
)]
.
According to the choice (4.40), one obtains
sˆδ(z, j, i, v) = 4pi Cβ h(xi, xj) ‖vi − vj + v‖β
and
sˆδ,max(z, j, i, v) = 4pi h(xi, xj)
[
c0 + c1 ‖vi − vj + v‖
]
.
Density (4.45) is generated by an acceptance-rejection technique (cf. Remark 3.10).
The implicit method (Algorithm 4.3) takes the form:
Algorithm 4.4 (Variable hard sphere model)
1. Make a time step with parameter
8pi g(n)Nm(z)
2
|Dm|
[
c0 + c1
(
Vrel(z,m) + 2
√
2 δ
pi
)]
.
Stop, when the final time is exceeded.
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2. Choose indices i, j : xi, xj ∈ Dm uniformly.
3. With probability
1− c0 + c1
∫
R3 ‖vj − u‖Mvi,δ(u) du
c0 + c1
(
Vrel(z,m) + 2
√
2 δ/pi
) , (4.51)
go to 1.
4. With probabilities 1/4 , choose k = 1, 2, 3 or go to 6.
5. Perform a jump according to the source term.
5.1. For given i, j , generate x ∈ D and v ∈ R3 .
5.1.1. Generate x uniformly in the cell Dm .
5.1.2. Generate w ∈ R3 according to the density
[c0 + c1 ‖vj − w‖]Mvi,δ(w)∫
R3 [c0 + c1 ‖vj − u‖]Mvi,δ(u) du
. (4.52)
5.1.3. If k = 3 , then choose v = w and go to 5.2.1.
5.1.4. Generate e ∈ S2 uniformly, calculate v = v′(vj , w, e) and go to 5.2.2.
5.2. For given i, j, x and v , generate the auxiliary parameter θ .
5.2.1. Generate w˜ ∈ R3 according to the density Mvi,δ(v + w˜) and go to 5.2.4.
5.2.2. Generate w˜ ∈ R3 according to the density Mvi,δ(v + w˜) .
5.2.3. With probability
1−
c0
‖vj−v+pivj−v(w˜)‖
+ c1
c0
‖vj−v‖ + c1
,
go to 5.2.2.
5.2.4. Compute θα = pivα−v(w˜) , α ∈ Il(j)(z) .
5.3. With probability
1−
∣∣∣∑α∈Il(j)(z)∑3k=1 εi εα q(k)δ (x, v, xi, vi, xα, vα, θα)
∣∣∣∑
α∈Il(j)(z)
∑3
k=1 q
(k)
δ,max(x, v, xi, vi, xα, vα, θα)
,
go to 1.
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5.4. Add the particle with position x , velocity v and sign
sign

 ∑
α∈Il(j)(z)
3∑
k=1
εi εα q
(k)
δ (x, v, xi, vi, xα, vα, θα)


to the system and go to 1.
6. Perform a jump according to the sink term.
6.1. For given i, j , generate v ∈ R3 according to the density
[c0 + c1 ‖vj − vi + v‖]M0,δ(v)∫
R3[c0 + c1 ‖vj − vi + u‖]M0,δ(u) du
. (4.53)
6.2. With probability
1−
∣∣∣∑α∈Il(i)(z) :xα∈Dm εαCβ ‖vj − vα + v‖β
∣∣∣∑
α∈Il(i)(z) :xα∈Dm
[
c0 + c1 ‖vj − vα + v‖
] ,
go to 1.
6.3. If ∑
α∈Il(i)(z) : xα∈Dm
εα ‖vj − vα + v‖β > 0 ,
then delete particle i and go to 1.
6.4. Double particle i and go to 1.
In the case β = 0 (with c0 = C0 and c1 = 0), Algorithm 4.4 takes the form:
Algorithm 4.5 (Pseudo-Maxwell molecules)
1. Make a time step with parameter
8pi C0 g
(n)Nm(z)
2
|Dm| .
Stop, when the final time is exceeded.
2. Choose indices i, j : xi, xj ∈ Dm uniformly.
3. This step is redundant.
4. With probabilities 1/4 , choose k = 1, 2, 3 or go to 6.
5. Perform a jump according to the source term.
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5.1. For given i, j , generate x ∈ D and v ∈ R3 .
5.1.1. Generate x uniformly in the cell Dm .
5.1.2. Generate w ∈ R3 according to the density Mvi,δ(w) .
5.1.3. If k = 3 , then choose v = w and go to 5.2.1.
5.1.4. Generate e ∈ S2 uniformly, calculate v = v′(vj , w, e) and go to 5.2.2.
5.2. For given i, j, x and v , generate the auxiliary parameter θ .
5.2.1. Generate w˜ ∈ R3 according to the density Mvi,δ(v + w˜) and go to 5.2.4.
5.2.2. Generate w˜ ∈ R3 according to the density Mvi,δ(v + w˜) .
5.2.3. With probability
1− ‖vj − v‖‖vj − v + pivj−v(w˜)‖
,
go to 5.2.2.
5.2.4. Compute θα = pivα−v(w˜) , α ∈ Il(j)(z) .
5.3. With probability
1−
∣∣∣∑α∈Il(j)(z) : xα∈Dm εα
[
2
‖vα−v‖ ‖vα−v+θα‖
(∫
Γ(vα−v)Mvi,δ(v + c) dc
)
− piMvi,δ(v)
]∣∣∣∑
α∈Il(j)(z) :xα∈Dm
[
2
‖vα−v‖ ‖vα−v+θα‖
(∫
Γ(vα−v)Mvi,δ(v + c) dc
)
+ piMvi,δ(v)
] ,
(4.54)
go to 1.
5.4. Add the particle with position x , velocity v and sign
sign

εi ∑
α∈Il(j)(z) : xα∈Dm
εα× (4.55)
[
2
‖vα − v‖ ‖vα − v + θα‖
(∫
Γ(vα−v)
Mvi,δ(v + c) dc
)
− piMvi,δ(v)
])
to the system and go to 1.
6. Perform a jump according to the sink term.
6.1. This step is redundant.
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6.2. With probability
1−
∣∣∣∑α∈Il(i)(z) :xα∈Dm εα
∣∣∣∑
α∈Il(i)(z) :xα∈Dm 1
,
go to 1.
6.3. If ∑
α∈Il(i)(z) :xα∈Dm
εα > 0 ,
then delete particle i and go to 1.
6.4. Double particle i and go to 1.
In the case β = 1 (with c0 = 0 and c1 = C1), we make the choice (4.41) instead
of (4.40). One obtains
sˆδ(z, j, i, v) = sˆδ,max(z, j, i, v) = 4pi C1 h(xi, xj)
∫
R3
‖vi − u‖Mvj ,δ(u) du .
Algorithm 4.4 (with step 6 from Algorithm 4.3) takes the form:
Algorithm 4.6 (Hard sphere model)
1. Make a time step with parameter
8pi C1 g
(n)N2k
|Dk|
(
Vrel(z,m) +
√
2 δ
pi
)
.
Stop, when the final time is exceeded.
2. Choose indices i, j : xi, xj ∈ Dm uniformly.
3. With probability
1−
∫
R3 ‖vj − u‖Mvi,δ(u) du
Vrel(z,m) + 2
√
2 δ
pi
, (4.56)
go to 1.
4. With probabilities 1/4 , choose k = 1, 2, 3 or go to 6.
5. Perform a jump according to the source term.
5.1. For given i, j , generate x ∈ D and v ∈ R3 .
5.1.1. Generate x uniformly in the cell Dm .
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5.1.2. Generate w ∈ R3 according to the density
‖vj − w‖Mvi,δ(w)∫
R3 ‖vj − u‖Mvi,δ(u) du
. (4.57)
5.1.3. If k = 3 , then choose v = w and go to 5.3.
5.1.4. Generate e ∈ S2 uniformly and calculate v = v′(vj , w, e) .
5.2. This step is redundant.
5.3. With probability
1−
∣∣∣∑α∈Il(j)(z) : xα∈Dm εα
[
2
‖vα−v‖
(∫
Γ(vα−v)Mvi,δ(v + c) dc
)
− piMvi,δ(v) ‖v − vα‖
]∣∣∣∑
α∈Il(j)(z) :xα∈Dm
[
2
‖vα−v‖
(∫
Γ(vα−v)Mvi,δ(v + c) dc
)
+ piMvi,δ(v) ‖v − vα‖
] ,
(4.58)
go to 1.
5.4. Add the particle with position x , velocity v and sign
sign

εi ∑
α∈Il(j)(z) :xα∈Dm
εα× (4.59)
[
2
‖vα − v‖
(∫
Γ(vα−v)
Mvi,δ(v + c) dc
)
− piMvi,δ(v) ‖v − vα‖
])
to the system and go to 1.
6. Perform a jump according to the sink term.
6.1. This step is redundant.
6.2. With probability
1−
∣∣∣∑α∈Il(i)(z) :xα∈Dm εα ∫R3 ‖vj − u‖Mvα,δ(u) du
∣∣∣∑
α∈Il(i)(z) :xα∈Dm
∫
R3 ‖vj − u‖Mvα,δ(u) du
, (4.60)
go to 1.
6.3. If
∑
α∈Il(i)(z) :xα∈Dm
εα
∫
R3
‖vj − u‖Mvα,δ(u) du > 0 , (4.61)
then delete particle i and go to 1.
6.4. Double particle i and go to 1.
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4.2.4 Comments
The algorithms described above are ready for implementation. The integrals in
(4.51), (4.56), (4.60), (4.61) are explicitly known (cf. (4.50)). Densities (4.52) and
(4.53) and (4.57) are generated in analogy with (3.94). The integrals in (4.54),
(4.55), (4.58), (4.59) are obtained from Lemma 6.8 as∫
Γ(vα−v)
Mvi,δ(v + c) dc =
1√
2pi δ
exp
(
−(vi − v, vα − v)
2
2 δ ‖vα − v‖2
)
.
The main new component of the source-sink algorithms for the nonlinear equa-
tion is the smoothing kernel M0,δ . This parameter allowed us to apply all the tech-
niques developed for the linearized equation. Cancellation is achieved when positive
and negative particles are close to each other, so that the corresponding functions
qδ in the acceptance probabilities (4.46) have similar absolute values. When δ is
chosen too small, then these functions become more and more singular (cf. (4.58))
so that the cancellation effect is drastically reduced.
As in the linearized case, the introduction of the clusters avoids the inefficient
calculation of the rejection probabilities (4.46) and the signs (4.47) of the new parti-
cles. The clusters can depend on the spatial cells, since the corresponding processes
are independent. If there are only few particles in a cell, then clusters do not seem to
make sense. However, the clusters from Example 3.19 would work. If there was only
one particle in a cluster, then there would be no cancellation. But if the few particles
in the cell had velocities far from each other, they would not create a cancellation
effect anyway.
A new component of the algorithms in the nonlinear case, which is also related to
the efficiency issue, is the function E˜δ,max(z,m) . This parameter avoids calculating
the waiting time parameter
g(n)
N∑
i,j=1
Eδ,max(xi, vi, xj , vj)
instead of (4.43), and generating the indices according to the probabilities
Eδ,max(xi, vi, xj, vj)∑N
k,l=1Eδ,max(xk, vk, xl, vl)
instead of the uniform distribution, both related to N2-effort.
4.3 The combined algorithm
Finally, the linear and the nonlinear parts are combined to get an algorithm for the
full Boltzmann equation. For example, the combined collision process in a cell Dm
is obtained by using the waiting time parameter (cf. (3.12), (4.13))∑
i: xi∈Dm
Emax(xi, vi) +
1
2 |Dm| g
(n)Nm(z)
2 E˜0(z,m) . (4.62)
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Then the linear algorithm is applied with probability∑
i:xi∈Dm Emax(xi, vi)∑
i:xi∈Dm Emax(xi, vi) +
1
2 |Dm| g
(n)Nm(z)2 E˜0(z,m)
,
and the nonlinear algorithm is used with the remaining probability. Analogously,
the combined source-sink process in a cell Dm is obtained by using the waiting time
parameter (cf. (3.50), (4.43))
4
∑
i:xi∈Dm
Emax(xi, vi) +
2
|Dm| g
(n)Nm(z)
2 E˜δ,max(z,m) . (4.63)
The factor 4 in the expression (4.63) (compared to (4.62)) provides an instructive
illustration of the relationship between the collision process and the source-sink
process. The jump events of the collision process consist of transformations of one
particle into three (linear part) or of two particles into six (nonlinear part). In the
source-sink process these events are splitted into either deletion or (three types of)
creation of particles. Therefore, the number of jump attempts increases by a factor
4 .
limiting equations
The limiting equations for the combined algorithm are obtained by combining the
corresponding equations for the linear and nonlinear parts, respectively. For exam-
ple, equations (3.6) and (4.10) provide equation (2.23) for the combined collision
process.
The limiting equation for the combined source-sink process is obtained from
(3.36) and (4.32) as
d
dt
∫
D
∫
R3
ϕ(x, v) fd(t, x, v) dv dx =∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(x, w′(v, w, e))− ϕ(x, v)− ϕ(y, w)
]
×
h(x, y)B(v, w, e)M(x, v) fd(t, y, w) de dwdy dv dx+
1
2
∫
D
∫
R3
∫
D
∫
R3
∫
S2
[
ϕ(x, v′(v, w, e)) + ϕ(x, w′(v, w, e))− ϕ(x, w)− ϕ(y, v)
]
×
h(x, y)B(v, w, e) f˜
(δ)
d (t, x, w) fd(t, y, v) de dwdy dv dx .
The collision process and the source-sink process have (slightly) different limiting
equations. Roughly speaking, more smoothing is involved in the equation for the
source-sink process. Thus, there is a deviation from the DSMC limiting equation
(dependent on cell size parameter ∆x and the velocity smoothing parameter δ).
There is some deviation even in the linearized case, since equation (3.37) is
different from equation (3.7) (cf. the second part of (2.21)). This difference is due
to the fact that the position of the new particles are generated uniformly. The
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generation of uniform positions for the new particles in the source-sink approach
is quite natural. The existing particles do not have an identical influence on the
velocity of the new particle, so that there is no reason to use some of the positions
of the old particles for the new particle, instead of the uniform.
conservation properties
The combined collision process satisfies conservation properties during each jump,
since (cf. (3.4)
ϕ(vi) = ϕ(v
′(vi, w, e)) + ϕ(w′(vi, w, e))− ϕ(w)
and (cf. (4.3)-(4.6))
ϕ(vi)− ϕ(vj) = −ϕ(v′(vi, vj, e))− ϕ(w′(vi, vj , e)) + 2ϕ(vi) ,
ϕ(vi) + ϕ(vj) = −ϕ(v′(vi, vj, e))− ϕ(w′(vi, vj , e)) + 2ϕ(vi) + 2ϕ(vj) .
This is not the case for the source-sink process. However, the weak form of the
limiting equations implies that asymptotic conservation properties hold. Moreover,
considering the pre-limit expressions for the empirical measures (3.1), one can es-
tablish that the expected values of momentum and energy are conserved.
mixed approach
The generality in the construction of the algorithms allows one to introduce various
combinations of the different ingredients. The collision process has better conser-
vation properties and a more accurate limiting equation, but leads to a blow-up of
the system. The source-sink process does not have very desirable properties, but
it provides a way to reduce/avoid the blow-up. It would be possible to model the
linear term with the source-sink process and the nonlinear term with the collision
process. The limiting equation depends on the way of combination.
Alternatively, one might try using the collision process, when there are only few
particles in a spatial cell, and the source-sink process otherwise.
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5 Conclusions and outlook
The deviational particle approach to the numerical treatment of the Boltzmann
equation goes back to [1]. A similar idea was published in [7]. More details about
the collision processes and the modeling of boundary conditions are given in [2],
where also methods of particle removal at the boundary and via a cancellation radius
are considered. The source-sink idea was described in [13] as an alternative “which
removes the necessity for a cancellation step”. An extended version was given in
[12]. The treatment of the source-sink method was restricted to the hard-sphere
model and the linearized Boltzmann equation.
The deviational particle approach is a special case of the general variance reduc-
tion method known as “control variates” (cf., e.g., [9]). In contrast to the well-known
“importance sampling” technique, where approximate knowledge about the solu-
tion is used to improve the probabilistic sampling procedure, this method uses the
knowledge as a deterministic approximation to the solution and leaves the stochastic
simulation part for an appropriately transformed problem describing the deviation
from that approximation. I am not aware of any previous applications of the con-
trol variates technique to the solution of nonlinear equations. The main question is
whether the transformed problem can be solved in a sufficiently efficient way so that
there remains a net variance reduction effect. However, in my opinion this general
variance reduction technique has the potential to give significant improvements in
the context of low Mach number rarefied gas flows.
The original motivation for this paper was to understand the deviational parti-
cle approach from the point of view of Markov jump processes and to provide the
basis for a theoretical convergence study in the spirit of [21]. This task was easy for
the collision process, but turned out to be rather involved as far as the source-sink
process was concerned. In particular, the generalization to the nonlinear equation
was not so straightforward as one might have expected. Moreover, the extension
to interaction models beyond the hard-sphere case was a real challenge. Some new
ideas were needed in order to treat even the case of pseudo-Maxwell molecules. This
model is not really important in the context of engineering applications. However,
it is a very useful tool for validating numerical algorithms (in particular, new col-
lision routines), since complete analytical solutions are available in the spatially
homogeneous case.
There are further modifications in the source-sink process, as compared to the
papers cited above. The change of the reference Maxwellian is treated in a different
way. The collision step is performed in the continuous time setup, as in the Bird
scheme in contrary to Nanbu’s scheme. The single particle majorant makes the
generation of particles according to the source term more directly related to usual
collisions. The introduction of clusters replaces the method of summing up only a
small randomly chosen number of terms.
The main purpose of the paper is the detailed description of the deviational
particle Monte Carlo method for the nonlinear Boltzmann equation with a general
collision kernel. The limiting equations are derived in a heuristic way and provide
64
a justification for the method. A rigorous proof can be obtained following the
lines for standard DSMC, but doing this would have made the paper even longer.
The algorithm presented in this paper contains many degrees of freedom. These
parameters are subject to certain restrictions, but otherwise they can be chosen
arbitrarily. The restrictions guarantee that the algorithm converges to the limiting
equations described in the paper. Intensive numerical experiments will be necessary
in order to find out the best choices of the parameters (velocity clusters, smoothing
parameter).
The main challenge for future research is the study of the stationary behavior of
the processes. Even in the case of standard DSMC only partial results are available
(see [4]). The first question is whether the cancellation effect achieved by the source-
sink modeling is strong enough to keep the number of particles bounded. Otherwise,
alternative reduction methods have to be developed. The second problem concerns
the conservation of momentum and energy in the source-sink process. Conservation
on average is a rather weak property. The behavior of the fluctuations around the
mean value for large times should be studied, as well as corresponding properties of
the steady state.
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6 Appendix
6.1 Collision transformations and collision kernels
Here we introduce the collision transformation
v∗ = v∗(v, w, e) = v + e (e, w − v) , w∗ = w∗(v, w, e) = w − e (e, w − v) . (6.1)
While (1.4) is commonly used in the context of numerics, (6.1) is more convenient
for theoretical derivations (cf. [5] or [19]). Both transformations are equivalent in
the following sense.
Lemma 6.1 Let γ and ψ be any functions such that the integrals exist. Then∫
S2
B(v, w, e) γ(v′)ψ(w′) de =
∫
S2
B∗(v, w, e) γ(v∗)ψ(w∗) de , (6.2)
where
B∗(v, w, e) = 2 |(e, u)|B(v, w, 2 e (e, u)− u) , (6.3)
B(v, w, e) =
1√
2 (1 + (e, u))
B∗
(
v, w,
e+ u√
2 (1 + (e, u))
)
(6.4)
and
u = u(v, w) =
w − v
‖w − v‖ . (6.5)
Proof. According to [17, Section 1.2] one obtains∫
S2
B(v, w, e) γ(v′)ψ(w′) de =
∫
S2
Φ(e+ u) de = 2
∫
S2
|(e, u)|Φ(2 e (e, u)) de
=
∫
S2
|(e, u)|B(v, w, 2 e (e, u)− u)×
γ
(
v +
‖v − w‖
2
2 e (e, u)
)
ψ
(
w − ‖v − w‖
2
2 e (e, u)
)
de
= 2
∫
S2
|(e, u)|B(v, w, 2 e (e, u)− u) γ(v + e (e, w − v))ψ(w − e (e, w − v)) de
=
∫
S2
B∗(v, w, e) γ(v∗)ψ(w∗) de ,
and the proof is completed. 
According to Lemma 6.1 one obtains equivalence of the equations with different
collision transformations. In particular, (6.2) implies∫
S2
B(v, w, e) de =
∫
S2
B∗(v, w, e) de .
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Collision kernels of the form
B∗(v, w, e) = b∗(‖v − w‖, |(e, u)|) (6.6)
correspond to (cf. (6.4))
B(v, w, e) =
1√
2 (1 + (e, u))
b∗
(
‖v − w‖,
∣∣∣∣∣ (e, u)+ 1√2 (1 + (e, u))
∣∣∣∣∣
)
=
1√
2 (1 + (e, u))
b∗
(
‖v − w‖,
√
1 + (e, u)
2
)
.
Thus, the kernels B have the form (1.5) with
b(x, y) =
1√
2 (1 + y)
b∗
(
x,
√
1 + y
2
)
, x ≥ 0 , y ∈ [−1, 1] .
On the other hand, given a kernel B of the form (1.5), one obtains (cf. (6.3))
B∗(v, w, e) = 2 |(e, u)| b(‖v − w‖, (2 e (e, u)− u, u))
= 2 |(e, u)| b(‖v − w‖, 2 (e, u)2 − 1) .
Thus, the corresponding kernel B∗ has the form (6.6) with
b∗(x, y) = 2 y b(x, 2 y2 − 1) , x ≥ 0 , y ∈ [0, 1] . (6.7)
Note that
B(v, w,−e) = B(w, v, e) . (6.8)
For the variable hard sphere model (3.2), kernel (6.3) takes the form
B∗(v, w, e) = 2Cβ |(e, u)| ‖v − w‖β = 2Cβ |(e, v − w)| ‖v − w‖β−1 . (6.9)
For the hard sphere model (β = 1 with C1 = d
2/4 , where d is the diameter) one
obtains
B(v, w, e) =
d2
4
‖w − v‖ (6.10)
and
B∗(v, w, e) =
d2
2
|(e, w − v)| . (6.11)
In the case of pseudo-Maxwell molecules (β = 0), kernel (6.9) takes the form
(cf. (6.5))
B∗(v, w, e) = 2C0 |(e, u)| .
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Lemma 6.2 Consider collision kernels of the form (1.5). Let γ and ψ be any
functions such that the integrals exist. Then∫
R3
∫
R3
∫
S2
ϕ(v)B(v, w, e) γ(w′)ψ(v′) de dw dv =∫
R3
∫
R3
∫
S2
ϕ(v′)B(v, w, e) γ(w)ψ(v) de dwdv . (6.12)
Property (6.12) holds when replacing B, v′, w′ by B∗, v∗, w∗ .
Proof. The assertion follows from [17, Lemma 1.10]. For kernels of the form (6.6)
one obtains ∫
R3
∫
R3
∫
S2
ϕ(v)B∗(v, w, e) γ(w∗)ψ(v∗) de dw dv =∫
R3
∫
R3
∫
S2
ϕ(v)B(v, w, e) γ(w′)ψ(v′) de dw dv
=
∫
R3
∫
R3
∫
S2
ϕ(v′)B(v, w, e) γ(w)ψ(v) de dwdv
=
∫
R3
∫
R3
∫
S2
ϕ(v∗)B∗(v, w, e) γ(w)ψ(v) de dwdv ,
according to Lemma 6.1. 
Lemma 6.3 Consider collision kernels of the form (1.5). Let γ and ψ be any
functions such that the integrals exist. Then∫
R3
∫
S2
B(v, w, e) γ(w′)ψ(v′) de dw =
∫
R3
κ(v, w)ψ(w) dw , (6.13)
where
κ(v, w) =
4
‖w − v‖
∫
Γ(w−v)
b
(
‖w − v + u‖, 2 ‖w−v‖2‖w−v+u‖2 − 1
)
‖w − v + u‖ γ(v + u) du (6.14)
and Γ(v) denotes the plane through the origin orthogonal to v . Moreover,∫
R3
ϕ(v) κ(v, w) dv =
∫
R3
ϕ(v) ν(w, dv) , (6.15)
where
ν(w, dv) =
∫
R3
∫
S2
δv′(w,u,e)(dv)B(w, u, e) γ(u) de du
and ϕ is any appropriate test function.
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Proof. Using Lemma 6.1 and the substitution w − v → w˜ → w , one obtains∫
R3
∫
S2
B(v, w, e) γ(w′)ψ(v′) de dw =
∫
R3
∫
S2
B∗(v, w, e) γ(w∗)ψ(v∗) de dw =∫
R3
∫
S2
b∗(‖v − w‖, |(e, u)|) γ(w∗)ψ(v∗) de dw = (6.16)∫
R3
∫
S2
b∗(‖w‖, |(e, w)|/‖w‖) γ(v + w − e (e, w))ψ(v + e (e, w)) de dw .
Changing the order of integration and introducing a rotation Q(e)w → w˜ → w such
that the first coordinate axis is parallel to e , (6.16) takes the form∫
S2
∫
R3
b∗(‖w‖, |w1|/‖w‖) γ(v +Q(e)′w − ew1)ψ(v + ew1) dw de (6.17)
=
∫
S2
∫
R
[∫
Γ(e)
b∗(‖e x+ y‖, ‖e x‖/‖e x+ y‖) γ(v + y) dy
]
ψ(v + e x) dx de .
Considering x and e as spherical coordinates, i.e. x2 dx de = dw , one obtains from
(6.17)
2
∫
R3
‖w‖−2
[∫
Γ(w)
b∗(‖w + y‖, ‖w‖/‖w+ y‖) γ(v + y) dy
]
ψ(v + w) dw .
The factor 2 occurs due to symmetry with respect to x and −x . The substitution
v + w → w˜ → w gives
2
∫
R3
‖w − v‖−2
[∫
Γ(w−v)
b∗(‖w − v + y‖, ‖w − v‖/‖w − v + y‖) γ(v + y) dy
]
ψ(w) dw .
Thus, assertion (6.13) follows from (6.7). Lemma 6.2 and (6.13) imply∫
R3
ϕ(v)
∫
R3
κ(v, w)ψ(w) dwdv =
∫
R3
ϕ(v)
∫
R3
∫
S2
B(v, w, e) γ(w′)ψ(v′) de dw dv
=
∫
R3
∫
R3
∫
S2
ϕ(v′)B(v, w, e) γ(w)ψ(v) de dwdv ,
and assertion (6.15) follows for ψ = δw . 
Corollary 6.4 Let the assumptions of Lemma 6.3 be fulfilled. Then∫
R3
∫
S2
B(v, w, e) γ(v′)ψ(w′) de dw =
∫
R3
κ˜(v, w)ψ(w) dw ,
where
κ˜(v, w) =
4
‖w − v‖
∫
Γ(w−v)
b
(
‖w − v + u‖, 1− 2 ‖w−v‖2‖w−v+u‖2
)
‖w − v + u‖ γ(v + u) du . (6.18)
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Moreover, ∫
R3
ϕ(v) κ˜(v, w) dv =
∫
R3
ϕ(v) ν˜(w, dv) ,
where
ν˜(w, dv) =
∫
R3
∫
S2
δw′(w,u,e)(dv)B(w, u, e) γ(u) de du
and ϕ is any appropriate test function.
Proof. Note that (cf. (1.4))∫
S2
B(v, w, e) γ(v′)ψ(w′) de =
∫
S2
B(v, w,−e) γ(v′(v, w,−e))ψ(w′(v, w,−e)) de
=
∫
S2
B(v, w,−e) γ(w′)ψ(v′) de .
Since the kernel B˜(v, w, e) = B(v, w,−e) has the form (1.5) with b˜(x, y) = b(x,−y) ,
the assertions follow from Lemma 6.3. 
Remark 6.5 In the variable hard sphere case (3.2), both functions (6.14) and (6.18)
take the form
κβ(v, w) = 4Cβ ‖w − v‖−1
∫
Γ(w−v)
‖w − v + y‖β−1 γ(v + y) dy .
In the hard sphere case (6.10), one obtains
κ1(v, w) =
d2
‖w − v‖
∫
Γ(w−v)
γ(v + y) dy .
6.2 Properties of the Maxwellian
Lemma 6.6 (non-central moment) The Maxwellian
MV,T (w) =
1
(2pi T )3/2
exp
(
−‖w − V ‖
2
2 T
)
(6.19)
satisfies ∫
R3
‖w‖MV,T (w) dw = (6.20)√
2 T
pi
{
exp
(−‖u‖2)+ ( 1‖u‖ + 2 ‖u‖
)∫ ‖u‖
0
exp
(−r2) dr
}
,
where
u =
V√
2 T
.
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Proof. The substitution
w =
√
2 T w˜ , dw = (2T )3/2 dw˜
implies
∫
R3
‖w‖MV,T (w) dw =
√
2 T
pi3
∫
R3
‖w˜‖ exp
(
−‖
√
2 T w˜ − V ‖2
2 T
)
dw˜
=
1
pi
√
2 T
pi
∫
R3
‖w‖ exp (−‖w − u‖2) dw . (6.21)
Expressing w in spherical coordinates
w = r e , e = (cosϕ1, sinϕ1 cosϕ2, sinϕ1 sinϕ2) , dw = r
2 dr sinϕ1 dϕ1 dϕ2 ,
where the first axis is parallel to u , one obtains∫
R3
‖w‖ exp (−‖w − u‖2) dw = (6.22)∫ ∞
0
r2 dr
∫ 2pi
0
dϕ2
∫ pi
0
sinϕ1 dϕ1 r exp
(− [r2 − 2 r ‖u‖ cosϕ1 + ‖u‖2])
= 2 pi exp
(−‖u‖2) ∫ ∞
0
r3 exp
(−r2) dr ∫ pi
0
sinϕ1 dϕ1 exp (2 r ‖u‖ cosϕ1) .
Note that∫ pi
0
exp (α cosx) sin x dx =
∫ 1
−1
exp(α y) dy =
1
α
[
eα − e−α] .
Thus, (6.22) implies∫
R3
‖w‖ exp (−‖w − u‖2) dw = (6.23)
pi
‖u‖ exp
(−‖u‖2) ∫ ∞
0
r2 exp
(−r2) [ exp (2 r ‖u‖)− exp (−2 r ‖u‖) ]dr
=
pi
‖u‖
∫ ∞
0
r2
[
exp
(−(r − ‖u‖)2)− exp (−(r + ‖u‖)2) ]dr
=
pi
‖u‖
{∫ ∞
−‖u‖
(r + ‖u‖)2 exp (−r2) dr − ∫ ∞
‖u‖
(r − ‖u‖)2 exp (−r2) ]dr}
=
pi
‖u‖
{∫ ‖u‖
−‖u‖
(
r2 + ‖u‖2) exp (−r2) dr + ∫ ∞
‖u‖
4 r ‖u‖ exp (−r2) ]dr
}
.
Since ∫ x
0
r2 exp
(−r2) dr = −x
2
exp
(−x2)+ 1
2
∫ x
0
exp
(−r2) dr
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and ∫ ∞
x
2 r exp
(−r2) dr = exp (−x2) ,
one obtains from (6.23)∫
R3
‖w‖ exp (−‖w − u‖2) dw =
pi
‖u‖
{
−‖u‖ exp (−‖u‖2)+ ∫ ‖u‖
0
exp
(−r2) dr+
2 ‖u‖2
∫ ‖u‖
0
exp
(−r2) dr + 2 ‖u‖ exp (−‖u‖2)
}
=
pi
‖u‖
{
‖u‖ exp (−‖u‖2)+ (1 + 2 ‖u‖2) ∫ ‖u‖
0
exp
(−r2) dr
}
. (6.24)
Finally, (6.21) and (6.24) imply (6.20) and the proof is completed. 
Remark 6.7 Let Γ(v) denote the plane through the origin orthogonal to v . The
projection of a vector x onto Γ(v) is obtained as
piv(x) = x− (x, v)‖v‖2 v .
Note that
piv(Qx) = Qx− (Qx, v)‖v‖2 v = Qx−
(x,Q′v)
‖Q′v‖2 QQ
′v
= Q
[
x− (x,Q
′v)
‖Q′v‖2 Q
′v
]
= QpiQ′v(x) ,
where Q is any rotation.
Lemma 6.8 The Maxwellian (6.19) satisfies
∫
Γ(v)
MV,T (y) dy =
1√
2pi T
exp
(
− (V, v)
2
2 T ‖v‖2
)
(6.25)
and ∫
Γ(v)
ϕ(y)ψ(v, ‖v + y‖)MV,T (y) dy =[∫
Γ(v)
MV,T (x) dx
] ∫
R3
ϕ(piv(w))ψ(v, ‖v + piv(w)‖)MV,T (w) dw ,
for any functions ϕ and ψ such that the integrals exist.
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Proof. Consider a random variable ξ with density
pξ(y) =
1∫
Γ(v)
MV,T (x) dx
MV,T (y)χΓ(v)(y)
and η = Q′ξ , where Q is any rotation. Note that Qy ⊥ v iff y ⊥ Q′(v) . Since
‖Qv − V ‖ = ‖v −Q′V ‖ , it follows that
MV,T (Qv) =MQ′V,T (v) . (6.26)
Thus, one obtains
pη(y) = pξ(Qy) =
1∫
Γ(v)
MV,T (x) dx
MV,T (Qy)χΓ(v)(Qy)
=
1∫
Γ(v)
MV,T (x) dx
MQ′V,T (y)χΓ(Q′(v))(y) . (6.27)
In particular, (6.27) implies∫
Γ(v)
MV,T (x) dx =
∫
Γ(Q′(v))
MQ′V,T (y) dy . (6.28)
Let Q be such that
Q′(v) = (0, 0, c) . (6.29)
One obtains from (6.28)∫
Γ(v)
MV,T (x) dx =
1√
2pi T
exp
(
−(Q
′V )23
2T
)
. (6.30)
The third component of Q′V corresponds to the distance between the center of the
Maxwellian and the plane Γ(v) , which is |(V, w)|/‖w‖ , so that (6.25) holds.
Remark 6.7 and (6.26) imply∫
R3
ϕ(piv(w))ψ(v, ‖v + piv(w)‖)MV,T (w) dw
=
∫
R3
ϕ(piv(Qw))ψ(v, ‖v + piv(Qw)‖)MV,T (Qw) dw
=
∫
R3
ϕ(QpiQ′v(w))ψ(v, ‖v +QpiQ′v(w)‖)MQ′V,T (w) dw
=
∫
R3
ϕ(QpiQ′v(w))ψ(v, ‖Q′v + piQ′v(w)‖)MQ′V,T (w) dw (6.31)
and ∫
Γ(v)
ϕ(y)ψ(v, ‖v + y‖)MV,T (y) dy =
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∫
χΓ(v)(Qy)ϕ(Qy)ψ(v, ‖v +Qy‖)MV,T (Qy) dy
=
∫
Γ(Q′v)
ϕ(Qy)ψ(v, ‖v +Qy‖)MV,T (Qy) dy
=
∫
Γ(Q′v)
ϕ(Qy)ψ(v, ‖Q′v + y‖)MQ′V,T (y) dy , (6.32)
for any rotation Q . If the rotation (6.29) is used, then (6.31) takes the form∫
R3
ϕ(Q(w1, w2, 0))ψ
(
v,
√
c2 + w21 + w
2
2
)
MQ′V,T (w) dw (6.33)
and (6.32) gives∫ ∫
ϕ(Q(y1, y2, 0))ψ
(
v,
√
c2 + y21 + y
2
2
)
MQ′V,T (y1, y2, 0) dy1 dy2 . (6.34)
Note that
MV,T (w1, w2, w3) =
3∏
i=1
1√
2pi T
exp
(
−(wi − Vi)
2
2T
)
.
Thus, (6.33) takes the form∫ ∫
ϕ(Q(w1, w2, 0))× (6.35)
ψ
(
v,
√
c2 + w21 + w
2
2
)[ 2∏
i=1
1√
2pi T
exp
(
−(wi − (Q
′V )i)2
2T
)]
dw1 dw2
and (6.34) gives∫ ∫
ϕ(Q(y1, y2, 0))ψ
(
v,
√
c2 + y21 + y
2
2
)
× (6.36)[
2∏
i=1
1√
2pi T
exp
(
−(yi − (Q
′V )i)2
2T
)]
dy1 dy2 × 1√
2pi T
exp
(
−(Q
′V )23
2T
)
.
Comparing (6.35) and (6.36) and taking into account (6.30) completes the proof.

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