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Abstract—Millimeter-accuracy Ultra-Wideband (UWB) posi-
tioning systems using the Time Difference Of Arrival (TDOA)
algorithm are able to be utilized in military and many other
important applications. Previous research on UWB positioning
system has achieved up to mm or sub-mm accuracy. However,
one bottleneck in UWB system is at sampling high resolution
UWB signals, as well as high resolution timing information.
In this paper, UWB positioning systems are surveyed and we
focus on sampling methods for handling UWB signals. Among
different sampling methods, one traditional way is the sequential
sampling method, which is not a real time sampling method
and blocks UWB positioning system to achieve higher precision.
Another way is by applying Compressed Sensing (CS) to UWB
system for achieving sub-mm positioning accuracy. In this paper,
we compare different TDOA-based UWB systems with different
sampling methods. In particular, several CS-UWB algorithms for
UWB signal reconstruction are compared in terms of positioning
accuracy. Simulation results in 2D and 3D experiments demon-
strate performance of different algorithms including typical BCS,
OMP and BP algorithms. CS-UWB is also compared with UWB
positioning system based on the sequential sampling method.
I. INTRODUCTION
High accuracy indoor positioning system is becoming an
increasingly critical in many wireless applications where lo-
cation is of high importance, e.g., personnel tracking and
monitoring in office environments, tracking of patients and
high value assets in hospitals, and indoor Robert navigation.
One typical application is the remotely controlled Robert
surgery system which requires real time wireless mm or sub-
mm accuracy. The higher the accuracy, the greater value the
positioning system to both users and suppliers. The ultra-
wideband (UWB) technology can be used to track a moving
target within mm level accuracy since the transmitted signal
has an extremely short duration (typically in the order of sub-
nanosecond), which can provide ultra high resolution timing
information. Angle Of Arrival (AOA) and Time Difference Of
Arrival (TDOA) algorithms can be exploited to achieve good
3D positioning accuracy. However, one big challenge in UWB
positioning systems is how to obtain high resolution timing
information.
The previous UWB positioning system [27] [28] using
sequential sampling method can achieve sub-cm accuracy. Fig.
1 illustrates the GPS-similar 3D indoor Robert UWB position-
ing system for the application of remotely controlled Robert
surgery. A transmitter, called the tag, periodically sends out
ultra short duration pulses (about 300-ps duration) at a certain
frequency which is known at receiver sides. Surrounding the
tag, four receivers, called base stations (BS), can receive the
transmitted UWB pulses. Due to geometrical difference, the
pulse arrival time at difference base stations are also different.
TDOA algorithm is then exploited to calculate the position of
the tag. In order to obtain high resolution timing information,
we adopted a sequential sampling method to acquire UWB
signals. The basic idea is to utilize a sampling clock at base
station which has a small offset compared with the pulse
repetition frequency for UWB signal acquisition. Then one
period of UWB signal can be composed by many periods of
original signals since the received UWB signal is regarded to
be repetitive at a fixed pulse repetition frequency [27]. How-
ever, the sequential sub-sampler suffers from many problems
to achieve higher accuracy. One of the biggest problem is that
it will enlarge the geometrical error since it is not a real time
signal acquisition method. In order to achieve an ultra-high
positioning accuracy in real time with the TDOA algorithm,
we have to utilize a real time sampling method. However,
ultra-high sampling rate ADCs for UWB signal acquisition are
either commercially unavailable or unaffordable expensive.
Compressed sensing (CS) theory [32] can be applied to
UWB systems to alleviate the sampling problem. The previous
research has applied CS into UWB systems for UWB signal
acquisition with a low sampling rate [29] [25] [2] [23] [9] [15]
[19]. A joint space-time Bayesian Compressed Sensing (BCS)
algorithm [33] [35] [23] can be utilized for UWB positioning
systems but it is complicated and does not exploit pulse
template redundancy in UWB signals. Other related studies
in [18] focus on UWB signal acquisition using traditional CS
algorithms. Authors in [31] [30] developed a general joint
signal reconstruction algorithm which may be utilized for
joint UWB signal reconstruction in UWB positioning systems.
However, those algorithms are for a general case which do not
consider any template redundancy in UWB signals. In [22],
the CS algorithm has been modified for reconstructing pulse
stream signal. In [34], CS theory is applied to positioning
systems. Other most recent development on UWB positions
are in [7] [8] [26]. However, it is performed in the frequency
domain. Another disadvantage for CS is its computational
complexity, which blocks it applying into more applications
such as UWB wireless communications [24] [3] [5] [17] [19]
[20]. And, computation acceleration optimization for CS and
BCS have been developed to speedup computation [4] [6] [10]
[12] [21] so that UWB systems can take advantages of CS
algorithms.
This paper surveys recent progress of UWB positioning sys-
tems. One traditional sampling method is to utilize sequential
sampling. While the newest method is about CS-based UWB
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Fig. 1: A typical UWB positioning system
positioning system using low sampling rate ADCs and the
TDOA algorithm to achieve sub-mm accuracy [23] [35] [2] .
We note that there exist plenty of redundancy or a priori in-
formation in the UWB positioning system. The received UWB
signal is a combination of the transmitted UWB pulse, where
the pulse shape is called as the template a priori information.
And the received UWB signals among base stations are similar
in space, where there exist the spatial a priori information.
The CS-based UWB positioning system is to utilize these
redundancies. By introducing template and spatial a priori
information, the CS-UWB algorithm can further lower down
the sampling rate and improve the capability of de-noise for
UWB signal reconstruction compared with other traditional CS
algorithms. The optimized CS-UWB positioning algorithm can
quickly compute the position of the tag for fast target tracking.
Numerical simulation results investigate the performance
of the CS-UWB positioning algorithm for 1D, 2D, and 3D
UWB positioning error. The tested UWB echo signals are
drawn from the IEEE802.11b UWB standards with frequency-
dependent propagation channels [1]. Compared with the tradi-
tional OMP, BCS and BP algorithms, the CS-UWB algorithm
can reconstruct the UWB signal at the lowest sampling rate.
And the CS-UWB algorithm can achieve the best positioning
performance in the 1D experiment. In 2D and 3D experiments,
simulation results show that CS-UWB positioning algorithm
can achieve the best accuracy than the traditional sequential
sampling method. Therefore, BCS based UWB positioning
system as shown in [23] [35] [15] has better performance
compared with other similar systems.
The remainder of this paper is organized as follows. The
signal model of the CS-based UWB positioning system using
the sequential sampling method and CS scheme are formulated
in Section II, III and IV. We first introduce and analyze the
BCS algorithm in Section IV-A. The template and spatial a
priori information in the BCS algorithm are mainly introduced
in Section V. Simulation results of comparing different algo-
rithms and sampling methods are demonstrated in Section VI.
Finally, Section VII concludes the paper.
II. SIGNAL MODEL
In this section, we will introduce the UWB signal model.
Then we model the acquired UWB signal using the sequential
sampling method based on previous work [27]. Finally, the
CS-based UWB positioning system model is presented.
A. General signal model
The UWB pulse is repetitively transmitted at a fixed fre-
quency. The received UWB signal at one pulse repetition
period is defined as a frame. Then in the continuous time
domain, a frame of UWB signal, s(t), received at a base station
through multi-path channels can be expressed as:
s(t) =
M∑
m=1
amp(t− tm)
=
M∑
m=1
am exp
(
−
(t− tm)2
2σ2
)
, (1)
where p(t) is the transmitted Gaussian pulse; σ represents the
width of the pulse; m is the number of resolvable propagation
paths; am is the amplitude attenuation of the signal along the
m-th path and tm is the time delay of the m-th path. It is clear
that the received signal is actually a combination of the trans-
mitted Gaussian pulse with different delays and amplitudes.
Since the propagation channels are frequency dependent, the
received pulse may have some distortion on the pulse shape.
But we assume the received pulse is very similar to the
transmitted pulse [36], which can be approximately modeled
by Eq. (1). This pulse shape information in the received UWB
signal is named as template a priori information. At the same
time, the received UWB signals at different base stations are
also very similar, which can be described as spatial a priori
information.
From the received signal at different base stations, the pulse
arrival time can be detected. We denote the pulse arrival at j-
th and i-th base stations as tBSj and tBSi respectively. Then
the time difference τji is obtained as:
τji = t
BSj − tBSi = c ∗ (dj − di) (2)
where dj represents the distance between the tag and j-th base
station, and dj represents the distance between the tag and i-
th base station. c is the propagation speed of microwave. The
time difference τji implies the distance difference information.
In this paper, we assume the first arrival pulse peak indicates
the pulse arrival time in a LOS environment [36], which
has the largest signal amplitude [27]. When multiple time
difference information are collected from several base stations,
the position of the tag can be calculated by using the TDOA
algorithm [27] [28].
However, the TDOA algorithm requires a high sampling rate
to get the fine timing information for high positioning preci-
sion. In previous work [28], we adopt a sequential sampling
method for UWB signal acquisition.
3III. UWB POSITIONING SYSTEM BASED ON SEQUENTIAL
SAMPLING METHOD
The sequential sampling method is to utilize a small rel-
ative frequency offset between the tag and the receiver to
sequentially extend the received UWB pulses. Assume the
pulse repetition frequency is fp and the sampling frequency at
a base station is fs. So we have the equivalent sampling rate,
feq = |
1
1
fp
− 1fs
| = |
fsfp
fs − fp
| (3)
It is observed that the equivalent sampling rate feq is propor-
tional to the difference of fs and fp. Considering the frequency
draft between fs and fp, the extended received signal and the
original signal can be expressed as:
s(t) = s(t+
1
fp
) (4)
r(n) = s(t+ n
1
fs ±∆f
) (5)
where r(n) is the digitalized signal using the sampling fre-
quency fs with a relative draft frequency ∆f . And s(t) is the
original UWB signal. In the time domain, comparing s(t) and
r(n), the time scale is actually extended by a scale Kr,
Kr =
fp
|fs ±∆f − fp|
= K ±∆k (6)
where K is the expected scale number without the draft
frequency. Consequently, the pulse arrival time detected from
the signal r(n) should be:
tBSireal =
tBSir(n)
Kr
=
tBSi
K ±∆k
(7)
dBSi =
tBSireal
c
=
tBSi
c(K ±∆k)
(8)
where tBSir(n) is the pulse arrival time detected based on the
time-extended signal r(n) at the i-th BS. dBSi is the distance
from the tag to the i-th BS.
Obviously, the calculated distance dBSi is proportional
to the extension scale Kr, which is effected by the draft
frequency∆K . This error will also cause a serious geometrical
dilution. Normally, in the experiment, this ∆k is about several
percentages of K [27]. However, the estimated pulse arrival
time tBSireal will deviate from the true value when the tag is
moving away from the center of base stations. In order to
overcome this problem, we have to adopt a real time high
resolution sampling method. We apply CS theory to UWB
systems to achieve real time sampling but using low sampling
rate ADCs.
IV. UWB POSITIONING SYSTEM BASED ON COMPRESSED
SENSING
Fig. 2 shows the structure of the CS-based UWB positioning
system. The amplified received UWB after the antenna is fed
into the analog matrix to mix the original UWB signal, which
can be obtained using low sampling rate ADCs to yield a
small amount of measurements. A possible analog hardware
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Fig. 2: Compressed sensing-based UWB positioning system
implementation scheme of the projection matrix can be found
in [29]. Then the measurement y at a base station is given by:
y = Φ(s+ n1) + n2 = Φs+ ǫ (9)
where Φ is a projection matrix Φ, (Φ ∈ RM×N ) at a base
station. y is a M -dimensional measurement vector. The UWB
signal s is a N-dimensional vector, representing a frame of
digitized signal. The additive noise n on the signal may be
from propagation channel, hardware devices, or coupled space
noise. And the noise n2 is added on the measurements, which
may be from projection matrix and digitalization error from
limited quantity effects of ADCs. The overall noise is ǫ =
Φ(n1+n2). For mathematical convenience, we model the noise
ǫ as a additive white Gaussian distribution with zero-mean and
variance β.
The UWB signal s can be reconstructed from y using CS
algorithms. Note that the received UWB signal is well known
sparse, i.e. most elements in s are zero so that the amount of
the measurements can be dramatically smaller than the amount
of signal at a time interval, i.e., M << N . Then we can
collect measurements at a low sampling rate to reconstruct the
high resolution UWB signal. From the reconstructed signal,
the pulse arrival time can be determined and thus the position
of the tag.
A. Bayesian Compressed Sensing
In this section, we first introduce the framework of the BCS
algorithm. Then the key step, maximizing the log-likelihood
function, is analyzed for UWB signal reconstruction.
B. Bayesian compressed sensing framework
The BCS algorithm builds a Bayesian regression approach
to reconstruct the original signal from measurements [14].
Starting from the Gaussian distributed noise model, it implies
a multivariate Gaussian distribution, which is given by
P (y|s, β) = (2pi)−N/2β−N exp{−
‖y −Φs‖2
2β2
} (10)
The key of the BCS algorithm is to impose an exponential
4distribution on each signal element, which is given by
P (s|α) =
N∏
i=1
(
αi
2pi
)1/2 exp{−(si)
2αi
2
}
∼ N (s|0, (α)−2) (11)
The signal obeys a multidimensional Gaussian distribution,
which is given by
P (s|y, α, β) =
P (y|s, β)P (s|α)
P (y|α, β)
∼ N (s|µ,Σ) (12)
where A = diag(αi). The covariance and the mean of the
signal are given by
Σ =
(
β−2(Φ)TΦ+A
)−1 (13)
and
µ = β−2Σ(Φ)T y (14)
Therefore, the mean of the distribution of the signal vector is
regarded as the estimation of the signal, sˆ, and the covariance
can be viewed as the ”error bar”. The reconstructed signal
vector can be written as:
sˆ = β−2Σ(Φ)T y
= (ΦTΦ+ β2A)−1(Φ)Ty (15)
Note that the hyperparameter matrix A plays a key role.
Without the hyperparameters, BCS algorithm will degrade to
the least square method. In order to estimate the hyperpa-
rameters by maximizing the marginal log-likelihood function,
which is given by:
L(α) = logP (y|α, β) =
∫
P (y|s, β)P (s|α)ds (16)
Expectation-Maximization (EM) and incremental optimiza-
tion methods in [13] can be utilized to maximize the objec-
tive function for estimating A. The incremental optimization
method is similar to the OMP algorithm, which is much
faster than EM. So that we adopt the incremental optimization
method [13] to optimize the objective function for UWB
signal reconstruction. More details are given in Appendix A
for completeness. In order to modify the BCS algorithm for
UWB signal reconstruction, we need to analyze the objective
function L(α).
V. COMPRESSED SENSING UWB SIGNAL
RECONSTRUCTION
In order to improve the performance of reconstructing UWB
signals, we need to exploit helpful redundant or a priori
information in UWB signals. There are two types of a priori
information in the UWB positioning system:
• Template a priori information. At one base station, the
received UWB signal can be regarded as a combination
of the transmitted UWB pulse with different amplitudes
and delays. Whin one frame, the nonzero elements are
clustered; it is impossible to have an isolated nonzero
element which means that its neighboring elements are
both zero. Moreover, as long as the pulse peak is ob-
tained, the amplitudes of neighboring elements can also
be approximately estimated according to the transmitted
pulse shape.
• Spatial a priori information. The transmitted UWB pulse
is intercepted at multiple base stations, thus incurring
spatial a priori information; The received UWB signals
among different base stations are very similar. Therefore,
we can combine the information of multiple base stations
to exploit the spatial redundancy.
More details about CS-UWB signal reconstruction by modi-
fying the BCS algorithm for UWB positioning systems can be
find in [23] [35] [15] [16].
A. Compressed Sensing UWB Positioning Algorithm
The TDOA algorithm is performed with the CS-UWB
positioning algorithm in parallel [23] [35] [16]. The iterative
TDOA algorithm is detailed in Appendix B. Traditionally,
the pulse arrival time cannot be obtained until the UWB
echo signal is fully reconstructed. However, both CS and
TDOA algorithms are computationally expensive. The CS-
UWB positioning algorithm can be utilized for fast target
tracking. At each iteration, the pulse arrival time is computed
and forwarded to the TDOA algorithm for computing the tag
position while the UWB signal reconstruction procedure is
still ongoing. This is based on the fact that the acquisition
of the pulse arrival time does not always require a perfect
signal recovery. And the result form the TDOA algorithm is
set as an initial for the next calculation. This method can help
the TDOA algorithm converge quickly as long as the initial
position is close to the true position.
the CS-UWB positioning algorithm for the UWB posi-
tioning system is detailed in [23] [35] [16]. In CS signal
reconstruction, the convergence condition depends on whether
the signal is well reconstructed. However, for UWB position-
ing system, the convergency condition is depending on the
detected pulse arrive time, which is given by:
|ti+1 − ti| < ε (17)
where ti+1 and ti are defined as the pulse arrival time obtained
at two consecutive iterations. ε is a small value depending on
the final target positioning accuracy. Note that the noise level β
on the measurements is known so that the noise will not effect
the signal reconstruction, which is ignored in the algorithm.
VI. SIMULATION RESULTS
Numerical simulations are conducted to investigate the per-
formance of the CS-based UWB positioning system. In order
to achieve mm accuracy, we adopt a 300 pico-second width
Gaussian pulse as the transmitted signal [27]. The tested lossy
UWB propagation channels are drawn from the experimental
IEEE 802.15.4a UWB standards [1]. The received UWB pulse
has more or less shape distortion due to frequency dependent
loss on propagation channels. And the channel characteristics
are unknown to the receivers.
5We first demonstrate the performance of the CS-UWB
algorithm for UWB signal reconstruction compared with the
traditional OMP, BCS, and BP. Then 1D positioning error is
illustrated using different CS reconstruction algorithms with
different amount of measurements. Finally, in 2D and 3D
scenarios, the CS-based UWB positioning system is compared
with the UWB positioning system using the traditional sequen-
tial sampling method.
A. 1D UWB Signal reconstruction
In the CS-based UWB positioning system, the high reso-
lution N -dimensional UWB signal vector can be indirectly
reconstructed from the M -dimensional measurement vector.
Since M < N , the sampling rate to obtain UWB signal is
greatly reduced. We defined the reduction ratio of the sampling
rate as:
Rr =
M
N
=
fM
fN
, (18)
where in one frame of the received UWB signal. There have
a digitized N -dimensional signal vector and a M -dimensional
measurement vector. And fN represents the sampling rate to
acquire the N -dimensional signal vector and fM is denoted as
the sampling rate to collect the measurement vector. Reduction
ratio measures the reduction of the sampling rate by applying
the CS theory compared with the direct signal acquisition. And
we measure the quality of the reconstructed signal in terms of
the reconstruction percentage, which is defined as
Pre = 1−
‖s− sˆ‖2
‖s‖2
, (19)
where s is the true signal and sˆ is the reconstructed signal.
Fig. 3 compares the reconstructed UWB signal in time
domain using the CS-UWB algorithm and the traditional OMP,
BCS and BP algorithms. All algorithms utilize the same
amount of measurements (Rr = 0.15) and SNR ≈ 10dB.
The CS-UWB algorithm can achieve 48.2% reconstruction
percentage while BP can only approaches to 28.8%, BCS 3.8%
and OMP 8.8%. It is observed that the CS-UWB algorithm can
recover the main pulse and correctly find the pulse arrival time
with only 15% of sampling rate of direct signal acquisition. In
other words, the CS-UWB algorithm has the best performance
in time domain compared with the traditional OMP, BCS and
BP algorithms.
Fig. 4 shows signal reconstruction performance with differ-
ent sampling rate using different algorithms. The reduction rate
varies from 0.1 to 0.3. With the growth of the sampling rate,
the quality of the reconstructed signal increases for the CS-
UWB, BP, BCS, and OMP algorithms. Note that the signal
reconstruction percentage using the CS-UWB algorithm is
much higher than other three algorithms at the same sampling
rate. For instance, when the 0.21 reduction rate is 0.21, the
CS-UWB algorithm can achieve to 81% of reconstruction
percentage while other three algorithms cannot approach more
than 50%. Therefore, the CS-UWB algorithm still has the
best performance for different sampling rates for UWB signal
reconstruction.
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Fig. 5 illustrates 1D positioning performance using different
algorithms. The error is calculated based on the difference
between the true pulse peak and the pulse peak in the recon-
structed UWB signal. If we utilize the reconstructed UWB
signal for positioning purpose, the CS-UWB algorithm has
the best positioning performance compare with the OMP, BP
and BCS algorithms. With the growth of the compression
rate, the 1D positioning errors using all algorithms are all
dramatically decreased since the reconstructed UWB signal are
close to the true signal with more measurements. However, at
the same compression ratio, the CS-UWB algorithm has the
best positioning accuracy. And CS-UWB algorithm requires
the lowest compression ratio compared with OMP, BP and
BCS.
B. 2D UWB positioning performance
The dominating factors in the UWB positioning system
using the sequential sampling method are essentially different
from the CS-based UWB positioning system using CS-UWB
positioning algorithm. The sequential sampling method is the
bottleneck to achieve a very high positioning accuracy in the
UWB positioning system [27] [28] because it is not a real
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Fig. 6: 2D positioning error using sequential sampling method
time signal acquisition method. We simulate 2D positioning
performance using the CS-UWB positioning algorithm and the
sequential sampling method [27] [28] for UWB positioning
systems. Three base stations are utilized and the tested UWB
echo signals have a certain level noise (SNR≈10dB).
Fig. 6 and Fig. 7 show the 2D positioning error in a square
area using the sequential sampling method and the UWB-
CS algorithm. It is observed that the error using CS scheme
is even distributed but the error using sequential sampling
method has a high accuracy area. The worse error accuracy
in CS-based 2D UWB positioning system is about 10mm
while the worse error is more than 40mm using the sequential
sampling method. It is well known that there exist geometry
error dilution in the TDOA algorithm. Unfortunately, UWB
positioning system using the sequential sampling method can
degrade this effect since the error of the pulse arrival time can
not be accurately detected.
C. 3D UWB positioning performance
We investigate 3D positioning performance using the CS-
UWB positioning algorithm and the sequential sampling
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Fig. 8: 3D CS-based positioning system performance using the
UWB-CS algorithm
method [27] [28] for UWB positioning systems. The sim-
ulation is performed in a 5m×5m×4m room, where four
base stations are placed at the following positions: (0, 0,170),
(4000, 0, 1855), (4410, 4435, 2860) and (0, 4545, 3260)
(in millimeters). The noise is added to the original signals
(SNR≈10dB). The 3D UWB positioning error is based on the
received UWB signals at base stations using the sequential
sampling method and the CS-UWB positioning algorithms.
Fig. 8 and Fig. 9 show the performance comparison of
the UWB positioning system using the CS-UWB positioning
algorithm and the sequential sampling method. It is seen
that the positioning accuracy is significantly improved by
using the CS-UWB positioning algorithm in the CS-based
UWB positioning system. The mean of error using CS-based
sampling method is 0.92mm in Fig.8; while it is about 6.45mm
by using the sequential sampling method Fig. 9. Moreover,
Fig.8 shows that the error is unevenly distributed. The min-
imum error is achieved when the tag is at the geometrical
center point, where the distance difference is zero (τji = 0).
When the tag is moving close to the base station and the
distance differences are significantly increasing, the error
will be dramatically enlarged. However, when we apply CS
7Fig. 9: 3D positioning system performance using sequential
sampling method
theory into the UWB positioning system, the error is evenly
distributed, as demonstrated in Fig. 9. The standard error
variance using the sequential sampling method as shown in
Fig. 8 is much larger than that using the scheme in Fig. 9.
Besides improving the positioning accuracy, other advantages
of using CS-UWB positioning algorithm in CS-based UWB
positioning system include real time and high speed. And also
note that the CS-based UWB positioning system using the CS-
UWB positioning algorithm will be a breakthrough, which
has a potential to achieve much higher accuracy. Therefore,
the positioning performance using the CS-UWB positioning
algorithm in the CS-based UWB positioning system can be
significantly improved compared with the system using the
traditional sequential sampling method. And the CS-UWB
positioning algorithm can utilize a priori information in CS-
based UWB positioning system can obtain a high timing in-
formation but using a low compression ratio and low sampling
rate ADCs to achieve a very high positioning accuracy.
VII. CONCLUSIONS
In this paper, we survey UWB positioning systems with
different sampling methods. The CS-based positioning system
can achieve mm accuracy by using low sampling rate ADCs.
Simulation results compare performance of different UWB
positioning systems, in which CS-based UWB positioning
system is able to achieve significantly higher accuracy than the
sequential sampling based UWB positioning system. There-
fore, BCS based UWB positioning system as shown in [23]
[35] [15] has better performance compared with other similar
systems.
APPENDIX A
FAST MAXIMIZING THE OBJECTIVE FUNCTION
The key of the BCS algorithm is to optimize the objective
function. The marginal log-likelihood function is expanded to,
log p(y|α, β) = log
∫
P (y|u, β)P (u|α)du
= −
1
2
(Nlog2pi + log|E|+ yTE−1y)
= L1(α−j) + l1(αj) (20)
where
E = β2I +ΦA−1ΦT
= β2I +
∑
k 6=j
α−1k φkφ
−1
k + α
−1
j φjφj
= E−j + α
−1
j φjφj (21)
and
L1(α−i) = −
1
2
(Nlog2pi + log|E−j|+ y
TE−1−j y) (22)
l1(αj) =
1
2
(logαj − log(αj + gj) +
h2j
αj + gj
(23)
The quantities gj and hj are defined as
gj = φ
T
j E
−1
−jφj (24)
hj = φ
T
j E
−1
−j y (25)
E−j = β
2I +
∑
k 6=j
α−1k φkφ
−1
k (26)
By maximizing the term l1(αj), the optimal αj is given by
αj =


h2j
g2
j
−hj
, if g2j − hj > 0; −→ sj 6= 0
∞, otherwise. −→ sj = 0
(27)
APPENDIX B
TDOA ALGORITHM
Let (xi, yi, zi), i = 1, 2, ...I be the known position coor-
dinates of the i-th base station. And let (xt, yt, zt) be the
unknown tag location. The distance from the i-th base station
to the tag is denoted by Di. Then, between the 1st and i-th
base station, the difference of the pulse arrival time τ1i can
be obtained from the received UWB signal using Eq. (2). And
the range difference D1i is given by
τ1i = cD1i, i = 2, 3, ...I, (28)
and
D1i =
√
(x1 − xt)2 + (y1 − yt)2 + (z1 − zt)2
−
√
(xi − xt)2 + (yi − yt)2 + (zi − zt)2, (29)
where c is the propagation speed. Taking the derivative on
both sides of the equation, we have
dD1i =
(xi − xt)dxt + (yi − yt)dyt + (zi − zt)dzt√
(xi − xt)2 + (yi − yt)2 + (zi − zt)2
−
(x1 − xt)dxt + (y1 − yt)dyt + (z1 − zt)dzt√
(x1 − xt)2 + (y1 − yt)2 + (z1 − zt)2
. (30)
For the i-th base station with respect to the 1st base station,
the matrix is given by

dD12
dD13
.
.
.
dD1i

 =


α11 α12 α13
α21 α22 α23
.
.
.
.
.
.
.
.
.
αi1 αi2 αi3



dxtdyt
dzt

 , (31)
8where, we have
αi1 =
x1 − xt
D1
−
xi − xt
Di
(32)
αi2 =
y1 − yt
D1
−
yi − yt
Di
(33)
αi3 =
z1 − zt
D1
−
zi − zt
Di
. (34)
TDOA computation starts with an initial guess position of
the tag, (xt, yt, zt). By iteratively updating and solving Eq.
(31), TDOA will gradually converge to the true position.
The computation continues until the error is below a certain
threshold, which is given by
err =
√
(dxt)2 + (dyt)2 + (dzt)2. (35)
REFERENCES
[1] A. F. Molisch, “IEEE 802.15.4a channel model - final report,”
[Online]. Available: http: //www.ieee802.org/.../15-04-0662-02-004a-
channel-model-final-report-r1.pdf, IEEE 2004.
[2] D. Yang, H. Li, G. D. Peterson, and A. Fathy “Compressed sensing
based UWB receiver: Hardware compressing and FPGA reconstruction,”
in 43rd Annual Conf. on Information Sciences and Systems (CISS),
Baltimore, MD, March 2009.
[3] Z. Zhang, H. Li , D. Yang, and C. Pei, “Space-time bayesian compressed
spectrum sensing for wideband cognitive radio networks” in IEEE
Symposia on New Frontiers in Dynamic Spectrum Access Networks
(DySPAN), , Singapore, 2010.
[4] D. Yang, G. D. Peterson, H. Li, and J. Sun “An FPGA implementation
for solving least square problem,” in 17th IEEE Field Programmable
Custom Computing Machines (FCCM), Napa, California, April. 2009.
[5] Z. Zhang, Z. Han, H. Li, and D. Yang, and C. Pei, “Belief propagation
based cooperative compressed spectrum sensing in wideband cognitive
radio networks” IEEE Transactions on Wireless Communications, 2011.
[6] D. Yang, G. D. Peterson, and H. Li, “High performance reconfigurable
computing for Cholesky decomposition” in Symposium on Application
Accelerators in High Performance Computing (SAAHPC), UIUC, 2009.
[7] D. Martynenko, G. Fischer, O. Klymenko, “An impulse radio UWB
transmitter for communication and precise localization,” in 2013 IEEE
13th Topical Meeting on Silicon Monolithic Integrated Circuits in RF
Systems (SiRF), 2013.
[8] H. Jiang, Y. Zhang, H. Cui, “Fast three-dimensional node localization
in UWB wireless sensor network using propagator method digest of
technical papers,” in 2013 IEEE International Conference on Consumer
Electronics (ICCE), 2013.
[9] D. Yang, H. Li, and G.D. Peterson, “Space-time turbo Bayesian com-
pressed sensing for UWB systems” in IEEE International Confenrece
on Communications (ICC2010), Kapton, South Africa, 2010.
[10] D. Yang, G. Liang, D. Jenkins, G.D. Peterson, and H. Li, “High
Performance Relevance Vector Machine on GPUs” in Symposium on
Application Accelerators in High Performance Computing (SAAHPC),
Knoxville, 2010.
[11] E. Berg, and M. P. Friedlander, “Joint-sparse recovery from multiple
measurements,” preprint, 2009.
[12] D. Yang, J. Sun, J. Lee, G. Liang, D. D. Jenkins, G. D. Peterson,
and H. Li, “Performance Comparison of Cholesky Decomposition on
GPUs and FPGAs” in Symposium on Application Accelerators in High
Performance Computing (SAAHPC), Knoxville, 2010.
[13] M. E. Tipping and A. C. Faul, “Fast marginal likelihood maximisation
for sparse Bayesian models,” in Proc. of the Int. Conf. on Artificial
Intelligence and Statistics, Keywest, FL, June 2003.
[14] S. Ji, Y. Xue, and L. Carin, “Bayesian compressive sensing,” IEEE Trans.
Signal Processing, vol. 56, no. 6, June 2008.
[15] D. Yang, H. Li, and G.D. Peterson, “Decentralized Turbo Bayesian
Compressed Sensing with Application to UWB Systems”, EURASIP
Journal on Advances in Signal Processing, 2011.
[16] D. Yang, H. Li, G.D. Peterson, and A. Fathy, “Compressive sensing
TDOA for UWB positioning systems” in IEEE Radio and Wireless
Symposium (RWS), New Orlean, LA, Jan. 2010.
[17] H. Li, S. Gong, L. Lai, H. Zhu, R. C. Qiu and D. Yang, “Efficient and
Secure Wireless Communications for Advanced Metering Infrastructure
in Smart Grids”, IEEE Trans. on Smart Grid, 2012.
[18] J. L. Paredes, G. R. Arce, and Z. Wang, “Ultra-Wideband compressed
sensing: channel estimation,” IEEE Journal of Selected Topics in Signal
Processing, vol. 1, no. 3, pp.383-395, 2007.
[19] D. Yang, L. Xu, S. Gong, H. Li, G.D. Peterson, and Z. Zhang, “Joint
electrical load modeling and forecasting based on sparse Bayesian
Learning for the smart grid”, in Conference on Information theory and
system (CISS), Baltimore, 2011.
[20] Z. Zhang, H. Li, D. Yang and C.Pei, “Collaborative compressed spec-
trum sensing: what if spectrum is not sparse?” IEEE Electronics Letters,
2011.
[21] D. Yang, G. D. Peterson, and H. Li, “Compressed sensing and Cholesky
decomposition on FPGAs and GPUs,” Parallel Computing, Elsevier,
2011.
[22] C. Hegde and R. G. Baraniuk, “Compressive sensing of a superposition
of pulses,” IEEE Int. Conf. on Acoustics, Speech, and Signal Processing
(ICASSP), Dallas, Texas, March, 2010.
[23] D. Yang, “Turbo Bayesian Compressed Sensing,” PhD Thesis, [online],
2011.
[24] T. Suzuki, K. Takizawa, T. Ikegami, “A study on human body localiza-
tion while walking in an indoor environment by using UWB signal with
multiple antennas,” in International Conference on Medical Information
and Communications, 2013.
[25] D. Yang, H. Li, and G. D. Peterson, “Feedback orthogonal pruning
pursuit for pulse acquisition in UWB communications,” in the 20th Per-
sonal, Indoor and Mobile Radio Communications Symposium (PIMRC),
Tokyo, Japan, Sept. 2009.
[26] G. Garcia, L. Muppirisetty, H. Wymeersch, “On the Trade-off Between
Accuracy and Delay in UWB Navigation,” in IEEE Communications
Letters, 2013.
[27] D. Yang, A. Fathy, H. Li, M. Mahfouze, and G. D. Peterson, “Millimeter
accuracy UWB positioning system using sequential sub-sampler and
time difference estimation algorithm,” in IEEE Radio and Wireless
Symposium (RWS), New Orlean, LA, Jan. 2010.
[28] M. Mahfouz, C. Zhang, B. Merkl, M. Kuhn, and A. E. Fathy. “Investiga-
tion of high-accuracy indoor 3-D positioning using UWB technology,”
IEEE trans. on Microwave Theory and Technology, no. 6, pp. 88-96,
2008.
[29] D. Yang, H. Li, G. D. Peterson, and A. E. Fathy, “UWB signal
acquisition in positioning systems: Bayesian compressed sensing with
redundancy,” in Conf. on Information Sciences and Systems (CISS),
Baltimore, MD, March 2009.
[30] W. Wang, M. Garofalakis, and K. Ramchandran, “Distributed sparse ran-
dom projections for refinable approximation,” in Int. Conf. on Informa-
tion Processing in Sensor Networks (IPSN), Cambridge, Massachusetts,
April 2007.
[31] D. Baron, M. B. Wakin, M. F. Duarte, S. Sarvotham, and R. G. Baraniuk,
“Distributed compressed sensing,” Preprint, Nov. 2005.
[32] E. J. Cande`s, J. Romberg, and T. Tao, “Robust uncertainty principles:
exact signal reconstruction from highly incomplete frequency informa-
tion,” IEEE Trans. Information Theory, vol.52, no.2, pp.489-509, Feb.
2006.
[33] D. Yang, H. Li, and G. D. Peterson, “Space-time turbo Bayesian
compressed sensing for UWB systems”, in 2010 IEEE International
Conference on Communications (ICC), Capton, South Africa, 2010.
[34] V. Cevher, P. Boufounos, R. G. Baraniuk, A. C. Gilbert, and M. J.
Strauss, “Near-optimal bayesian localization via incoherence and spar-
sity,” IEEE/ACM Information Processing in Sensor Networks (IPSN),
San Francisco, CA, April 2009.
[35] D. Yang, H. Li, Z. Zhang, G.D. Peterson, “Compressive sensing based
sub-mm accuracy UWB positioning systems: A spaceCtime approach,”
Digital Signal Processing, Elsevier, 2012.
[36] X. Shen, M. Guizani, R. C. Qiu, and T. Le-Ngoc, Ultra-Wideband
Wireless Communications and Networks, John Wiley, 2006.
