Clustering is a fundamental problem in data science, yet the variety of clustering methods and their sensitivity to parameters make clustering hard. To analyze the stability of a given clustering algorithm while varying its parameters, and to compare clusters yielded by different algorithms, several comparison schemes based on matchings, information theory, and various indices (Rand, Jaccard) have been developed. We go beyond these by providing a novel class of methods computing meta-clusters within each clustering-a meta-cluster is a group of clusters, together with a matching between these.
INTRODUCTION 1.Clusterings: Generation, Comparison, and Stability Assessment
Clustering Methods. Clustering, namely the task that consists of grouping data items into dissimilar groups of similar elements, is a fundamental problem in data analysis at large [1] . Existing clustering methods may be ascribed to the following categories. Hierarchical clustering methods typically build a dendrogram whose leaves are the individual items, the grouping aggregating similar clusters [2] . k-Means and variants perform a grouping induced by the Voronoi cells of the cluster representatives, which are updated in an iterative fashion [3] . In density-based clustering methods, a density estimate is typically computed from the data, with clusters associated to the catchment basins of local maxima [4] . Topological persistence may be used to select the significant maxima [5] . The notions of culminance and proeminence, which have been used since the early days of topography by geographers to define summits on mountains, can also be used to define clusters [6] . Finally, spectral clustering methods define clusters from the top singular vectors of the matrix representing the data (or their similarity) [7] . Each of these categories comes with its intrinsic difficulties. For example, the smart seeding strategy of k-means yields an algorithm with an approximation guarantee [3] ; yet, k-means++ still suffers from instabilities when the number of centers used is larger than the exact number of clusters, as the clustering obtained depends on the initial distribution of centers within the clusters [7] .
This type of difficulty together with the vast array of clustering schemes actually raises two important questions: comparing clusterings, including the problem of finding many-to-many correspondences between clusters, and estimating the number of clusters. We briefly review previous work on these.
Comparing Clusterings. To describe existing cluster comparison methods, we consider two clusterings F and F of some dataset Z = {z 1 , . . . , z t } composed of t items. Recall that the contingency table of F and F is the matrix in which a cell counts the number of data items common to any two clusters from F and F . For the sake of exposure, we define a meta-cluster of a clustering as a set of clusters of this clustering.
In set matching-based comparisons [8, 9] , a greedy best effort 1-to-1 matching between clusters is sought from the contingency table. A statistic is designed by adding up the contributions of these pairs. The resulting measure is often called the minimal matching distance (MMD) [10] . To define MMD for the k-means algorithms, assuming that k clusters are produced, each identified by a label, denote Π = {π } the set of all permutations of the k labels. The MMD is defined by
, where F (x i ) (F (x i ), respectively) is the cluster of F (F , respectively) containing x i . Finding the best permutation reduces to a maximum perfect matching and thus has polynomial complexity. Likewise, to compare clusterings with different numbers of clusters, one computes a maximum weight bipartite matching. However, MMD is inherently based on a 1-to-1 mapping between clusters, a stringent condition that we shall get rid of-MMD shall be covered by the diameter constraint D = 1 in our framework ( Figure 1) .
In pair counting methods [11, 12] , each pair of items is ascribed to a category out of four (in the same cluster in F and F , in different clusters in F and F , in the same cluster of F but in different clusters in F , and vice versa). The sizes of these four classes can be used in several ways [11] , including the Chi square coefficient, the Rand index, the Fowlkes-Mallows index, and the Mirkin metric. However, with a focus on pairs, such methods do not provide any insight on the many-tomany relationships between the clusters of the two clusterings.
In information-theoretical methods, the mutual information (MI) between the two clusterings (i.e., the Kullback-Leibler divergence between the joint and the marginal distributions associated with the contingency table) is first computed. In combination with the entropy of marginal distributions of clusters' sizes, the MI can then used to derive the normalized MI [11] . Alternatively, the MI can be used to define the variation of information (VI) between the clusterings F and F [12] . In short, VI is defined from the MI between the two clusterings [13] , namely the Kullback-Leibler divergence between the joint distribution and the marginals defined from the contingency table. While VI defines a metric, it exhibits the drawbacks of pair counting methods. Generalization of information-theoretic measures have been proposed. In Xiang et al. [14] , the bipartite graph whose nodes are clusters with one weighted edge for two clusters sharing items is used to derive a general connected component-based decomposition formula, and it is shown that several existing measures are special cases. In a similar spirit, a generalization of clustering agreement measures is proposed in Rabbany and Zaïane [15] based on a function φ(·), which quantifies the dispersion of the per-row and per-column distributions of the contingency table. Adjustments of MI measures have also been worked out in particular to reduce selection bias [16] .
Optimal transportation-based methods [17] aim at mapping the clusters with one another, and also at accommodating the case of soft clustering. These methods actually rely on the earth mover distance [18] -a linear program that may be seen as a particular case of optimal transportation. In short, this linear program involves the distances between the clusters representatives (centroids) and solves for the weight assigned to the match between any two clusters. This approach is powerful, as fractional cluster matching goes beyond the 1-to-1 greedy matching alluded to earlier. However, the involvement of cluster centroids masks individual contributions from the items themselves, so the approach does not apply when commonalities between groups of clusters from F and F are sought.
Finally, the problem of computing many-to-many correspondences between two sets of clusters S ⊂ F and S ⊂ F was addressed recently [19] . The quality of the match is assessed by size of the symmetric difference of the union of clusters (i.e., ϕ (S, S ) =| ∪ s ∈S s Δ ∪ s ∈S s |), which ought to be minimized. The authors introduce four types of constraints, which denoted C P stating that S {∅, F }. Under C p , S defines a cut of the partition F , and the size of the cut is defined by ϕ F (S ) = min S ⊂F ϕ (S, S ). For a given S, the optimal partner S can be found. For the max-flow min cut problem, recall that the Gomory-Hu construction guarantees that any graph admits a flow equivalent tree whose paths define the min cuts for all pairs of vertices. Analogously to graphs, there exists a min cut basis of F w.r.t. ϕ F (·), of size |F | − 1. The computation of such cuts falls in the realm of submodular optimization and with exact algorithms that essentially are quartic in the size of the partitions. A heuristic combining branch-and-bound and greedy techniques is also proposed.
Estimating the Number of Clusters. Finding the correct number of clusters k is admittedly a difficult problem, as there is no universal definition of cluster [20] , and also considering that the right number of clusters in a dataset often depends on the scale at which the dataset is inspected [21] . Nevertheless, various methods have been developed [20, 22] . In the sequel, in turn we consider specific and generic methods.
For k-means, to deal with clusters with complex shapes and/or noise, the split-and-merge procedure [23, 24] first oversegmentates clusters (to ensure that each cluster center of mass is located in high density area) and further merges neighboring clusters. Clustering methods based on Gaussian mixtures triggered specific developments to accommodate clusters with non-Gaussian shapes. The integrated completed likelihood (ICL) method [25] combines the Bayesian information criterion (BIC) and an entropic penalty on the model complexity. In a nearby vein, various hierarchical merging strategies of Gaussian components were investigated [26] .
Generic methods may be classified depending on whether they directly operate on the clusters or use a function (density estimate) modeling the underlying distribution of items/samples. Consider first the methods in the first class. The elbow method tracks an abrupt change of the functional assessing the clustering quality [22] . The silhouette method [27] picks the clustering maximizing the silhouette of each sample-a number in −1 · · · 1 assessing whether the sample is well clustered. Under appropriate well-separatedness hypothesis, the gap statistic defines k by maximizing the change in within-cluster dispersion that is expected under an appropriate reference null distribution [20] . Consider next the methods in the second class. In spirit, these methods directly read the correct number of clusters from connected components and/or local maxima of a density estimate defined from the samples. This idea was first implemented by tracking the connected components of a union of balls centered on the samples [28] , a strategy akin to density estimation, a difficult problem in high-dimensional spaces. More recently, it was shown that topological persistence is instrumental to read pertinent scales for local maxima, when such scales exist [5] .
Exploiting Many-to-Many Correspondences: Illustration on a Specific Application
Having commented on the comparison of clusterings, let us address the status of individual items identified thanks to many-to-many correspondences between clusters. Although most methods summarize the comparison of the two clusterings with a real value, in a number of applications, however, the mapping between individual items from the two clusterings is critical.
Our interest in the cluster comparison problem actually comes from the problem of comparing two protein molecules in structural biology. To apprehend the importance of this task, recall that it is the structure (and also the dynamics) of molecules that determines their function. Prosaically, the structure of a lock must match that of the lock to be opened. In analyzing two protein conformations, a central task is to identify regions within these conformations, called structural motifs, which can be geometrically superimposed onto one another. Using geometric methods akin to rigidity analysis, a method to identify geometrically conserved regions was proposed in Cazals and Tetley [29] . Once such regions have been identified, a many-to-many correspondence is sought ( Figure 2 ). Critically, one does not know a priori how many structural motifs a protein contains. Therefore, it is important to not derive the correspondence sought from a cut as in Glantz and Meyerhenke [19] . Once identified, motifs can be used to boost the exploration of the conformational variability of a molecule. Considering that motifs are more rigid than their complement in the molecule, one can, for example, rigidify all degree of freedoms of atoms present in the motifs, Fig. 2 . Finding structural motifs in protein conformations using clusters of clusters. (a) Two protein conformations reconstructed by x-ray crystallography, each with a set of amino acids identified from a geometric analysis seeking (quasi-)isometric regions. On this simple example, regions from the lef-hand side are either nested or intersect with the motifs on the left (w.r.t. their constituting amino acids). Intersections are depicted as an edge. Structural motifs are defined from a many-to-many correspondence between these regions. The motifs identified this way are made rigid, which allows focusing the conformational exploration on flexible linkers. The process typically results in a twofold reduction of the number of degrees of freedom to consider for the physical simulation. (b) Specification of the many-to-many correspondence problem, with one cluster for each rigid region and one point for each amino acid; two clusterings of the same dataset. The value decorating an edge is the number of amino acids shared by two regions.
restricting conformational changes to linker regions connecting motifs. This strategy is currently being exploited for several complex biomolecular systems, such as membrane transporters (involved in cancer chemoresistance and antibiotic resistance), the polymerase of influenza (which replicates the viral genome), and viral fusion proteins (used by viruses to attach themselves to the to-be-infected cells). Such a system has 3n Cartesian coordinates for n atoms. With typically n > 10,000, the brute force exploration of the conformation space requires massive calculations. With the detection of motifs and their complement (flexible linkers), the number of degrees of freedom to be considered is typically lowered by two orders of magnitude on the aforementioned systems-a dramatic simplification for the physical simulation.
Main Contributions
Rationale. Until recently, previous work has overlooked two issues. First, the comparison of two clusterings has been done globally-that is, without providing insights on the mapping between clusters, if one omits the elementary matching case. Second, in assessing and comparing clusterings, the scale at which clusters merge has not been studied. Phrased differently and following Strehl and Ghosh [21] : "In fact, the right number of clusters in a dataset often depends on the scale at which the dataset is inspected." Indeed, VI or co-occurrence matrices that count the number of times two data points are clustered together do not provide such insights. The recent contribution [19] partly answers the questions of which clusters match to which, in a global manner considering that binary cuts of the two clusterings/partitions are returned.
In this article, we go beyond this approach by studying the problem of grouping clusters into meta-clusters, beyond cuts [19] . To do so, we define the family-matching problem on the intersection graph G constructed from F and F . A node of G represents a cluster, an edge between two nodes means that the intersection between the two corresponding clusters is not empty, and the weight of an edge is the number of items (elements) shared by the two clusters (that necessarily belong to different clusterings). Intuitively, the family-matching problem consists of finding an explicit many-to-many correspondence between groups of clusters of the two clusterings. More formally, the family-matching problem consists of computing disjoint subsets of nodes (clusters of clusters, or meta-clusters) such that (i) every such subset induces a subgraph of G of diameter at most a given constant D ≥ 1 and (ii) the number of items, for which the two clusters that contain it (in F and in F ) are in a same meta-cluster, is maximum. This parameter corresponds to the score of a solution. In this article, we consider the unweighted diameter of graphs (largest number of edges that must be traversed to travel from one vertex to another or infinite if the graph is not connected).
The constraint on the diameter D actually sheds light on previous work. The case D = 1 corresponds to previous work focused on 1-to-1 matchings. The case for which one cluster of F (F , respectively) corresponds to different smaller clusters of F (F , respectively) is contained in the case where D = 2. We call this case 1-to-many. In Lemma 6, we prove that the optimal score for D = 2 can be arbitrarily large compared to the optimal score for D = 1-an incentive to introduce this diameter constraint. The case D > 2 (constant) deals with the case where different clusters of F correspond to different clusters of F (and vice versa) but without a good matching between these clusters. In that case, the value of D is a measure of the complexity of the two clusters of clusters (the meta-cluster involving these two). More generally, the case 2-to-many may be solved with D = 4, the case d-to-many may be solved with D = 2d. We do not have an equivalence because additional conditions are needed, and, in practice, different values of D must be chosen because of the different scales of the clusterings.
On general (i.e., not necessarily bipartite) graphs, the D-family-matching problem is strongly related to the so-called maximum edge clique partition problem, in which one is looking for a partition of the vertices of an unweighted graph into cliques, maximizing the number of edges within the cliques. More precisely, maximum edge clique partition can be seen as the 1-familymatching problem in general graphs. As observed by Dessmark et al. [30] , in an optimal solution of maximum edge clique partition, the maximum size of the clusters is not far from the size of a maximum clique of the input graph, which can be used to show that this problem cannot be approximated within n 1−ϵ for any ϵ unless P = N P [31] . This approach could be used to show that the 2-family-matching problem is not approximable within any ratio by using maximum edge biclique as the starting problem, in which the aim is to find a complete bipartite graph with the maximum number of edges in a bipartite graph. Indeed, maximum edge biclique was recently shown to be n 1−ϵ -inapproximable unless P = N P for any ϵ > 0 [31] . Unfortunately, in the bipartite case, an optimal solution of 2-family-matching may contain only small bicliques compared to an optimal solution of maximum edge biclique: consider a star with q branches, and add two leaves to each branch. Observe that an optimal solution of 2-family-matching in this graph consists of the disjoint union of q paths of length 3 (thus, the maximum biclique in this solution consists of two edges only), whereas there exists a biclique with q edges.
Finally, our problem is also close to some classical partitioning problems. Indeed, separating an edge-weighted graph (with nonnegative weights) into k components while minimizing the size of the cut is a classical optimization problem, known as minimum k-cut or minimum k-way cut [32] . This problem is N P-hard if k is an input parameter but polynomial time solvable for every fixed k [33] . Moreover, there exist polynomial time algorithms with an approximation ratio better than 2 [34, 35] , and a fixed-parameter tractable (FPT) algorithm when parameterized by the number of edges in the cut [36] , whereas it is W[1]-hard when parameterized by k [37] . However, when we seek for a minimum cut separating k prescribed vertices, the problem is already N P-hard for k = 3 but admits a (2 − 2/k )-approximation algorithm for every k ≥ 2 [38] . The main difference between these approaches and our application lies in the specification of k, as we do not know a priori how many meta-clusters are sought. Admittedly, we also face a model selection problem for the choice of D, which is the focus of Section 6.
Contributions.
Our work, which investigates the relationship between two clusterings, shedding light on the way clusters from one have been merged/split/edited to define one clustering from the other, consists of the following contributions. In Section 2, we introduce a new combinatorial optimization problem on the intersection graph, namely the D-family-matching problem, so as to compare two clusterings. In Section 3, we prove that the problem is very hard to solve: N Pcompleteness and APX -hardness results, and unbounded approximation ratio of simple strategies. In Section 4, we design exact polynomial time dynamic programming algorithms for some classes of instances (trees, paths, cycles, graphs of maximum degree 2). In Section 5, we describe efficient algorithms for general graphs, introducing a variant of the problem with spanning tree constraints. In Section 7, we illustrate the ability of our algorithms to identify relevant meta-clusters between a given clustering and an edited version of it, and compare our scores against the VI. In both cases, we show that parameter D yields insights on the scale at which clusters coalesce. We conclude in Section 8.
COMPARISON OF CLUSTERINGS: FORMALIZATION AS GRAPH PROBLEMS
In this section, we formalize the D-family-matching problem modeling the comparison of clusterings. Let t ≥ 1 be any positive integer. Let us consider a set of elements Z = {z 1 , . . . , z t }. We are given two different families F and F of disjoint subsets of Z . Let r ≥ 1 be the size of F . Formally,
Definition 1 (Edge-weighted Intersection Graph).
The edge-weighted intersection graph G = (U , U , E, w ) associated with Z , F , and F , is constructed as follows. The set U = {u 1 , . . . ,u r } corresponds to the clustering F . To each vertex u i , we associate the set F i ∈ F . The set U = {u 1 , . . . ,u r } corresponds to the clustering F . To each vertex u i , we associate the set F i ∈ F . The set of edges of
In the rest of the article, we will write intersection graph instead of edge-weighted intersection graph and w u,u instead of w {u,u } to denote the weight of an edge {u, u } ∈ E. See Figure 1 and Figure 3 for two detailed examples. We prove in Lemma 1 that any edge-weighted bipartite graph G with positive integers is an intersection graph for some Z , F , and F . A bipartite graph is a graph whose nodes can be partitioned into two disjoint sets such that every edge has an extremity in the first set and has its other extremity in the second set. Lemma 1. Let G = (V , E, w ) be any edge-weighted bipartite graph such that w e ∈ N + for every e ∈ E. Then there exist Z , F , and F for which G is the intersection graph.
Proof of Lemma 1. Without loss of generality, we assume that G is connected (otherwise, we prove the result for every maximal connected component). We prove the result by induction on the number of nodes n. Let V = U ∪ U . Consider first that n = |U ∪ U | = 2. Let U = {u 1 } and U = {u 1 }. We construct Z , F , and F as follows. Set Z = {z 1 , . . . , z t } with t = w u 1 ,u 1 . Set F = {F 1 } with F 1 = {z 1 , . . . , z t }, and set F = {F 1 } with F 1 = {z 1 , . . . , z t }. Thus, G is the intersection graph for Z , F , and F .
Suppose now that it is true for every edge-weighted bipartite graph composed of at most n nodes and such that the weights are positive integers. We prove that it is also true for every edgeweighted bipartite graph G = (U , U , E, w ) such that |U ∪ U | = n + 1 and such that the weights 
Observe that there is another optimal solution by removing the two edges {u 2 , u 3 } and {u 3 , u 4 } and by adding the edge
By induction hypothesis, G is an intersection graph. We define Z G , F G , and F G corresponding to G as follows.
where d x is the number of neighbors of x in G. Without loss of generality, assume that u i corresponds to F i for every i ∈ {1, . . . ,d x } (we permute the indices otherwise). Set
We get that G is the intersection graph for Z , F , and F . Thus, the result is true for every edge-weighted bipartite graph G = (U , U , E, w ) such that 2 ≤ |U ∪ U | ≤ n + 1 and such that the weights are integers.
By Lemma 1, we can focus on any intersection graph without necessarily considering the corresponding Z , F , and F . In the rest of the article, an intersection graph will be denoted as G = (V , E, w ). Let us define some notations. We denote by n = |V | the number of nodes of G, by m = |E| the number of edges of G, and by Δ = max v ∈V |N G (v)| the maximum degree of G, where N G (v) is the set of neighbors of v ∈ V in G. The diameter of a graph is the maximum number of edges of a shortest path in this graph. The set cc (G) represents the set of maximal connected components of G. We now define the notion of D-family-matching. 
Definition 2 (D-Family-matching). Let
Intersection graph of n ≥ 1 nodes and m ≥ 1 edges
Optimal score for the D-family-matching problem
Optimal score for the D-family-matching problem constrained by T r if i j, then: 
be the set of all D-family-matching for G. We now formalize the D-family-matching problem. Intuitively, we wish to compute a D-family-matching that minimizes the inconsistencies.
Definition 3 (D-Family-matching Problem). Let
From such an optimal solution, we deduce an optimal number of sets k ≥ 1 for our clusterings comparison. Observe that the 1-family-matching problem is equivalent to the problem of computing a maximum weighted matching in weighted bipartite graphs. Considering that this problem can be solved in O (n 2 log n + nm) [39] , we deduce the following result. Lemma 2. Given any intersection graph G, the 1-family-matching problem can be solved in O (n 2 log n + nm). Figure 3 illustrates the problem, and we summarize the notations in Table 1 .
Equivalent Definition of the D-Family-Matching Problem
We now define an equivalent definition of the D-family-matching.
Definition 4 (D-Family-matching). Let
and P must satisfy the diameter constraints: for every H , H ∈ P i , then there exists a sequence (H 0 , . . . ,
The score f (P) of a D-family-matching P is defined as follows:
Let P D (F , F ) be the set of all D-family-matching for F , F , and D. We now formalize an equivalent definition of the D-family-matching problem.
Definition 5 (D-Family-matching Problem).
Let D ∈ N + . The D-family-matching problem consists of determining a D-family-matching that maximizes the score f . Formally, we aim at computing the following:
Finally, we obtain the following property showing the equivalence between the two definitions of the D-family-matching problem.
any positive real number. Consider any instance of the D-family-matching problem defined by Z , F , and F , and consider the associated intersection graph G. Then there is a D-family-matching P for Z , F , and F such that f (P) ≥ L if and only if there is a D-family-matching
S of G such that Φ(S) ≥ L.
HARDNESS OF THE D-FAMILY-MATCHING PROBLEM AND GREEDY STRATEGIES
We prove that the D-family-matching problem is APX -hard (Section 3.1) and that simple strategies can be arbitrarily bad (Section 3.2).
APX -hardness
As explained earlier, the 1-family-matching problem is polynomial time solvable, and thus we now focus on higher values of D. Moreover, we will prove in Section 4 that the problem is polynomial time solvable for bipartite graphs of maximum degree Δ = 2. We prove that these two cases are actually the only pairs (D, Δ) leading to polynomial problems, all others being N P-complete and even APX -hard. We were also able to prove hardness results for some (D, Δ) even in the case where edge weights are within a fixed range of values.
Theorem 2. Let D ≥ 2 be any integer. The decision version of the D-family-matching problem is APX -hard for the following:
• bipartite graphs of maximum degree 3;
• bipartite graphs of maximum degree 4 when the maximum weight is constant.
Moreover, the 2-family-matching problem is APX -hard for bipartite graphs of maximum degree 3 with unary weights.
Although we leave as an open question whether D-family-matching is in APX (namely, whether it admits a polynomial time algorithm achieving a constant approximation ratio), we show that two natural strategies for obtaining approximation algorithms are hopeless.
The rest of this section is devoted to the proof of Theorem 2. For the sake of readability, we split this proof into three parts: Theorems 3, 7, and 8. Notice that the last two proofs are quite similar.
Let us first recall the definition of L-reduction to transfer approximation lower bounds.
Definition 6.
[40] Let Π and Π be two maximization problems. We say that Π L-reduces to Π is there are two polynomial time algorithms f , д and constants α, β > 0 such that for each instance I of Π:
(1) Algorithm f produces an instance I = f (I ) of Π such that the optima of I and I , denoted by OPT Π (I ) and OPT Π (I ), respectively, satisfy OPT Π (I ) ≤ αOPT Π (I ); (2) Given any solution of I with cost c , algorithm д produces a solution of I with cost c such that
It is known that if Π is APX -hard and L-reduces to Π , then Π is APX -hard as well. In that case, Π does not admit a polynomial time approximation scheme) unless P = N P.
Part I: Δ = 4, Fixed Values of Weights.
Theorem 3. Let D ≥ 2 be a positive integer. The D-family-matching problem is APX -hard even if the maximum degree Δ is at most 4 and the number of different weights is at most 3.
In our reduction, we use a special case of the set packing problem, a well-known N P-complete problem [41] . Given a universe X = {x 1 , . . . , x t } of t ≥ 1 elements and a family
, and an integer k ≥ 1, the set packing problem consists of determining whether there exists a packing C of size |C| = k. Notice that this problem remains APX -hard even if |Y i | = 3 for every i ∈ {1, . . . ,p} and x i is in at most 3 sets, for every i ∈ {1, . . . , t } [42] .
Consider any instance I sp of the set packing problem: a universe X = {x 1 , . . . , x t }, a family Y = {Y 1 , . . . , Y p } of subsets of X , and an integer k ≥ 1. We assume that |Y i | = 3 for all i ∈ {1, . . . ,p} and that x i is in at most three sets. We first construct the intersection graph G of the D-familymatching problem (Definition 7).
Definition 7 (Construction of the Intersection Graph G for the D-Family-matching Problem).
The intersection graph G = (V , E, w ) is defined as follows:
for every i ∈ {1, . . . ,p}, and w (e) = T for every
Observe that the maximum degree Δ of G is at most 4 and that G is bipartite.
Intuitively, we will prove that any optimal solution S has size p and for every S ∈ S, S contains exactly D − 1 edges of weight T plus either one edge of weight 5 or three edges of weight 2 (such a case will correspond to the subsets of the set packing).
Lemma 3. If there is a solution C for the instance I sp of the set packing problem such that |C| ≥ k, then there is a solution S for the D-family-matching problem for
Proof of Lemma 3. Consider any solution C for the instance I sp of the set packing problem such that |C| = k. We construct a solution S for the D-family-matching problem for G such that
. . ,p}. The sets are disjoint. In other words, for every i, j ∈ {1, . . . ,p}, i j, then S i ∩ S j = ∅ because C is a set packing and, by construction of G, we have
Thus, we have proved that S is a solution for the D-family-matching problem for G such that Proof of Lemma 4. Consider any optimal solution S for the D-family-matching problem. Without loss of generality, we assume that S contains the smallest number of sets. In other words, |S| ≤ |S | for any solution S such that Φ(S ) = Φ(S). We deduce that every set of S contains at least two nodes. Otherwise, we can remove such single sets without decreasing the score. We first prove the following claims.
Lemma 4. If there is a solution S for the D-family-matching problem for
G such that Φ(S) ≥ p(D − 1)T + 5p + k, then
Claim 4. Consider the graph G induced by the set of nodes
Proof of Claim 4. Any graph of degree at most k and diameter at most D is composed of at most 1 + k
. . ,p} and that x i is in at most three sets. Thus, the graph G has degree at most 3. We get that any subgraph of G of diameter at most D is composed of at most 1 + 3
We deduce that the number of edges of such graphs is upper bounded by [ 
Proof of Claim 5. We first prove that |S ∩ U | ≤ 1 for every S ∈ S. Suppose by contradiction that there exists S ∈ S such that |S ∩ U | ≥ 2. Without loss of generality, let S ∩ U = {u 1 , . . . ,u b }, b ≥ 2. For every i ∈ {1, . . . ,b}, then there exists j ∈ {1, . . . , D − 1} such that z i j S. Indeed, the distance between z i D−1 and u i is at least D + 1 for every i, i ∈ {1, . . . ,b}, i i. Intuitively, in that case, the solution is missing at least one edge of weight T among the edges induced by {z i 1 , . . . ,
Consider the partition S obtained from S \ S, where we remove from every set all vertices {z i j , i ∈ {1, . . . ,b}, j ∈ {1, . . . , D}} ∪ {u 1 , . . . ,u b } and add the sets
edges. This is a contradiction because S is an optimal solution. Thus, for every S ∈ S, we have |S ∩ U | ≤ 1.
Finally, suppose that there exists S ∈ S such that |S ∩ U | = 0. We may assume that S ∩ U = ∅, as otherwise we would have S = {u j } for some j ∈ {1, . . . , t }, but in that case S \ S would have the same weight as S, and strictly fewer sets, which is impossible. Hence, there must exist i ∈ {1, . . . ,p} such that S ⊆ {z i 1 , . . . , z i D }. Consider the partition S constructed from S \ S, where we remove from each set the vertices {z i 1 , . . . , z i D } and add the set {u i , z i 1 , . . . , z i D }. Observe that Φ(S ) − Φ(S) ≥ T , which is a contradiction.
Claim 6. S contains exactly p sets.
Proof of Claim 6. This holds by Claim 5 and the fact that every set of S must induce a subgraph of diameter at most D. In particular, every set must induce a connected graph.
We are now able to prove Lemma 4. We assume that there is a solution S for the D-familymatching problem for G such that Φ(S) ≥ p(D − 1)T + 5p + k. Without loss of generality, we assume that S is optimal. Combining Claim 5 and Claim 6, we get that for every set S ∈ S, there exists i ∈ {1, . . . ,p} such that either
Let us say that S is of type 1 (respectively, type 2) if it falls in the first (respectively, second) case. Considering that all sets of S are pairwise disjoint, they actually correspond to a solution C for the instance I sp . And considering that Φ(S) ≥ p(D − 1)T + 5p + k, we have that |C| ≥ k, as desired.
We are now able to prove the theorem.
Proof of Theorem 3. First, the reduction (Definition 7) can be clearly done in polynomial time. Finally, Lemmas 3 and 4 prove that any instance I sp of the set packing can be transformed into an instance G of D-family-matching, and any solution C of I of cost at least k can be transformed in polynomial time into a solution S of G of cost at least p(D − 1)T + 5p + k. We thus obtain the algorithms f and д of Definition 6. Now observe that any instance I of the set packing considered in our reduction is such that |Y i | = 3 for every i ∈ {1, . . . ,p}, and every element x j belongs to at most three sets. This implies that the cost of an optimal solution of I , denoted by OPT SP (I ), is at least p 7 . Indeed, the number of elements belonging to a set of C is exactly 3|C|, and any set must intersect one of these vertices. However, each of these vertices can belong to at most two sets outside C.
Hence, we have
which proves item 1 of Definition 6 with α = 7(D − 1)T + 36 (recall that the value of D is fixed, and T depends only on D). We then prove item 2 of Definition 6 with β = 1. Given a solution C of I obtained from a solution S of G, we have to show that OPT SP 
, and hence the required inequality is actually equivalent to |C| ≥ |S| − (p(D − 1)T + 5p), which is true by the previous lemmas.
To illustrate the proof of Theorem 3, consider the instance I sp of the set packing problem, where Figure 4 is the graph obtained from Definition 7. There is a set packing C = {Y 1 , Y 3 , Y 5 } of size k = 3 and there is a 3-family-matching S such that Φ(S) ≥ p(D − 1)T + 5p + k = 14T + 38 = 6,590 (depicted in red in Figure 4 ).
Part II: D = 2, Δ = 3, Unary Weights.
We prove the following.
Theorem 7. The 2-family-matching problem is APX -hard in graphs of maximum degree 3 with unary weights.
Proof of Theorem 7. We reduce from the induced matching problem, which takes as input a graph G = (V , E) and an integer k, and asks whether there exists a set M of at least k edges such that no two edges of M are joined by an edge. Such a set M is called an induced matching. This problem is APX -complete on graphs on maximum degree 3 [43] . Let G = (V , E) be a graph of maximum degree 3, with V = {v 1 , . . . ,v n } and E = {e 1 , . . . , e m }. We construct a bipartite graph G composed of the vertex set V ∪ E , where V = {v 1 , . . . ,v n } and E = {e 1 , · · · e m }. Then, if e j = {v a , v b } is an edge of G, add to G the edges {v a , e j } and {v b , e j }, and give them weight 1. We now prove that G contains an induced matching of size k if and only if G contains a 2-family-matching of weight m + k.
⇒ Let M ⊆ E be an induced matching of G of size at least k. Without loss of generality, assume
j induces a graph of diameter 2. More precisely, it induces a path of length 2, and its weight is thus 2. Moreover, there are k such clusters. Now, for every edge e j ∈ E \ M, let i j be such that v i j ∈ e j and v i j does not belong to any edge from M, chosen arbitrarily if several choices are possible.
Notice that v i j is well defined, as M is an induced matching.
Here again, one can check that the diameter of the graph induced by S O i is 2, as it is a star whose center is v i , with either one, two, or three branches, in which case its weight is respectively 1, 2, or 3. Moreover, the total weight of these clusters is m − k. All together, we obtain a 2-family-matching of weight 2k + m − k = m + k, as desired.
⇐ Conversely, let S be a solution of weight at least m + k. Observe first that since the vertices of E are of degree 2, and none of them have the same neighborhood, each cluster must induce a star, centered at either a vertex from V or E . Let M be the set of all j ∈ {1, . . . ,m} such that e j is in the same cluster as v a and v b , where e j = {v a , v b }. Now we show that we can modify the solution (without decreasing its weight) so that edges of index in M form an induced matching: suppose that there exist j, j ∈ M, j j , r M such that e r = {v a , v b } with v a ∈ e j and v b ∈ e j (i.e., edges e j and e j are incident). Hence, e r is not contained in any cluster. We remove v a from the cluster that contains e j , and create a cluster {v a , e r }. Applying this modification iteratively, we obtain a solution that is still a 2-family-matching of weight at least k + m. Moreover, edges whose index are in M form an induced matching. Finally, the number of edges contained in a cluster of S is at most 2|M | + |E \ M | = m + |M | and at least m + k, and thus |M | ≥ k.
To prove that this is indeed an L-reduction, it remains to show that any maximum induced matching M is of size at least αm for some fixed α > 0. This is indeed the case, as the input graph has maximum degree 3. Hence, if M denotes a maximum induced matching and V (M ) denotes the vertices of M, observe that any edge of G is either
, and thus the total number of vertices is bounded above by 8M, which gives a linear upper bound on m, as desired.
To illustrate the proof of Theorem 7 consider the instance of the induced matching problem depicted in Figure 5 (left). Figure 5 (right) represents the intersection graph constructed from it. There is an induced matching of G of size 3 and a 2-family-matching composed of four sets with total weight equal to 9. Proof of Theorem 8. Similarly to the previous case, we reduce from the maximum induced matching problem. Let G = (V , E) be a graph of maximum degree 3, with V = {v 1 , . . . ,v n } and E = {e 1 , . . . , e m }. We construct a bipartite graph G composed of the vertex set
} and give them weight 1. Finally, for every j ∈ {1, . . . ,m} and ∈ {1, . . . , D − 2}, add the edge {e j , e +1 j } and give it weight W = 4m + 1. Clearly, G is a bipartite graph of maximum degree 3. We now prove that G contains an induced matching of size k if and only if G contains a D-family-matching of weight (D − 2)W m + 2(m + k ).
⇒ Let M ⊆ E be an induced matching of G of size at least k. Without loss of generality, assume that M = {e 1 , . . . e k }. Construct, for each j ∈ {1, . . . , k }, the cluster
Notice that v i j is well defined, as M is an induced matching. Let I = {i j |e j ∈ E \ M }. For every i ∈ I, construct the cluster , where e j = {v a , v b }. Observe that there cannot be j, j ∈ M, j j such that e 1 j and e 1 j are in the same cluster, as the diameter of such a cluster would be at least D + 1. Now we show that we can modify the solution (without decreasing its weight) so that edges of index in M form an induced matching: suppose that there exist j, j ∈ M, j j , r M such that e r = {v a , v b } with v a ∈ e j and v b ∈ e j (i.e., edges e j and e j are incident). We move v 1 a from the cluster that contains e 1 j to the cluster that contains e 1 r . Let us call S the obtained solution. We have the following: • S is of same weight as S;
• S is a D-family-matching: first, v 1 a is a vertex of degree 1 in the graph induced by its cluster in S, so the diameter of the cluster containing e 1 j is not greater in S . Second, we added a vertex of degree 1 in the cluster containing e 1 r . If this cluster has diameter at least D + 1 in S , it implies that in S, there exists r r such that e D−1 r and e 1 r are in the same cluster, but since e 1 r is only adjacent to e 2 r in its cluster, the shortest path between e 1 r and e 1 r is of length at least 2D − 3, which is a contradiction.
Applying this modification leads to a solution S such that M represents an induced matching in G. Finally, the number of edges contained in a cluster of S among those between V 1 and E 1 is at most 2|M | + |E \ M | = m + |M |, and at least m + k, and thus |M | ≥ k. As previously, m can be bounded above by a linear function of the size of a maximum induced matching, which proves that the reduction is an L-reduction.
To illustrate the proof of Theorem 8, consider the instance of the induced matching problem depicted in Figure 6 (left). Figure 6 (right) represents the intersection graph constructed from it for D = 4. There is an induced matching of G of size 3 and a 2-family-matching composed of four sets with total weight equal to 18 + 12W = 318.
Greedy Strategies
Perhaps the most natural idea to solve the problem is a greedy approach, which would iteratively seek for maximal collections of subgraphs of diameter D. Unfortunately, we show that even for D = 2, there exist instances (having unary weights) for which picking a maximum biclique (complete bipartite graph) first leads to an arbitrarily bad solution. Proof of Lemma 5. Consider the intersection graph G = (U , U , E, w ) constructed as follows:
Lemma 5. For any integer λ ≥ 1, there exists an intersection graph
} for every i ∈ {1, . . . , λ}.
• Set w e = 1 for every e ∈ E.
Observe that the graph G is bipartite.
We now prove that the subgraph of G with diameter at most 2 and that has the maximum number of edges is the graph G[{u c , u i , . . . ,u λ }] composed of λ edges that is induced by the set of nodes {u c , u i , . . . ,u λ }. Indeed, suppose that node u c is not in such a graph. Then, if we remove u c from G, we obtain λ disjoint stars each composed of λ − 1 edges. Thus, considering that w e = 1 for every e ∈ E, we get that the graph G[{u c , u i , . . . ,u λ }] induced by {u c , u i , . . . ,u λ } maximizes the sum of the weights. Now, if we remove such a set from G, we get disjoint isolated nodes (i.e., each node has degree 0). We get that Φ(S max ) = λ.
We finally prove that there exists a 2-family-matching S for G such that Φ(S) ≥ λ(λ − 2). Let S = {S 1 , . . . , S λ } be such that S i = {u i } ∪ U i for every i ∈ {1, . . . , λ}. Observe that S i ∩ S j = ∅ for every i, j ∈ {1, . . . , λ}, i j. Furthermore, the graph G[S i ] is a star and therefore has diameter 2. Thus, S is a (λ, 2)-family-matching for G. The number of edges of G[S i ] is |E (G[S i ])| = λ − 2 for every i ∈ {1, . . . , λ}. Considering that w e = 1 for every e ∈ E, we finally get that
This concludes the proof of Lemma 5.
Notice that this result is in sharp contrast to the nonbipartite version of the problem, where we want to find a partition of the vertices of a graph in cliques that covers the maximum number of edges. It has been shown [44] that a greedy algorithm similar to the one described previously achieves a 2-approximation ratio if one is allowed to pick cliques of size at most some constant r only. Hence, this strategy gives a 2-approximation algorithm in graphs of maximum degree Δ, whereas it cannot achieve an approximation ratio better than Δ in the bipartite case. This gives the intuition that the complexity of the problem increases with the value of the diameter.
From this observation, another greedy strategy consists of first solving the problem with a smaller value of D. Here again, we show that such an algorithm cannot achieve a fixed approximation ratio. More precisely, we analyze the ratio between scores of optimal solutions for the D-family-matching problem for increasing values of the diameter-that is,
Unfortunately, we show that this ratio is not bounded even for very simple classes of instances.
Lemma 6. For any integer n ≥ 1, there exists an intersection graph
Proof of Lemma 6. Let t = n − 1. Let Z = {z 1 , . . . , z t }, F = {F 1 }, and F = {F 1 , . . . , F t } be an instance of the D-family-matching problem, where F 1 = {z 1 , . . . , z t } and F i = {z i } for every i ∈ {1, . . . , t }. The intersection graph G = (U , U , E, w ) is such that U = {u 1 }, U = {u 1 , . . . ,u t }, E = {{u 1 , u i } | 1 ≤ i ≤ t }, and w e = 1 for every e ∈ E. We first prove that any solution S D=1 for the 1-family-matching problem is such that Φ(S D=1 ) ≤ 1. Indeed, every subgraph of G with diameter at most 1 is composed of at most one edge. Furthermore, if S D=1 contains a set S that induces a subgraph composed of one edge, then all others sets induce subgraphs that do not contain any edge (observe that every edge contains the central node u 1 of the star graph G). Otherwise, the family S D=1 does not satisfy the property that the subsets are disjoint. Thus, Φ(S D=1 ) ≤ 1. Finally, let S D=2 = {U ∪ U }. The graph induced by U ∪ U is the graph G that has diameter 2 and Φ(S D=2 ) = t = n − 1.
In the next sections, we provide polynomial time algorithms for simple graphs classes and then use some of them to obtain efficient algorithms in general bipartite graphs.
POLYNOMIAL TIME DYNAMIC PROGRAMMING ALGORITHMS
FOR SOME CLASSES In this section, we prove polynomial time complexity exact dynamic programming algorithms for the D-family-matching problem for some classes of graphs: trees, paths, cycles, and graphs of maximum degree 2.
The D-Family-Matching Problem for Trees
We explain our exact polynomial time dynamic programming algorithm to solve the D-familymatching problem when the graph is a tree. Proof of Theorem 9. Consider the tree T rooted at any node r ∈ V . We call this rooted tree T r . Given any node v ∈ V , let T v be the subtree of T r rooted at v such that V (T v ) contains all of the nodes v ∈ V such that there is a simple path between v and r in T r that contains v in T r . A simple path is a path such that each node is contained at most once in it. We define the function Ψ D as follows. For every v ∈ V and every i ∈ {−1, 0, . . . , D}, Ψ D (T v , i) is the score of an optimal solution S for the D-family-matching problem, for the intersection tree T v , such that
• if i ≥ 0, then there exists S ∈ S, v ∈ S, and the subtree induced by the set of nodes S has depth at most i;
Note that Ψ D (T v , 0) is the score of an optimal solution S when {v} ∈ S (say otherwise, v is alone in a set). In the following, we abuse the notation writing
First of all, for every leaf v ∈ V of T r and every i ∈ {−1, 0, . . . , D}, Ψ D (v, i) = 0. A leaf is a node of degree 1 and different from the root r .
Let v ∈ V be any node that is not a leaf. Let N (v) = {v 1 , . . . ,v q } be the set of q ≥ 1 neighbors of v in T v . Suppose that we have computed Ψ D (v j , i) for every j ∈ {1, . . . , q} and every i ∈ {−1, . . . , D}. We prove that we can compute Ψ D (v, i) for every i ∈ {−1, . . . , D}. The computation is divided into two different cases (claims).
Claim 10. For every
Proof of Claim 10. Let us first consider i = −1. We consider here an optimal solution for the D-family-matching problem for T v such that v does not belong to any set. Thus, we compute for every subtree T v j , 1 ≤ j ≤ q, the score of an optimal solution for the D-family-matching problem for T v j . Note that the depth of the subtree (set) rooted at v j in the solution has no importance here. The score of such a score is max i ∈{0,
is the sum of all such scores.
Let us now consider i = 0. It means that we consider an optimal solution for the D-familymatching problem for T v such that v is alone in a set. Observe that
Proof of Claim 11. We compute here the score Ψ D (v, i) of an optimal solution for the D-familymatching problem for T v such that the depth of the subtree (set) that contains v in the solution is exactly i. We denote by S v the set of nodes of such a subtree. To do that, we first need to choose one subtree T v j , for some j ∈ {1, . . . , q}, such that the set (subtree) that contains v j in the solution for T v , is such that the subtree induced by S v ∩ V (T v j ) has depth i − 1. To compute such j, we enumerate the q different possibilities. For every possible choice (j = 1, . . . , q), we compute the largest possible score. Such a score is Ψ D (v j , i − 1) plus the the weight w v,v j of the edge {v, v j } plus the largest possible score for the other neighbors of v. More precisely, for every j ∈ {1, . . . , q}, j j, there are two cases:
In that case, the largest possible score corresponding to the subtree
In that case, the largest possible score is max i ∈{1, ... ,min(i−1,
Indeed, we add the weight w v,v j by assumption and then compute the score of an optimal solution for the D-family-matching problem for T v j such that v j is in a subtree (set) of depth at most D − i − 1 and also at most i − 1. Otherwise, the diameter of S v would be at least D + 1 and/or the depth would be at least i − 1.
We determine the maximum score between these two scores. We finally obtain an optimal score and determine a best choice for j to compute Ψ D (v, i).
For every v ∈ V , the time complexity of the computation of Ψ D (v, i), for all i ∈ {−1, . . . , D}, is O (qD) for the first case and O (q 2 D 2 ) for the second case. We get that the time complexity of the algorithm is O (D 2 Δ 2 n). Note that Δ ≤ n − 1 and D ≤ n − 1. Finally, when we have computed Ψ D (r , i) for every i ∈ {−1, . . . , D}, we can deduce an optimal solution S for the D-family-matching problem for T . Indeed,
Remark 1. The algorithm from Theorem 9 computes a solution for a tree. This solution can be enriched at no cost by adding edges whose endpoints belong to the same meta-cluster. In general, the intersection graph is indeed not a tree, so such edges are unaccounted for.
The D-Family-Matching Problem for Paths
We illustrate the result of Theorem 9 by considering paths. Consider an intersection path G = (V , E, w ). By Theorem 9, given D ≥ 1, there is an O (D 2 n) time complexity algorithm for the D-family-matching problem because Δ = 2. We prove in Lemma 7 a better time complexity algorithm for the D-family-matching problem. Indeed, the time complexity is O (Dn).
Lemma 7 (Computation of Φ D (G) for Paths). Let D ∈ N + . Consider any intersection path G = (V , E, w ). Then there exists an O (Dn)-time complexity algorithm for the D-family-matching problem for G.

Proof of Lemma 7. Let
We define the function Ψ D as follows. For every t ∈ {1, . . . , n} and every i ∈ {max (1, t − D) ,
is the score of an optimal solution S of the D-family-matching problem, for the subpath induced by the set of nodes {v 1 , . . . ,v t }, such that {v i , . . . ,v t } ∈ S. The case i = t + 1 means that v t does not belong to any set. Note that we consider i ≥ max(1, t − D), because otherwise we would not have an admissible solution (because of the diameter constraint). First of all,
Let t ∈ {1, . . . , n − 1}. Suppose that we have computed Ψ D (v t , i) for every t ∈ {1, . . . , t } and every i ∈ {max (1, t − D) , . . . , t + 1}. We prove that we can compute Ψ D (v t +1 , i) for every i ∈ {max (1, t − D) , . . . , t + 1} in O (D) time. There are two different cases (corresponding to the two following claims).
Claim 12. For every
Proof of Claim 12. The set of nodes {v i , . . . ,v t +1 }, max(1, t + 1 − D) ≤ i ≤ t, must be a set of the solution. Thus, we have to consider the optimal solution for the D-family-matching problem, for the subpath induced by the set of nodes {v i , . . . ,v t }, such that {v i , . . . ,v t } is a set of this solution. We then modify this solution by adding node v t +1 in the last set, and we obtain the optimal solution for the D-family-matching problem, for the subpath induced by the set of nodes {v i , . . . ,v t }, such that {v 1 , . . . ,v t +1 } is a set of this solution.
Claim 13.
Proof of Claim 13. We first prove the result for Ψ D (v t +1 , t + 1). Any solution must contain the set {v t +1 }. Thus, we have to consider an optimal solution for the D-family-matching problem for the subpath induced by the set of nodes {v i , . . . ,v t }.
We now prove the result for Ψ D (v t +1 , t + 2). Considering that node {v t +1 } does not belong to any set, we have to consider again an optimal solution for the D-family-matching problem for the subpath induced by the set of nodes {v i , . . . ,v t }.
For every t ∈ {1, . . . , n}, we address the time complexity of computing Ψ as follows. For each claim, the time complexity of the computation of Ψ is O (D). We get that the time complexity of the dynamic programming algorithm is O (nD).
To conclude the proof of Lemma 7, when we have computed Ψ D (v n , i) for every i ∈ {max(1, n − D), . . . , n + 1}, and then we can deduce an optimal solution S and the optimal value for the D-family-matching problem for G. Indeed,
Recall that n + 1 means that node v n does not belong to any set of the solution.
The D-Family-Matching Problem for Cycles
We now deduce in Corollary 1 an efficient algorithm for the D-family-matching problem when G is an even cycle.
Corollary 1 (Computation of Φ D (G) for Cycles). Let D ∈ N + . Consider any intersection graph G = (V , E, w ) that is an even cycle. Then there exists an O (D 2 n) time complexity algorithm for the D-family-matching problem for G.
Indeed, we have
We address in Corollary 2 the results in terms of the equivalent definition proved in Section 2.1.
Corollary 2. Let D ∈ N + . Consider any instance of the D-family-matching problem such that
• for every i ∈ {1, . . . , r }, there exist j 1 , j 2 ∈ {1, . . . , r } such that
Then there exists an O ((r + r )D 2 ) time complexity algorithm for the D-family-matching problem. Notice finally that the problem can be solved in
, where cc (G) denotes the set of maximal connected components of G.
GENERIC APPROACH BASED ON SPANNING TREES
In this section, we provide a generic approach for solving the problem in general instances. This approach relies on computing a solution having a particular structure defined by a given spanning tree T of the input graph. Formally, we have the following.
Definition 8 (D-Family-matching Constrained by a Tree). Let
D ∈ N + . Let G = (V , E,
w ) be an intersection graph and T be a spanning tree of G. A D-family-matching for G constrained by T is a D-family-matching S for G such that all S ∈ S induces a connected subtree in T .
We thus obtain the following subproblem of D-family-matching. We are now ready to define our generic algorithm (Algorithm 1). Informally, it iteratively generates a spanning tree T of G and computes a D-family-matching constrained by T . Let us describe the main ingredients of Algorithm 1 by explaining the three parameters needed:
Definition 9 (D-Family-matching Problem Constrained by a Tree
• A property Π(M), depending on the set M of already computed D-family-matchings, represents the halting condition of the algorithm.
• A spanning tree generator R (G, λ) computes the rooted spanning tree T λ of G that is used at step λ ≥ 1 by Algorithm A.
The interest of this approach is twofold. The first one is the fact that solving optimally the D-family-matching constrained by T , for every spanning tree T , leads to an optimal solution of the general D-family-matching problem. This is the point of the following result. 
Then we show that it is possible, given a spanning tree T , to compute an optimal D-familymatching constrained by T in an efficient way, provided that the diameter D and the maximum degree Δ of the input graph are bounded by a constant.
Lemma 9 (Computation of Φ D (G,T ) ). Let D ∈ N + . Let G = (V , E, w ) be any intersection graph and T be any spanning tree of G. Then there exists a O (2 DΔ log 2 (Δ) n) time algorithm for the D-familymatching problem for G constrained by T .
Proof of Lemma 9. Consider the tree T rooted at any node r ∈ V such that r has not degree Δ. Such a node always exist if T contains at least three nodes. We call this rooted tree T r . We define the function Ψ D as follows. For every v ∈ V and every H ∈ H (G,T r , v), Ψ D (v, H ) is the score of an optimal solution S for the D-family-matching problem, for the graph G[V (t v )] induced by the set of nodes V (T v ), constrained by T v , and such that V (H ) ∈ S. We allow H to be the empty graph (∅, ∅).
By convention, if there is no admissible solution, we set
First of all, for every leaf v ∈ V of T r , then
A leaf is a node of degree one and different than the root r . Let v ∈ V be any node that is not a leaf. Let N (v) = {v 1 , . . . ,v q } be the set of q ≥ 1 neighbors of v in T v . Suppose that we have computed Ψ D (v j , H ) for every j ∈ {1, . . . , q} and every H ∈ H (G,T r , v j ). We prove that we can compute Ψ D (v, H ) for every H ∈ H (G,T r , v). There are three different cases (corresponding to the three following claims). Claim 14.
where H is the set of all vectors (H 1 , . . . ,
Proof of Claim 14. We consider here an optimal solution for the D-family-matching problem for the graph G[V (t v )] induced by the set of nodes V (T v ), constrained by T v , and such that v does not belong to any set. Thus, Ψ D (v, (∅, ∅)) consists of choosing the set H j that contains v j (possibly empty) for every j ∈ {1, . . . , q} such that the score is maximal.
Claim 15.
Proof of Claim 15. This proof is similar to the proof of Claim 14. Indeed, we consider an optimal solution S for the D-family-matching problem for the subgraph induced by the set of nodes V (T v ), constrained by T v , and such that {v} ∈ S. Thus, Ψ D (v, ({v}, ∅)) consists of choosing the set H j that contains v j (possibly empty) for every j ∈ {1, . . . , q} such that the score is maximal.
Claim 16. Let H ∈ H (G,T r , v) be any subtree. Without loss of generality, assume that, for some
where H is the set of all vectors (H q +1 , . . . ,
Proof of Claim 16. We consider an optimal solution S for the D-family-matching problem for the graph G[V (t v )] induced by the set of nodes V (T v ), constrained by T v , and such that V (H ) ∈ S. The sub-tree H contains v and q sub-trees H v 1 , . . . , H v q rooted at v 1 , . . . ,v q , respectively. Thus, Ψ D (v, H ) consists in choosing, for every j ∈ {q + 1, . . . , q}, the set H j that contains v j (possibly empty) in order to maximize the value of the solution. Note that H j must be a graph that belongs to H (G,T r , v j ) by definition of the problem constrained by a tree. 
for every v ∈ V and q ≤ Δ − 1 by the choice of the root of T , we get that the time complexity of the algorithm is
To conclude the proof of Lemma 9, when we have computed Ψ D (r , H ) for every H ∈ H (G,T r , r ), we can deduce an optimal solution S and the optimal value of the D-family-matching problem for G constrained by T . Indeed,
Note that H can be empty (in that case, r does not belong to any set of S).
Let us first introduce some notations. For every v ∈ V , let H (G, v) be the set of all different subgraphs of G that contain v and of diameter at most (G, v) . Let T r be any spanning tree of G rooted at node r ∈ V . For every v ∈ V , we define H (G,T r , v) as the set of all H ∈ H (G, v) such that the graph induced by the set of nodes T r , v) . Furthermore, let T (G) be the set of all different rooted spanning trees of G.
Corollary 3. Given any positive integer D ≥ 1 and any intersection graph G, Algorithm 1 returns Φ D (G), which is an optimal solution for the D-family-matching problem for G, if
• Π(M) ⇔ |M| = |T (G)|, • R(G, λ) = T λ , where T (G) = {T 1 , . . . ,T | T (G ) | }, and • Algorithm A (G,T λ , D) returns Φ D (G,T λ ) (Lemma 9).
Furthermore, the time complexity of Algorithm 1 is
O (|T (G)| max T r ∈T (G ) h(G,T r ) Δ n).
Lemma 10. Let G be any intersection graph. Then there exists a rooted spanning tree
Proof of Lemma 10. For some k ≥ 1, consider an optimal solution S = {S 1 , . . . , S k } for the 2-family-matching problem for G. For every i ∈ {1, . . . , k }, let T i be a maximum spanning tree of G[S i ]. Let T be any rooted spanning tree of G such that E (T i ) ⊆ E (T ) for every i ∈ {1, . . . , k }.
is necessarily a complete bipartite graph and its number of nodes is at most 2Δ. It is sufficient to select the maximum star as T i to get the inequality. Thus, by construction of T , the algorithm returns at least the desired score. Corollary 4. Given any intersection graph G, Algorithm 1 returns a 2Δ-approximation for the 2-family-matching problem for G if
Furthermore, the time complexity of Algorithm 1 is
Finally, we obtain an efficient (polynomial) heuristic using our dynamic programming algorithm for trees described in Theorem 9. Indeed, an optimal solution for the D-family-matching problem on a spanning tree T is a D-family-matching for G constrained by T . We present an implementation of this heuristic and results of experiments in the next section.
ON THE CHOICE OF D 6.1 Rationale
As motivated in Section 1.3, parameter D acts as a scale parameter providing information on the structure of the intersection graph and on the scale at which clusters coalesce. When the intersection graph is dense or has a specific topology (star shaped), trivial values of Φ are obtained for small values of D, and a unit change of D may trigger an abrupt change of Φ. However, in more complex situations, large values of D may be required.
As a general strategy to choose D, we suggest identifying drops in Φ when changing D. Indeed, a solution is to find range(s) of D corresponding to a plateau for Φ to get a subset of diameters that give similar Φ. Phrased differently, consider a set of pairs {(D, Φ D )} for consecutive values of D. In the 2D space (D, Φ D ), consider the bounding box of these points-the longer and the thinner this bounding box, the better. In the sequel, we present three strategies to compute such plateaus:
• Section 6.2: a strategy computing a set of nonoverlapping plateaus optimizing a functional favoring long and thin plateaus • Section 6.3: a strategy allowing the user to specify the number of plateaus to be obtained • Section 6.4: a strategy delivering a hierarchical decomposition into plateaus, which is of interest if there are several vertical scales.
We note in passing that optimizing the width and/or height of plateaus is similar in spirit to other strategies that were developed particularly to estimate the correct number of clusters: the elbow method tracks jumps of the derivative of the objective function [22] , the gap method uses the change in within-cluster dispersion [20] , the split-and-merge procedure for k-means [24] requires a parameterization of high-density areas, the ICL method [25] tracks significant drops in the entropic penalty complementing the BIC criterion, the density based-mode seeking method exploits a separation gap (in the persistence diagram) for local maxima [5] , and so forth.
Computation of Tradeoff-Plateaus of Large Widths and Small Heights
We first develop a strategy to compute plateaus of large width and small height. More precisely, we develop a quadratic time algorithm for the problem of computing the diameter D that minimizes a tradeoff between the widths and the heights of the plateaus. 
Definition 10 (Tradeoff-plateau Problem).
Let τ w and τ h be two increasing functions of one variable such that τ w (y) > 0 and τ h (y) > 0 for any y. Given a set {Φ 1 (G), . . . , Φ D G (G)}, the tradeoffplateau problem consists of determining μ ∈ {1, . . . ,
x ∩ I x = ∅ for every 1 ≤ x < x ≤ μ, and such that the following function is minimum:
where |I x | is the size of plateau I x .
Note that as the simplest choices for τ w and τ h , one can use two simple linear functions of the width and height of the bounding box containing the consecutive points {(D, Φ D )} (recall that we must have τ h (y) > 0). This yields the following objective function:
The following theorem proves in a constructive way, using dynamic programming, that the computation of such plateaus can be done in quadratic time.
Theorem 17. There is an O (D 2 G ) time complexity algorithm that computes an optimal solution for the tradeoff-plateau problem.
Proof of Theorem 17. We first precompute 
.
Recall that τ w and τ h are two increasing functions of one variable such that τ w (y) > 0 and τ h (y) > 0 for any y. Once plateaus have been computed, the plateau plot displays one rectangle (containing the corresponding points (D, Φ D )) for each plateau. Considering that gaps between plateaus are of interest, we define the following.
Definition 11 (Increment in a Plateau Plot).
The increment of a plateau is defined as the mean value of its scores, minus the average value computed on the preceding plateau.
We note that a natural choice for the value of D is the last plateau with a significant incrementin a spirit analogous to the strategies recalled in Section 6.1. 
Computation of Multiple Sets of Plateaus of Small Heights
We develop an algorithm computing an optimal set of μ plateaus in terms of sum of heights (of the plateaus) for every possible value for μ ∈ {1, . . . , D G }. and a number of plateaus μ ∈ {1, . . . , D G }, the plateau problem consists of determining μ plateaus (intervals)
Definition 12 (Plateau Problem
Theorem 18. There is an O (D 5
G ) time complexity algorithm that computes an optimal solution for the plateau problem for every μ ∈ {1, . . . , n}.
Proof of Lemma 11. We prove the result by induction. Clearly, ρ 1,Φ 1 (G ),Φ 1 (G ) (1) = 0. Assume that we have computed ρ y,x − ,x + (D) for every D ∈ {1, . . . , D }, for every y ∈ {1, . . . , D}, and for every x − , x + ∈ P D with x − ≤ x + . We prove that the five cases described in Lemma 11 allow to compute ρ y,x − ,x + (D + 1) for every y ∈ {1, . . . , D + 1} and for every x − , x + ∈ P D+1 with x − ≤ x + :
• Consider first the case
• Assume that Φ D+1 (G) = x − and x − < x + . We cannot start a new plateau because x − < x + .
Thus, we have to find the best y plateaus such that the lower bound is at least Φ D+1 (G) = x − and at most x + . We get that ρ y,
• If Φ D+1 (G) = x + and x − < x + , then it is similar than the previous case (symmetric case).
• Consider the case x − = x + = Φ D+1 (G). It is possible to continue the current plateau, or it is possible to start a new one. In the first case, the score is ρ y,x − ,x + (D). In the second case, the score is minimum score among all of the optimal solutions composed of y − 1 plateaus-that is, min x,x ∈P D+1 ,x ≤x (y − 1, x, x ). Thus, ρ y,x − ,x + (D + 1) is the minimum among these two scores. Our dynamic programming algorithm computes for every D ∈ {1, . . . , D G }, for every y ∈ {1, . . . , D}, and for every
, a number y of plateaus, and such that x − = min x ∈I y ∩N x and x + = max x ∈I y ∩N x (I y is the last plateau of the optimal solution for this subproblem-that is, the current plateau if we consider the original instance of the plateau problem). In other words, ρ y,x − ,x + (D) is the optimal solution for the subproblem induced by the first D values of Φ such that the number of plateaus is y and the last plateau has minimum value x − and maximum value x + . If there is no admissible solution, we set ρ y,x − ,x + (D) = ∞.
To prove Theorem 18, we first prove in Lemma 11 the correctness of the computation of ρ y,x − ,x + (D + 1).
, because we cannot start a new plateau considering that
• If Φ D+1 (G) = x + and x − < x + , then it is similar to the previous case (symmetric case).
• Consider the case x − = x + = Φ D+1 (G). It is possible to continue the current plateau, or it is possible to start a new one. In the first case, the score is ρ y,x − ,x + (D). In the second case, the score is minimum score among all of the optimal solutions composed of y − 1 plateaus-that is, min x,x ∈P D+1 ,x ≤x (y − 1, x, x ). Thus, ρ y,x − ,x + (D + 1) is the minimum among these two scores. By Lemma 11, the score of an optimal solution for every number y ∈ {1, . . . , D G } of plateaus is
We finally prove the time complexity of our dynamic programming algorithm in Lemma 12. 
Hierarchical Plateaus
As a final interpretation of role of D, we perform a hierarchical construction of plateaus, in a spirit analogous to the construction of a dendogram. In hierarchical agglomerative clustering (e.g., maximum/minimum/average linkage), recall that at any step, the two clusters merged are those algorithm described in Theorem 9 (Section 4) with an additional step: the addition of edges whose endpoints belong to the same meta-cluster (see Remark 1) . The solution returned for a given graph G and a diameter D is the best yielded by the aforementioned 1 + n i spanning trees.
The corresponding executable from the Structural Bioinformatics Library is sbl-d-familymatching.exe. Individual running times (less than 1 minute on a laptop computer) are not further analyzed.
Experiments on Random and Edited Clusterings
Rationale. We test our algorithm on pairs of clusterings (F , F ), with F a random clustering, and F an edited version of F . The goal is to assess the ability of our algorithm to retrieve matchings such as the one of Figure 1 , stressing the role of parameter D.
Dataset: Random Clusterings. The number of clusterings of a set Z of size t into r clusters is the number of distinct partitions of this set into r nonempty subsets. Its number is the Stirling number of the second kind [45] . Adding up all of these numbers yields the number of partitions of the set Z into any number of subsets, which is the Bell number B(t ) [46] . Such clusterings were generated using a Boltzmann sampler [47, Example 5] . Considering that clustering usually aims at grouping data points into a relatively small number of clusters, two pairs of parameters were used (t = 1,000, r = 20) and (t = 3,000, r = 50). Both yielded similar results, so we report only on the former. Due to the randomness, we perform a number N r of repetitions. Practically, we use N r = 10 times for each pair (t, r ).
Dataset: Edited Clusterings. We build random pairs of clusterings (F , F ) by copying F into F and editing F , in two steps. First, we perform e union operations to reduce the number of clusters to r − e. Second, the elements of the remaining clusters are jittered: for each cluster, a fraction τ of its items are distributed among the remaining k − 1 clusters uniformly at random. Practically, we take e ∈ {0, r /4 , r /2 } and τ ∈ {0.05, 0.1, 0.2}. Note that for e = 0, F is a jittered version of F (i.e., the numbers of clusters are identical). Denote #(t, r ) as the number of pairs (t, r ) used, and similarly for #e and #τ . Summarizing, this setup yields N r × #(t, r ) × #e × #τ = 180 comparisons, which are ascribed to nine scenarios (three values for e × 3 values for τ ) denoted as Ee Jy, where y = 100τ .
Statistics. These 180 comparison pairs are fed to algorithm ST S (G, D) for D ∈ {1, 2, 3, 4}. Considering that each protocol is repeated N r = 10 times, we report a moustache plot of the score Φ and the number of meta-clusters k, collected over the N r repeats (for each value of D).
Results. Refer to Figure 7 . For D = 1 (left panel, top left), our algorithm always outputs k = 20 meta-clusters. On closer inspection, this is due to the policy with regard to singletons. In other words, our algorithm with D = 1 returns a matching (meta-clusters involving two clusters) plus singletons (meta-clusters with a single cluster; note that these do not affect the score Φ(S)). After removing these singletons, we do get the correct number of meta-clusters (20, 15, and 10) . For D = 2 (left panel, top right), as expected, our algorithm recovers the correct number k of meta-clusters (20, 15, and 10) for each comparison scenario (e = 0, e = 5, and e = 10 fusions). The returned scores (right panel, top right) confirm that our algorithm matches the merged clusters in F with their split counterparts in F at any jitter level. This is made clear by comparing scores for scenarios in which we perform fusion operations (E5 or E10) to the ones where we do not (E0). Across all of these scenarios, at an equivalent jitter level, the scores are nearly identical. Moreover, the fact that for D = 1 the score (right panel, top left) decreases linearly with respect to the number of fusions bolsters this hypothesis. For D = 3, Φ is comparable to previous case (D = 2). The situation for k is more contrasted. We still identify three plateaus corresponding to the three different fusion scenarios. The scenarios in which we perform no fusions (E0) (respectively, 5, E5, and 10, E10) tend to have a k that oscillates around 12 (respectively, 10 and 8). The jitter seems to have little effect. For D = 4, we notice a similar behavior as for D = 3 but with different k-values. These results prompted the strategy for the choice of D presented in Section 6, as we can see that increasing D ≥ 2 yields near identical scores but merges the clusters.
Conclusion. These experiments illustrate that our algorithm behaves as expected:
• On the one hand, scores are remarkably stable with respect to unions, as unions are retrieved within meta-clusters.
• On the other hand, the scores continuously degrade as a function of the jitter level, which is also expected considering that, in general, the items that have been shuffled cannot be recovered. 
On the Separability of Clusters and the Role of D
Rationale. We assess the role of D to provide insights of the correct number of clusters in a dataset. In other words, we provide a quantitative assessment on the following observation [21] : "In fact, the right number of clusters in a dataset often depends on the scale at which the dataset is inspected." Along the way, we compare the results to those yielded by the gap statistic [20] .
Datasets. We generate three point clouds composed of five random samples, each drawn from a 2D Gaussian distribution. The relative position of the Gaussians is determined by a distance parameter d controlling the separability of the four clusters associated with the five random samples (Figure 8 ). Practically, we use d = 5, 20, 50. We then use k-means++ on these three point clouds, with two values: k 1 = 20 and k 2 = 50 (k i refers to the k parameter of k-means++). Considering that both of these values yield an oversegmentation of the datasets, we challenge our method to retrieve the segmented clusters, using, in particular, plateaus plots (Section 6).
Although these are 2D cases for the sake of exposure, our machinery naturally applies in highdimensional spaces where inferring the structure of a clustering is much more challenging.
Results. Three scenarios can be identified:
• The dataset is not separable beyond the connected components of the intersection graph. This is an easy case because the score Φ D reaches the maximum possible value when meta-clusters correspond to connected components of the intersection graph ( Figure 9 (a); D = 8 and k = 4 meta-clusters). • Dataset is separable: the plateaus strategy yields an unambiguous choice for D.
The best choice for D stems from the analysis of plateaus increments (Definition 11; see Figure 11 (B); D = 8 yields k = 3 meta-clusters).
• The dataset is not separable: no clear choice for D. In this case, each successive plateaus has a significant increment and there is no clear break (Figure 9(C) ).
Gap Statistic. The gap statistic performs comparably to our algorithm ( Figure 10 ). However, it requires a reference distribution obtained via randomization, so the number of clusters returned may be subject to variation.
Conclusion. Summarizing, the plateaus based analysis of scores provides insights on the plausible number of clusters.
Remark 3 (On the Sensitivity to Outliers).
When clustering with k-means++, the assignment of outliers to the different clusters is inherently unstable. When comparing two such clusterings, this creates edges with small weights in the intersection graph. For large values of D, these edges trigger the coalescence of meta-clusters. As a heuristic, such edges may be pruned from the intersection graph-a strategy not used in our experiments.
Comparison to the VI
Rationale. As noticed in the conclusion of Section 7.2, edited clustering can be used to study the sensitivity of cluster analysis methods to merges and shuffles. We therefore compare the VI [12] against our method in this respect. More specifically, consider the normalized VI defined as s V I = VI/ log t against our normalized score s Φ = 1 − Φ D (·)/t. Recall that t is the number of points. To compare s VI and s Φ , we resort to scatter plots of the values, as well as the standards deviations, for different edit and jitter scenarios, with a focus on (i) the relative values of s VI vs s Φ and (ii) the stability on increasing edits and jitter level.
Dataset. We use the dataset from Section 7.2.
Results. Focusing on s VI and s Φ , our analysis relies on scatter plots of values ( Figure 12 ) and standard deviations at fixed jitter levels ( Figure 13 ) and fixed number of unions ( Figure 14) . We use different symbols depending on the considered scenario; the copy number of a symbol represents the number of repeats.
For D = 1, s Φ is smaller than VI only in scenarios with no union operations. This is expected as our algorithm returns a perfect matching, so unions are detrimental to the score.
For D > 1, we note several key differences with VI:
• s Φ is always smaller than s V I (Figure 12 ).
• s Φ is more robust because σ (s Φ ) < σ (s V I ) (Figures 13 and 14) .
• s Φ is remarkably stable against merges, as evidenced by two facts. First, the standard deviation at any fixed jitter level is always very close to 0 ( Figure 13 ). This stability is not observed for s VI . Second, the jitter level has the same effect irrespective of the union scenario ( Figure 14) .
Conclusion.
The VI, which is a global measure, is sensitive to cluster edits (merges, splits). However, the ability of our method to identify merges and splits makes it more suitable when insights on correspondences between clusterings are sought.
CONCLUSION
This article contributes to a new tier of algorithms to compare two clusterings, based on the identification of groups of clusters matching one another. This problem had only been considered very recently [19] , where a many-to-many clusters correspondence between the unions of two groups of clusters is shown to be computable in polynomial time (in the number of clusters) using submodular optimization techniques. We instead target the problem of reporting an arbitrary number of meta-clusters. Although the information obtained is finer than two unions of clusters corresponding to one another, the endeavor has a price. Our problems are indeed proved to be hard for general bipartite graphs (even if the maximum degree is at most 3), with, however, polynomial time dynamic programming algorithms for specific graphs (in particular trees). These algorithms can in turn be used to design efficient algorithms, based on spanning trees, for general graphs.
From a practical standpoint, experiments illustrate several key features of our algorithms. First, the meta-clusters obtained are highly effective to identify splits and merges between clusters. This ability yields a marked improvement when comparing two clusterings, with respect to global methods such as the VI, which are very sensitive to such edits. Second, in a manner analogous to the elbow method or variants, the stability of scores associated to meta-clusters, as a function of the diameter parameter D, provides a novel method to suggest the correct number of clusters in a clustering. Overall, we anticipate that our algorithms will prove instrumental to identify stable meta-clusters amidst clusterings (from different algorithms or from the same algorithm with different parameters).
In terms of future work, we foresee three problems of particular importance, which barely were touched on in previous work. The first one deals with the complexity of the problems we tackle. In the spirit of Lemma 8 (proving the existence of at least one spanning tree T of G such that an optimal solution for the family-matching problem for G constrained by T gives an optimal solution for the family-matching problem for G), we would like to determine the smallest constant κ for which there exists at least one spanning tree T of G such that an optimal solution for the family-matching problem for T (that can be obtained in polynomial time) is a κ-approximation for the family-matching problem for G if G has bounded degree. Furthermore, we conjecture that the D-family-matching problem is not in APX (recall that we proved that it is APX -hard). Note that both conjectures can be true because the existence of the previous tree would not guarantee a polynomial algorithm for determining it.
The second one deals with the design of postprocessing algorithms to improve the quality of the solutions, such as by merging meta-clusters of a given solution or by merging two different solutions. Indeed, in some cases (e.g., complete bipartite graphs), one can easily merge the metaclusters obtained by our dynamic programming algorithm and obtain a better solution. However, in general, such an improvement is more difficult to compute, and the complexity of such algorithms must be investigated.
The third one deals with the stability of meta-clusters. Understanding which assumptions are indeed required to guarantee that our approach yields stable meta-clusters, particularly in terms of separability of the input sample points, would indeed leverage clustering by removing the arbitrariness inherent to the various algorithms and options available.
