The results show that this representation is capable of finding better approximations to real-world data sets when compared to traditional approaches and a state-of-the-art Genetic Programming algorithm.
This model has the property of being an universal approximator [2] . Given the correct dimensions and values for B and γ, it is possible to approximate any given function with a small error ǫ.
The models that are either difficult or impossible to interpret are called black box because they do not make the relationships between variables explicit.
Another regression model, commonly studied in the field of evolutionary algorithms, is the symbolic regression [3] . This approach searches for the function form that best fit the input data, introducing some flexibility to the model. 
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(1)
f (x) = sin x.
Assuming that the function described in Eq. 3 is the one that describes the generating process, the other two functions can be considered reasonable approximations within a restricted domain. If we consider that the main objective of our study is to understand the behavior of the measured data, the third function is the only one that can be readily understood by the practitioner.
A solution to this problem is being treated by including simplicity as a secondary objective, either in the form of penalization or in a multi-objective approach [5, 6] .
Recently, the Interaction-Transformation representation for expressions in the context of Symbolic Regression was introduced in [7] . The basic idea is that a mathematical expression should be described as a linear combination of nonlinear transformations of different interactions between the original variables.
Basically, this representation creates a new set of transformed variables that hopefully express a linear relationship with the target variable.
Together with this representation, the author in [7] also introduced a simple local search algorithm called SymTree. When tested on a simple set of benchmark functions (with up to five variables), this algorithm was capable of finding better approximations than state-ofthe-art Genetic Programming approaches and traditional regression analysis algorithms.
The downside of this algorithm is that it does not scale well for higher dimensional problems.
In this paper we introduced an Evolutionary Algorithm for Symbolic Regression that evolves an
Interaction-Transformation expression. In order to validate this approach, the algorithm will be applied to a set of real-world benchmarks commonly used on Genetic Programming literature [7, 8] 
where w i is the i-th coefficient of a linear combination, hereafter referred to as weight, and g i (.) is the i-th function that transforms the original variables to a new one.
The function g(.) is described as the composition of
The interaction function has the form:
where k i ∈ Z is the exponent of the i-th variable, called the strength of the interaction.
This representation has the advantage of restricting the search space to simple expressions such as:
while not allowing more complicated function forms such as those with function chaining:
Computationally, an IT expression can be represented as a tuple (T, F, W ) each one encapsulating the list of lists of strenghts for each term, the list of functions to be applied to each term and a list of weights.
For example, the expression in Eq. 6 can be represented as:
A. Symbolic Regression Search Tree
In [7] , the Symbolic Regression Search Tree algo- This power set is split into two subsets: the set of solutions that improve the parent solution, called candidate solutions, and the complement of this set, called terminal states that no longer will be expanded.
For more details, we refer the reader to the seminal paper [7] .
III. INTERACTION-TRANSFORMATION EVOLUTIONARY ALGORITHM
The Interaction-Transformation Evolutionary Algorithm (ITEA) proposed in this paper follows a basic Each one of these steps will be described in the following subsections together with some technical details of the implementation.
A. Representation
Each solution is an encapsulation of an IT expression together with the fitness value for that particular individual. 
B. Initial Population
In order to create a random initial population, each individual is created completely at random following certain rules:
• The IT expression must have at least one term and at most k terms.
• The strength of each interaction for every term must be within a range [lb, ub].
• The list of transformation functions must be sampled from a provided list of available functions.
After the terms and functions lists are created, the expression is fitted by using any Linear Regression algorithm providing the values for the weights, intercept and fitness.
C. Mutation
During the mutation step, each solution is modified by applying one out of six possible mutation algorithms chosen completely at random. Each mutation changes one aspect of the IT expression:
• Drop term mutation: removes one term from the expression. This is only applied if there is a minimum number of terms in the current expression.
• Add term mutation: adds a new random term to the expression. This is only applied if there is at most a certain number of terms in the current expression.
• Replace interaction mutation: replaces the interaction strength of a random term from the expression.
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• Replace transformation mutation: replaces the transformation function of a random term from the expression.
• Positive interaction mutation: replaces a random term from the expression with the positive interaction with another random term. This changes the interaction strength by performing an element-wise addition of both strength lists.
• Negative interaction mutation: replaces a random term from the expression with the negative interaction with another random term. This changes the interaction strength by performing an element-wise subtraction of both strength lists.
After applying the mutation, the newly formed expression is fitted again using the linear regression algorithm chosen by the user, replacing the original list of weights, intercept and fitness.
Notice that when a new term is added, it may have no effect to the fitness if the corresponding weight is equal to zero.
D. Selection
The selection scheme should sample the solutions from the current and the mutated population forming a new population of solutions.
This sampling should favor the most fitted individuals but should also give a chance for diversification of the population.
E. Evaluation exceptions
Whenever the evaluation of a term generates invalid values such as infinity or not a number, the values for the entire column of such term is replaced by a constant value of zero and the term is removed afterwards.
F. User-defined parameters
In order to adjust the behavior of the algorithm and some aspects of the generated expression, ITEA allows for a wide range of user-defined parameters.
These parameters should be set in order to better reflect the expectation for the final expression and, also, to reach a compromise between quality of solution and computational performance:
• Population size (pop): the size of the population.
The higher this value, the larger the exploration of the search space but with a compromise of computational performance.
• Set of Transformation functions (f uncs): the set of functions to be considered when creating an expression. This is domain-specific and should reflect the properties of the studied data set.
• Stop criteria (stop): when the algorithm should stop iterating. The criteria should allow the algorithm to stop whenever the population converges to a single solution or for as much computational budget they have.
• Maximum number of terms (n terms): maximum number of terms when creating a random solution. A smaller number favors simpler solutions, but limits the search space.
• Range of strength (lb, ub): the range of the interaction strength when creating a random solution.
Similar to the previous parameter, this controls the simplicity of the initial solutions and limits the search space.
• Minimum length for drop mutation (min drop): the minimum number of terms to allow the application of the drop mutation. This parameter avoids the creation of trivial solutions with a small number of terms. Notice that it is still possible to create a solution with less than min drop since the weight of the terms can be set to zero during the fitting step.
• Maximum length for add mutation (max add):
the maximum number of terms to allow the application of the add mutation. The opposite of the previous parameter, it avoids the creation of large February 12, 2019 DRAFT expressions.
• Linear Regression fitting algorithm (model):
the algorithm that should be used to fit the linear coefficients of the expression.
• Fitness measure (f itness): the minimization objective-function to be used to evaluate the expression.
A sensitivity analysis of ITEA parameters is out of scope for this paper, as such, we will report the empirical parameters used during the experiments in Sec. IV.
IV. EXPERIMENTAL RESULTS
In this section we assess the performance of the proposed algorithm, ITEA, by following the experimental method described in [9] . These experiments will compare the obtained results against those obtained by different techniques, the complexity of the generated expressions when compared to a competent genetic programming algorithm, and the parallelization power of the algorithm when executed with multiple cores and processors.
Briefly, the main experimental setup consists of 8 real-world data sets taken from [10, 11] . Each data set was split into a 5-fold setup provided by the authors of [9] in order to allow a direct comparison with their reported results. Each algorithm is applied to each fold separation by adjusting the model with the training set and calculating the regression error against the training and test sets. For the stochastic algorithms, this experiment is repeated 6 times for each fold, totaling 30 runs for every data set. The deterministic algorithms are executed only once for each fold.
The regression error metric chosen was the Root Mean Squared Error calculated by: whereŷ is the vector of predicted values for each sample.
A brief description of the data sets are given in Table I . As we can see, the chosen data sets have a varying number of samples and features. Notice that Symbolic Regression algorithms are usually not tested against high-dimensional data sets as because they often demands an exponentially larger tree size. In this paper we will conform to this pattern and leave such tests for future research.
The obtained results are compared with some standard linear and nonlinear regression algorithms, with the GSGP proposed in [9] and with the seminal ITbased algorithm. Briefly, these algorithms and their corresponding reference names (in parentheses) are:
• Ordinary Least Squares (OLS): linear regression using ordinary least square algorithm.
• Ordinary Least Square with Ridge regularization (Ridge): the same as ols but with an l 2 regularization term.
• Coordinate Descent with Lasso regularization (Lasso): the coordinate descent algorithm with l 1 regularization.
• Least Angle Regression (LARS): another algorithm for linear regression with l 1 regularization.
• Elastic Net (ElNet): Coordinate Descent with a balance between l 1 and l 2 regularization.
• Multi Layer Perceptron (MLP): a feed forward February 12 , 2019 DRAFT multi-layered neural network.
• Gradient Boosted Regression Trees (GBRT):
a boosting algorithm for regression trees that incrementally adds weak models to complement the current boosted model.
• Symbolic Regression Tree (SymTree): the seminal algorithm introduced with the InteractionTransformation representation (see Sec. II).
• Geometric Semantic Genetic Programming (GSGP): a variation of Genetic Programming in which the crossover and mutation operators take into account the semantics of the individual, thus leading to a smoother change. The version used here for the comparisons is the one introduced in [9] that applies an aggregation and expansion operators in order to reduce the size of the expression tree.
For all these algorithms, with the exception of SymTree, GSGP and ITEA, we have used the implementation provided by the Scikit-Learn Python library [12] version 0.20. The SymTree and ITEA algorithms were developed in Python 3.6.5 with the regression models also provided by the Scikit-Learn library.
A. Parameters setup
All of the reported results for each algorithm was obtained through a Grid Search Cross Validation process.
In this process the training set is split into 2-folds and then each combination of the parameters set is tested.
The best set of parameters is then used to fit the model in the original training data.
The only two exceptions for this methodology were the GSGP algorithm, in which we have transcribed the reported results from [9] , and ITEA in which we have used empirical parameters setup with sampled runs due to the extensive number of possible combinations.
Specifically for the ITEA, a proper study of the parameters influence will be left to a future research paper.
For the MLP, we have tested one-hidden layer with {50, 100, 500} neurons and two-hidden layers with {(50, 50), (100, 50), (500, 50)} neurons. Also, we have considered both hyperbolic tangent and ReLU activation functions.
The Gradient Tree Boosting parameters set was a combination of {10, 50, 100, 200, 300} estimators, a maximum depth of {2, 3, 4} and learning rates of {0.001, 0.01, 0.1, 1, 10}.
In the case of the regularized linear regression algorithms, we have varied the α = {0.001, 0.01, 0.1, 1, 10}
and whether the data set was normalized prior fitting or not.
Finally, the SymTree algorithm was tested with significance thresholds of {1e − 3, 1e − 4, 1e − 5, 1e − 6}.
The parameters chosen for ITEA were pop = 500, f uncs = {id, sin, cos, tanh, √ , log, log (x + 1), exp}, stop = 500 iterations , n terms = 4, lb = 0, ub = 4, min drop = 3, max add = 10, model = OLS, f itness = RM SE.
B. Results
The median of the RMSE for the training set is given by Tab. III. This table, From Table IV we can see the same median of the RMSE when applying the best model to the test set.
These results are consistent with the previous table and the same observations are still valid. One thing to notice though, is that XGBoost was the only algorithm of the generated expressions, being much smaller than SymTree and GSGP.
As for future research, we have different aspects of the algorithm that deserve a detailed investigation. For instance, a sensibility analysis of the parameters will help to verify which ones should be considered during a grid search or which ones could be fixed.
Also, we intend to propose a set of crossover operators which is expected to improve the convergence towards an optimal solution. Following this proposal, we will investigate the potentials of a multi-population approach running on a distributive environment to deal with higher dimensional data sets.
Finally, other bio-inspired approaches will be considered by adapting their core characteristics to the evolution of IT-expressions.
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