Parallel and Distributed Statistical-based Extraction of Relevant Multiwords from Large Corpora by Gonçalves, Carlos Jorge de Sousa
Carlos Jorge de Sousa Gonçalves
Mestre em Engenharia Informática
Parallel and Distributed Statistical-based
Extraction of Relevant Multiwords from Large
Corpora
Dissertação para obtenção do Grau de Doutor em
Informática
Orientador: José Alberto Cardoso e Cunha,
Professor Catedrático (Aposentado),
Faculdade de Ciências e Tecnologia da
Universidade Nova de Lisboa
Co-orientador: Joaquim Francisco Ferreira da Silva,
Professor Auxiliar,
Faculdade de Ciências e Tecnologia da
Universidade Nova de Lisboa
Júri
Presidente: José A. Legatheaux Martins, Prof. Catedrático, FCT/Univ. Nova de Lisboa
Arguentes: Salvador P. de Abreu, Prof. Catedrático, Univ. de Évora
Pedro M. Pinto Ribeiro, Prof. Auxiliar, Fac. de Ciências da Univ. do Porto
Vogais: José A. Cardoso e Cunha, Prof. Catedrático, FCT/Univ. Nova de Lisboa
Manuel M. Barata, Prof. Coordenador, ISEL/Instituto Politécnico de Lisboa
Vítor J. Ramos Rocio, Prof. Associado, Dep. Ciências e Tec. da Univ. Aberta
Nuno M. Carvalheiro Marques, Prof. Auxiliar, FCT/Univ. Nova de Lisboa
Vítor M. Alves Duarte, Prof. Auxiliar, FCT/Univ. Nova de Lisboa
Dezembro, 2017

Parallel and Distributed Statistical-based Extraction of Relevant Multiwords
from Large Corpora
Copyright © Carlos Jorge de Sousa Gonçalves, Faculdade de Ciências e Tecnologia, Uni-
versidade NOVA de Lisboa.
A Faculdade de Ciências e Tecnologia e a Universidade NOVA de Lisboa têm o direito,
perpétuo e sem limites geográficos, de arquivar e publicar esta dissertação através de
exemplares impressos reproduzidos em papel ou de forma digital, ou por qualquer outro
meio conhecido ou que venha a ser inventado, e de a divulgar através de repositórios
científicos e de admitir a sua cópia e distribuição com objetivos educacionais ou de inves-
tigação, não comerciais, desde que seja dado crédito ao autor e editor.
Este documento foi gerado utilizando o processador (pdf)LATEX, com base no template “novathesis” [1] desenvolvido no Dep. Informática da FCT-NOVA [2].
[1] https://github.com/joaomlourenco/novathesis [2] http://www.di.fct.unl.pt





Ao terminar este projeto de doutoramento encerro um importante marco no meu percurso
de vida, onde só a força de vontade e perseverança tornaram possível trilhar este árduo
caminho repleto de constantes desafios pautados por avanços e recuos, deceções e vitórias.
Embora se trate de um caminho por vezes longo e solitário, felizmente o meu não foi
percorrido na solidão. Tive o privilégio de contar com o apoio de uma rede de pessoas e
instituições a quem quero expressar os meus mais sinceros agradecimentos.
Em primeiro lugar quero agradecer ao meu orientador e co-orientador, os Professores
José Cardoso e Cunha e Joaquim Ferreira da Silva, não só pelo sentido de rigor científico
e exigência desafiadora; mas sobretudo pelo apoio, constante disponibilidade na troca de
ideias e discussão de alternativas e estratégias a seguir.
Aos membros da Comissão de Acompanhamento da Tese, os Professores Omer Rana,
Gaël Dias, Vítor Rocio e Vítor Duarte, o meu agradecimento pelos importantes contributos
no âmbito da realização das provas intermédias de avaliação deste trabalho.
No plano institucional, quero agradecer os apoios disponibilizados pela Faculdade
de Ciências e Tecnologia da Universidade Nova de Lisboa (FCT/UNL), pelo Instituto
Politécnico de Lisboa (IPL) e pelo Instituto Superior de Engenharia de Lisboa (ISEL). No-
meadamente, o apoio logístico e financeiro prestado pelo Departamento de Informática
da FCT/UNL e pelo centro de investigação NOVALINCS que possibilitou a minha partici-
pação e consequente divulgação do presente trabalho, em vários painéis de conferências
de âmbito nacional e internacional, assim como, a comparticipação dos custos decorrentes
do trabalho de investigação e experimentação prática, nas pessoas do Presidente do De-
partamento de Informática, Professor Luís Caires; do coordenador do programa doutoral
de informática, Professor Nuno Correia e aos membros do secretariado do Departamento
de Informática: Anabela Duarte, Sandra Rainha, Susana Pereira e Joana Dâmaso.
Sendo Professor a tempo integral no ISEL, na Área Departamental de Engenharia
Eletrónica e Telecomunicações e de Computadores (ADEETC), a realização deste trabalho
só foi possível com o apoio disponibilizado pelo IPL/ISEL, através do “Programa de
apoio à formação avançada de docentes do Ensino Superior Politécnico” (bolsa PROTEC),
pelas condições de trabalho proporcionadas pela ADEETC e pelo Grupo de Investigação
Aplicada em Tecnologias de Informação (GIATSI) da ADEETC.
vii
Sendo este um projeto de investigação suportado por uma forte componente de expe-
rimentação prática realizada em ambientes de cloud públicas com custos de operacionali-
dade associados, não posso deixar de agradecer à LunaCloud as condições facilitadoras
de acesso, fundamentais para a conclusão deste estudo.
Um agradecimento a todos os amigos, por serem tão bons ouvintes, e aos colegas de
trabalho, em especial, ao Luís Assunção, que mais do que um companheiro de viagem,
foi acima de tudo um grande amigo. Obrigada Luís, não só pelas contribuições, mas
sobretudo, pelas palavras de encorajamento nos momentos mais difíceis.
O meu agradecimento sentido a todos os familiares que me ajudaram e contribuíram
positivamente para este trabalho. Nomeadamente, aos meus sogros, Delfina e Fausto e
aos meus pais Elisabete e José, por todo o apoio e incentivo que me deram ao longo deste
percurso.
Finalmente, o meu agradecimento de coração, aos meus filhos, Guilherme e Francisco
e à minha esposa Estela, por estarem sempre ao meu lado, por toda a paciência e com-
preensão ao longo destes anos, pois só o vosso amor incondicional me alimentou nesta
caminhada.
viii
And, when you want something, all
the universe conspires in helping




The amount of information available through the Internet has been showing a significant
growth in the last decade. The information can result from various sources such as
scientific experiments resulting from particle acceleration, recording the flight data of a
commercial aircraft, or sets of documents from a given domain such as medical articles,
news headlines from a newspaper, or social networks contents.
Due to the volume of data that must be analyzed, it is necessary to endow the search
engines with new tools that allow the user to obtain the desired information in a timely
and accurate manner. One approach is the annotation of documents with their relevant
expressions. The extraction of relevant expressions from natural language text documents
can be accomplished by the use of semantic, syntactic, or statistical techniques. Although
the latter tend to be not so accurate, they have the advantage of being independent of
the language. This investigation was performed in the context of LocalMaxs, which is a
statistical method, thus language-independent, capable of extracting relevant expressions
from natural language corpora.
However, due to the large volume of data involved, the sequential implementations of
the above techniques have severe limitations both in terms of execution time and memory
space. In this thesis we propose a distributed architecture and strategies for parallel
implementations of statistical-based extraction of relevant expressions from large corpora.
A methodology was developed for modeling and evaluating those strategies based on
empirical and theoretical approaches to estimate the statistical distribution of n-grams in
natural language corpora. These approaches were applied to guide the design and evalu-
ation of the behavior of LocalMaxs parallel and distributed implementations on cluster
and cloud computing platforms. The implementation alternatives were compared regar-
ding their precision and recall, and their performance metrics, namely, execution time,
parallel speedup and sizeup. The performance results indicate almost linear speedup
and sizeup for the range of large corpora sizes.
Keywords: Parallel and Distributed Computing; Extraction of Relevant Expressions; Sta-




A quantidade de informação existente na Internet tem vindo a crescer a um ritmo signi-
ficativo na última década. A informação pode ter origem em diversas fontes tais como
experiências científicas que efetuam aceleração de partículas, o registo de dados do voo
de um avião comercial ou o conjunto de documentos de um dado domínio tais como
artigos médicos, notícias de um jornal ou conteúdos de redes sociais.
Tendo em conta o volume de dados a analisar, é necessário dotar os motores de busca
de novas ferramentas que permitam ao utilizador comum obter a informação desejada em
tempo útil. Uma abordagem possível é a anotação dos documentos com as suas expres-
sões relevantes. A extração de expressões relevantes de documentos de texto de língua
natural pode ser efetuada com recurso a técnicas semânticas, análise sintática ou técnicas
estatísticas. Apesar de as últimas não serem tão precisas, têm a vantagem de serem inde-
pendentes da língua. O trabalho desenvolvido nesta tese é baseado no método LocalMaxs
que, por ser estatístico, pode ser utilizado para extrair expressões relevantes de textos de
língua natural sem necessitar de conhecimento prévio da língua utilizada.
No entanto, devido ao grande volume dos dados envolvidos, as implementações se-
quenciais das técnicas acima referidas têm geralmente fortes limitações em termos de
tempo de execução e espaço de memória. Nesta tese propõe-se uma arquitetura distri-
buída e estratégias de implementação paralela de métodos estatísticos de extração de
expressões relevantes para corpora de grande tamanho.
Foi desenvolvida uma metodologia, baseada em abordagens empírica e teórica, para
estimar a distribuição estatística dos n-grams em corpus de língua natural. As abordagens
foram utilizadas na conceção e avaliação das implementações paralelas e distribuídas do
método LocalMaxs em ambientes de computação em cluster e cloud. As implementações
foram comparadas face à sua precisão, cobertura, tempo de execução e capacidade de
expansão da escala para lidar com corpora de grande tamanho. Os resultados indicam um
comportamento quase linear quanto à aceleração de desempenho e à capacidade de lidar
com a escala, para a gama de corpora de grande tamanho.
Palavras-chave: Processamento Paralelo e Distribuído; Extração de Expressões Relevan-
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The building of scalable solutions for enabling data-intensive applications, as
found in science and engineering or in business data analytics, for example in Web
applications and social networking sites, requires capabilities to provide relevant
information to users and applications. Due to such huge amount of generated infor-
mation, there is a need for methods, algorithms and tools that enable an automatic
identification and extraction of relevant expressions from documents, so that their
analysis and processing are made feasible.
1.1 Objectives
Importance of Extraction Methods. Document descriptors can be built automatically
from their most relevant n-grams, contributing to guide a more focused search. In the
context of this work an n-gram is a sequence of n consecutive words, where n is the n-
gram size. An expression or term is an n-gram with a defined morphological class. As
the number of Internet users and applications grows, the volume of generated and stored
data is increasing very rapidly. Due to such huge amount of generated information, there
is a need for methods, algorithms and tools that enable an automatic identification and
extraction of relevant expressions from documents, so that their analysis and processing
are made feasible. This is only possible by relying on parallel and distributed computing,
with access to large numbers of processors and massive storage capabilities.
The automatic extraction of relevant expressions from raw text is an area of great inte-
rest. Relevant expressions can be extracted by different approaches: symbolic/linguistic,
statistical or hybrid, as discussed with more detail in chapter 2.
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Challenges Regarding the Extraction of Relevant Expressions. The extraction of rele-
vant expressions involves several challenges and difficulties encompassing, on one hand,
general issues concerning the extraction approaches and their practical validation. For
example, how to deal with the complexity of interpreting and detecting the significant
terms or expressions (based on syntactic, semantic, statistical or hybrid methods); how
to meet the increasing need of dealing with a diversity of different languages, and con-
ciliating this with favoring neutral approaches as happens with statistical-based ones,
but also enabling specific domain and semantic interpretations; and how to integrate
automatic extraction and user interaction tools to validate the obtained results. On the
other hand, in the last decade, due to the rapid growth of Internet information systems
and applications, there have been increasing concerns with large-scale data extraction
issues, and the need to deal with the diversity of Internet access media and the growing
amount of generated information, for example in Web and social networking applications.
Those concerns led to an increased interest in the investigation of solutions to address
the large scale of generated information and its dynamics, the need of filtering the raw
information using knowledge based on the application domain and the user profiling
in order to extract relevant information, and devising efficient solutions to process such
large scale of information in acceptable time and memory space.
Problem Description. In this dissertation we propose solutions to the extraction of
relevant expressions, up to hexagrams, from large corpora, using parallelism to reduce
the execution time and distribution to handle large data sets. The investigation is cente-
red on the LocalMaxs method but can also be applied to other extraction methods and
applications based on n-gram models. The proposed solutions (to the extraction of re-
levant expressions) must accomplish an adequate trade-off between execution time and
solutions quality, defined in terms of the precision and recall metrics, and computing
resources/cost.
LocalMaxs [SL99; Sil+99] is a statistical method, thus language-independent, capable
of extracting relevant expressions of a given size from a given corpus, based on a cohesion
(also named “glue” in this document) metric and a relevance criterion. It relies on an
exhaustive approach based on counting all occurrences of the n-grams in a corpus. In the
context of this work we use the expressions “number of occurrences of an n-gram in the
corpus” or “frequency of an n-gram in the corpus” as equivalent. The typical precision
and recall achieved by this method are around 75 % [SL99] when considering n-grams
up to hexagrams, but to achieve these values it requires a document corpus of at least 1
Megaword (106) (Mw) as reported in [SL99]. However, its sequential implementations
pose limitations in terms of execution time and memory consumption, being unable to
process large corpora, typically beyond a few hundred million words [SL99].
Considered Approaches. We assume that the corpora being analyzed are located in an
accessible storage repository, and that the corpus data sets are static and unchanged during
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the entire extraction process. Issues concerning geographical data distribution as well as
dynamic and continuous data generation in data streaming systems, although important,
are left out of the scope of this dissertation.
We developed an approach to support extraction methods, which are based on a first
phase collecting n-gram corpus statistics, followed by other phases to execute different
methods for calculating the relevance of n-grams by applying specific filtering criteria. An
entire application can process a given input corpus as a single shot batch job, or any of its
individual phases can be executed on its own. For example, after the first phase, multiple
independent analyses can be performed based on the n-gram statistics describing the
corpus characteristics.
The functionality to support the sequencing and execution of the application phases
and the storage of the intermediate n-gram data is provided by a generic distributed
architecture for n-gram based extraction. It relies on a collection of distributed machines
that supports the parallelization of the extraction functions and the distribution of the n-
gram data. This architecture was instantiated to support the execution of the LocalMaxs
functions with their associated n-gram data structures.
Issues regarding the memory space efficiency of the n-gram data representation raise
an important concern that can influence the overall performance of an algorithm imple-
mentation. This has been intensively studied in related works as mentioned in chapter 2,
but it was left out of the scope of this dissertation, because our main goal was to study
the influence of alternative parallel and distributed processing approaches to implement
relevant n-gram extraction based on LocalMaxs.
When considering each specific computing infrastructure there is a limit to the num-
ber of available machines and to the maximum per machine available memory. This
poses a constraint upon the maximum size of the corpora and the maximum n-gram size
that can be processed by the proposed architecture, so that the total memory required by
each phase of the algorithm may fit into the total aggregated memory of the collection of
available machines. If a more efficient n-gram representation is used instead, the above
size constraint will occur at slightly higher corpus sizes than with the currently developed
implementation, but eventually it will also occur beyond a certain corpus scale.
However, from the conducted experimentation for the range of analyzed corpora, the
above memory/machine constraint did not preclude the demonstration of the usefulness
of the proposed approaches as far as parallelism and distribution are concerned. Furt-
hermore, per machine local memory optimizations can be applied orthogonally to the
proposed parallel and distributed architecture.
Two methods were considered for the parallel and distributed implementation of
LocalMaxs. Both methods use data-parallel approaches to achieve acceptable execution
time and use multiple machines to implement a scalable distributed memory model: i)
The Global method ensures the same precision and recall as the LocalMaxs definition,
but incurs a significant communication overhead for the cohesion (glue) and relevant
expression calculations; ii) The Local method gives approximate results when compared
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to the LocalMaxs definition, and also allows a data-parallel approach but has a reduced
communication volume (compared to the Global method) that improves its performance
and scalability.
The two methods are evaluated regarding a trade-off between the solutions quality
(precision and recall) compared to the LocalMaxs definition and the system performance
(execution time, memory space, parallel efficiency, scale), in a broad spectrum of corpus
sizes and n-gram sizes.
1.2 Contributions and Main Results
The main contributions of this thesis are discussed in detail in chapters 3 to 9. They are
briefly identified in the following:
Statistical n-gram Distribution in Natural Language corpora. We conducted an ana-
lysis of the statistical distribution of n-grams in natural language corpora and applied
it to understand the behavior of the alternative parallel LocalMaxs implementations, in-
cluding the design and analysis of an n-gram cache. Three dimensions were considered:
i) An empirical analysis of the n-grams distribution, from unigrams to hexagrams, in
corpora up to 1 Gigaword (109) (Gw), that was used as input to an analytical model of
the behavior of the parallel LocalMaxs implementations; ii) A theoretical model for ef-
ficiently estimating the number of distinct unigrams, bigrams, ..., hexagrams, for any
corpus size, based on Zipf-Mandelbrot Law and Poisson distribution. It was used to esti-
mate the asymptotic behavior of the parallel LocalMaxs implementations for very large
corpora when the numbers of distinct n-grams tend to constant plateaux as the corpus size
increases beyond well-identified thresholds; iii) The concept of Fixed Frequency Accu-
mulation Set (FAset), to model the cumulative sum of frequencies of a set of distinct
n-grams that represents a percentage of the total n-gram occurrences in a corpus. This
is useful to determine the minimal n-gram subset necessary to ensure a desired corpus
coverage, identifying the culprit n-grams which should be kept in an n-gram cache, and
also guiding possible cache prefetching and replacement strategies;
A Distributed Architecture for n-gram Extraction Applications with Multiple Phases.
This distributed architecture is capable of executing extraction algorithms based on statis-
tical n-gram models on cluster- or cloud-based infrastructures. It is based on a distributed
collection of virtual machines: i) Each machine contains one or multiple controller pro-
cesses to execute the algorithm functions, and one or multiple servers to contain tables
with n-gram information; ii) The servers collectively implement a distributed in-memory
key-value store supporting the intermediate n-gram data shared between multiple appli-
cation phases; iii) Each machine contains an n-gram cache system, exploiting the locality
and the statistical knowledge on the n-gram references to reduce the volume of remote
accesses to the key-value store; iv) A workflow framework is used to coordinate the
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execution of extraction applications with multiple phases and the mapping of the appli-
cation components into the virtual machines supported by the underlying computing
infrastructures.
Parallel and Distributed LocalMaxs Implementations. Two main approaches were
considered. One is based on a global method (denoted as Global method) which ensures
the same precision and recall as the LocalMaxs method definition. Its implementation,
based on the above distributed architecture, exhibits almost linear relative speedup and
sizeup, when executed in a public cloud environment with up to 54 virtual machines,
for the extraction of relevant bigrams and trigrams from English corpora up to 1 Gw. A
theoretical analysis of the Global method behavior predicts that the above performance
metrics exhibit the same linear evolution even beyond corpus sizes of 1 Gw.
The other approach is based on a local method (denoted as Local method) whose
precision and recall tend to be lower than LocalMaxs, but they tend to increase with
the corpus partitions size. Its performance (execution time and scalability) and solutions
quality (precision and recall) are evaluated and compared to the Global method, for the
considered corpus ranges up to 1 Gw and also estimated for larger corpus sizes.
Study of the n-gram Cache Behavior. To reduce the remote data communication, a
novel n-gram cache system, composed of a set of individual caches for different n-gram
sizes, was designed and implemented. The n-gram cache system can be configured as an
on-demand dynamic cache with a cooperative-based warm-up strategy leading to reduce
the miss ratio and miss time penalty; or it can also be configured as a static prefetching
cache based on the FAset concept, leading to further reductions in the miss ratio. Both
cache configurations can be complemented with an integrated Bloom filter to select the
singleton n-grams existing in the corpus.
A cache analytical model was proposed to estimate the performance of the Global
method, considering cache cold-start and cache warm-up scenarios, for the glue calcu-
lation of n-gram expressions, based on the corpus empirical data. The model estimates
agree with the real execution results. The model was also used to predict the n-gram
cache behavior for the very large corpora asymptotic plateaux. The implementation can
be configured to support a finite or infinite n-gram cache, depending on each algorithm
memory requirements for each corpus size and according to the available memory per
machine.
1.3 Methodology
Figure 1.1 illustrates the main dimensions of the methodology that guided this work.
The results of the analysis of the statistical distribution of n-grams in natural lan-
guage corpora were provided as input to an analytical performance model to estimate































Figure 1.1: Methodology followed.
corpus size, the n-gram size, and the number of machines. This analysis was based on the
empirical data for the corpora sizes up to 1 Gw, and was based on the theoretical model
to identify the asymptotic behavior of the n-gram distribution for very large corpora. The
analytical performance model estimates were then compared to the real execution results,
obtained from a parallel and distributed implementation of each approach.
1.4 Publications
The following publications resulted from the work done in the context of this dissertation.
1. J. F. Silva, C. Gonçalves, and J. C. Cunha, “A Theoretical Model for n-gram Distribu-
tion in Big Data Corpora”. In 2016 IEEE International Conference on Big Data (IEEE
Big Data 2016), December 2016, pp. 134—141. doi: 10.1109/BigData.2016.7840598
2. C. Gonçalves, J. F. Silva and J. C. Cunha, “An n-gram Cache for Large-scale Parallel
Extraction of Multiword Relevant Expressions with LocalMaxs”. In 12th IEEE Interna-
tional Conference on eScience (eScience 2016), October 2016, pp. 120—129. doi:
10.1109/eScience.2016.7870892
3. C. Gonçalves, J. F. Silva and J. C. Cunha, “A Parallel Algorithm for Statistical
Multiword Term Extraction from Very Large Corpora”. In 17th IEEE International
Conference on High Performance Computing and Communications (HPCC 2015),
August 2015, pp. 219—224. doi: 10.1109/HPCC-CSS-ICESS.2015.72
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Cloud Data Analytics”. In International Journal of Grid and High-Performance Com-
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Prototyping and Implementation, vol. 5, no. 4, pp. 48—64, October-December
2013. ISSN 1938-0259. doi: 10.4018/IJGHPC
5. C. Gonçalves, L. Assunção, and J. C. Cunha. “Data Analytics in the Cloud with
Flexible MapReduce Workflows”. In 4th IEEE International Conference on Cloud
Computing Technology and Science (CloudCom 2012), pages 427—434. IEEE Com-
puter Society, December 2012. doi: 10.1109/CloudCom.2012.6427527
6. L. Assunção, C. Gonçalves, and J. C. Cunha. “Autonomic Workflow Activities: The
AWARD Framework”. In International Journal of Adaptive, Resilient and Autonomic
Systems (IJARAS), vol. 5, no. 2, pp. 57—82, April-June 2014. ISSN 1947-9220. doi:
10.4018/IJARAS
7. L. Assunção, C. Gonçalves, and J. C. Cunha. “Autonomic Activities in the Execution
of Scientific Workflows: Evaluation of the AWARD Framework”. In 9th International
Conference on Autonomic Trusted Computing (ATC 2012), pages 423 –430. IEEE
Computer Society, September 2012. doi: 10.1109/UIC-ATC.2012.14
8. L. Assunção, C. Gonçalves, and J. C. Cunha. “On the Difficulties of Using Workflow
Tools to Express Parallelism and Distribution - A Case Study in Geological Sciences”
(GPC 2009), pages 104—110. In International Workshop on Workflow Management
of the International Conference on Grid and Pervasive Computing, IEEE Computer
Society, 2009. doi: 10.1109/GPC.2009.30
1.5 Document Organization
Figure 1.2 shows the organization of this document in 5 parts. Part I, Introduction and
Background, is composed of this chapter and chapter 2 that briefly surveys the back-
ground and related work. Part II, n-gram Statistical Distribution, is composed of chap-
ter 3, where we analyze the statistical distribution of n-grams in natural language corpora.
Part III, Parallel and Distributed n-gram Extraction, is divided in two chapters: 4 and
5 describing a distributed architecture for n-gram extraction and the implementation of
the LocalMaxs Global method. Part IV, n-gram Cache Models, is presented in chapters
6 to 8, namely: chapter 6 describes a dynamic n-gram cache system; chapter 7 presents
an n-gram cache system composed of a static cache followed by a dynamic one; chapter 8
describes the influence of filtering the singleton n-grams out of the cache system (dyna-
mic or static plus dynamic) using Bloom filters. In Part V, Global Evaluation, we present
an evaluation of the parallel and distributed LocalMaxs implementations, chapter 9, and
the conclusions and future work in chapter 10. The document ends with the Bibliography
and three appendixes: A and B, where we present an example of the configuration files
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used in the developed architecture; and C, containing complementary data for the static
plus dynamic cache system.
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This chapter discusses background and related work in the context of this thesis.
The main goal of this thesis was to develop parallel and distributed solutions in order
to improve the execution performance of computational methods for statistical-based
extraction of relevant expressions in natural language corpora. The focus of this work
lies on the intersection of the areas represented in Figure 2.1.
The extraction of relevant expression in natural language corpora is related to the data
mining area in the sense that it involves the process of finding meaningful patterns in









Figure 2.1: Areas in the research context.
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problems it is common that data mining uses methods and tools from different domains
such as computer science, statistics and mathematics (section 2.1).
Furthermore, due to the large amount of data typically involved in the actual Internet
information systems and applications related to the field commonly referred to as Big
Data, one of the important issues to be addressed is the capability to analyze large scale
data in a timely manner, requiring the usage of extensive computing resources made
available through parallel and distributed infrastructures (section 2.2).
The thesis encompasses the development of parallel implementations of the statistical-
based extraction method LocalMaxs in distributed cluster and cloud computing infra-
structures, and the study of their execution performance behavior concerning the parallel
speedup and scale.
2.1 Extraction in Corpus Mining
In this section a succinct discussion of the approaches for extraction of relevant expression
in natural language corpora is first presented (section 2.1.1) including the description of
an n-gram based statistical extraction method, LocalMaxs (section 2.1.2).
2.1.1 Extraction of Relevant Expressions
Terminology mining, term extraction, term recognition, glossary extraction or relevant
expression extraction are terms denoting a subtask of information extraction. The goal
of extractors is to automatically identify relevant expressions from a given corpus.
One of the difficulties of extracting relevant expressions using statistical approaches
is the quantity of data that must be processed to obtain good precision and recall, i.e.,
correctly identify an n-gram as a valid relevant expression (for good precision), and extract
the greatest possible amount of existing relevant expression (for good recall). Precision,
also called positive predictive value, can be defined as:
precison =
number of Relevant Expressions correctly identified by the Algorithm
number of Relevant Expressions identified by the Algorithm
(2.1)
and recall, also known as sensitivity, can be defined as:
recal =
number of Relevant Expressions correctly identified by the Algorithm
number of Relevant Expressions in the corpus
(2.2)
Due to the semantic richness of the relevant expressions, their automatic extraction
from raw text has been an area of great interest. Documents can be summarily described
by a set of relevant expressions such as ”United Nations”, ”human rights”, ”International
Court of Justice”, etc.. Relevant expressions may also be used to index documents. Besides,
they can be used as discriminant attributes to cluster documents. Relevant expressions
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can be extracted by different approaches: symbolic/linguistic, statistical or hybrid. Basi-
cally, linguistic and hybrid approaches such as the ones mentioned in [Cop+02; Dai96;
Dia03; KF11; MV10; Sin11; WSN10] or [BJ99; FAM00; PBB02; VND08; WH05; WLB07;
Won07] need specific language information, usually syntactic filters such as Noun-Noun,
Adjective-Noun, Verb-Noun, etc. to help on the extraction or on the identification of the
relevant expressions type. However, as the texts have to be morphsyntactically tagged,
this imposes a linguistic dependency — not all languages have high quality taggers and
parsers available, especially when languages are unknown.
Besides, relevancy is not completely determined by morphsyntactic patterns. For
instance, “triangle angle” and “greenhouse effect” share the Noun-Noun pattern, however
only the second one can be considered relevant. Furthermore, most Noun phrases are
not really relevant. Other approaches such as the ones in [Att+10] or [NV04] depend
on other tools, such as WordNet and Wikipedia, usually available just for a small set of
languages. Several statistical metrics used to extract relevant expressions, such as Mutual
Information [CH90], Likelihood Ratio [Dun93], φ2 [GC91], etc., have been used. Some
of these metrics and others were evaluated in [Pea02]. The main problem with these
metrics is that they only assess bigrams, i.e., sequences consisting of only two words. To
circumvent this problem and to extract longer relevant expressions, other metrics and
extractor algorithms such as LocalMaxs [Sil+99] have been proposed, with the advantage
of being a pure language-independent extractor, but their sequential implementations
perform poorly in terms of execution time and memory space.
The importance of extracting relevant expressions from text corpus is confirmed by a
set of existing tools available nowadays. Some of them can be used directly on raw text
but others are specific to working with well-defined formats. For example, this is the case
of Anchovy [Anc13] that is a free multilingual cross-platform glossary editor and term
extraction tool based on the open Glossary Markup Language [Glo13] format. However,
many tools allow the extraction of relevant expressions from text documents. For exam-
ple Yahoo offers some applications like Yahoo Quest [Yah13b] or Web services API, e.g.,
Content Analysis Yahoo [Yah13a], previously known as Yahoo Term Extraction [Yah13c]
allowing the user to perform term extraction from documents. Tools like Termine [Ter13],
Terminology Extraction [Ter13b] and Ngram Statistics Package [Ngr13] (formerly known
as the Bigram Statistics Package) are other examples of tools to extract terms from text
corpora that rely on statistical algorithms, such as C-value algorithm [FAM00], Poisson
statistics, the Maximum Likelihood Estimation, Inverse Document Frequency, Fisher’s
exact test, the log Likelihood Ratio, Pearson’s chi-squared test, the Dice Coefficient. Ne-
vertheless they are tuned to work only with some languages, for example, English, Italian
and French in the case of Terminology Extraction. There are also some open source initia-
tives. For example Term Extraction [Ter13a] aims to be a simple and free alternative to
Yahoo’s Term Extraction service. It is written in the Python language relying on Topia’s
Term Extraction [Top13], a package that determines important terms within a given piece
of text [JSO13]. Sematext Key Phrase Extractor [Sem13] is a toolkit capable of extracting
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relevant expressions ordered by rank that offers both a Java and HTTP API allowing its
integration with other tools. Finally the AlchemyAPI [Alc13] is a text mining platform,
being executed as a service in the cloud that, besides the extraction of relevant expressions
from text, also allows other functionalities such as sentiment analysis, concept tagging,
author extraction, relations extraction, etc.
2.1.2 n-gram Based Data Extraction
A diversity of extraction approaches are based on n-gram models as discussed in section
2.1.2.1. The LocalMaxs method is presented in section 2.1.2.2.
2.1.2.1 n-gram Models and Data Structures
Multiple language models have been investigated based on n-gram models [Gao+; HC04],
and their relationships with probabilistic models of the n-gram distribution in natural
language corpora have been studied [Egg07; LW05]. The latter studies have also been
applied to the design and evaluation of search engines [Bre+99]. Namely, statistical
studies on the history of word occurrences in natural language corpora have been made
in different contexts: in particular cache-based n-gram models for linguistic applications
were proposed by [Kuh88]. The relationships between the Zipf distribution [Zip35] and
caching for Web search engines have also been extensively discussed [BY+07; Bre+99].
Issues related to data structures for large-scale applications concern the use of efficient
indexing schemes [HZ03; HMC11; Kim+05; Kra+11; LB97], namely in the context of
parallel and distributed processing [GD03a; GD03b; Mel+01].
Time and space optimizations have also been sought concerning data structures for
representing n-grams, namely, regarding the use of suffix trees and arrays [Arr+14; MM90;
MN03; McC76]. This thesis is centered on the extraction of relevant expressions in large
corpora and memory limitations were overcome by using more machines. The use of local
optimized data structures, such as suffix trees and arrays, is an orthogonal dimension
to the work presented in this thesis, and their integration with the parallel LocalMaxs
implementation developed will allow to increase the size of the n-gram data tables.
In this thesis we have also studied the influence of the statistical n-gram distribution
in natural language corpora upon the design of parallel and distributed solutions to an
n-gram based extraction method. Although the conducted developments were centered
on LocalMaxs, the results of the statistical analysis can be applied to other n-gram based
methods. A related dimension of this thesis concerns the proposal of a theoretical model
for estimating the number of distinct n-grams, as a function of the corpus size and n-gram
sizes, and its use to predict the asymptotic behavior of n-gram based applications, for
very large corpora sizes. Comparing to other theoretical models, as discussed in chapter
3, we extended previous studies by considering n-grams beyond unigrams, and we also
achieved better fittings of the model estimates versus the actual corpora data, validated
with different languages [Smi12; TZ92; VV13].
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2.1.2.2 The LocalMaxs Method
The LocalMaxs [SL99; Sil+99] method finds n-grams that can be classified as relevant
expressions based on the cohesion/glue sticking the words together within an n-gram.
Different n-grams usually have different cohesion values. One can intuitively accept that
there is a strong cohesion between the words within the bigram “Giscard d’Estaing” or
within the pentagram “European Court of Human Rights”. However, one cannot say that
there is a strong cohesion within the bigram “or uninterrupted” or within the bigram “of
two”. SCPf (.), SCP (Symmetric Conditional Probability), was defined [SL99; Sil+99] as a
metric that can be used to calculate the glue of each n-gram that exists in a given corpus.
Definition 2.1: Cohesion SCP
SCPf (w1 · · ·wn) =




i=1 f (w1 · · ·wi)× f (wi+1 · · ·wn)
where f (w1 · · ·wn) is the frequency (the number of occurrences) of the n-gram
(w1 · · ·wn) in the corpus.
The denominator has the frequencies of all the leftmost and rightmost sub n-grams of
sizes 1 to n−1 contained in the n-gram (w1 · · ·wn). For example, f (”European Court of Hu-
man Rights”) is the number of occurrences of this pentagram in a corpus. Table 2.1 shows
the leftmost and rightmost sub n-grams, that is two unigrams (1-gram), two bigrams
(2-gram), two trigrams (3-gram), and two tetragrams (4-gram), needed for calculating the
glue of that pentagram.
Table 2.1: Sub n-grams for “European Court of Human Rights”.
sub n-grams Leftmost and rightmost sub n-grams
sub 1-grams {European}, {Rights}
sub 2-grams {European Court}, {Human Rights}
sub 3-grams {European Court of}, {of Human Rights}
sub 4-grams {European Court of Human}, {Court of Human Rights}
Definition 2.2: LocalMaxs Criterion
Let W = (w1...wn) be an n-gram and g (.) a generic cohesion metric. Let Ωn−1 (W )
be the set of g (.) values for all contiguous (n−1)-grams within the n-gram W ; Let
Ωn+1 (W ) be the set of g (.) values for all contiguous (n+1)-grams containing the
n-gram W . The LocalMaxs method says that W is a relevant expression if and only
if:
∀x ∈Ωn−1 (W ) ,∀y ∈Ωn+1 (W )
length (W ) = 2∧ g (W ) > y ∨ length (W ) > 2∧ g (W ) > x+y2
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Using the same example, for the n-gram W = (EuropeanCourt of HumanRights), the
sets Ωn−1 and Ωn+1 are obtained as follows:
• Ωn−1 (W ) = {g (EuropeanCourt of Human) , g (Court of HumanRights)}
• Ωn+1 (W ) = {g (Y )}, such that Y =
(





where wLef t and wRight are unigrams ap-
pearing in the corpus.
In this work the cohesion metric g(.) is defined by SCPf (.) (Definition 2.1). The criterion
(Definition 2.2) is used to decide if a given n-gram can or can not be considered a relevant
expression. Using this criterion the method outputs a list of relevant n-grams for each
value of n.
2.2 Use of Parallel and Distributed Computing
Sequential implementations of the LocalMaxs method have performance limitations con-
cerning the memory space and time needed to process large corpora beyond a few hundred
million words, making it impractical to use a single commodity computer to process all
this information sequentially.
In this section parallel approaches capable of supporting the data extraction are briefly
surveyed (section 2.2.1), as well as distributed approaches to handle the data distribution
required by the processing of very large corpora (section 2.2.2).
2.2.1 Parallelism
Due to the large amounts of data to be processed it is necessary to rely on parallel and
distributed computing. The decomposition of an application towards parallelism can be
specified by using generic or specific programming languages, or parallel programming
libraries. There are many parallel programming models, ranging from the ones based on
message passing (such as Message Passing Interface (MPI) [Gab+04]) or shared-memory
(such as Open Multi-Processing (OpenMP) [Ope16]) to the implicitly parallel models
such as MapReduce [DG04]. Different forms of parallelism can be exploited. In the
data-parallel approach the same set of functions is applied to different data partitions. In
the task-parallel approach multiple tasks are executed in parallel, each one performing a
different function. Hybrid approaches exploit both data and task parallelism. According
to the nature of the applications, their execution can be implemented as a single phase or
in multiple phases.
The MapReduce programming model [DG04] has been widely used to support parallel
approaches, for example, in data intensive text processing [LD10], computing n-grams
statistics [BB13] and text mining applications [Bra+07; Dye+08; ELO08]. MapReduce
provides a transparent and easy-to-use parallel programming abstraction. However, it
requires the application to be modeled as a single phase (with two steps: Map and Reduce)
16
2.2. USE OF PARALLEL AND DISTRIBUTED COMPUTING
and provides a fixed workflow template [Lee+12] with a single input and a single output.
As most of the data analytics applications require multiple phases, the use of MapReduce
implies overheads due to the lack of reutilization of the mapper and reducer instances
across the application phases. Also the MapReduce model does not provide support for
intermediate communications during the execution of the mappers and the reducers. The
above limitations led to other proposals extending the MapReduce model such as Twister
[Eka+10] and Spark [Zah+10].
In preliminary studies [GAC12; GAC13] we used MapReduce to count the frequencies
of n-grams in a corpus, corresponding to the first phase of the LocalMaxs implementation.
However, in the work supporting this thesis we used a generic workflow framework
providing all the required functionalities to express the application decomposition in
multiple phases (e.g., count frequencies, calculate glues and evaluate relevance) and
their logical dependencies. In our approach a distributed in-memory key-value store was
proposed to support the storage of intermediate n-gram data between phases and also
allowing the access to intermediate data during the execution of each phase.
2.2.2 Data Organization and Distribution
Processing large text corpora requires mechanisms to organize, access and store large
quantities of data. Although we can use relational databases to organize and access large
quantities of data, the NoSQL approach is gaining more and more importance, aiming
to support a large amount of unstructured data that suggests a form of access based
on key/value pairs. This has motivated the emergence of newer access mechanisms,
more efficient and scalable. For example this has influenced the design of Application
Program Interface (API) for NoSQL database systems like Amazon SimpleDB [Ama13b]
and Amazon DynamoBD [Ama13a].
Distributed Hash Tables. The above concern has also motivated developments around
the concept of distributed hash tables. Conceptually a Distributed Hash Table (DHT)
is a hash table where the key/values pairs are distributed among a set of nodes. Imple-
mentations like Content Addressable Network (CAN) [Rat+01], Chord [Sto+01] and its
derivatives like [KK03], Pastry [RD01] and Tapestry [Zha+04; ZKJ01] are examples of
DHT on top of peer-to-peer overlay networks. All these systems support the concept
of DHT on an Internet-like scale. Kademlia [MM02] also follows DHT approaches like
Chord or Pastry and was designed with the aim of including all the desirable features of
previous systems in a single system while being more efficient. BAlanced Tree Overlay
Network (BATON) [JOV05] is a distributed tree structure for Peer-to-peer (P2P) systems.
Different from other overlays that use a DHT, such as in the Chord system, BATON builds
a P2P overlay network based on a balanced tree structure. In consequence, both exact
match and range queries are efficiently supported. Voldemort [Vol13a] is another exam-
ple of a DHT that combines in-memory caching with the disk storage system so that a
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separate caching tier is not required. Data are automatically replicated and partitioned
over multiple servers so each server contains only a subset of the total dataset.
Big Table Abstractions. All the above efforts motivated the appearance of models and
API centered on high-level structures, namely tables and their corresponding abstractions
like column-oriented operators. BigTable [Cha+06], proposed by Google, is one well-
known example of such systems. BigTable is a distributed storage system for managing
structured data, designed to scale to a very large size, i.e., Petabyte (1015) (PB) of data
across thousands of commodity servers. Following BigTable other similar approaches
were proposed such as Hypertable [Hyp13], HBase [The13b], Apache Accumulo [The13a]
and Windows Azure Table Storage [Mic13b]. H-store [H-S13] (and its commercial version
VoltDB [Vol13b] or Apache Cassandra [The16a]) are examples of simplified Database
Management System (DBMS) that try to get the best of the two worlds: the SQL and the
NoSQL approaches.
Distributed File and Storage Systems. Access to the raw data usually relies on some
form of distributed file service consisting of a naming service (manages the names, their
logical organization in directories as a meta level service and their mappings to the phy-
sical blocks) and storage service (manages the blocks of raw data). For example, for a
conventional cluster in a local area network the above functionality is usually suppor-
ted for example by the Network File System (NFS) system. Distributed file systems for
high performance computing clusters, such as the Google File System (GFS) [GGL03] or
Apache Hadoop Distributed File System (HDFS) [The12], have optimizations regarding
performance and reliability. They provide high throughput access to large datasets. Simi-
lar approaches were followed for cloud environments, for example as in Sector/Sphere
[GG; Sec13].
As examples of basic storage abstraction there are Amazon S3 [Ama16c] and Windows
Azure Blob Storage [Mic13a]. Amazon S3 is a service made available by Amazon that can
be used to store objects. Each object is stored and retrieved using a unique developer-
assigned key. The objects are stored in buckets that are the fundamental container in
Amazon S3. Within a bucket a user can store practically an unlimited number of objects.
Distributed-memory and Caching Approaches. Distributed-memory solutions enable
scalable behaviors. In applications with multiple phases the intermediate data produced
by each phase can be placed in a disk-based storage system or can be kept in an in-memory
store [Ama13a; Cha+06; Kal+08; The13b; The16a]. The latter approach is preferable in
terms of performance but requires the use of multiple machines to support a distributed
in-memory store. Solutions based on this approach are currently feasible due to the
evolution of the memory and communication support infrastructures [Mem16; Ous+10],
and are widely used to support large-scale data processing.
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Using a distributed-memory model with parallelism favors obtaining scalable solu-
tions. However, the most critical issue towards scalability is related to the algorithm
design, which ideally should ensure that the parallel efficiency remains constant when
the problem size and the number of machines are scaled-up by a given factor. This de-
pends on reducing the algorithm and the system overheads. Concerning the algorithm
the computation-to-overheads ratio must be large enough to ensure an acceptable effi-
ciency. Among the observed overheads in a distributed solution, the ones due to remote
data communication are usually the most critical, due to the network latencies. Thus, it
is most important to guarantee the use of local data. This can be achieved by an adequate
partitioning of the processes and the data, and by taking advantage of the temporal and
spatial data localities of the algorithm. To ensure the latter objective, existing systems
rely on the use of caching techniques, ranging from the hardware and operating system
levels [GAV14], to the server and client levels [WR91], and also including caches that
exploit specific knowledge about the program or application behavior [Vei+99]. For ex-
ample, caches have been integrated with distributed in-memory key-value stores [DSL10],
in web search engines [IC97], and as domain caches in the context of natural language
processing and text mining statistics [Kuh88; KM90; KM92; Ros00].
Among the solutions proposed for distributed execution of n-gram based applications,
we point out the work by Balkir et al. [BFR11] that also proposes a distributed architecture
supporting efficient access to large n-gram tables for text mining applications. They
describe a layered architecture for n-grams access based on a Bloom filter, local caching
and a distributed in-memory key-value store (Memcached [Mem16]). They present a
detailed performance study on the remote communication latencies and scalability of
several alternative solutions based on combining Bloom filters, caching and distributed
storage (disk-based or in-memory). In their solution they take advantage of the large
number of singleton n-grams in a typical natural language data set in order to optimize
the time and space of the n-gram structures. Other solutions aiming at optimizing access
to distributed n-gram structures are described in [Bra+07; LKM09].
In our approach we also propose a distributed memory architecture used to address
the large memory requirements, jointly with a distributed in-memory key-value store
to large-scale intermediate data. This is complemented with an n-gram cache system in
each machine to exploit the locality behavior of natural language n-gram based extraction
methods.
2.2.3 Parallel Performance Metrics
The following metrics can be applied to each individual phase of the algorithm or to the
entire algorithm execution. Traditionally, the speedup of a parallel algorithm implemen-
tation is compared to the best know sequential algorithm implementation. However, for
large scale corpora, sequential implementations are in general unavailable, thus we need
to consider relative performance metrics, i.e., that use as a basis, the implementations
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achieved when using a minimum number of machines capable of processing such large
corpus size.
2.2.3.1 Absolute Performance Metrics
Regarding absolute metrics in the context of this work we considered the speedup and
efficiency definitions as follows:
Definition 2.3: Absolute Speedup
We define the absolute speedup (Sp0) of a parallel implementation with K machi-
nes relative to an ideal hypothetical sequential implementation with one machine




where T0 is the execution time of a sequential implementation with one ideal
machine, i.e., it only includes the computation time of the algorithm for a fixed
problem size, without any overheads, and Tparallel(K) is the total execution time
with K machines. When Sp0 (K) = K , the absolute speedup is said to be linear.
Definition 2.4: Absolute Efficiency










2.2.3.2 Relative Performance Metrics
Due to the limitations of using a sequential single machine implementation for large
corpora, the following metrics compare the parallel implementations when using different
numbers of machines above a certain minimum.
Definition 2.5: Relative Speedup
We define the relative speedup of a parallel implementation, when going from K1




where Tparallel(K) is the total execution time with K machines. When SpK1→K2 =
K2/K1 then the relative speedup is said to be linear,
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Definition 2.6: Relative Efficiency
We define the relative efficiency of a parallel implementation, when going from K1







Definition 2.7: Relative Sizeup
We define the relative sizeup of a parallel implementation, when scaling the input
data size, i.e., the corpus size, from a corpus C1 (with size |C1|) with K1 machines to




where CorpusSizeC(K,T ) is the corpus size which can be processed in time T using
K machines. When |C2||C1| =
K2
K1
, then the relative sizeup is said to be linear.
The relative sizeup can also be defined in relation to the problem size (Nn) instead of
the corpus size.
2.3 Chapter Summary
Among the known extraction approaches the ones based on statistical methods are parti-
cularly promising due to their language neutrality and potential for application to enable
the automatic processing of large scale data, whose benefits are widely recognized due to
the large amount of information generated nowadays.
However, there is still a need for developing methods and tools supporting an efficient
processing of statistical-based extraction of relevant expressions. In particular, in order
to ensure acceptable processing time and scalability, it is necessary to enable an efficient
exploitation of parallelism and distribution that takes advantage of the available cluster
and cloud computing infrastructures.
In this thesis the computational characteristics of a statistical extraction method, Lo-
calMaxs, were studied in its two main dimensions of execution time and memory, in a
broad scale of corpora sizes. The thesis proposes solutions to allow the exploitation of pa-
rallel processing to achieve reductions in the execution time while supporting distributed


















Modeling and Analysis of Statistical
Distribution of n-grams in Natural
Language corpora
The characterization of intrinsic properties of n-grams in natural language cor-
pora can be useful to the implementation of statistical methods such as LocalMaxs.
This chapter presents a study on the intrinsic properties of n-grams in natural language
corpora. The properties considered include, among others, the distribution of the number
of distinct n-grams and are very useful in the context of statistical extraction methods,
such as LocalMaxs. The study was conducted for two languages, English and French, but
the conclusions taken are valid for other languages. This chapter is organized in 8 sections.
Section 3.1 presents a brief introduction to the underlying concepts and their relevance
to the current thesis. A theoretical model to estimate the number of distinct n-grams in
natural language corpora is presented in section 3.2 and in section 3.3 the model is used to
analyze the number of distinct n-grams and their frequencies of occurrences in a corpus. A
theoretical model to estimate the number of n-grams with a given frequency is presented
in section 3.4. In sections 3.5 and 3.6 the model is used to analyze the evolution of the
singleton and nonsingleton n-grams with increasing corpus sizes. The FAset concept is
presented in section 3.7. Section3.8 presents the chapter conclusions.
3.1 Concepts
The analysis of the statistical distribution of the n-grams in natural language corpora is
very useful in the characterization of the intrinsic properties of the corpora. The number
of distinct n-grams, the number of singletons and the n-grams repetition factors are some
examples of intrinsic quantities whose study can be useful for statistical methods such
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as LocalMaxs. Figure 3.1 illustrates the approaches taken in the context of this thesis to
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Figure 3.1: Dimensions of the study on the n-grams statistical properties of the natural
language corpora.
Two approaches were followed in this study: i) An empirical approach, based on the
actual counting of the number of distinct n-grams in the real corpora; ii) A theoretical
model to capture the distribution of distinct n-grams and their frequencies of occurrences
for corpora of a given language.
The distribution of the n-grams allowed us to characterize, for a given corpus C and n-
grams of size i, the behavior of the following quantities: the total number of occurrences
of n-grams of each size i in the corpus (|SetAlli |); the total number of distinct n-grams of
each size i (|Di |); the repetition factor of n-grams of size i given by the ratio
∣∣∣SetAlli ∣∣∣ / |Di | ≈
|C| / |Di |; and the evolution of the number (|Si |) of singleton n-grams when the corpus
size increases. This was then used to analyze the performance of the LocalMaxs method
implementations for the entire corpus size range from 2 Mw up to infinity.
The empirical approach was applied to a range of corpora sizes from 2 Mw to 1 Gw,
from Wikipedia [Wik16] with several topics, in the English and French languages. The
theoretical model was validated for the English and French languages for corpora sizes
ranging from 2 Mw to 1 Gw and was used to predict the number of distinct and singleton
n-grams for the entire corpus size range.
For obtaining each one of the corpus used, random paragraphs were extracted from a
corpus with 1 Gw words from Wikipedia articles in the English and French languages until
the required sizes were approximately reached. Table 3.1 lists the main characteristics of
the different corpora sets used in the context of this thesis.
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Table 3.1: Corpora sets used.
Corpora set Language Sizes [ Mw ] n-gram size
En_2-982/6 English 2, 4, 9, 18, 36, 73, 140, 245, 491, 982 6
Fr_2-970/6 French 2, 4, 8, 17, 35, 69, 139, 242, 484, 970 6
En_18-1023/4 English 18, 37, 75, 150, 300, 604, 1023 4
En_25-682/4 English 25, 227, 466, 682 4
En_1-689/2 English 1, 3, 6, 13, 26, 65, 129, 259, 689 2
En_1-259/3 English 1, 3, 6, 13, 26, 65, 129, 259 3
En_13-511/4 English 13, 25, 64, 128, 256, 511 4
En_50/7 English 50 7
En_256/6 English 252 6
The first column (Corpora set) identifies each corpora set using the following notation:
Lang_C1−C2/n
where Lang represents the corpus language, e.g., En for English or Fr for French; C1 andC2
represent, respectively, the lowest and the highest corpus sizes in the set (in million words
Mw); and n represents the maximum n-gram size considered (“n-gram size” column).
3.2 A Theoretical Model to Estimate the Number of Distinct
n-grams
Many studies follow an empirical approach for determining the statistical distribution of
the n-grams but are usually constrained by the corpora sizes, which for practical reasons
stay far away from Big Data.
We propose a theoretical approach (first presented in [SGC16]) for estimating the
number of distinct n-grams in each corpus. It is based on the Zipf-Mandelbrot Law and
the Poisson distribution, and it allows an efficient estimation of the number of distinct
unigrams, bigrams, . . ., hexagrams, for any corpus size. The proposed model was validated
for English and French corpora.
Words do not occur with similar probabilities in text. Everyday experience shows
us that words such as “the”, “and”, or “in” are much more frequent than ”agriculture”
or “stomatology”, whatever the topic of the text. This means words are more or less
repeated throughout the text, so the number of distinct words in a corpus is less than
the total number of words occurring in that corpus. This applies to single words or
multiwords (sequences of n consecutive words where n ≥ 2). Most of the empirical studies
on the n-gram distribution only cover corpora of relatively small sizes. This precludes
their usage towards understanding the behavior of an increasingly large number of Big
Data applications that depend on the n-gram distributions. This requires an accurate
estimation of the repetition patterns of the n-grams and their evolution for increasing
corpora sizes.
27
CHAPTER 3. MODELING AND ANALYSIS OF STATISTICAL DISTRIBUTION OF
N-GRAMS IN NATURAL LANGUAGE CORPORA
The model proposed here also provides an efficient approach to estimate the number
of distinct n-grams, including words and multiwords for each given corpus size.
3.2.1 Background
The frequency distribution of words in text has been studied in statistical linguistics
[Car67; Man53; Zip35]. From Zipf’s law [Zip35; Zip49] it can be stated that the frequency
of any distinct single word (unigram) in a work of literature is inversely proportional to
its rank in the frequency table. The frequency table lists all the existing distinct words
sorted by their decreasing frequencies. The rank of the words is defined by their order
number, where rank 1 corresponds to the most frequent word. Mandelbrot [Man53]
proposed a generalization of this law for a better fitting of the frequency of some ranks,
as it happens in some corpora. However, it is not sufficient to estimate the number of
distinct unigrams.
Other improvements to Zipf’s law were proposed in [Man09]. A critical review of the
Zipf’s word frequency law in natural language is made in [Pia14] claiming that semantics
strongly influences word frequency. We think that is true, but it will not be the case for
very Big Data corpora, where the existence of numerous topics tends not to favor any
particular topic. Herdan-Heaps’ law [Egg07] is an empirical law describing the number
of distinct single words in documents as a function of the document length. It states
that VR (n) = K × nβ where VR is the number of distinct words in the text of size n, and
K and β are parameters determined empirically. According to [BYN00; Kor99; LW05],
under mild assumptions, this law is asymptotically equivalent to Zipf’s law concerning
the frequencies of individual words.
In [LK06; LK10], although their aim is not to propose an approach to estimate the
number of distinct n-grams, some estimate of cardinality of their sets is presented for
hashing design. However, these estimates incur some computational weight, depending
on the data volume. A clustering model for words distribution is proposed in [TZ92]
based on estimating a probability (p) for each word occurring in a document of a given
length. Then, the number of distinct words can be estimated but the model is not very
accurate for large p values, and it is not always a close fit to observed data. There is no
evidence that this approach could be extended to larger n-gram sizes: bigrams, trigrams,
and so on.
To the best of our knowledge, we are not aware of other approach focused on the
estimation of the number of distinct multiword n-grams. In this thesis a new approach,
described in the following, is proposed to estimate the cardinality of the set of distinct
n-grams (single or multiwords) in languages whose phrases are composed of alphanu-
meric character tokens separated by punctuation symbols and spaces, and which have a
phonetic reproduction, such as English, French and other known Occidental languages.
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3.2.2 The Number of Distinct n-grams in Corpora
In section 3.2.2.1 we discuss the Zipfian models. The estimation of the number of distinct
single words is presented in section 3.2.2.2 and the estimation of the number of distinct
multiwords is presented in section 3.2.2.3. An efficient implementation of the method
that allows the estimation of the number of distinct n-grams is presented in section
3.2.2.4.
3.2.2.1 The Zipfian Models
The Zipf’s law [Zip35] states that the frequency of the rth most frequent word in natural
language corpora, f (r), scales according to:
f (r,α) ∝ 1
rα
(3.1)
where r is the frequency rank of a word, and α ≈ 1. The most frequent word corresponds
to r = 1; for the ith most frequent word (r = i), its frequency f (i) is proportional to 1/iα.
Though Zipf’s law works as a good model for some corpora, it presents some deviations
with respect to actual real corpora mainly for low and high ranks. To minimize these
deviations, Mandelbrot [Man53] proposed a generalization of this law by shif ting rank r
by a value β:
f (r,α,β) ∝ 1
(r + β)α
(3.2)
Then we state a corresponding equation for the frequency of rank r, denoted by f (r, (α,β))
for r = 1,2, . . ., keeping the proportionality as in the Mandelbrot model (3.2):





× f (1) (3.3)
where f (1) means the frequency of the most frequently occurring word in a corpus. The
particular case of β = 0 in expression (3.3) corresponds to the Zipf’s law model.
By using expression (3.3), (α,β) combinations can be searched for each corpus so that
the estimate of the frequency of each rank is as close as possible to the actual frequency
found in the real corpus. As shown in section 3.2.3 and resulting from our experiments,
we consider that for each language and each n-gram size, there is a best (α,β) combination,
which produces the most possible accurate results when estimating the number of distinct
n-grams, with similar accuracies for different corpus sizes.
3.2.2.2 Estimating the Number of Distinct Single Words in Corpora
Having analyzed the relative frequency of the most common word in English, that is
“the”, corresponding to r = 1, — it can be taken as the probability of rank 1 in the corpus,
denoted by p1 — we noticed that it tends to be constant when corpora sizes grow. In fact,
this probability presents very slight variations for small and median size corpora, but
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converges to a value keeping more and more decimal digits unchanged for large corpora;
for example, in the case of English corpora over 500 million words, the first 7 decimal
digits showed to be the same for p1, which was 0.0503705.
In order to obtain a more correct counting for the actual number of occurrences of
each word, words should be separated from some punctuation marks by using spa-
ces. This does not affect the semantic of texts. Then, the following set of punctua-
tion mark characters were considered as separation targets for all corpora in this work:
{′<′ , ′>′ , ′”′ , ′!′ , ′?′ , ′:′ , ′;′ , ′ . ′ , ′ , ′ , ′(′ , ′)′ , ′[′ , ′]′}. This criterion was used in all corpora ana-
lyzed in this thesis, both for the empirical study as well as for validating the theoretical
model. If other criteria are used for the content of this set, p1 can tend to a different
constant value.
For other ranks of very frequent English words such as “of”, “and”, “in”, among others,
it was easily verified that their individual probabilities also tend to constant values. We
noticed this tendency still exists for other not so frequent words such as “late” and “again”,
although larger corpora were needed to reach their corresponding constant probabilities.
Thus, there is no reason not to believe that this tendency is applicable to all words, even
for rare ones, which will certainly be verified in huge corpora. For the other language
considered in this work (French), the same behavior was verified. This leads us to the
belief that as corpora sizes grow for the same language, words tend to have fixed ranks,
which is consistent with the existence of what we called the best (α,β) combination for
each language.
Thus, assuming that the probability of rank 1 in a corpus C (where, in this chapter,
its size in words is denoted by c, which is equivalent to |C|) tends to remain constant
for large corpora, then its expected frequency is f (1) = p1 × c. Also, the frequency of
rank r can be estimated by expression (3.3), for a given (α,β) combination, such that
f (r, (α,β)) = ((1 + β)α / (r + β)α)× f (1). So, the expected frequency of rank r in a corpus C,
having c words, for a (α,β) combination, is:





× (p1 × c) (3.4)
The values of the actual observed frequencies of the n-grams in a corpus are non
negative integers but for two consecutive low r values there may be two non consecutive
values of frequencies. Expression (3.4) models an approximation to this behavior and, by
its structure, it can return non integer values.
Once there is a best (α,β) combination for each language l and that best combination
must be used to obtain the frequency of rank r in a corpus C, in a language l, then α and
β depend on l. Similarly, the probability of rank 1 depends on the language l too:
f (r, l, c) =
(
1 + β (l)
r + β (l)
)α(l)
× (p1 (l)× c) (3.5)
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Considering Poisson Distribution. A random variable X follows a Poisson distribu-
tion [Hai67] with parameter λ > 0, if, for k = 0,1,2, . . ., the probability mass function is,
according to the classical notation:




where e is the Euler’s constant (e = 2.71828 . . .) and k! is the factorial of k. λ is a positive
real number equal to the expected value of X. This distribution provides a realistic model
for many random phenomena for which a count of some sort is of interest, such as the
number of traffic accidents per week, given its rate λ. So, let X be the number of times
word w in rank r occurs in a corpus C, written in language l. Then, the probability of
non-occurrence of w is:
P r (X = 0) =
λ0e−λ
0!
= e−λ = e−f (r,l,c) (3.7)
where f (r, l, c) stands for the expected frequency of rank r, given by expression (3.5).
Thus, the probability of w occurring in the same corpus is:
P r (X ≥ 1) = 1− e−f (r,l,c) (3.8)
Considering for example, the size of the smallest English corpus used in the derivation
of this model (c = 2,226,162 words; l = “English”) and using the best (α,β) combination
searched for English unigrams (α = 1.3466; β = 7.7950) — explained in section 3.2.3 —
by application of expression (3.8), the probabilities of occurrence of the words correspon-
ding, for example, to ranks 1; 100,000; and 3,000,000 are, respectively, P r (X ≥ 1) = 1.0;
P r (X ≥ 1) = 0.32120; and P r (X ≥ 1) = 0.00396. For a corpus 10 times larger, those proba-
bilities are, respectively, P r (X ≥ 1) = 1.0; P r (X ≥ 1) = 0.97923; and P r (X ≥ 1) = 0.03895.
This matches our intuition, as we expect that the probability of occurrence of frequent
words is high, even in small corpora; and the probability of rare words (higher ranks, such
as 3,000,000), though low, grows with the corpus size. So, by expression (3.8) it is possible
to calculate the probability of any word (its rank) in the vocabulary of a language (ν (l)).
This is depicted in Figure 3.2 showing the probabilities, as obtained by expression (3.8),
of the first interval of unigram ranks, namely from rank 1 up to rank 1 × 107, for two
corpus sizes: one with 1 Mw (Figure 3.2-a)) and another with 1 Gw (Figure 3.2-b)).
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a) Corpus size 1 Mw b) Corpus size 1 Gw
Figure 3.2: Probabilities of the ranks from 1 up to 1× 107rank for unigrams. The Y axis
represents the probability and the X axis represents the rank.
Now, in order to calculate Dist (l, c) the number of distinct words in a corpus C, with c
words, in a language l, we propose to sum the probabilities of occurrence of all words in
the language vocabulary for that corpus, considering the entire vocabulary of l:
















where |ν (l)| is the size of ν (l), being the number of distinct words in the vocabulary
of language l, which can reach some million words for languages such as English or
French, as we noticed for large corpora. This sum of probabilities must not be taken as
a probability. Indeed, the sum of probabilities can be used to estimate some population
sizes. For example, the number of heads from tossing a fair coin 1000 times can be
correctly estimated by summing the probability of a head in a single toss (0.5), 1000
times, i.e.,
∑t=1000
t=1 0.5 = 500.
3.2.2.3 Estimating the Number of Distinct Multiwords in Corpora
We noticed that the frequency of bigrams in corpora also follows a Zipfian distribution.
For English corpora, the most common (i.e., r = 1) bigram, “of the”, also tends to have a
relative frequency that converges to a fixed value when corpora grow. The same happens
to ranks 2,3, . . .. So, the estimate of frequency given by expression (3.4) can also be applied
to bigrams, however, there is a different best (α,β) combination for bigrams for each of the
considered languages. Likewise for larger size n-grams: trigrams, tetragrams,. . .. Thus,
due to their dependence on the language l and on the n-gram size n, α and β are denoted
by α (l,n) and β (l,n). Similarly, the probability of rank 1 also depends on the n-gram size
and on each specific language, being denoted by p1 (l,n). On the other hand, for the same
language, the number of distinct single words is different from the number of distinct
bigrams, trigrams,. . .. This means that the size of the vocabulary depends not only on the
language, but also on the n-gram size; we use |ν (l,n)| to denote this number.
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Therefore, expression (3.9) can be generalized also to any n-gram size n:












3.2.2.4 An Efficient Implementation
Using expression (3.10) we can estimate the number of distinct n-grams of each size n in
a language for each corpus size. However, this may become computationally heavy; e.g.,
for the case of hexagrams (n = 6) for any English corpus, due to the large vocabulary size,
the sum in expression (3.10) may lead to an order of magnitude of 1011 iterations.
So, we propose a more efficient implementation of expression (3.10), where the he-
avily iterated sums are replaced with an integral, leading to expression (3.18), whose
detailed derivation is given in the following paragraphs. The practical efficiency of this
alternative implementation was assessed in a single machine, where Python 2.5.1 based
implementations of the two methods (3.10) and (3.18) were compared, using the GNU
Scientific Library 2.2 implementation of the Incomplete Gamma Function, in a laptop
with Mac OS X 10.5.8, 1 Central Processing Unit (CPU) @ 2.4 GHz Intel, and 4 Gigabyte
(109) (GB) 667 MHz DDR2 SDRAM. When expression (3.10) was used to estimate the
number of distinct unigrams in a 100 Mw English corpus, it took 178.73 minutes to com-
plete. The same estimate took 0.0078408 seconds to complete when using expression
(3.18). Similar gains were obtained for larger n-gram sizes (n ≥ 2). The vocabulary size
and the α and β values used in these tests result from a tuning phase as presented in
section 3.2.3.
Derivation of the integral based formula (3.18). According to the Euler-Maclaurin
formula [Abr72], the finite sum
∑n=b













g(2k−1) (b)− g(2k−1) (a)
)
and g(2k−1) (b) stands for the (2k − 1)th














So, by expression (3.12), B2 = 1/6, B4 = −1/30, etc..
On the other hand, variables l, n, c, ν (l,n), α (l,n) and β (l,n) in expression (3.10), can
be taken as constants in the context of each specific Dist (l,n,c) calculation, that is, in
the context of the estimation of the number of distinct n-grams of size n of a corpus C
(with size c) in a specific language l. Thus, expression (3.10) can be simplified for better
mathematical manipulation, as follows:
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A = α (l,n) R = r + β (l,n)
Q = (1 + β (l,n))α(l,n) × p1 (l,n)× c
r?1 = 1 + β (l,n) r
?
v = |ν (l,n)|+ β (l,n)
(3.13)
Thus






Then, by applying the Euler-Maclaurin formula, given by expression (3.11), taking R
as the integration variable,








































and B2k is given by expression (3.12). Our experiments showed us that it
made a negligible difference to the result of Dist (l,n,c) in expression (3.15), including
or not the derivatives of g (.) in the sum of expression (3.16). So, for simplicity, their












So considering the following expression:






by using an integral calculator site1 we obtain:















where Const denotes the integration constant. Then:


























1For example the one available in https://www.integral-calculator.com/
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where Dist (l,n,c) is the number of distinct n-grams; E = |ν (l,n)|−B; γ (., .) is the Lower In-
complete Gamma function; the substitutions for symbolsQ, A, r?v and r
?
1 are in expression
(3.13); g (R) = e−Q×R
−A
; and B is given by expression (3.17).
3.2.3 Instantiation of the Model Parameters: α(l,n), β(l,n), |ν(l,n)| and p1(l,n)
To achieve a confidence degree in the determination of the model parameters suitable to
provide a low level of relative errors when applying the model to existing available corpus,
we assessed the accuracy of the model estimates in a wide range of corpus sizes. For each
language, corpora were generated by doubling approximately the size of each corpus, from
about 2×106 to 109 words: 2×106, 4×106, 8×106,. . . . For obtaining each of these specific
corpora sizes, random paragraphs were extracted from the largest corpus (109 words) in
each language until the required size is approximately reached. The proposed model was
instantiated with English and French Wikipedia based corpora [Wik16]. Tables 3.2 and
3.3 show, for each corpus, its size and the number of actual observed distinct n-grams
(|Di |), from unigrams to hexagrams.
Table 3.2: Number of distinct n-grams of size 1 ≤ i ≤ 6 (in millions of n-grams) versus
corpus size for the English language.
Corpus size |D1| |D2| |D3| |D4| |D5| |D6|[ Mw ]
2.226 0.171 0.918 1.682 2.032 2.146 2.189
4.450 0.275 1.604 3.169 3.971 4.254 4.358
8.955 0.447 2.797 5.961 7.776 8.466 8.722
18.007 0.729 4.834 11.104 15.129 16.790 17.422
35.772 1.187 8.208 20.258 28.896 32.773 34.304
72.678 1.966 14.086 37.404 56.035 65.160 68.935
140.276 3.155 23.084 65.483 102.858 122.712 131.339
245.492 4.718 34.961 104.707 171.430 209.427 226.713
490.847 7.784 57.968 185.347 319.964 403.573 444.168
981.996 12.814 94.705 323.192 589.842 770.074 863.071
In order to use expression (3.18) to obtain the best possible estimate of the number of
distinct n-grams for a given corpus, language and n-gram size, the values α (l,n), β (l,n),
|ν (l,n)|, and p1 (l,n) must be determined, corresponding to: the best (α,β) combination,
the vocabulary size (|ν (l,n)|), and the probability of the n-gram with rank 1 (p1 (l,n)).
The above values were found by applying the following methodology. Concerning
p1(l,n), for each language and n-gram size, the value of p1 (l,n) was calculated as the
relative frequency of the first ranked n-gram, for the above corpus size ranges. Concerning
|ν (l,n)|, although actual vocabularies are open, as new words and multiwords arise and
others tend to stop being used, they are finite. However, the lack of consensus about the
real vocabulary sizes prevents us from assessing how far the |ν (l,n)| values are from the
actual sizes. According to the considered criterion, the vocabulary size parameter |ν (l,n)|
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Table 3.3: Number of distinct n-grams of size 1 ≤ i ≤ 6 (in millions of n-grams) versus
corpus size for the French language.
Corpus size |D1| |D2| |D3| |D4| |D5| |D6|[ Mw ]
2.172 0.157 0.767 1.510 1.904 2.050 2.108
4.322 0.248 1.302 2.770 3.653 4.008 4.151
8.710 0.394 2.209 5.088 7.042 7.899 8.256
17.443 0.628 3.714 9.205 13.383 15.385 16.253
34.745 0.996 6.161 16.421 25.131 29.685 31.749
69.331 1.583 10.163 29.033 46.815 56.957 61.783
139.025 2.518 16.682 50.978 86.678 108.859 119.960
242.346 3.655 24.663 79.264 140.575 181.301 202.674
484.315 5.779 39.560 135.285 253.300 338.324 385.397
970.351 9.254 63.155 228.935 451.752 625.663 726.464
is the minimum value such as the best pair (α,β) ensures the lowest relative error in the
model estimates.
The best pair (α,β) is found by a tuning process such that, for each (|ν(l,n)|, α (l,n),
β (l,n), p1 (l,n)) combination, two estimates are obtained using expression (3.18). Conside-
ring an ordering of the corpus sizes from the smallest to the largest corpus, two points are
selected close to both extremes in the corpus sizes range: one for the second smallest and
the other for the second largest corpus size. Then, if these two estimates do not deviate
more than 5% from the actual number of distinct n-grams of the real corpus, the search for
the best (α,β) pair stops, as we consider that the actual size of the corresponding vocabu-
lary can be approximated by |ν (l,n)| and the best (α,β) combination has been found. Thus,
assuming that the minimum size of the vocabularies for the two considered languages
is at least 2 × 107 n-grams, an exhaustive search is made for each pair (α,β) by varying
|ν (l,n)| from 2×107 up to a maximum of 4×1011 n-grams, by steps of 1×106 n-grams or
larger; then, for each |ν (l,n)| value, different (α,β) combinations were assessed by varying
α from 0.5 to 1.8 and β from −0.5 to 80, by steps of 0.005 and 0.0001 respectively.
Tables 3.4 and 3.5 show the best (α,β) combination and vocabulary size for each triple
(language, n-gram size, p1 values), resulting from the above methodology.
Table 3.4: Best α, β, |ν| (in number of n-grams) and p1 for the English corpora.
parameter unigrams bigrams trigrams tetragrams pentagrams hexagrams
α 1.3466 1.1873 0.9800 0.8252 0.8000 0.8000
β 7.7950 48.1500 21.8550 0.4200 −0.4400 0.6150
|ν | 1.95× 108 7.08× 108 3.54× 109 9.80× 109 5.06× 1010 3.92× 1011
p1 0.05037 0.00827 0.00239 0.00238 0.00238 0.00067
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Table 3.5: Best α, β, |ν| (in number of n-grams) and p1 for the French corpora.
parameter unigrams bigrams trigrams tetragrams pentagrams hexagrams
α 1.4496 1.2653 1.0444 0.8843 0.7835 0.8602
β 16.4850 73.8550 71.3800 7.3500 −0.0700 2.4400
|ν | 1.60× 108 4.25× 108 1.52× 109 4.19× 109 7.98× 109 8.50× 1010
p1 0.05338 0.00978 0.00165 0.00165 0.00165 0.00165
3.2.4 Validation of Model
Once the model parameters have been found, they were used in expression (3.18) to
estimate the number of distinct n-grams for all corpora of Tables 3.2 and 3.2. The relative
errors of these estimates are shown in Tables 3.6 and 3.7.
Table 3.6: Relative errors of the estimated number of distinct n-grams for each English
corpus. Values are in percentage (%).
Corpus size
unigrams bigrams trigrams tetragrams pentagrams hexagrams
[Mw]
2.226 -2.9 -0.5 0.0 -0.1 0.5 -0.5
4.450 -0.3 -0.9 -0.7 -1.1 0.6 4.7
8.955 2.2 -0.9 -0.8 -0.8 0.6 -3.0
18.007 3.7 -0.5 -0.5 -0.5 1.0 -4.0
35.772 4.2 0.0 0.0 0.0 0.9 0.9
72.678 4.3 0.5 0.3 0.3 0.6 0.7
140.276 3.4 0.8 0.6 0.6 0.5 1.0
245.492 2.2 0.8 0.6 0.7 0.3 -0.3
490.847 -0.1 0.3 0.4 0.3 -0.1 -0.5
981.996 2.9 -0.5 -0.3 -0.5 0.4 -0.5
Table 3.7: Relative errors of the estimated number of distinct n-grams for each French
corpus. Values are in percentage (%).
Corpus size
unigrams bigrams trigrams tetragrams pentagrams hexagrams
[Mw]
2.172 -1.8 -0.6 0.2 -0.5 -0.2 0.0
4.322 -0.7 -1.0 -0.3 -0.5 -1.0 2.7
8.710 0.5 -0.9 -0.4 -0.6 -0.6 0.4
17.443 1.1 -0.8 -0.2 -0.2 -0.3 1.1
34.745 1.6 -0.3 0.1 0.1 0.1 0.1
69.331 1.7 0.2 0.5 0.5 0.5 -0.4
139.025 1.6 0.8 0.8 0.8 0.8 -0.6
242.346 1.1 1.0 0.9 0.9 0.8 -0.7
484.315 0.6 1.5 0.8 0.8 0.7 -0.4
970.351 -1.7 0.9 -0.5 -0.4 -0.3 0.2
This relative error, in Tables 3.6 and 3.7, is given by (Es/Act−1)×100%, where Es and
Act stand for the estimate and the corresponding actual number in the corpus, respectively.
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The results show that the relative error is generally less than 1% for estimates of bigrams
up to pentagrams for the full range of corpora sizes in both languages. However, errors are
slightly higher for some of the corpora sizes, reaching a maximum of 4.3% for unigrams,
and 4.7% for hexagrams.
Figure 3.3 illustrates the evolution, along the corpus size range, of the actual numbers
of distinct unigrams up to hexagrams, and their respective estimates obtained by this
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Figure 3.3: Number of distinct n-grams for English language — model estimation versus
observed. The Y axis represents the number of distinct n-grams and the X axis represents
the corpus size in words.
It shows a small deviation between the curves of unigrams, however not more than
4.3% as we know from Table 3.6. For bigrams, curves coincide apparently, since they
deviate less than 1% for all corpus sizes. Table 3.6 allows us to preview similar coincidence
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for trigrams, tetragrams, pentagrams and hexagrams as shown in Figure 3.3.
Similar curves were obtained for French according to Table 3.3 and Table 3.7. Figure
3.4 shows the evolution, with the corpus size, of the actual numbers of distinct unigrams
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Figure 3.4: Number of distinct n-grams for French language — model estimation versus
observed. The Y axis represents the number of distinct n-grams and the X axis represents
the corpus size in words.
3.2.5 Applying the Model to Large Corpus Sizes
Once the model was validated, it can be applied to larger corpus sizes beyond the above
considered ranges. A closer analysis of expression (3.10) suggests that, for each n-gram
size, as the corpus size increases towards infinity, the sum in the second parcel tends to
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zero, meaning that there are no more distinct n-grams in the vocabulary remaining to
appear, so the number of distinct n-grams appearing in the corpus tends to the size of the
vocabulary. Due to this, the evolution of the number of distinct n-grams for each size,
as a function of the corpus size, exhibits a plateau which corresponds to the respective
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a) Global view b) Knee detail
Figure 3.5: Number of distinct n-grams estimated by the model versus corpus size, for the
English language. The Y axis represents the number of distinct n-grams and the X axis
represents the corpus size in words.
In Figure 3.5-a) the corpus size ranges from 1× 106 to 1× 1020 words. Figure 3.5-b) is
a detail of image Figure 3.5-a) (knee zone) in the corpus range from 1 × 1010 to 1 × 1014
words.
Table 3.8 shows all obtained plateau values estimated by the model for the different n-
gram sizes and the corresponding corpus size thresholds from which these plateau values
are reached in the case of the English language. The quantities are also expressed in terms
of Giga n-grams (Giga n-gram (109) (Gn−gram)) and Tera n-grams (Tera n-gram (1012)
(Tn−gram)), or Tera words (Teraword (1012) (Tw)).
Table 3.8: Plateau values for distinct English n-grams (|Di |) and corresponding corpus size
thresholds (|C|).
unigrams bigrams trigrams tetragrams pentagrams hexagrams
|Di |
1.95×108 7.08×108 3.54×109 9.80×109 5.06×1010 3.92×1011
(0.2Gn−gram) (0.7Gn−gram) (3.5Gn−gram) (9.8Gn−gram) (50.6Gn−gram) (0.4 T n−gram)
|C| 9.22×10
11 1.05×1012 1.29×1012 1.43×1012 6.18×1012 2.39×1013
(0.9 Tw) (1.1 Tw) (1.3 Tw) (1.4 Tw) (6.2 Tw) (23.9 Tw)
For example, the curve in Figure 3.5-a) shows that for English corpus sizes larger than
a threshold of 9.22×1011 words, the estimated number of distinct unigrams will not grow
further, having reached the unigrams vocabulary size, that is 1.95× 108 unigrams.
The values for the French language are shown in Figure 3.6 and Table 3.9.
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Figure 3.6: Number of distinct n-grams versus corpus estimated by the model for the
French language. The Y axis represents the number of distinct n-grams and the X axis
represents the corpus size in words.
Table 3.9: Plateau values for distinct French n-grams (|Di |) and corresponding corpus size
thresholds (|C|).
unigrams bigrams trigrams tetragrams pentagrams hexagrams
|Di |
1.60×108 4.25×108 1.52×109 4.19×109 7.98×109 8.50×1010
(0.2Gn−gram) (0.4Gn−gram) (1.5Gn−gram) (4.2Gn−gram) (8.0Gn−gram) (85.0Gn−gram)
|C| 8.78×10
11 9.69×1011 1.12×1012 1.20×1012 1.43×1012 6.80×1012
(0.9 Tw) (1.0 Tw) (1.1 Tw) (1.2 Tw) (1.4 Tw) (6.8 Tw)
3.2.6 Summary
The estimation of the number of distinct n-grams of different sizes in different corpora
sizes is critical to support Big Data algorithm design and implementation. The identi-
fication of such plateau levels allows to determine the maximum required capacity of
memory and the number of machines (for distributed implementations) in applications
whose problem size is proportional to the number of distinct n-grams, e.g., in the Lo-
calMaxs method [SL99], which counts n-gram frequencies, calculates n-gram glues, and
extracts relevant n-grams.
3.3 Analysis of Distinct n-grams and their Frequencies of
Occurrences in the Corpus
In section 3.3.1 we present an analysis of the evolution of the percentages of the distinct
n-grams with the corpus size. The evolution of the n-grams repetition factors with the
corpus size is discussed in section 3.3.2.
3.3.1 Percentages of Distinct n-grams
For each n-gram size i the ratio |Di | / |C| decreases with |C| and is higher for the larger
n-gram sizes. In fact this ratio tends to zero as the corpus size grows towards infinity. This
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is due to the fact that the number of distinct n-grams in a corpus is constrained by the size
of the actual available language vocabulary. The larger n-gram sizes tend to dominate
the entire population of n-grams. Table 3.10 and Figure 3.7 show the ratio |Di | / |C| for the
ranges of corpus sizes analyzed, with i ranging from 1 to 6, for the English language.
Table 3.10: Ratio |Di | / |C| versus corpus size for the English language.
Corpus size |D1| / |C| |D2| / |C| |D3| / |C| |D4| / |C| |D5| / |C| |D6| / |C|[ word ]
2.00× 106 0.077 0.419 0.758 0.902 1.040? 1.350?
8.00× 106 0.053 0.317 0.668 0.863 0.959 0.972
1.60× 107 0.043 0.274 0.621 0.841 0.937 1.012?
6.40× 107 0.029 0.201 0.525 0.780 0.909 0.947
1.28× 108 0.024 0.170 0.476 0.743 0.884 0.936
5.12× 108 0.016 0.117 0.376 0.651 0.819 0.900
1.02× 109 0.012 0.095 0.325 0.594 0.779 0.874
4.10× 109 0.008 0.057 0.223 0.457 0.674 0.811
8.19× 109 0.006 0.042 0.173 0.377 0.607 0.770
1.64× 1010 0.004 0.029 0.126 0.291 0.531 0.722
1.31× 1011 0.001 0.005 0.027 0.073 0.253 0.523
1.05× 1012 0.000 0.001 0.003 0.009 0.048 0.247
1.68× 1013 0.000 0.000 0.000 0.001 0.003 0.023
1.34× 1014 0.000 0.000 0.000 0.000 0.000 0.003








































Corpus Size [ word ]
| D₁ | / | C |
| D₂ | / | C |
| D₃ | / | C |
| D₄ | / | C |
| D₅ | / | C |
| D₆ | / | C |
Figure 3.7: Ratio |Di | / |C| versus corpus size for English. The Y axis represents the ratio
|Di | / |C| and the X axis represents the corpus size in words.
Note that the anomalies in the three ? marked values (in Table 3.10) are due to the
inaccuracies of the theoretical model discussed in section 3.2.4 in the cases of smaller
corpus sizes. From our observations, when applying the model for corpus sizes larger than
20 Mw in the case of the English language, the model estimates exhibit non significant
deviations from the actual corpora values, which is related to the statistical robustness of
the large numbers. Thus, the model estimates can be safely used for large corpora.
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3.3.2 Average Repetition of n-grams in corpora up to Infinity
From the ratio |Di | / |C| presented above we can define an average repetition factor (Ri)
for each n-gram size, defined as Ri =
∣∣∣SetAlli ∣∣∣ / |Di |, where ∣∣∣SetAlli ∣∣∣ is the total number of
occurrences of n-grams of size i, and |Di | is the number of corresponding distinct n-grams
of size i in the corpus. For each n-gram size i, this factor increases with the corpus size.
Figures 3.8 shows the average repetition factor Ri for the ranges of corpus analyzed,




































Figure 3.8: Average repetition factor Ri =
∣∣∣SetAlli ∣∣∣ / |Di | versus corpus size for English up to
the plateau regions. The Y axis represents the repetition factor, and the X axis represents
the corpus size ranging from 8 Mw up to the plateau regions.
Algorithms can benefit from the knowledge about this repetition behavior to exploit
the temporal locality of the n-gram references, which can be captured by an n-gram
cache. The above benefit is greater for the smaller n-gram sizes because they have higher
repetition factors. A similar analysis can be made to other languages regarding these
quantities
∣∣∣SetAlli ∣∣∣, |Di |, |Ri |, or |Di | / |C|.
3.4 A Theoretical Model to Estimate the Number of n-grams
with a Given Frequency
If we can estimate how frequently the distinct n-grams occur in a very large corpus we can
calculate, for each specific application, the number of access requests to those n-grams
and then a more efficient usage of the storage space can be achieved.
In this section we present a generic model to estimate the number of n-grams with
a given frequency k ≥ 0. In particular, for k = 1, the model provides an estimate of
the number of singletons in a corpus with a given size that can be very useful, since, by
occurring less frequently, these n-grams must be the first to be discarded from memory
when this is a critical resource.
43
CHAPTER 3. MODELING AND ANALYSIS OF STATISTICAL DISTRIBUTION OF
N-GRAMS IN NATURAL LANGUAGE CORPORA
This model shares the same theoretical foundation as the model presented in section
3.2.2, namely it is also based on the properties of the Poisson distribution and the Zipf-
Mandelbrot law, and also applies to single words or multiwords.
3.4.1 Background
The authors of the study presented in [Boo67] analyze the distribution of low frequency
words and claim that the ratio of the number of singletons over the number of distinct
words is still independent of the text length. We will show that this is far from true in
real corpora singletons distribution, specially for Big Data corpora.
In [LA09], authors claim the median and the mode of the frequency of words tend to
have the same value in all corpora. We show that this is not correct, since for Big Data
corpora, the most common number of occurrences of each word, i.e., the mode referred
to by those authors, tends to stop being 1, as opposed to what happens for non-Big Data
corpora.
Other works [Sch10; Tay15] analyze the distribution of words in text as well as the
number of words with the same frequency, but not as a function of the corpus size, in
particular concerning the evolution of the number of singletons. In [Baa01], it is said that
V (m,N ) ∝ 1ma where V (m,N ) is the number of words with frequencym in a corpus having
N tokens, and a is a free parameter of the model determining the slope of the regression
(see [Baa01] for details). We show that this does not match for singletons (m = 1) in Big
Data corpora since V (1,N ) tends to 0 in that context. In [CO02], the authors study the
stability of the words distribution in text, and show a graphic with the probability ratio of
the singletons when the corpus size varies but no law or formula is shown to estimate it as
a function of the corpus size. We present an approach to estimate the number of n-grams
with the same frequency as a function of the corpus size, with an application to the case
of singletons in the context of Big Data.
3.4.2 The Number of n-grams with the Same Frequency in a Corpus
According to expression (3.6), we obtain the following expression for the probability that
n-gram w in rank r occurs X = k times:





where λr stands for the expected frequency of rank r, that is f (r, l,n,c), which is given
by expression (3.5) once generalized to the case of n-grams of size n. Now, in order to
estimate the number of distinct n-grams (W (k, l,n,c)) of that size (n), that occur k times
in a corpus of size c, written in a language l, we propose to sum the probabilities of all
the distinct n-grams of size n occurring k times in that corpus, considering the entire
vocabulary (ν (l,n)) of language l for n-grams of size n:
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f (r, l,n,c)k × e−f (r,l,n,c)
k!
(3.20)
Similarly to the case of the distinct n-grams model, we propose an efficient implemen-
tation of (3.20), where the heavily iterated sums are replaced with an integral, leading to
expression (3.23), which is derived as follows using the same symbols for A, Q, R, α (l,n),
β (l,n), r?1 and r
?
ν as defined in expression (3.13) on page 34.












Assuming the accuracy obtained with an integral for substitution of this sum, we
obtain the following:



























k − 1A, Q(r?ν )A
−γ
k − 1A, Q(r?1 )A

 (3.23)
Notice that the latter expression is structurally similar to the second parcel in expres-
sion (3.18) on page 34 when k = 0, which corresponds to the total number of distinct
n-grams with frequency 0, i.e., not occurring in the corpus. In fact, the meaning of ex-
pression (3.9), on page 32, states that the number of distinct n-grams in a corpus with a
given size is equal to the total number of vocabulary n-grams minus the number of all
the n-grams which have not yet occurred in the corpus.
3.4.3 Validation of the Model
Since the distinct n-grams model (expression (3.10) or expression (3.18)) and the equal
frequencies model (expression (3.20) or expression (3.23)) have the same theoretical foun-
dation, their parameters (α, β, ν and p1 as presented in Tables 3.4 and 3.5 ) are the same.
Then, the accuracy of expression (3.23) was assessed with the English and French langua-
ges with three large corpora: about 250 × 106, 500 × 106 and 1000 × 106 words. Smaller
corpora were not considered as the proposed approach focus mainly on large and Big
Data corpora where the large number of occurrences guarantees the statistical robustness
necessary to obtain accurate estimates.
In this assessment the model was used to estimate the number of distinct n-grams of
sizes from 1 to 6, having frequencies k, ranging from 1 to 128 in power of 2 increments,
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although for simplicity, Tables 3.11 and 3.12 only show the cases of unigrams, trigrams
and pentagrams. Values for bigrams, tetragrams and hexagrams are similar.
Tables 3.11 and 3.12 show the calculated relative errors, obtained as in Tables 3.6 and
3.7, between the model estimates and the actual observed numbers.
Table 3.11: Relative errors of the estimates of the number of distinct n-grams with the
same frequency in English corpora. Values in percentage (%). Corpus size in words.
Corpus size Frequency
[ word ] 1 2 4 8 16 32 64 128
unigrams
245,492,006 1.1 12.0 3.0 0.0 -2.0 -5.6 -9.0 -9.0
490,846,877 -4.6 13.1 9.2 2.6 0.2 -2.1 -5.4 -6.5
981,996,022 -7.0 11.3 8.1 6.6 7.1 0.3 1.7 -9.1
trigrams
245,492,006 0.9 5.5 -5.0 -8.0 -8.9 -10.8 -5.0 1.8
490,846,877 -0.6 11.3 -0.2 -6.0 -8.8 -10.7 -9.5 -7.8
981,996,022 -2.7 12.1 -2.0 -6.8 -9.4 -8.0 -7.1 -6.9
pentagrams
245,492,006 -0.1 11.6 8.2 5.6 5.2 5.8 9.8 9.9
490,846,877 -0.7 10.5 9.1 6.4 4.8 3.2 8.3 6.2
981,996,022 -1.2 11.9 10.0 8.0 5.4 3.0 2.5 -2.7
Table 3.12: Relative errors of the estimates of the number of distinct n-grams with the
same frequency in French corpora. Values in percentage (%). Corpus size in words.
Corpus size Frequency
[ word ] 1 2 4 8 16 32 64 128
unigrams
242,346,014 1.8 11.2 2.9 1.4 -2.3 -4.1 -7.6 -8.2
484,314,987 -0.3 12.1 7.3 1.6 0.9 -1.1 -3.9 -5.8
970,351,308 -4.0 13.0 9.0 7.1 0.8 0.1 1.1 8.3
trigrams
242,346,014 1.0 4.2 -6.1 -7.8 -9.2 -10.5 -2.5 -1.3
484,314,987 -4.9 9.6 -0.3 -4.5 -8.3 -7.0 -8.4 -6.9
970,351,308 -3.0 13.1 7.1 -2.5 -7.1 -6.4 -7.1 -7.0
pentagrams
242,346,014 -1.1 8.8 7.4 3.9 5.1 6.6 9.9 14.0
484,314,987 -0.4 11.5 8.1 8.6 3.6 4.4 7.8 7.2
970,351,308 -1.4 9.9 9.0 7.7 6.0 3.9 1.8 2.1
The relative errors can be considered relatively low, since the average of the absolute
values over the entire range of considered frequencies is about 6% for unigrams, trigrams
and pentagrams for both languages. However, relative errors tend to be higher than the
average for the frequency of 2, which becomes a motivation for the improvement of this
approach.
Due to the fact that the Lower Incomplete Gamma function (expression (3.23)) ori-
ginates a calculation error for values of k greater than 171 and because it is impossible
to directly represent the factorial of large values of k, the calculation of W (k, l,n,c), for
values higher than those shown in Tables 3.11 and 3.12, requires some additional work
to overcome this limitation.
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However, from our experiments, we found out that for values of frequencies below
200, the model estimates provide sufficiently low relative errors. Namely, this enables us
to proceed with the application of the model to estimate the number of singleton n-grams
occurring in a corpus of a given size.
3.5 Analysis of the Singletons in the Corpus
The low relative errors allow us to study the evolution of the number of singletons as a
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Corpus size [ word ]
|S₆| Model
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e) Pentagrams f) Hexagrams
Figure 3.9: Number of singletons versus corpus size for the English language. The Y axis
represents the number of singleton n-grams and the X axis represents the corpus size in
words.
47
CHAPTER 3. MODELING AND ANALYSIS OF STATISTICAL DISTRIBUTION OF
N-GRAMS IN NATURAL LANGUAGE CORPORA
Thus, by Figure 3.9-a) we can see that the maximum number of singleton unigrams
in English corpora is reached for a corpus size of about 1010.7 words. More precisely,
1010.7033 = 50,501,002,567 words corpus and the corresponding estimate, that is the ex-
pected number of singletons is 49,272,372.2 unigrams. The same figure suggests that the
expected number of singleton unigrams is about 0 when the corpus size is greater that
1012 words. In fact, for a size of 1012.28 ≈ 1.9 Tw, the expected number of singletons is
617 unigrams — a very small fraction of the corpus size or of its number of distinct words.
For a size of 1012.816 = 6,546,361,740,673 words the singletons estimate is 5.837× 10−11
unigrams. Figure 3.9-a) to Figure 3.9-f) show that the curves of the estimates deviate to
the right and present higher maximum numbers of singletons as the size of the n-gram
grows.
This happens both for English and French. Although for simplicity we do not pre-
sent the values for French, we also observed, for example, that in a French corpus of
1013.344 = 22,080,047,330,189 words, the expected number of singleton hexagrams is
6.883×10−8. It means that in practice no hexagram is expected to occur with frequency 1
for a French corpus of this size; and for obvious reasons, no singleton unigrams, bigrams,
up to pentagrams are expected for the same corpus, that is, every n-gram will certainly
occur with higher frequency than 1.
So, we conclude that 1 is not the most common number for the frequency of n-grams
in Big Data, contrary to what happens for small and medium size corpora.
3.6 Analysis of the Nonsingletons in the Corpus
By using expression (3.18), on page 34, which for a corpus C gives the total number of
distinct n-grams (|Di |) of size i and by using expression (3.23), on page 45, which for the
same corpus C and k = 1, gives the total number of singleton n-grams of size i (|Si |), we
can derive the total number of distinct nonsingleton n-grams (|NSi |) of size i in the corpus
C as:
|NSi | = |Di | − |Si | (3.24)
In the remaining of this thesis document when the term “nonsingleton” is mentioned,
the intended meaning is “distinct nonsingleton”.
Figures 3.10 to 3.13 show the evolution of singletons, nonsingletons and distinct n-
grams of different sizes, with 1 ≤ n ≤ 6, when the corpus size grows up to the plateaux for
the English language.
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Corpus size [ word ]
|NS₆| |S₆| |D₆|
e) Pentagrams f) Hexagrams
Figure 3.10: Number singletons (|Si |), nonsingletons (|NSi |) and distinct (|Di |) n-grams
versus corpus size. The Y axis represents the number of nonsingleton, singleton and
distinct n-grams; and the X axis represents the corpus size in words.
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Corpus size [ word ]
|NS₁| |NS₂| |NS₃| |NS₄| |NS₅| |NS₆|
Figure 3.11: Number of nonsingletons (|NSi |) for n-grams 1 ≤ i ≤ 6 versus corpus size. The
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|NS| all-grams |NS| up to pentagrams |S| all-grams |D| all-grams ⋯ 	
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Figure 3.12: Total number of distinct (
∣∣∣DAll(1···n)inC ∣∣∣), singletons (|SAll(1...n)inC |) and non-
singletons (|NSAll(1...n)inC |) n-grams (n = 6) from unigrams up to hexagrams versus corpus
size. Nonsingletons (
∣∣∣NSAll(1···5)inC ∣∣∣) is also shown. The Y axis represents the number of




















Corpus size [ word ]
|NS₁| / |D₁| |NS₂| / |D₂| |NS₃| / |D₃| |NS₄ | / |D₄ | |NS₅| / |D₅| |NS₆| / |D₆|
Figure 3.13: Ratio of nonsingletons (|NSi |) over distinct (|Di |) n-grams versus corpus size.
The Y axis represents the ratio |NSi | / |Di | 1 ≤ i ≤ 6 and the X axis represents the corpus
size in words.
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3.7 Fixed Frequency Accumulation Set — FAset
In section 3.7.1 we present the concept of Fixed Frequency Accumulation Set (FAset) and
in section 3.7.2 we present its formal definition.
3.7.1 Concept
Our experiments have shown that, for corpora sizes larger than a given value, there is a
number of distinct n-grams whose occurrences are responsible for a large percentage of
the total occurrences of n-grams. For example, in the case of the English language, for
corpora larger than 29 Mw, 50% of the total occurrences of unigrams are only due to the
most frequent 509 distinct unigrams. We name this set, FAset-50%, whose membership
becomes practically constant for increasing corpora sizes. For corpora larger than 406 Mw,
75% of the total occurrences of unigrams lie only on the most frequent 8,190 unigrams.
This behavior also occurs for greater n-gram sizes, but it takes larger corpora sizes to reach
the thresholds for the corresponding FAset, which have much higher cardinalities. For
example, for bigrams the FAset-50% contains 180,000 distinct bigrams beyond corpora
of size 812 Mw. Other human languages may exhibit slightly different FAset size values.
However, the cardinalities of the FAset are very small with respect to the corpora total
size, mostly for unigrams and bigrams.
3.7.2 Definition
Among all the n-grams of each size there are individual n-grams that occur much more
frequently than others. Their distribution exhibits a Zipf-like [Zip35] behavior where for
each n-gram size, a small percentage of n-grams is responsible for most of the n-gram
occurrences.
This behavior can be explored by an algorithm implementation that can take advan-
tage of the higher frequencies of certain n-gram subsets within each n-gram size. Those
n-grams have a higher contribution to improving a cache efficiency (hit ratio).
The concept of Fixed Frequency Accumulation Set (FAset) is used to model the cumu-
lative sum of frequencies of a set of distinct n-grams, and to select the minimal subset of
n-grams which represent a target percentage of the total n-gram occurrences in a corpus.
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Definition 3.1: Hit ratio of a FAset
For a given n-gram size n, a FAset FA for ensuring a target hit ratio h (n,FA) is the
minimal subset of distinct n-grams of size n, whose cumulative sum of frequencies
within the corpus is responsible for ensuring a percentage of the total number of




f reqinCorpus (ng)∣∣∣SetAlln ∣∣∣
where ng denotes a distinct n-gram included in the FAset and f reqinCorpus (ng) is
the frequency of the n-gram ng in the corpus.
Note that that
∣∣∣SetAlln ∣∣∣ ≈ |C| for any n-gram size n.
As illustrated in Figure 3.14 the distinct unigrams with ranks from 1 to rh ensure an


























unigram ranks for a corpus with 1 Gword
rh
Figure 3.14: Distribution of unigram ranks for a corpus of 1 Gw. The Y axis represents
the frequency of distinct unigrams, in millions; and X axis represents their ranks.
This definition can be used to determine the minimal FAset size necessary to ensure a
target relative coverage, i.e., hit ratio, and to identify the culprit n-grams which should
be kept in an n-gram cache to provide such desired hit ratio. This identification can be
made by a static analysis of the corpus, and can be useful to guide cache prefetching and
replacement strategies.
3.8 Chapter Summary
We proposed an approach to estimate the number of distinct n-grams of a given size
n, for any corpora size. The approach was evaluated for 1 ≤ n ≤ 6, for the English and
French languages. It can be used for English or other languages, just requiring a small
and a large corpus to be used to tune the model parameters for that language and for
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each n-gram size. The approach is based on Zipf-Mandelbrot Law and on the Poisson
distribution. Computationally heavy sums are replaced with an integral in order to
provide more efficient calculations. This can be useful for Big Data applications in the
context of data mining, database systems or for cache size and hashing size calculation,
where the memory space to accommodate n-gram set cardinalities needs to be quickly
estimated. In the context of this development, we noticed that the probability of each
distinct n-gram in a corpus tends to remain constant when corpora of the same language
grow in size, which became evident for frequent n-grams, in the experiments we made.
And there is no reason to think that, for Big Data corpora, the same will not happen for
less frequent n-grams. This property led us to develop this approach. Although language
vocabularies for each n-gram size are open, as new words may arise and others tend to
stop being used in each language, they are finite. This sets a plateau for the maximum
number of distinct n-grams of each size n, which exists in any corpus of a given language,
as our approach shows when estimates are calculated for Big Data corpora. Tests showed
promising results for the calculations of those estimates, as the highest relative error
regarding the prediction of the total number of distinct n-grams was lower than 5%.
In this thesis, the results of the study on the n-grams distribution presented in this
chapter, were applied to support the analysis and the design of the parallel and distribu-
ted implementation of a statistical extraction method, LocalMaxs. The model estimates
led to conclusions regarding the LocalMaxs implementation behavior which were confir-
med by the experimental results of real execution, for corpus up to 1 Gw and n-gram sizes
up to hexagrams.
Also the model estimates allowed to predict the evolution of the LocalMaxs implemen-



















A Distributed Architecture for n-gram
Extraction
A Distributed Architecture for n-gram Extraction.
As mentioned in chapter 1, the main goal of this dissertation is to propose solutions to the
statistical-based extraction of relevant expressions from large corpora, using parallelism to
achieve acceptable execution time and using distribution to enable the handling of large
data sets. In order to achieve this goal, a distributed architecture for n-gram extraction
algorithms was designed and implemented. Although all the experimentation and the
validation of the architecture were conducted centered on the LocalMaxs method and
its parallel and distributed implementations, the architecture design can also be useful
when adapted to other n-gram based extraction methods that have a similar set of the
characteristics, as outlined in the following.
This chapter is organized in 4 sections. The rationale of the architecture is presented
in section 4.1. Section 4.2 presents an outline of the architecture. Section 4.3 describes
the implementation of the logical architecture on top of the runtime environments. This
chapter ends with a summary in section 4.4.
4.1 Rationale of a Distributed Architecture for n-gram
Extraction
In the following sections we present the main requirements that should be addressed by
the proposed architecture: i) To be used in the contexts of multiphase n-gram statistical-
based extraction methods (section 4.1.1); ii) To support intermediate and final data sets
as distributed n-gram tables (section 4.1.2); iii) To be based on a three layered approach
(section 4.1.3).
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4.1.1 Multiphase n-gram Statistical-based Extraction
Multiple phases. Typically, many n-gram statistical-based extraction methods rely on a
first phase for collecting n-gram statistics from an input corpus, or use existing available n-
gram statistical data sets, for example, Google N-gram Viewer [Goo16] or Microsoft Web N-
gram Corpus [Wan+10], possibly with some preprocessing, and then proceed with several
other phases where specific metrics of the corresponding extraction method are evaluated
and/or further operations are applied.
For example, in the LocalMaxs method three successive phases are identified, for n-
gram counting, glue calculation, and relevance evaluation. The dependencies between
phases can be described as a simple pipeline whose stages correspond to the individual
algorithm phases. More generally, they can be described as a workflow, i.e., a graph
of activities with arcs denoting their dependencies, which allows more freedom in the
exploitation of a more fine algorithm decomposition concerning its execution and data
flows.
Workflow-based approach. Due to the above, a workflow-based description seems
more adequate to express the alternatives for parallel and distribution execution. In
fact, the mentioned multiphase characteristic is common to typical data analytics (and
other. . . ) applications and a diversity of implementations relies on workflow-based ap-
proaches. For example, a widely used model for this purpose is MapReduce, which
corresponds to an implicitly defined two-step workflow, being adequate to exploit the ap-
plication data parallelism by splitting the input data, processing its parts independently
and in parallel and finally merging the partial results. As an alternative, in this work we
rely on a more generic and flexible workflow tool in order to remove the two-step limi-
tation of the original MapReduce model (although in the meanwhile the functionality
of this model has been subject to several extensions, e.g., to support multiple iterations,
etc. . . (as mentioned in chapter 2)). In our proposal, it is possible to express an extraction
algorithm with any number of phases, and the designer can express alternative forms
of phase sequencing and coordination, e.g., ranging from a strict sequential execution
(as in a simple sequential pipeline) to several degrees of overlapped execution involving
multiple algorithm phases. This provides more flexibility, e.g., by allowing a complex
phase to be decomposed into multiple internal tasks and by coordinating the task de-
pendencies (both inter-task and among phases) according to the workflow graph. This
is illustrated later on this chapter in section 4.1.3.1. Although this approach may incur
some more complexity to the algorithm specification by the designer when compared to
the implicit MapReduce approach, we believe this is overcome by the benefits from its
increased flexibility.
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4.1.2 Distributed n-gram Table Storage
The architecture should support an independent global n-gram table store that can be
accessed as input, intermediate, or output data by the algorithm tasks in its multiple
phases. In order to allow scalable processing of large corpora this n-gram table was
designed as a distributed in-memory key-value store. Its supported functionalities are
similar to a diversity of other proposals [Mem16], including some related to n-gram data
storage (e.g., as in [BFR11]). In our proposed design and implementation, the distributed
n-gram table store is decoupled into a set of separate and independent n-gram tables,
one dedicated to each n-gram size and these tables are uniformly distributed among a set
of servers. The n-gram tables can be first used by an initial algorithm phase collecting
the n-gram statistics from an input corpus, and can later be consulted and updated by
the remaining phases as the algorithm execution proceeds. Depending on the problem
requirements, phase one can be completely decoupled from the remaining phases. This
has the advantage that, once phase one has been completed, further phases are allowed
to apply different evaluations, e.g., alternative metrics and extraction operations, using
the global n-gram data for a given corpus data set. Alternatively, phase one can run
concurrently with the other algorithm phases but this requires a suitable coordination
of the accesses to the distributed n-gram tables by the tasks running in the overlapped
phases. In fact this only amounts to ensuring that the algorithm task dependencies, as
expressed in the logical algorithm workflow, are preserved. For example, concerning the
LocalMaxs method it is possible to perform the evaluation of counting, glue and relevance
of n-grams of different sizes concurrently, as illustrated by the logical algorithm workflow
in Figure 4.2 on page 61.
Although during the algorithm execution it is beneficial to rely on the in-memory
implementation of the distributed n-gram tables, these data can also be saved and kept
in a persistent storage system, for further future use without requiring rerunning phase
one for the same corpus. This is similar to using existing available n-gram statistics data
sets (for example Google N-gram Viewer) as a basis for statistical-based evaluations.
4.1.3 A Three-layered Architecture
The developed architecture was designed with three layers of abstraction, as illustrated
in Figure 4.1: i) Algorithm Layer, described in section 4.1.3.1; ii) Logical Virtual Architec-
ture, described in section 4.1.3.2; iii) Runtime Environment and Infrastructure, described
in section 4.1.3.3.
The rationale of this design is well-known to promote a top-down development for
each algorithm design and implementation, from a high-level workflow-based descrip-
tion, to an intermediate logical virtual machine implementation, down to the physical
execution on each specific hardware infrastructure.
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Logical Virtual Architecture
• Node Instantiation, Node Coordination, Data set / Storage
• Internal Node Organization
Runtime Environment and Infrastructure
(Cluster & Cloud)
Extraction Statistical  Based Algorithms and Metrics
LocalMaxs
Figure 4.1: A layered architecture for n-gram extraction.
4.1.3.1 Algorithm Layer
In order to keep a high-level view focused on the logics of the algorithm specification, as
far as the end user is concerned, the top (first) layer allows a specification of the algorithm
functions and their multiphase decomposition as a logical workflow, and completely hides
the lower level concerns of algorithm execution. This upper layer is responsible for the
operations concerning the extraction algorithms, their corresponding metrics and the
specification of the algorithm phases and their logical dependencies.
Statistical algorithms typically are composed of a set of operations, applied in se-
quence to the n-grams of different sizes, and they can be described as a graph, whose no-
des represent the algorithm operations and the links represent the dependencies among
the operations. In this work we propose that the sequencing and the interdependencies
among the different operations are specified as a workflow. For phase one the input data
set consists of the corpus documents. The intermediate data between phases and the al-





is an n-gram and values are the results of evaluating metrics associated with the n-gram
(for example frequency, glue, relevance criterion, etc.).
As an example Figure 4.2 shows the logical workflow that describes the dependencies
among the operations needed to identify relevant expressions using a statistical method
such as LocalMaxs for the case of finding relevant expressions for bigrams (2-grams) up
to pentagrams (5-grams).
This logical workflow assumes that each workflow node is in charge of processing
the entire data set that composes the corpus. The workflow nodes shown in Figure 4.2
correspond to the three algorithm phases and to the different sizes of the n-grams, in this
case unigrams up to hexagrams (in the case of phases one and two) and pentagrams (for
phase three). Each workflow node executes the algorithm operation to calculate the asso-
ciated function for each corresponding phase, according to the control flow dependencies
shown.
Processing of large corpora in acceptable time is only feasible using parallel and distri-
buted computing. Thus, the workflow nodes are mapped into virtual computing nodes
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Figure 4.2: Logical workflow to express dependencies among extraction operations.
that are supported by the system architecture layer described in the following. During
execution, the workflow nodes have access to the input corpus data set and the interme-
diate n-gram tables by using the data set / storage operations provided by the system
architecture layer.
4.1.3.2 Logical Architecture Layer
An intermediate (second) layer, named the logical virtual architecture, provides abstracti-
ons to express dimensions related to the parallel and distributed execution of the logical
workflow tasks, such as their agglomeration and granularity, the sequencing and over-
lapping of their execution, the degree of distribution of the n-gram tables, and the de-
gree of locality of accesses to the distributed n-gram table store. However, they are still
transparent to (and independent of) the execution mechanisms provided by each specific
underlying computing infrastructure.
The logical virtual architecture layer is responsible for two main groups of opera-
tions: i) Operations for implementing the algorithm functions applied to the n-grams;
ii) Data set and storage operations for accessing input data sets and the intermediate
n-gram tables. These operations are supported by a distributed architecture consisting
of a set of interconnected virtual computing nodes — Computing Node (CN) — as illus-
trated in Figure 4.3. In the context of this dissertation we assume a distributed memory
architecture.
Within each virtual computing node (represented by the white boxes), there are a num-
ber of controller processes (represented by the green hexagonal forms) for executing the
algorithm functions, and a number of server processes (represented by the blue ellipses)
for implementing a distributed in-memory Key-Value Store (KVS). The key-value servers
collectively implement a set of distributed in-memory n-gram tables, one for each n-gram
size, used to store the n-gram data. A local cache (represented by the white rectangles)
in each virtual computing node allows to store the reused remote sub n-grams accessed
during the execution of the algorithm operations. Integrated with the architecture there
is a workflow tool for specifying the algorithm graph.
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Figure 4.3: Logical architecture mapped to logical cluster.
The above workflow specification enables its parallel and distributed execution on
the underlying runtime environment and infrastructure.
4.1.3.3 Runtime Environment and Infrastructure
The lowest (third) layer corresponds to the computing system infrastructure and its run-
time environment, which provides the execution mechanisms that are specifically sup-
ported on top of the physical hardware infrastructure.
Virtual computing nodes can be mapped directly to system virtual machine instances,
or they can be mapped to native operating system processes, depending on the virtua-
lization support provided by each runtime environment. In each case the numbers of
controllers and KVS servers are configured during the initialization of the corresponding
virtual computing node. The virtual machines are logically interconnected among each
other and implement a logical cluster as the one presented in Figure 4.3.
At the workflow level, associated tools support the mappings from the top to the
intermediate levels. At the logical virtual architecture level, associated tools support
the mappings to the actual computing system runtime environment. In this work, the
strategies and mechanisms supporting the execution of the algorithm tasks at the lowest
level are out of the control of the designer and developer: they are the sole responsibility
of the existing computing system and runtime environment. This is due to the focus on
cloud platforms as target infrastructure where there is a high level virtualization of the
runtime environment.
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4.2 Description of the Distributed Architecture for n-gram
Extraction
In this section we describe the developed distributed architecture for n-gram extraction
capable of supporting the execution of statistical methods. In the context of this work the
architecture was used to support the execution of parallel and distributed implementati-
ons of the LocalMaxs method.
The distributed logical virtual architecture was designed as a collection of logical
virtual machines. These are named as “logical virtual machines” to distinguish them
from the system-level virtual machines directly supported by the machine virtualization
functionalities of the operating system environment. Figure 4.3 shows the developed
architecture, which supports two main functionalities:
• Algorithm functions — Each logical virtual machine contains one or multiple con-
troller processes to execute the main algorithm functions (e.g, n-gram counting,
glue calculation, and relevance evaluation). A logical virtual machine that only
contains controllers is named a compute-only machine;
• Distributed in-memory n-gram store — Each logical virtual machine can also con-
tain one or more key-value server processes (KVS) that collectively implement the
distributed in-memory n-gram table store, as a set of distributed in-memory n-gram
tables, one set for each n-gram size. The n-grams are distributed across the KVS ser-
vers using an hash function applied to the n-gram or part of the n-gram. A logical
virtual machine that only contains key-value servers is named a serve-only machine.
The distributed KVS store ensures a scalable solution to handle very large n-gram
data tables. Besides, being based on in-memory tables it provides lower latencies
than distributed disk-based databases. However, due to the physical distribution of
the tables, it incurs remote communication overheads, influenced by the network
characteristics. These overheads can be significantly reduced by an n-gram cache,
which, depending on each application, exploits the algorithm temporal or spatial
localities.
The controller and the server processes can be combined within the same logical virtual
machine, which is then named a compute-and-serve machine. In order to allow the
algorithm tasks to be executed by the controllers within a virtual machine to access the
n-gram table store, the machine controllers can send requests to the distributed n-gram
table servers, and get the corresponding replies. The set of KVS servers is exposed to the
controllers using an uniform interface defined by the Data Access Storage Service (DASS)1
object. This distributed memory model contributes to a scalable behavior for large corpora
sizes and numbers of involved machines. At the distributed logical virtual machine layer,
1A detailed description is not provided in this dissertation although it is available in http://
cjsg.ddns.net/~cajo/phd/, as well as the Java code of the architecture implementation.
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several design decisions have impact upon the performance and the scalability behavior
of an algorithm implementation:
• The allocation of logical workflow nodes (Figure 4.5) to logical virtual machines
results from a decision taken by the designer, when configuring the logical virtual
machines. For example, it is possible to have a one-to-one correspondence between
the algorithm nodes and the logical virtual machines, or to have multiple algorithm
nodes mapped to the same logical virtual machine. It is also possible to allocate
logical virtual machines in a per phase basis, or to (re)use the same machine for
algorithm tasks as the algorithm phases proceed with their execution;
• As described ahead, internally each controller relies on multiple threads to support
the overlapped execution of different controller activities, such as reading from the
input data set, executing its assigned algorithm tasks, handling the requests/replies
to fetch data from the n-gram store, and writing the output results into the n-gram
table store;
• Concerning the distributed in-memory n-gram store, the allocation of key-value
servers to logical virtual machines is related to the strategy used for the partitio-
ning of the n-gram tables. The effectiveness of a partitioning strategy is in general
dependent on the n-gram distribution in the input corpora (as discussed in chapter
3) and also depends on each specific algorithm. This is discussed in chapter 5 on
section 5.4.2 on page 84 in the case of LocalMaxs. In general a good data partitio-
ning should ensure a well-balanced load among the key-value servers, during the
algorithm execution;
• Being based on a distributed collection of logical virtual machines, this design leads
to communication overheads due to the requests made by the controller processes
to access the n-gram data in the distributed in-memory store. These overheads
will of course depend on the mapping of the logical virtual machines to the actual
hardware machines of the underlying computing system. At the logical virtual
machine architecture level, by configuring compute-serve logical virtual machines,
it is possible to colocate some controllers and servers within the same machine, thus
reducing some of the accesses to the n-gram tables to local accesses. However, this
will lead only to a minor reduction of those overheads because the processing of
large corpora will also require a large number of machines with servers, so most of
the accesses will be to remote servers. Using replication of all the n-gram tables
within each machine would in general not be feasible due to lack of memory to keep
the n-gram tables, when the corpora sizes grow;
• In order to reduce the above mentioned communication overheads, in this work we
developed an n-gram cache system local to each controller within a logical virtual
machine, that exploits the temporal locality of the n-gram occurrences in natural
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language corpora, as discussed in chapter 3. The n-gram cache system is composed
of a set of individual caches, one for each n-gram size. Depending on the charac-
teristics of the algorithms, each individual cache can be separately configured and
tuned, according to the following dimensions: i) Infinite versus finite capacity; ii)
Cache warming up strategy; iii) Cache prefetch strategy; iv) Filtering n-gram sing-
letons with Bloom filters. Algorithms that process natural language corpora, based
on n-gram statistical information, are influenced by the n-gram distribution and re-
petition patterns, thus can benefit from specific configurations of the n-gram cache
system.
Controller Organization. Figure 4.4 shows the internal organization of the controller














Figure 4.4: Controller internal organization.
Within each controller there is a main thread responsible for reading the input data
set into an input queue. A collection of worker threads applies the algorithm functions
to the input data set. In the case of the algorithm functions that need to fetch remote
n-gram data from the remote KVS store, the local n-gram cache system is used and a set of
communication threads handles the n-gram fetch requests made by the controller. A saver
thread is responsible for sending the output data to the local key-value server through
the communication queue. Both the input, the output and communication operations are
overlapped with the worker threads processing. Internally to each controller, an n-gram
and its associated data is represented by a Record (in Java) which contains the n-gram
identification and a number, that can be the frequency, glue or relevance or other metric
related to the n-gram.
65
CHAPTER 4. A DISTRIBUTED ARCHITECTURE FOR N-GRAM EXTRACTION
4.3 Implementing the Logical Architecture on top of Runtime
Environments
The current implementation of this architecture (controllers, KVS servers and n-gram
cache system) was developed in Java, relies on an existing workflow framework [AGC12]
and can be executed in standalone computers, cluster or cloud infrastructures. The only
requirement is that on each node (CN) there must be a Secure Shell (SSH) server and a
Java Virtual Machine (JVM) with version at least 1.7.X.
A set of associated support tools allows the configuration of the mappings of the
controllers and KVS servers into the logical virtual machine images and their instantiation
in the underlying execution environment. Namely, it is possible to allocate multiple
controllers and/or KVS servers within the same virtual machine, thus allowing to benefit
from the local interactions between such controllers and the colocated KVS servers. In all
the experimentation work reported in this thesis the architecture was configured with a
single controller and a single KVS server within each logical virtual machine. This is also
the assumption considered in the performance analysis of the parallel and distributed
LocalMaxs implementations.
Figure 4.5 shows how the mapping of the workflow nodes to a concrete Logical Ma-
chine Image and the mappings of each logical virtual machine to the physical infrastruc-


































Logical to Physical Mappings
Figure 4.5: Logical to physical mappings.
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4.3.1 Characterization of the Target Runtime Environments













Figure 4.6: Developer interacting with the distributed architecture.
The monitoring and logging of events generated by the architecture components is
made using the Log4Java [The16d] package. All the components of the architecture (con-
trollers, KVS servers and n-gram cache system) are configured with a Log4Java appender
capable of writing the logging events to a logging server. The developer can interact with
the remote virtual computing nodes (CN), to execute the necessary scripts, using the
standard SSH protocol. The developer is able to monitoring the state of the components
by checking the logging server.
4.3.2 Development and Support Tools
A set of tools was developed to enable the specification of the logical workflow specific
to each algorithm, the configuration of the logical virtual machine images and their in-
stantiation with the desired number of controller and server processes, followed by the
activation of the corresponding workflow instance. During the execution there are tools
integrated with the controllers and servers to perform the logging of useful algorithm and
virtual machine performance metrics. The logged information can be inspected during
execution or used for a post mortem analysis.
The correspondence between the above functionalities and the three layers of the
developed architecture is illustrated in Figure 4.7.
The logical workflow specification using the workflow tools supported by the Auto-
nomic Workflow Activities Reconfigurable and Dynamic (AWARD) environment generates
an eXtensible Markup Language (XML) description. The Java classes for the algorithm
functions, the controller, the cache and the KVS server implementations, plus a set of
activation scripts, are aggregated in a logical virtual machine image (stored in a file).
The instantiation of the image is performed through the available tools provided by each
67
CHAPTER 4. A DISTRIBUTED ARCHITECTURE FOR N-GRAM EXTRACTION




























Figure 4.7: Development functionalities and architecture layers.
specific runtime environment (cluster or cloud). During execution the state of the system
virtual machines can be inspected by using the available runtime system tools.
Next, a succinct high level description of the above tools is presented in the same
sequence as they are used along the corresponding development steps (from step 1 to
step 6).
Step 1: Activating the “Tools Launcher”
This is the entry point to the developed tools (Figure 4.8).
Figure 4.8: Tools launcher for “Workflow Generation”.
The menu bar is used to manage the default settings of the tools developed, generate
the AWARD workflow configuration files and manage the logging. The default settings
for all the tools are defined in a XML configuration file (presented in Appendix B).
The tabbed panel allows the access to the tools developed and is divided in four
main areas: i) “Workflow Generation” for each algorithm (e.g., LocalMaxs) settings and
workflow generation; ii) “Machine Images” for specification and instantiation of virtual
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machines; iii) “Pool of Computing Nodes” for management of the system virtual machi-
nes; iv) “AWARD Tools” to access the available AWARD workflow tools. Except for the
AWARD tools, which were previously available from the work by Luís Assunção [CA16],
all the above tools were developed anew, by the author, for supporting this thesis work.
Step 2: Using the Tool “Workflow Generation”
Using this graphical interface it is possible to activate specific tools for each algorithm,
e.g., in order to specify the algorithm parameters and the input data set, and generate the
corresponding workflow template. For example, in Figure 4.8 two cases are illustrated:
the “AWARD MapReduce” tool supports a flexible implementation of the MapReduce
model on top of the AWARD tool, developed in joint work reported in [GAC12; GAC13];
and the “LocalMaxs” tool allows to manage the developed parallel and distributed imple-
mentation of this method as proposed in this thesis (Figure 4.9).
Figure 4.9: LocalMaxs settings.
The “LocalMaxs” tool allows the user to specify the LocalMaxs specific parameters,
such as the maximum n-gram size for extracting relevant expressions and the input data
set containing the corpus to be processed, namely, it allows to specify the list of separator
symbols that are used to delimit the corpus words. It also allows to specify the Java
classes that implement the algorithm functions and to generate the workflow template
(Figure 4.10). Configuration parameters related to the architecture implementation are
also specified using this tool, namely, the controller parameters such as its internal buffer
sizes, the cache configuration, and the configuration of the controller interfacing with
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specific input/output devices including the distributed n-gram store servers, through
the selection of Java classes from the developed DASS interface. Also it allows to specify
KVS server configuration parameters, such as the n-gram tables entry types (unigrams,
bigrams, etc.), and the servers system network access location. The tool also allows to
obtain statistics regarding the number of distinct n-grams and total number of n-grams.
The LocalMaxs specific parameters are stored in a configuration file specified in XML
(an example is presented in Appendix A).
Figure 4.10: Workflow generation.
Step 3: Instantiation of the Virtual Machines
Having generated a workflow template and developed the Java classes for the logical vir-
tual machine image, one must rely on the available runtime environment tools, specific to
each cluster or cloud infrastructure, in order to instantiate the necessary virtual machines.
This is made using the “Machine Images” tool providing the following functions:
• Management of virtual machine images, which includes the operations for listing,
creating and deleting images. Namely, it is possible to configure the properties of
each machine instance in terms of number of CPU, disk size and amount of memory;
• Management of virtual machine instances, which includes operations for creating,
starting, stopping and deleting machine instances;
• For debugging purposes this tool also allows the establishment of remote connecti-
ons (using SSH) to the created machine instances.
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To access each different computing infrastructure it is necessary to rely on a custom tool.
Figure 4.11 shows several tools developed for this purpose.
Figure 4.11: Tools launcher for “Machine Images”.
Figure 4.12 shows the tool developed to access the Lunacloud [Lun15] public cloud
environment. With this tool the user is able to: i) List and delete virtual machine images
— Figure 4.12-a); ii) Create virtual machine images and modify their properties — Figure
4.12-b); Control the execution of virtual machine images instances, namely, start or stop;
and Create a new image from an existing one — Figure 4.12-c). A similar tool allows to
access the Amazon EC2 environment [Ama16b].
a) List of virtual machine images b) Virtual machine instance details
c) Management of the virtual machine instances
Figure 4.12: Management of server instances and images using Lunacloud.
The tool also allows to manage the assignment of IP addresses to the system virtual
machines created.
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Step 4: Mapping the Controllers and KVS Servers into the Created System Virtual
Machines
Through the panel “Pool of Computing Nodes” (Figure 4.13) the following tools can
be invoked: i) “File Copy” (Figure 4.14), to copy the workflow definition files to remote
computing nodes using the Secure Copy Program (SCP); ii) “Remote Commands on
Computing Nodes” (Figure 4.15), to launch the remote execution of commands in the
created system virtual machines, e.g., to launch the execution of the KVS servers; iii)
“Start Workflow Activities” (Figure 4.16), to allocate the controllers into the system virtual
machines and to start workflow execution by using the tools provided by the AWARD
framework.
Figure 4.13: Tools launcher for “Pool of Computing Nodes”.
Figure 4.14: File copy.
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Figure 4.15: Execution of remote commands.
Figure 4.16: Workflow management.
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Step 5: Monitoring the Algorithm Execution
The logging events generated during the algorithm execution are stored in a set of
servers (supported by the workflow environment), that make the execution trace available
for inspection through a set of HyperText Markup Language (HTML) pages. During
the execution this logging information can be accessed using the menu bar of the tools
launcher.
Step 6: Terminating the Execution
The results of the execution can be saved in external storage (using the DASS interface)
according to the configuration parameters. Furthermore, the n-gram KVS tables can be
saved in a persistent disk repository to be later accessed/reused. Once the execution is
terminated, the virtual machine instances can be terminated using the tool “Machine
Image”.
Tools Implementation and Dependencies. Due to the need of supporting the experi-
mentation in different environments, namely, different cluster and cloud infrastructures,
and due to the lack of existing unified and integrated development environments allowing
access to such a diversity of heterogeneous systems, in the beginning of this thesis work,
it was necessary to take a significant implementation effort towards the development
of the above tools. All the developed tools are fully operational and were tested in two
different public cloud environments, Amazon and Lunacloud, and enabled to perform all
the experimentation reported in this thesis.
The tools can be accessed separately and individually by the developer or their inte-
raction can be encapsulated into high-level scripts made available to higher level users,
e.g., by requiring only a specification of the algorithm parameters and input/output data.
All the tools were developed using the Java language. The connection to the remote
computing nodes relies on SSH connections. The tools use some external libraries, also
developed in Java (open source available in Jar files), namely:
• AWARD framework tools [AGC12];
• Amazon Web Services (Amazon AWS) libraries to manage virtual machines created
in the Amazon Cloud [Ama16a];
• Apache Commons CLI used to parse arguments passed to the controller [The16b];
• Apache Logging Services to support the Log4Java [The16d];
• Hadoop libraries to support the access to the HDFS file system [The16c];
• Java Secure Channel to support the SSH and SCP protocols in Java [JSc16].
The architecture and the tools developed run under different operating systems, such as
Windows or Linux (with support for a SSH server and a JVM with version 1.7.X), in envi-
ronments ranging from standalone computers, private clusters (supported in Slax/Linux
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operating system) and public cloud environments, namely Amazon EC2 ([Ama16b]) and
Lunacloud ([Lun15]).
4.4 Chapter Summary
In this chapter a description of the developed architecture that supports the parallel
and distributed execution of statistical-based extraction methods was presented. The
architecture was implemented in Java and includes the mechanisms for supporting the
basic operations of the extraction methods, the storage of the n-gram data, and the caching
of n-grams, using multiple machines in a cluster or cloud environment. A set of associated
tools was also implemented to support the development and execution of multiphase
extraction algorithms.
The developed prototype runs in cluster and public cloud environments (Amazon and
Lunacloud). Namely, it was used to support the parallel and distributed implementation











A Global Method for Statistical
Extraction based on LocalMaxs
This chapter presents a Global method for the parallel and distributed imple-
mentation of LocalMaxs.
In this chapter the Global method is presented. The name Global means that the global
frequency of occurrences of the n-grams in the entire corpus is taken into account in the
relevance evaluation. The rationale of the Global method is presented in section 5.1. In
section 5.2 we model the LocalMaxs Global method as a workflow. The implementation of
the Global method on top of the distributed architecture is presented in section 5.3. The
influence of the distribution of n-grams across the distributed in-memory server tables
is discussed in section 5.4. The time complexity of the Global method is discussed in
section 5.5. This chapter ends with a summary (section 5.6).
5.1 Rationale of the Global Method
For a given corpus C and n-gram size n the method calculates the set of relevant expres-
sions according to the definition of LocalMaxs. Depending on the number of available
machines and the maximum memory per machine, the implementation takes advantage
of the subdivision of work and of the distribution of n-gram data to enable the method
evaluation for large corpora.
Figure 5.1 shows the main tasks and the global data structures used by the Global
method. In the first phase of the Global method the corpus is decomposed into equal-
size partitions. Each machine counts the number of occurrences of n-grams in its local
partition. The n-gram frequency counts are stored in the in-memory distributed store,
as an n-gram table, with an entry for each distinct n-gram. In the second phase the
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glue (cohesion) evaluation of all the distinct n-grams is performed in parallel by all
the machines, each working upon its own table partition. Then in the third phase the












Figure 5.1: Global method tasks and structure.
In order to be able to handle large size corpora the Global method follows a data
partitioning approach. The advantages of the Global method are:
• Precision and recall. The Global method is faithful to the LocalMaxs definition,
i.e., it achieves the same precision and recall;
• Phase decoupling. Because each phase is decoupled from the others it is possible to
implement other n-gram statistical methods besides LocalMaxs and to use different
strategies in each phase. For example it is possible to implement phase one as a
MapReduce job, use different numbers of controllers in each phase, or different
optimizations such as a cache system to reduce the communications overheads;
• n-gram data supported in tables. The n-gram tables filled during the execution
of the Global method work as a repository that can be used by other algorithms.
Because the n-gram tables act as an external repository it is possible to execute
initially phase one of the Global method to obtain the n-gram frequency counts,
followed by multiple executions of phase two and three in order to evaluate the
precision and recall of different glue/relevance metrics.
A consequence of the in-memory distributed store is that accessing the n-gram distributed
data will introduce communication overheads, which are further increased due to the
exhaustive nature of the method. This led to the proposal of an n-gram cache whose
design was guided by the analysis of the properties of the n-gram distribution in natural
language corpora presented in chapter 3.
As the Global method is based on the generation of a set of distributed n-gram tables,
which are then processed by phases two and three, this method originates a distribution
78
5.2. LOGICAL WORKFLOW
of the n-gram data across the tables, which breaks the n-gram spatial locality in the input
corpus text. Thus, in this implementation the cache system is only able to benefit from
the temporal locality of the n-gram occurrences.
5.2 Logical Workflow
The template workflow presented in Figure 5.2 represents the logical dependencies im-
posed by the LocalMaxs method when used to extract relevant expressions of sizes from
2 up to 5. In general for a given maximum n-gram size n, as input parameter, the set of
relevant expressions from 2 to n (denoted re2···n) are identified in the corpus: this requires
counting all n-gram occurrences from size 1 up to (n+1), and calculating the glue for all













Figure 5.2: Global method logical workflow for re2···5.
Each workflow node executes the algorithm task to calculate the associated function
for phase i (i from 1 up to 3) and n-gram of size n, according to the dependencies shown.
The workflow in Figure 5.2 allows execution overlap between nodes in different pha-
ses, thus possibly leading to the completion of the algorithm execution earlier for the
smaller n-gram sizes, but this requires a dynamic workflow scheduling strategy to keep
the load balanced.
The above logical workflow allows several alternatives concerning the mapping of
the individual nodes to concrete implementations, and also concerning different ways of
combining the algorithm tasks within each workflow node. For example, this combination
can be useful to achieve an adequate granularity of the computations assigned to each
workflow node.
In this logical description, each workflow node is in charge of processing the entire
data set that composes the corpus. However, it is possible to explore a data parallel
approach such that each node is in charge of a separate partition of the input data set.
For example, Figure 5.3 shows an alternative workflow decomposition of the algorithm
tasks that enables the parallel handling of multiple partitions of the input data set, such
that each node is responsible for a separate data partition.
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Figure 5.3: An alternative workflow decomposition for the Global method.
Each node with a label ”n1−gram · · ·n2−gram” represents a task to sequentially calcu-
late the associated algorithm function for each n-gram size in the range of values from n1
to n2. For instance, in phase one each node is responsible for consecutively counting the
n-gram occurrences, starting with unigrams and ending with hexagrams.
The workflow in Figure 5.3 enforces a synchronization barrier at the end of each phase
(denoted by the nodes labeled “sync”). This solution represents a decomposition of the
algorithm in tasks that leads to a well-balanced application load among the workflow
nodes, thus when mapped to an homogeneous cluster of machines (physical or virtual), all
the nodes within each phase tend to exhibit similar completion times. This was confirmed
by the conducted experiments (Figure 6.34 on page 178).
Once a workflow decomposition is defined it is necessary to map it to a concrete
implementation by assigning the workflow nodes to the components of an underlying
support architecture, as presented in the following.
5.3 Implementation of the Global Method
In this section we describe the implementation of the Global method. Sections 5.3.1 to
5.3.3 describe the implementation of each of the three phases.
5.3.1 Implementing Phase One
In the Global method, phase one corresponds to the n-gram counting problem that is
commonly used by n-gram models and for which there is a wide range of implementations
[Lin+10]. The corpus is divided into equal-size input data partitions, each separately
processed by different controllers. Phase one generates the distinct n-gram tables, one
for each n-gram size, containing the total counts of all the n-gram occurrences in the
corpus. These tables are stored in a distributed collection of KVS servers, being partitioned
equally by hashing. Each server performs a global aggregation of the local counts received
for its corresponding n-grams.
For phase one, the input data set consists of the corpus to be analyzed. The corpus,
composed of a single document or a set of documents, can be located in different media
such as: a local file system, a distributed file system or a cloud storage system such as the
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Amazon Simple Storage Service (Amazon S3) [Ama16c]. In the context of phase one the
following definitions are considered:
Definition 5.1: Sentence
A sentence is a sequence of one or more unigrams separated by white spaces and
ending with a dot symbol (.).
Definition 5.2: Chunk for Phase One
A chunk is a sequence of one or more sentences.
The number of sentences (chunk size) is specified in a configuration file. The control-
ler uses a chunk extractor to read sentences of text from the input corpus. Each chunk
is available as a Java Record, that is processed by one worker thread. The worker thread
counts the occurrences of the n-grams contained in chunks and returns a list of objects
of type Record, corresponding to all the distinct n-grams contained in the chunks and
the corresponding frequencies. The lists produced by the worker are collected by a saver
thread that sends the n-gram data (encapsulated in objects of type Record) to the KVS
servers. The distribution of the n-gram data records to the KVS servers is made using an
hash function. In order to minimize the latency due to the underlying network infrastruc-
ture, the n-gram records are sent to the KVS servers in buffers whose size (B) is specified
in a configuration file.
5.3.2 Implementing Phase Two
In phase two, the input data set to each controller in a machine consists of the n-gram
table partitions kept by the local KVS server in the same machine that were produced
during phase one. In phase two the following definition is considered:
Definition 5.3: Chunk for Phase Two




, where key is the n-gram
identifier and f requency is the frequency of the n-gram in the corpus.
The chunks have equal sizes, expressed in number of records, denoted as Input Buffer
Size (IBS) which is configured according to the desired computation-to-communication
granularity (as discussed in section 5.5.5.1, on page 117). For each n-gram size n the glue
calculation consists of the following steps:
1. Reading the n-gram chunks from the local n-gram tables for n-grams of size n;
2. Calculating an n-gram glue requires knowing the frequency of all the included
leftmost and rightmost sub n-grams of sizes from 1 to (n−1) according to LocalMaxs
Definition 2.1, on page 15. Once those sub n-grams are identified, if they are missing
from the local n-gram cache system, then they are fetched from the KVS server
tables;
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3. Performing the glue calculation of the n-grams in a chunk;
4. Putting the values of the n-gram glue in an output queue so that they are sent to the
local KVS server. Phase two output is the updated n-gram table with the calculated







where key is the n-gram identifier and f requency and glue are respectively the
frequency of the n-gram in the corpus and its glue value.
Both the input and the output operations (in steps 1 and 4) are overlapped with the glue
calculation (in steps 2 and 3).
5.3.3 Implementing Phase Three
Phase three input consists of the local n-gram tables that result from the n-gram glue
calculation. The sequence of steps taken in phase three is similar to phase two:
1. Reading the n-gram chunks from the local n-gram tables for n-grams of each size
n ≥ 2 considered for relevance evaluation. The main thread only fetches the n-
gram records whose frequency is greater than 1, because singleton n-grams are not
considered as candidates for relevant expressions;
2. Identifying the sets Ωn−1 and Ωn+1 and the corresponding maximum values ac-
cording to LocalMaxs Definition 2.1, on page 15. Identifying the relevance of an
n-gram requires the glue of the n-gram of size n as well as the glues of the two
leftmost and rightmost sub (n−1)-grams enclosed in the n-gram and the maximum
glue of the (n+ 1)-grams that include the n-gram;
3. Applying the relevant expression criterion (Definition 2.2, on page 15);
4. Updating the local n-gram table with a relevance boolean flag for the n-grams that
were considered relevant expressions.
At the end of phase three the local KVS server n-gram tables used to store the n-gram





f requency, glue, relevance
〉〉
, where key is the n-gram identifier and
f requency, glue and relevance are respectively the values of the frequency of the n-gram
in the corpus, its glue and relevance.
5.4 Work Partitioning and Data Partitioning
In this section we discuss the work partitioning approach followed (section 5.4.1), the in-
fluence of the hash methods used for the data partitioning (section 5.4.2), and an analysis
of the distribution of the distinct n-grams among the KVS server tables used in phase two
and three (section 87).
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5.4.1 Work Partitioning
The architecture is configured as a collection of homogeneous logical virtual machines,
each one supported by an identical system configuration in terms of the number of virtual
CPU, RAM size, local storage and network bandwidth specification. The logical virtual
machines also have identical internal component configurations, with one controller, one




























































Figure 5.4: Work table and data partitioning within the architecture.
The Figure 5.4 illustrates how each controller (Ctrl (j) in machine 1 ≤ j ≤ K) performs
the input in phase one (InP hase1) from its assigned corpus partitionC (j) (of size |C| /K); how
it outputs the n-gram output data (OutP hase1) to the KVS servers; and how it performs
the input and output in phases two (InP hase2 , OutP hase2) and three (InP hase3 , OutP hase3)
from/to the local KVS server (S (j)) n-gram tables.
Each local table of distinct n-grams of size i in machine j contains the distinct n-grams
of that size (Di (j)) that were assigned to server S (j). For simplicity we denote this table
by the same label Di (j). The set of n-gram tables within the server S (j) in machine j is
composed of: {D1 (j) ,D2 (j) , · · ·,Di (j) , · · ·,Dn (j)}. The set of distinct n-grams of size i in the
corpus (Di) is contained in the union of the tables Di (j) in all servers.
The figure also illustrates how in phase two and three each controller performs the
fetching (Fetch) of the needed sub n-gram data from the corresponding distributed server
tables (S (1) to S (K)).
As the corpus data set is static and unchanged during the algorithm execution, a static
work distribution leads to a good load balancing in all three phases because, on one hand,
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the local n-gram tables for each n-gram size assigned to the servers are of approximately
equal sizes, i.e., |Di (j)| ≈ (|Di | /K), for 1 ≤ i ≤ n and 1 ≤ j ≤ K , and on the other hand, in
any of the three phases the input partitions assigned to the controllers are of equal sizes.
5.4.2 Hash-based n-gram Table Partitioning
In order to be able to process large corpora, the n-gram data are partitioned among the
servers according to a set of disjoint tables. These tables are generated during phase one
as the controller in each machine obtains the frequency counts in its corpus partition and
sends them to the KVS servers.
A decision was taken regarding not to use replication of the n-gram tables. There is
a set of distributed tables for each n-gram size, thus each KVS server contains a subset
of the n-gram tables, encompassing the complete range of n-gram sizes handled, from
unigrams up to the highest n-gram size required by the problem parameters (corpus size
and n-gram sizes). The total number of required servers will depend on the scale of the
problem (corpus size and n-gram sizes) and the available machine configurations.
The distribution of n-grams among different servers is made using hash functions,
applied to the entire n-gram or part of it. The distribution of n-grams across the different
KVS servers should ensure a well balanced load among all the servers that depends on
the patterns of the access requests made by the controllers determined by the statistical
distribution of the frequencies of occurrences of the n-grams in the corpus. Due to the
skew of that statistical distribution, certain n-grams will be more requested than others.
The distribution of distinct n-grams using hash functions applied to individual n-
grams will break the n-gram spatial locality of the n-grams in the original texts. For
example let us consider the pangram1 “The quick brown fox jumps over a lazy dog” and
four different ways of applying the hash2 function to an n-gram (w1 · · ·wn):
(h0) to the entire n-gram: (w1 · · ·wn)
(h1) to the leftmost (n-1)-gram:
(
w1 · · ·w(n−1)
)
(h2) to the leftmost and rightmost unigrams: w1 and wn
(h3) to the leftmost unigram: w1
If for example we consider four KVS servers, identified by integers 0, 1, 2 and 3, then
the distribution of distinct of n-grams, with sizes from unigrams up to tetragrams, is as
presented in Tables 5.1 to 5.4.
1Pangram a term from the Greek for all letters (pan = all + grámma = letter), is a series of words which
contains all the letters of the alphabet
2The hash function considered is the one provided by the class String available within Java
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Table 5.1: Distribution of unigrams across four KVS servers.
unigrams h0 h1 h2 h3
The 1 1 1 1
quick 1 1 1 1
brown 2 2 2 2
fox 3 3 3 3
jumps 1 1 1 1
over 0 0 0 0
a 1 1 1 1
lazy 0 0 0 0
dog 0 0 0 0
Table 5.2: Distribution of bigrams across four KVS servers.
bigrams h0 h1 h2 h3
The quick 2 1 2 1
quick brown 1 1 1 1
brown fox 3 2 3 2
fox jumps 0 3 0 3
jumps over 3 1 3 1
over a 3 0 3 0
a lazy 1 1 1 1
lazy dog 0 0 0 0
Table 5.3: Distribution of trigrams across four KVS servers.
trigrams h0 h1 h2 h3
The quick brown 0 2 1 1
quick brown fox 3 1 1 1
brown fox jumps 2 3 3 2
fox jumps over 0 0 1 3
jumps over a 0 3 2 1
over a lazy 3 3 0 0
a lazy dog 2 1 0 1
Table 5.4: Distribution of tetragrams across four KVS servers.
tetragrams h0 h1 h2 h3
The quick brown fox 1 0 0 1
quick brown fox jumps 2 2 2 2
brown fox jumps over 3 0 0 3
fox jumps over a 0 0 3 1
jumps over a lazy 1 3 0 0
over a lazy dog 3 2 2 1
As an example assume that we want to calculate the glues of the n-grams The quick,
The quick brown and The quick brown fox. Besides accessing the n-grams mentioned it
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is also necessary to access the leftmost and rightmost sub n-grams contained within them.
Using Tables 5.2 to 5.4 we can determine the servers containing the n-grams, when using
the four different hash methods. Tables 5.5 and 5.6 show the needed sub n-grams and
their locations (assuming the four KVS servers) when using the hash method h1 (Table 5.5)
and hash method h3 (Table 5.6). In both tables the notation (n-gram→ server identifier)
denotes the assignment of the given n-gram to the given server.
From the analysis of tables Tables 5.5 and 5.6 this example suggests that hash method
h3 would seem a good choice since it is the one that places most of the n-grams and the
sub n-grams needed during the glue calculation in the same KVS server.
Table 5.5: Sub n-grams and corresponding KVS server identifier using hash method h1.
n-gram unigrams bigrams trigrams
The quick→ 1 The→ 1
quick→ 1
The quick brown→ 2 The→ 1 The quick→ 1
brown→ 2 quick brown→ 1
The quick brown fox→ 0 The→ 1 The quick→ 1 The quick brown→ 2
fox→ 3 brown fox→ 2 quick brown fox→ 1
Table 5.6: Sub n-grams and corresponding KVS server identifier using hash method h3.
n-gram unigrams bigrams trigrams
The quick→ 1 The→ 1
quick→ 1
The quick brown→ 1 The→ 1 The quick→ 1
brown→ 2 quick brown→ 1
The quick brown fox→ 1 The→ 1 The quick→ 1 The quick brown→ 1
fox→ 3 brown fox→ 2 quick brown fox→ 1
However, the n-gram distribution across all the servers should also ensure a uniform
partitioning of the distinct n-grams among all the servers. Figure 5.5 shows the distri-
bution of unigrams, bigrams, trigrams and tetragrams using the above mentioned hash
methods for a corpus of 466 Mw when the number of KVS servers is 48.
In the case of unigrams all the above hash methods are always applied to the same
input n-gram, thus the distribution among the KVS servers is the same. For higher n-
gram sizes, such as bigrams, trigrams and tetragrams, the methods h0, h1 and h2 tend to
present a more balanced n-gram distribution among all the KVS servers than the method
h3. Indeed, when using method h3 the most frequently occurring unigrams, e.g., “the”
or “and” in the case of the English language or “de” for the Portuguese language, due
to their popularity, are cited as leftmost unigrams within a larger number of higher size
n-grams (n ≥ 2), which according to the h3 method are assigned to the same KVS server
as the corresponding leftmost unigram. This originates that a small number of servers
will contain a much higher number of distinct n-grams than other servers.
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Figure 5.5: Distribution of distinct n-grams across 48 KVS servers using the hash methods
h0, h1, h2 and h3 for a corpus of 466 Mw. The Y axis represents the number of distinct
n-grams and the X axis represents the KVS server number.
In all the experimentation conducted with the execution of the parallel and distribu-
ted implementation of the LocalMaxs Global method, the hash method h1 was used.
5.4.3 Influence of the Distribution of the Distinct n-gram Tables upon
Phase Two
Handling large corpus sizes is the major requirement that must be met by the implemen-
tation of the Global method. Thus, its behavior as a function of the number of machines
becomes a decisive aspect of the design and analysis of a parallel and distributed imple-
mentation of this method.
As discussed above, the local n-gram server tables for keeping the data of the distinct
n-grams of each size i (Di (j)) are disjoint and represent equal size partitions of the to-
tal number of distinct n-grams of the corresponding size i in the corpus, thus |Di (j)| is
proportional to 1/K being approximately equal to |Di | /K .
However, in phase two of LocalMaxs Global method, the calculation of the glue of
each distinct n-gram of size n requires getting the values of the frequencies of its sub
n-grams of sizes from 1 up to (n−1) (Definition 2.1, on page 15) schematically illustrated
in Figure 5.6.
The sets of sub n-grams that are needed by the glue calculations of all the distinct
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    
Leftmost Rightmost
  unigrams
    bigrams
      trigrams
        tetragrams
Figure 5.6: Sub n-grams needed for glue calculation.
n-grams in the local tables, D2 (j) to Dn (j), in each machine are not disjoint, i.e., there are
repeated occurrences in those sub n-grams. As the access to the frequencies of these sub n-
grams, which are kept in the distributed server tables, implies communication overheads,
a local cache in each controller machine allows to reduce the number of accesses down to
the number of distinct sub n-grams that are needed.
The set of all the occurrences of the sub n-grams needed by the glue calculation gn of
all the distinct n-grams of size n in the table Dn (j) in machine j, where 2 ≤ n ≤ nmax and
nmax is the maximum n-gram size considered, is denoted as allgluegnRef (j).
Among those occurrences there is a set of distinct sub n-grams from sizes 1 up to
(n−1), which corresponds to the set D1inDn ∪D2inDn ∪ · · · ∪D(n−1)inDn . Each set DiinDn , with
1 ≤ i ≤ (n−1), represents the set of distinct leftmost and rightmost sub n-grams of size i,
occurring within the n-grams of size n in the Dn table.
For simplicity, in the following we denote “the leftmost and rightmost sub n-grams of
size i” just as “the sub n-grams of size i”.
When the glue calculations g2···n of the n-grams in tablesD2 (j) toDn (j) are considered,
the set of all the accesses to sub n-grams is denoted as allglueg2···nRef (j) and the set of dis-
tinct n-grams within allglueg2···nRef (j) is obtained as follows: D1inD2···Dn (j)∪D2inD3···Dn (j)∪
· · · ∪D(n−1)inDn (j), where each set DiinD(i+1)···Dn (j) represents the set of distinct sub n-grams
of size i (1 ≤ i ≤ (n−1)) within the n-grams in the tables D(i+1) (j) up to Dn (j) in each
machine. When using a single machine, the set DiinDn for each fixed i from 1 up to (n−1),
is equal to the set of distinct n-grams of size i (denoted as Di) in the corpus.
When considering multiple machines, each machine handles the distinct sub n-gram
references in its local n-gram tables (D2(j), D3 (j), etc.). Unlike the local n-gram tables,
which are equal size partitions, the same behavior was not observed concerning the set
of distinct sub n-grams of size i (DiinDn (j)) in each local partition table Dn (j), with i + 1 ≤
n ≤ nmax, where nmax is the maximum n-gram size considered for glue calculation.
In fact, for each pair of values of i and n, when K>1, we observe that
∣∣∣DiinDn(j)∣∣∣> ∣∣∣DiK ∣∣∣,
where |Di | is the total number of distinct sub n-grams of size i in the corpus. For example,
when K=2 each machine gets a local table of distinct bigrams (D2(j)), whose size is half
of the total distinct number of bigrams (|D2|), while each set D1inD2 (j) in each machine
j : 1,2, is larger than half of the total number of distinct unigrams in the corpus (|D1|).
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As a result of this behavior, the overheads in each machine due to the communication
to fetch the needed sub n-grams do not decrease proportionally to 1/K .
In order to quantify the impact of this behavior when using K machines, for example
in the case of distinct subunigrams, for the glue calculation of bigrams, first we would
need to estimate in how many distinct bigrams in the corpus (D2 table) each distinct
unigram occurs. Then, we would need to estimate how the partitioning of the distinct
bigram table D2 among the multiple machines affects the distribution of the included
subunigrams. Namely, the most frequently occurring unigrams in the corpus, which tend
to appear in many distinct bigrams, have a greater opportunity of spreading (get repeated)
in multiple machines.
In this work an empirical approach was followed to investigate this issue. In the
following we illustrate the observed behavior for selected cases aiming at identifying the
global trends of the number of distinct sub n-grams per machine as a function of the
number of machines (K), for all the glue calculations.
The distribution of the number of distinct sub n-grams per machine (
∣∣∣DiinDn (j)∣∣∣) as a
function of K , for different values of i and n is shown in Figure 5.7 for the case i = 1 when
n goes from 2 up to 4: this corresponds to the number of distinct subunigrams (
∣∣∣D1inD2 (j)∣∣∣)
observed per machine in its local bigram table (needed by glue calculation g2), and to the
distinct subunigrams (
∣∣∣D1inD3 (j)∣∣∣) in its local trigrams table (needed by glue calculation
g3), and to the distinct subunigrams (
∣∣∣D1inD4 (j)∣∣∣) in its local tetragrams table (needed by





























| D₁inD₂(j) | | D₁inD₃(j) | | D₁inD₄(j) |
= . × .
Figure 5.7: Distinct subunigrams in D2 (j), D3 (j) and D4 (j) per machine for a corpus size
of 466 Mw. The Y axis represents the number of subunigrams in millions and the X axis
represents the number of machines.
The data presented were obtained by executing the phase one of the Global method
in order to generate the distinct bigram, trigram and tetragram tables, using the hash
method h1, and then instrumenting each KVS server to obtain the number of distinct
sub n-grams of the sets D1inD2 (j), D1inD3 (j) and D1inD4 (j) in each machine. The above
procedure was repeated for each value in the above mentioned range of K values. For
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each value of K, the average of the cardinalities of the above sets over the K machines was
calculated and is shown in Figure 5.7. The trend of the average cardinality of D1inD2 (j)
was derived through fitting of the corresponding curve, as shown in the figure.
For the corpus size of 466 Mw presented in Figure 5.7 the trend of the distinct subuni-
grams in the bigram table as a function of the number of machines (K) is approximated
by the following expression:
∣∣∣D1inD2(j)∣∣∣ = 5.4413×K−0.722 (5.1)
Similar behaviors were observed for the distributions of distinct subbigrams, subtri-
grams, etc, that is DiinDn (j) for values of i going from 2 up to 5 for the considered range
of corpus sizes (2 up to 998 Mw). For example Figure 5.8 shows the number of distinct
sub n-grams per machine (
∣∣∣DiinDn (j)∣∣∣) for a corpus of 1 Mw when we vary the number of
machines from 1 to 48, with 1 ≤ i ≤ 5 and i < n ≤ 6. For example, in the Figure 5.8 the
curve Average D1inDn (j) was obtained by the average of the values of
∣∣∣D1inDn (j)∣∣∣ when n
ranges from 2 up to 6. The curve Average D2inDn (j) was obtained by the average of the
values of
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Figure 5.8: Average distinct numbers of sub n-grams in Dn (j) per machine for a corpus
size of 1 Mw. The Y axis represents the total number of distinct sub n-grams in millions
of n-grams and the X axis represents the number of machines.
As shown in Figure 5.8 the variation of the distinct sub n-grams
∣∣∣DiinDn (j)∣∣∣ follows a
power law of the form K−b, with 0 < b < 1, while the size of the table Dn is proportional
to 1/K .
Figures 5.9 to 5.11 show the average percentage (
∣∣∣DiinDn ∣∣∣ / |Di |) of distinct sub n-grams
of size i (DiinDn) in Dn per machine relative to the total number of distinct n-grams of the
same size in the corpus (|Di |), for different corpus sizes, ranging from 13 to 511 Mw, when
the number of machines ranges from 1 to 54.
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| D₁inD₂ | / | D₁ | for |C|=13 Mw
| D₁inD₂ | / | D₁ | for |C|=25 Mw
| D₁inD₂ | / | D₁ | for |C|=64 Mw
| D₁inD₂ | / | D₁ | for |C|=128 Mw
| D₁inD₂ | / | D₁ | for |C|=256 Mw
| D₁inD₂ | / | D₁ | for |C|=511 Mw
Figure 5.9: Average percentage of distinct subunigrams in D2 per machine for different
corpus sizes (from 13 Mw to 511 Mw). The Y axis represents the ratio
∣∣∣D1inD2 (j)∣∣∣ / |D1| and





























| D₂inD₃ | / | D₂ | for |C|=13 Mw
| D₂inD₃ | / | D₂ | for |C|=25 Mw
| D₂inD₃ | / | D₂ | for |C|=64 Mw
| D₂inD₃ | / | D₂ | for |C|=128 Mw
| D₂inD₃ | / | D₂ | for |C|=256 Mw
| D₂inD₃ | / | D₂ | for |C|=511 Mw
Figure 5.10: Average percentage of subbigrams in D3 per machine for different corpus
sizes (from 13 Mw to 511 Mw). The Y axis represents the ratio
∣∣∣D2inD3 (j)∣∣∣ / |D2| and the X





























| D₃inD₄ | / | D₃ | for |C|=13 Mw
| D₃inD₄ | / | D₃ | for |C|=25 Mw
| D₃inD₄ | / | D₃ | for |C|=64 Mw
| D₃inD₄ | / | D₃ | for |C|=128 Mw
| D₃inD₄ | / | D₃ | for |C|=256 Mw
| D₃inD₄ | / | D₃ | for |C|=511 Mw
Figure 5.11: Average percentage of distinct subtrigrams in D4 per machine for different
corpus sizes (from 13 Mw to 511 Mw). The Y axis represents the ratio
∣∣∣D3inD4 (j)∣∣∣ / |D3| and
the X axis represents the number of machines.
For all observed cases, the number of distinct sub n-grams per machine decreases
following a power law K−b, with 0 < b < 1. This represents a reduction in the number of
91
CHAPTER 5. A GLOBAL METHOD FOR STATISTICAL EXTRACTION BASED ON
LOCALMAXS
distinct references to sub n-grams by each machine for an increasing number of machines.
The impact of this behavior upon the phase two complexity is analyzed in the following.
5.5 Time Complexity of the Global Method
This section presents a preliminary analysis of the time complexity of the Global method
in order to identify the influence of its two main components: i) The time complexity of
the computation due to the execution of the intrinsic functions of the LocalMaxs method
(Definition 2.1, on page 15) for the problem size determined by each corpus size and the
n-gram sizes considered; ii) The communication overheads.
The basic concepts are introduced in section 5.5.1. The time complexities of the three
phases of the Global method are analyzed in sections 5.5.2 through 5.5.4. The experi-
mental measures of the time parameters of the basic computation and communication
operations, which influence the performance of the Global method, are presented in
section 5.5.5. A discussion about the complexity of the Global method is presented in
section 5.5.6.
5.5.1 Basic Concepts
We analyze each phase of the LocalMaxs Global method implementation separately and
assume that the three phases are executed in sequence. The total execution time (Texec) is
given by expression (5.2):




G = T compT overheads
Toverheads = Tinput + Tcomm + Toutput + Tothers
(5.2)
where Tcomp is the computation time of the LocalMaxs functions with no overheads, and
Toverheads is the time of the overheads components. Tinput and Toutput are the input and
output times, Tcomm is the time for intermediate communication, and Tothers represents
the remaining overheads. The latter component includes the overheads due to the mana-
gement of the algorithm workflow, the Java virtual machine, and the system overheads
due to management of the parallel and distributed execution of the virtual machines
environment. The G factor is the granularity ratio of the computation time over the total
overheads time.
The expressions (5.2) can also be applied to model the execution time of each in-
dividual phase. Also, the expressions apply to a single machine case, or to a multiple
machines case (K > 1). In the latter case each term in the expressions is annotated with
an index j (1 ≤ j ≤ K) to describe the behavior in each machine j, e.g., Texec (j). Then, the
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total execution time with K machines is determined by the execution time of the slowest
machine, i.e., Texec =maximum {Texec (j) : 1 ≤ j ≤ K}.
5.5.1.1 The Computation Time
For each phase this component (Tcomp) is modeled as the product of the problem size
Nn (phase) times the average time top (phase) for executing a basic algorithm operation
locally. In phase one, Nn (phase1) is equal to the sum of all the n-gram occurrences in
the corpus for each of the considered n-gram sizes, and top (phase1) refers to a basic count
and aggregate operation for an individual n-gram. For phase two, Nn (phase2) is the
total number of distinct n-grams in the corpus for each of the considered n-gram sizes,
excluding the unigrams, and top (phase2) refers to a basic glue calculation operation for
an individual n-gram. Finally, in phase three, Nn (phase3) is the total number of distinct
n-grams in the corpus for each of the considered n-gram sizes, excluding the unigrams
and the singletons, and top (phase3) refers to a basic relevance evaluation operation for an
individual n-gram.
For example, when evaluating the relevant expressions from bigrams to pentagrams
(as illustrated in Figure 5.2), Nn (phase1) considers the total counts from unigrams to
hexagrams, Nn (phase2) considers the distinct n-grams from bigrams to hexagrams, and
Nn (phase3) considers the distinct nonsingleton n-grams from bigrams to pentagrams.
For an ideal sequential machine with infinite memory capacity and without any over-
heads, the total execution time for each individual phase would just be equal to the
problem computation time:
T0 (phase) =Nn (phase)× top (phase) (5.3)
This time is used as an ideal reference to compare with the performance of the real
implementation. In the case of a real machine with enough memory to hold the entire
problem size there are some local implementation overheads, which are not considered
in our analysis. And, when K machines are used, additional overheads appear due to the
communication and data distribution.
For an homogeneous collection of K machines, the computation time in machine j
(Tcomp (phase, j)) of the algorithm for each phase would be given by T0 (phase) /K . Ho-
wever, in the analytical model presented in this thesis we also consider the additional
communication overheads (Tcomm (phase, j)) in each machine, thus the model assumes
Texec (phase, j) ≈ Tcomp (phase, j) + Tcomm (phase, j).
If the workload is also equally distributed among the K machines, then Texec (j) will
be equal for all the machines.
5.5.1.2 The Input and Output Times
In each phase the Tinput (j) component in each machine only involves local reads from
the local disk storage in phase one, or from the local partition table in phases two and
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three. In phase one the Toutput (j) component corresponds to the sending of the n-gram
frequency counts to the KVS servers (so it is analyzed as a remote communication time),
while in phases two and three it corresponds to a local communication with the local
KVS server in machine j to update the local n-gram table with the glue or relevance
information.
5.5.1.3 The Communication Time
The communication component (Tcomm) plays a significant role in the algorithm execution.
This can be analyzed in terms of two equivalent dimensions: i) The number of messages
exchanged and the message size; ii) The average per n-gram communication time and the
volume of the n-gram data exchanged.
Number of Messages
Figure 5.12 shows an outline of the message interactions between the controllers and

















Figure 5.12: Messages exchanged between controllers and KVS servers.
This analysis applies both to the produced output (as in phase one) or to the volume
of data (as in phases two and three) requested from each controller.
We use the following notation, although for simplicity here we omit the phase index:
i) KC is the number of controllers and KS is the number of servers, and we assume KC =
KS = K , with exactly the same number of controllers and servers per machine, namely
1; ii) M is the total number of messages exchanged by all controllers with all servers
during each phase of the algorithm; iii) MC = KS ×MC→S is the total number of messages
exchanged by each controller with all the servers, whereMC→S is the number of messages
exchanged by a controller with a single server; iv) The size of each message is denoted
by Mmsg measured in terms of the number of n-gram records included (for example an
n-gram identification and its frequency count).
We assume a uniform distribution of the communicated data by all the controllers, as
well as a uniform distribution of the data exchanged by each controller and the KS servers.
This assumption is consistent with the distribution of n-grams by hashing (section 5.4)
and with the even work partition distribution.
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The total number of exchanged messages is M = KC ×MC , and the total volume of
exchanged data is:
V =M ×Mmsg (5.4)
Average per n-gram Communication Time
The above message-based analysis allows to quantify the intrinsic communication com-
plexity, i.e., only depends on the patterns on the message interactions between the con-
trollers and servers, and is independent of the time-related parameters of the underlying
system communication infrastructure.
The relationship between the above aspects can be expressed in terms of the per-
message latency and transmission time, giving the average time (Tmsg ) for a message
interaction:
Tmsg = latency + ttransmission ×Mmsg (5.5)
where latency, equivalent to the sending time of a null message, reflects the setup and
delay overheads related to establishing a connection, depending on the underlying soft-
ware/hardware communications layers, and ttransmission is the average transmission time
of the elementary items included in the message of Mmsg size, and is the reciprocal of the
communication bandwidth measured in terms of number of items, i.e., n-gram records,
per second.
In order to model the time behavior of the communication interactions in a meaning-
ful way regarding the n-gram based exchange between the controllers and the KVS servers
we define the parameter tn−gram which is the average time for sending or fetching an n-
gram to/from the KVS servers. This allows to abstract away the network specific effects
of the message latency and transmission times, which in our architecture are the outcome
of the combined effects of multiple software and physical layers from the Java Remote
Method Invocation (RMI) communication, to the Transmission Control Protocol/Internet
Protocol (TCP/IP) system protocols down to the network infrastructure. The average
time for a message interaction is given by:






This expression emphasizes the advantage of using large messages to hide the latency
overhead.
In order to support this approach, the tn−gram parameter was experimentally measured
in the used real execution environments as presented in section 5.5.5, on page 117. In this
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way its value reflects an average indicator of the per n-gram communication time, which
already takes into consideration the degree of message overlapping occurring in the real
infrastructure. Thus, we can use this value as a rough approximation to the n-gram
communication time for performance evaluation purposes. The average communication
time that each controller takes to interact with all the servers is given by:
Tcomm (j) = VKC × tn−gram =MC ×Mmsg × tn−gram (5.8)
where VKC is the number of n-grams records exchanged by each controller with all the
servers, i.e., VKC =MC ×Mmsg .
5.5.1.4 Efficiency and Granularity
The above defined concept of the T0 computation time, in expression (5.3), allows us
to compare the parallel implementation against the ideal case where only the compu-
tation component of the algorithm is considered, namely, in terms of the fundamental
operations performed for a given problem size. However, in a real implementations other
components representing the overheads must be taken into consideration.
In the ideal case of K homogeneous machines and equal distribution of work among
the K machines, the following expression gives the ideal cost product representing the
accumulated execution time due to the total number of operations performed by all the
K machines:
K × Texec = T0 (5.9)
where Texec is the total execution time (that corresponds to Tparallel (K) in Definition 2.3)
and T0 is the total computation time with an ideal sequential machine. This corresponds
to the ideal situation without any overheads, leading to a linear speedup .
In a real case with K homogeneous machines, the overheads must be considered
leading to:













where Toverheads are the total accumulated overheads for all the K machines. In this
ideal case all the machines have equal computation and overhead times. Due to the non
homogeneity of the real cases, the total execution time is given by the execution time in
the slowest machine.
Thus, for a fixed problem size, the speedup of a configuration withK machines relative
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We define the ratio T0/Toverheads as the computation-to-overheads granularity G (K).
As in this model we only consider the communication overheads, then Toverheads = Tcomm,

















Ideally E0 (K) = 1 (or 100%) corresponding to a complete absence of overheads. Note
that the efficiency E0 (K) = T0/ (K × Texec (K)) becomes:










where, when K = 1, Toverheads (K = 1) represents the overheads of a sequential real ma-
chine with limited memory when compared to an ideal machine with unlimited memory.
For example, in a single real machine with limited memory there are communication
overheads due to the access to an external KVS.
When a single machine is not able to execute the algorithm for large problem sizes
we need to rely on multiple machines. Then we use the relative speedup and efficiency











where G (K1) = T0/Toverheads (K1) and G (K2) = T0/Toverheads (K2), respectively, for configu-
rations with K1 and K2 machines.
These latter definitions are particularly important when processing large corpus sizes,
which preclude the execution of the algorithm using less than a minimum number of
machines. This number must be big enough to ensure that the problem size can fit into
the total aggregated memory of the machines.
For a fixed problem size, when going from K1 to K2 machines, if G (K1) = G (K2), then
the relative speedup is linear and the relative efficiency is 100%. This may happen even
if the absolute efficiency, i.e., comparing to the ideal sequential machine, is much lower
than 100%.
In the following sections we discuss the time complexity of each phase of the Lo-
calMaxs Global method implementation by presenting a simplified model that is used
to estimate its performance and scalability and allows to estimate how far we are from
the ideal case. The model only considers the pure local computation (Tcomp) and the
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communication (Tcomm) components. In this modeling we rely on the knowledge about
the statistical distribution of n-grams presented in chapter 3. The remaining overhead
components, which are less significant than the communications, are evaluated macrosco-
pically through the experimental measurements conducted during the real execution of
the algorithm in different environments (chapters 6 to 9).
5.5.2 Time Complexity of Phase One
In this section we discuss the time complexity of phase one. Section 5.5.2.1 presents the
execution model and section 5.5.2.2 presents an analysis of the granularity and efficiency.
5.5.2.1 Execution Model for Phase One
In phase one, Tinput (j) is the time for inputting the n-grams from the local partition,
that is, the n-gram tables in the local KVS servers in machine j (section 5.3); Tcomp (j)
is the time for counting the number of occurrences of all those n-grams; and Toutput (j)
is the time for sending the n-gram frequency counts to the corresponding KVS servers.
Tinput (j) and Tcomp (j) are proportional to the partition size. As the partition size is given
by |C| /K , thus both Tinput (j) and Tcomp (j) are proportional to 1/K . During phase one
the output from each machine involves the communication with the remote KVS servers
and its corresponding time is denoted as Tsend (j) in the following. This communication
is performed asynchronously regarding the n-gram counting in each machine, and the
output from the K machines to the KVS servers are overlapped.
If phase one was executed in a strictly sequential mode within each machine j, 1 ≤ j ≤
K , the execution time in each machine would be given by the following expression.
T1(j) = Tinput (j) + Tcount (j) + Taggregate (j) + Tsend (j) (5.16)
Neglecting the Tinput local component, we can identify the local computation com-
ponent TCount (j) = Tcount (j) + Taggregate (j) and the communication component Tcomm (j).
Instead of a pure sequential execution in each machine we assume an execution strategy
where a thread performs the input, overlapped with another thread that performs the full
counting and aggregation, before sending any messages to the KVS servers.
The parameter MC→S , that is the number of messages that each controller sends to
each KVS server, is determined by the controller strategy to locally aggregate the output
data produced.
Full Local Aggregation
Namely, for phase one in the case of each controller performing a local aggregation of
the frequency counts of all the n-grams found in its local partition, before sending them
to the KVS servers, then in this case MC→S = 1, that is a single message is sent by each
controller to each server with a size given by Mmsg = VKC /KS , where VKC is the number of
distinct n-grams of each size (1 up to n) in the local partition.
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If each machine performs a full local aggregation of the frequency counts of the n-
grams found in its partition, before sending them to the KVS servers, then the estimate











∣∣∣DAll(1···n)inLocalP artition (j)∣∣∣ is the total number of distinct n-grams of sizes i from 1
up to n in the local partition of the machine j,
∣∣∣DiinLocalP artition (j)∣∣∣ is the number of distinct
n-grams of size i in local partition, n is the maximum n-gram size considered in this phase
(Figure 5.2), and we assume K = KC = KS . The average value over the K machines can be
considered as a good approximation of the per machine volume of data.
The full local aggregation strategy requires enough local memory to keep the entire
table of DAll(1···n)inLocalP artition (j) entries in each machine. It can also imply some network
communication overheads due to the likelihood of an almost simultaneous sending of the
n-grams by all the machines and the corresponding peak overload of the KVS servers.
No Local Aggregation
On the other hand, in the worst case corresponding to no local aggregation of the n-
gram counts, we estimate the per machine volume of the output communication sent to










∣∣∣SetAlli ∣∣∣ ≈ |C| is the total number of n-grams of size i (1 ≤ i ≤ n, where n is the
maximum n-gram size). However, this alternative would lead to a volume of output data
much higher than in the full local aggregation case.
Partial Local Aggregation
As an intermediate approach the local execution of counting and aggregation can be
overlapped with the communication. Although it generates a higher volume of output
data compared to a full local aggregation case, because distinct n-grams get repeated in
multiple segments, it allows the sending of n-gram data to the servers to be performed
incrementally and time overlapped among the multiple machines during the execution
of phase one.
In this alternative each controller sends parts of its produced data during the execu-
tion of phase one: this could be made without any local aggregation of the counts by the
controller, but preferably it should be accompanied by a segment based partial aggrega-
tion. The data segments should be big enough to ensure that the generated Mmsg sizes
are above the threshold beyond which the message sending latency is minimized (expres-
sion (5.7)). Although this latter alternative generates more messages than the full local
aggregation (that only sends one message in the end of phase one) it allows to spread the
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sending of the data by the controllers to the KVS servers, all along the execution of phase
one. This has a potential contribution to reduce the network or KVS server contention
due to an almost simultaneous sending of messages by all the controllers which tends to
occur in the case of full local aggregation due to the balanced work distribution. This
latter effect can be more likely to appear as the scale grows for large numbers of machines.
It also requires less local memory to hold the output n-gram data, compared to the full
local aggregation.
Thus, in the followed approach, the execution within each machine is performed by
multiple concurrent threads as illustrated in Figure 5.13:
Tin1
Tsend

















Figure 5.13: Phase one multithreaded operations sequence.
where ini represent the input of the chunk i (1 ≤ i ≤ end) of sentences from the
local corpus partition; counti represents the counting of the distinct n-grams within
chunk i; the aggregation of frequencies of distinct n-grams in chunk i is represented
by localAggregatei ; and sendi is the parcel corresponding to the sending of the frequen-
cies of the n-grams to the KVS servers.
Thus, the corresponding execution time in each machine j, 1 ≤ j ≤ K , is given by the
following expression:









where T ime (· · · ) is the wall clock time of the indicated output events, namely, the be-
ginning of the sending operations for the first chunk (Tsend1 (j)) and for the last chunk
(Tsendend (j)). The parcels Tin1 (j), Tcount1 (j) and TlocalAggregate1 (j) can be neglected compa-
red to the sending time of all the chunk data, because they are both local operations and
regard a single chunk.
With reference to the analysis of the messages as presented in section 5.5.1.3, in this
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In this case V
′
KC
is the total number of the distinct n-grams in all the data segments





















In expression (5.21) the value t
′
n−gram can become greater than the value of tn−gram in
the case of full local aggregation with a single message sent by the controller to each KVS
server, in case the message size becomes smaller. Indeed, as shown in expression (5.7), a
message size small enough can make the latency parcel significant. This can be avoided
by ensuring that each message size (expression (5.20)) is always greater than the output
buffer threshold beyond which the message latency is minimized (as discussed in section
5.5.5 on page 117).
5.5.2.2 Granularity Analysis for Phase One
The critical issue regarding the comparison between the local aggregation alternatives is
the computation-to-communication granularity obtained in each case.
Full Local Aggregation





Nn (phase1, j)× top∣∣∣DAll(1···n)inLocalP artition (j)∣∣∣× tn−gram (5.22)
In expression (5.22) TCount (j) is equal to the local problem size in machine j, times
the average time for a local count and aggregate operation (top) and Tcomm (j) is the total
number of distinct n-grams in the local partition of machine j, times the average time for
sending an n-gram to a KVS server (tn−gram).
When considering a single machine, K = 1, expression (5.22) gives the phase one
intrinsic problem computation-to-communication granularity:
GFull (K = 1) =
|C| ×n× top∣∣∣DAll(1···n)inC ∣∣∣× tn−gram (5.23)
where n is the maximum n-gram size considered, for example 6 in the Figure 5.2, and
DAll(1...n)inC is the total number of distinct n-grams from sizes 1 to n, in the corpus C.
In order to estimate the above granularity for K = 1 we need to calculate the number
of distinct n-grams in the corpus (
∣∣∣DAll(1···n)inC ∣∣∣). This was done by applying the theoretical
model, expression (3.18) presented in chapter 3, leading to Table 5.7 in the case of the
English corpora (section 3.2 on page 27), when considering the number of distinct n-grams
from unigrams up to hexagrams (n = 6).
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Table 5.7: Phase one problem size and total number of distinct n-grams, in a single
machine scenario (K = 1), when counting unigrams up to hexagrams. Corpus size in
words.
|C| Nn (phase1) = |C| × 6
∣∣∣DAll(1···6)inC∣∣∣ Nn (phase1) / ∣∣∣DAll(1···6)inC∣∣∣
1.6× 107 9.60× 107 5.97× 107 1.61
1.3× 108 7.68× 108 4.14× 108 1.86
1.0× 109 6.14× 109 2.74× 109 2.24
1.6× 1010 9.83× 1010 2.79× 1010 3.52
1.3× 1011 7.86× 1011 1.16× 1011 6.80
1.0× 1012 6.29× 1012 3.24× 1011 19.41
1.7× 1013 1.01× 1014 4.57× 1011 220.35
1.3× 1014 8.05× 1014 4.57× 1011 1762.76
Figure 5.14 shows the problem size (denoted by Nn (phase1)) and the total number
of distinct n-grams of sizes from 1 up to 6 (denoted by
∣∣∣DAll(1···6)inC ∣∣∣), both measured in
terms of number of n-grams, and the ratio Nn (phase1) /
∣∣∣DAll(1···6)inC ∣∣∣ for a single machine
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Figure 5.14: Phase one problem size and total number of distinct n-grams, in a single
machine scenario (K = 1), when counting unigrams up to hexagrams and varying the
corpus size. The left Y axis represents the phase one problem size and the total number of
distinct n-grams; the right Y axis represents the ratio Nn (phase1) /
∣∣∣DAll(1···6)inC ∣∣∣; and the X
axis represents the corpus size in words.
The ratio Nn (phase1) /
∣∣∣DAll(1···6)inC ∣∣∣ shows that for K = 1 and n = 6, and assuming a
ratio top/tn−gram of 1, the granularity only reaches values of 10 or more, beyond corpus sizes
of around 0.5 Tw. For still larger corpus sizes the granularity increases proportionally to
the corpus size.
In order to expose analytically the behavior of the granularity we derived the fitting
expressions for the
∣∣∣DAll(1···6)inC ∣∣∣ curve in Figure 5.14 and obtained the following formulas,
which is an approximation to the ones derived from the theoretical model presented in
chapter 3 (expression (3.18) on page 34):
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A) Corpus range from 2 × 106 up to about 1.3 × 1011 words:
∣∣∣DAll(1···6)inC ∣∣∣ ≈ 31.06 ×
|C|0.8743 n-grams
B) Corpus range from 1.3×1011 up to about 4.2×1012 words:
∣∣∣DAll(1···6)inC ∣∣∣ ≈ 1×1011 ×
lg(|C|)− 2× 1012 n-grams
C) Corpus range beyond 4.2× 1012 words: almost constant and equal to
∣∣∣DAll(1···6)inC ∣∣∣ ≈
4.57× 1011 n-grams
When considering multiple machines, K > 1, each one with full local aggregation, expres-
sion (5.22) becomes:
GFull (j) =
|C (j)| ×n× top∣∣∣DAll(1···n)inLocalP artition (j)∣∣∣× tn−gram (5.24)
which gives the phase one computation-to-communication granularity of a machine j,
1 ≤ j ≤ K , where |C (j)| = |C| /K represents the size of the local partition on machine j, and
|DAll(1···n)inLocalP artition(j) | is the total number of distinct n-grams from sizes 1 to n, in the
local partition.
The above analysis that led to Figure 5.14 remains valid as long as we replace the
corpus size |C| in the X axis with the partition size |C (j)| = |C| /K . Thus, we can obtain an
expression for the G (j) for the above fitting ranges:











×K−0.1257 = GFull (K = 1)×K−0.1257

















For the first range (A)) of corpus partition sizes |C (j)| until about 130 Gw the granularity
with K machines is only slightly lower than the granularity with a single machine, and
decreases slowly with K , for each fixed size corpus. This is due to the fact that the distinct
n-grams in this range closely follow the evolution of the partition size.
On the contrary, for the third range (C)) of corpus partition sizes |C (j)| beyond 4.2 Tw
the granularity with K machines grows proportionally to the partition size, leading to
efficiency values, relatively to the ideal sequential machine, which become close to 100%.
So, if we keep the partition size large enough to stay within this range, and keep the
corpus size fixed and vary the number of machines, but keeping the granularity values of
at least above 10, then the efficiency is at least above 90% and the speedup relative to the
ideal sequential machine is at least 0.9×K .
Furthermore, also for the third range (C)), we can keep the value of the partition
size |C (j)| fixed and be able to process progressively large corpus sizes by increasing the
number of machines (K) in the same proportion as the corpus size (|C|) while keeping
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the same granularity, thus the same parallel efficiency relatively to the ideal sequential
machine.
The above analysis assumed that the ratio top/tn−gram does not change significantly
with K .
Partial Local Aggregation
When considering partial local aggregation, expression (5.22) becomes:
GP artial (j) =
|C (j)| ×n× top∣∣∣DAll(1···n)inSubP artition (j)∣∣∣×NumberOfSubP artitions (j)× tn−gram (5.25)
whereNumberOfSubP artitions(j) gives the number of equal-sized subpartitions in which
the local partition of size |C (j)| is subdivided, and
∣∣∣DAll(1···n)inSubP artition (j)∣∣∣ is the total
number of distinct n-grams from sizes 1 to n, in a subpartition on machine j. Although
this approach has the advantage of requiring less local memory for the n-gram output
data, because it sends the subpartition data one at a time, and also having the advantage
of not concentrating all the sending at the end of phase one, it leads to a slightly lower
granularity than the full local aggregation alternative. This is due to generating a larger
volume of output data for the same partition size when compared with the full local
aggregation case, due to the repetition of some distinct n-grams in multiple subpartitions.
Given that the number of subpartitions within each partition is defined as:









GP artial (j) =
SubP artitionSize ×n× top∣∣∣DAll(1···n)inSubP artition (j)∣∣∣× tn−gram (5.27)
For range A) of corpus sizes expression (5.27) simplifies to:















GP artial (j) ' GFull (j)×NumberOf SubP artitions−0.1257 (5.29)
Thus, for this range, although the granularity decreases with the number of subpar-
titions within each partition, compared to the full local aggregation, it is only a slight
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reduction. On the other hand, by increasing the number of subpartitions, it is possible
to reduce the required local memory for the output n-gram data, corresponding to a
reduction in the number of distinct n-grams in the corresponding subpartition.
Figure 5.15 shows, for the case of partial local aggregation, the evolution of the gra-
nularity factor for phase one versus the corpus partition size when considering multiple
subpartitions (in the of cases of 1, 4, 16 and 64 subpartitions), and assuming a ratio
top/tn−gram of 1. It also shows the evolution of the total number of distinct n-grams per
partition (
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Figure 5.15: Granularity for phase one when using partial local aggregation for different
numbers of subpartitions when varying the partition size. The left Y axis represents the
total number of distinct n-grams per partition; the right Y axis represents the granularity
factor; and the X axis represents the partition size in words.
Table 5.8 shows the values of the granularity factor, for the curves presented in Figure
5.15, when the corpus partition size ranges from 16 Mw up to 130 Tw.
Table 5.8: Granularity for phase one when using partial local aggregation for different
numbers of subpartitions (p). Partitions size in words.
|C| /K G (p = 1) G (p = 4) G (p = 16) G (p = 64)
1.6× 107 1.61 1.61
1.3× 108 1.86 1.69 1.57 1.45
1.0× 109 2.24 1.96 1.77 1.61
1.6× 1010 3.52 2.69 2.24 1.96
1.3× 1011 6.80 4.22 3.04 2.44
1.0× 1012 19.41 9.16 5.26 3.52
1.7× 1013 220.35 56.76 19.41 9.16
1.3× 1014 1762.76 440.69 110.40 31.56
The increments in the granularity factor when going from subpartition numbers p1




, and the increments in the total number of distinct
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(5.30)
where Gpi is the granularity factor when considering pi number of subpartitions and∣∣∣∣DAll(1···n)inSubP artition (Gpi )∣∣∣∣ is the total number of distinct n-grams of sizes 1 up to n per
subpartition, when considering pi number of subpartitions.
Figure 5.16 shows, for the case of partial local aggregation, the increment in the
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Figure 5.16: Granularity increment for phase one when using partial local aggregation for
different numbers of subpartitions. The left Y axis represents the total number of distinct
n-grams per partition; the right Y axis represents the increments in the granularity and
in the number of distinct per subpartition when going from partition numbers p1 to p2;
and the X axis represents the partition size per machine in words.
Table 5.9 shows the values for the increments in the granularity factor and the cor-
responding increments in the total number of distinct n-grams per subpartition, for the
curves presented in Figure 5.16, when the corpus partition size ranges from 16 Mw up to
130 Tw.
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Table 5.9: Granularity increment for phase one when using partial local aggregation for
different numbers of subpartitions. Corpus partition size in words.
|C| /K ∆(G2→G4) ∆(G8→G16) ∆(G32→G64) ∆DA(G2→G4) ∆DA(G8→G16) ∆DA(G32→G64)
1.6× 107 -0.026 -0.486
1.3× 108 -0.043 -0.026 -0.026 -0.478 -0.486 -0.486
1.0× 109 -0.059 -0.047 -0.050 -0.468 -0.476 -0.474
1.6× 1010 -0.114 -0.080 -0.059 -0.436 -0.456 -0.468
1.3× 1011 -0.197 -0.138 -0.095 -0.378 -0.420 -0.447
1.0× 1012 -0.292 -0.227 -0.166 -0.294 -0.353 -0.401
1.7× 1013 -0.486 -0.385 -0.292 -0.027 -0.187 -0.294
1.3× 1014 -0.500 -0.499 -0.444 0.000 -0.002 -0.101
From Figure 5.16 and Table 5.9 we conclude that in first range of partition sizes
considered (A)), doubling the number of subpartitions per partition leads to a granularity
decrease of about 10% while it leads to a reduction in the number of distinct n-grams
per subpartition of about 50%. Thus there is room for a trade off between reducing the
subpartition size to fit the local memory constraint and not reducing the granularity
significantly. This is opposite to what happens in the third range (C)), after reaching the
plateaux.
5.5.3 Time Complexity of Phase Two
In this section we discuss the time complexity of phase two. Section 5.5.3.1 presents the
execution model and section 5.5.3.2 presents an analysis of the granularity of phase two.
5.5.3.1 Execution Model for Phase Two
Phase two problem size (Nn (phase2)) is the total number of glue operations for finding
relevant expressions for a given range of n-gram sizes and this directly determines the
computation time (Tcomp (phase2)). We consider two cases: i) Isolated glue calculation,
consisting only of the glue gi for n-grams of size i, with i ≥ 2; ii) Combined glue cal-
culation, consisting of all the glues gn1...n2 for the n-grams from n1 up to and inclu-
ding n2, with 2 ≤ n1 < n2. For example, calculating the combined glue g234 (needed
for the relevance re23 of bigrams and trigrams) involves the glues for all bigrams, tri-
grams and tetragrams, Nn (phase2) = |D2| + |D3| + |D4|. For the isolated glue calculation
of bigrams (g2) Nn (phase2) = |D2|; for trigrams (g3) Nn (phase2) = |D3|; for tetragrams (g4)
Nn (phase2) = |D4|.
Generated References
The number of references to all sub n-grams generated (|allgluegnRef |) by a glue calcula-
tion gn determines the communication time (Tcomm (phase2)) because the corresponding
n-gram data is stored in the KVS servers. To analyze the references generated we consider
as example the glue calculation g2 where the table D2 (j) represents the local partition of
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the bigrams in machine j, with 1 ≤ j ≤ K . The glue for each individual bigram depends
on the frequencies of its two subunigrams. Thus, the total number of references to subu-
nigrams (denoted as
∣∣∣∣allglueg2Ref (j)∣∣∣∣) in machine j is 2× |D2 (j)|. Among these references
there are repeated unigram occurrences, which can be filtered out by a cache mechanism,
leading to D1inD2 (j), the set of all the distinct subunigrams within the bigrams found in
table D2 (j). Table 5.10 shows the number of references to all sub n-grams (with repetiti-
ons in the left column) and the number of distinct sub n-grams (in the right column) for
the glue calculations g2, g3, g4.
Table 5.10: Glue references.
glue Sub n-grams
∣∣∣allgluegi Ref (j)∣∣∣ Distinct sub n-grams for glue gi
g2 2× |D2 (j)|
∣∣∣D1inD2(j)∣∣∣
g3 2× |D3 (j)|+ 2× |D3 (j)|
∣∣∣D1inD3(j)∣∣∣+ ∣∣∣D2inD3(j)∣∣∣
g4 2× |D4 (j)|+ 2× |D4 (j)|+ 2× |D4 (j)|
∣∣∣D1inD4(j)∣∣∣+ ∣∣∣D2inD4(j)∣∣∣+ ∣∣∣D3inD4(j)∣∣∣
For glue gi , with 2 ≤ i ≤ 4, the sub n-grams in the left column include all the references
to the sub n-grams from sizes 1 up to (i−1) (as in Definition 2.1, on page 15). The right
column gives the total number of distinct sub n-grams cited by those references. Although
not shown in the above table, for the combined glue g234 the total number of references
to sub n-grams (denoted as
∣∣∣∣allglueg234Ref (j)∣∣∣∣) is the sum of the individual references for
the considered glues, that is 2× |D2 (j)|+ 4× |D3 (j)|+ 6× |D4 (j)|.
Execution Time
Assuming a strict sequential execution in each machine (j), the phase two execution
time in each machine would be:
T2 (j) = Tinput (j) + TGlue (j) + Tcomm (j) + Toutput (j) (5.31)
where: Tinput (j) is the input time; TGlue (j) is the local glue calculation time in each
machine, corresponding to the Tcomp parcel in expression (5.2), which includes the parsing
of the sub n-grams, and the glue calculation assuming all arguments are already local,
i.e., were already fetched if necessary; Tcomm (j) is the remote sub n-gram fetch time;
and Toutput (j) is the local output time of the glue value. The glue time is: TGlue (j) =
Nn (phase2, j) × tgn , where tgn = top (phase2) (section 5.5.1.1) is the average time for the
parsing and the glue calculation of any n-gram with size from 2 to n, assuming that all the
glue arguments are already local. The communication time is: Tcomm (j) =
∣∣∣∣allgluegiRef (j)∣∣∣∣×
f (j)× tf etchn , where
∣∣∣∣allgluegiRef (j)∣∣∣∣ is the number of references to the sub n-grams needed
by the calculations in each machine, f (j) is the fraction of those references which are
remote (i.e., the miss ratio), and tf etchn is the average time to remotely fetch any n-gram
of size from 1 to n− 1.
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Both tgn and tf etchn were experimentally measured (section 5.5.5). For a single machine
(K = 1) T2 gives the total phase two execution time. For K machines working in parallel,
each one independently calculates the glue of the n-grams in its local n-gram partition,
thus T2 (j) gives the phase two execution time for each machine, and the total phase
two execution time is the maximum T2 (j) among the K machines. As Nn (phase2) is
equally divided by K machines, in each machine Tinput (j), Toutput (j) and TGlue (j) are
proportional to the local partition size, that is Nn (phase2) /K . Thus, they are proportional
to 1/K . The glue time is TGlue (j)=Nn (j) × tgn=(Nn/K) × tgn . The communication time is
Tcomm (j) =
∣∣∣∣allgluegiRef (j)∣∣∣∣× f (j)× tf etchn . The parcel ∣∣∣∣allgluegiRef (j)∣∣∣∣ is proportional to 1/K ,
as
∣∣∣∣allgluegiRef (j)∣∣∣∣ = ∣∣∣∣allgluegiRef ∣∣∣∣ /K , where ∣∣∣∣allgluegiRef ∣∣∣∣ is the total number of references to
sub n-grams in the single machine case (K = 1), while the behavior of fraction f (j) as a
function of K depends on the type of the cache operation, as discussed in the following
chapters, where we also discuss how the communication Tcomm (j), for a fixed corpus size,
decreases with K , as long as there is no network congestion. By using multiple machines
(K) in parallel, we can reduce the time for local glue calculation (TGlue) by a factor of K ,
while Tcomm also decreases.
However, instead of a strict sequential execution, the execution of phase two within




















Figure 5.17: Phase two multithreaded operations sequence.
where ini represents the input of a chunk i of n-grams from the local KVS server;
parsei is the time spent in the parsing of the chunk i of data to identify the sub n-grams
required for the glue calculation; f etchi represents the time used to check the local cache
for the sub n-grams in the n-grams of chunk i, and fetch them from the KVS servers if
they are not present in the local cache; gluei is the local calculation of the glue of the
n-grams contained in the input chunk i after fetching all the needed sub n-grams; and
outi is the time used to output the glues of chunk i of n-grams to the local KVS server.
Thus, the corresponding execution time in each machine is given by the following
expression:
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T2 (j) = Tin1 (j) +
(
Tparsei (j) + Tf etchi (j) + Tgluei (j)
)
×NumberOf Chunks+ Toutend (j) (5.32)
The parcels Tin1 (j) and Toutend (j) can be neglected regarding the other parcel, because
they are both local operations to read or write a single chunk of n-grams. The middle
parcel can be decomposed in two main components: i) Tparse (j) and Tglue (j) which corre-
spond to the total accumulated sum of the parse and glue calculations time for all chunks
processed in each machine, i.e., TGlue (j) as defined in expression (5.31); ii) Tcomm (j) corre-
sponds to the total time for fetching the remote sub n-grams from the KVS servers, that
count as cache misses. Thus, expression (5.32) can be simplified to:
T2 (j) ' TGlue (j) + Tcomm (j) (5.33)
Even considering that in the real execution the phase two components of expression
(5.31) overlap in time, being executed by four concurrent threads (one for input; one for
parse and glue calculation; one for fetch; and one for output), the communication time
Tcomm (j) dominates the phase two execution time.
5.5.3.2 Granularity Analysis for Phase Two
The computation-to-communication ratio in each machine 1 ≤ j ≤ K , corresponding
to a granularity factor of the algorithm implementation when only the communication












The corresponding expression of the phase two execution time in each machine is:






+ Toutput (j) (5.35)
Even if we use K machines to speed up the local glue calculation by a factor of K , and
also achieving some reduction in the communication time, the Nn (phase2) /
∣∣∣∣allgluegiRef ∣∣∣∣
ratio for each individual machine would not change as it does not depends on K , and
is less than 1. Furthermore, the ratio tgn/tf etchn is also less than 1. On the other hand,
the fraction of remote sub n-gram references f ≤ 1, thus it contributes to increase G.
However, a very low value of f would be required in order to compensate the combined
effect of the above two factors and lead to G greater than 1. In the following chapters we
discuss approaches for significantly reducing the value of f , corresponding to lowering
the penalty of fetching the remote sub n-gram references by transforming most of them
into local accesses to an n-gram cache.
Table 5.11 shows the problem size for phase two (Nn (phase2)), the total number of
sub n-gram references needed for glue calculation g2···6 (
∣∣∣∣allglueg2···6Ref ∣∣∣∣) and the ratio of
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the problem size over the needed references, when the corpus size ranges from 16 Mw up
to 130 Tw.
Table 5.11: Phase two problem size and total number of sub n-gram references needed,
in a single machine scenario (K = 1), when calculating glue g2···6. Corpus size in words.
|C| Nn (phase2) =
∑6
i=2 |Di |
∣∣∣∣allglueg2···6Ref ∣∣∣∣ Nn (phase2) / ∣∣∣∣allglueg2···6Ref ∣∣∣∣
1.6× 107 5.90× 107 4.11× 108 0.14
1.3× 108 4.11× 108 2.96× 109 0.14
1.0× 109 2.73× 109 2.05× 1010 0.13
1.6× 1010 2.78× 1010 2.26× 1011 0.12
1.3× 1011 1.15× 1011 1.02× 1012 0.11
1.0× 1012 3.24× 1011 3.07× 1012 0.11
1.7× 1013 4.57× 1011 4.40× 1012 0.10
1.3× 1014 4.57× 1011 4.40× 1012 0.10
Figure 5.18 shows, for phase two, the problem size, the total number of sub n-gram
references needed for glue calculation g2···6 and the ratio of problem size over the needed
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Figure 5.18: Phase two problem size and total number of sub n-gram references nee-
ded, in a single machine scenario (K = 1), when calculating glue g2···6 and varying the
corpus size. The left Y axis represents the phase two problem size and the total num-
ber of needed references in number of n-grams; the right Y axis represents the ratio
Nn (phase2) /
∣∣∣∣allglueg2···6Ref ∣∣∣∣; and the X axis represents the corpus size in words.
Table 5.11 and Figure 5.18 illustrate that the ratio Nn (phase2) /
∣∣∣∣allglueg2···6Ref ∣∣∣∣ changes
only slightly when the corpus size ranges from 2 Mw up to the plateaux, and stabilizes
when the plateaux are reached.
Figure 5.19 shows, for a single machine case (K = 1), the granularity factor (G) and the
corresponding values of efficiency (E0) versus the corpus size when considering different
values for the ratio tgn/tf etch and for three cases of the n-gram cache miss ratio (mr): Figure
5.19-a) and 5.19-b) mr = 100%; Figure 5.19-c) and 5.19-d) mr = 1%; and Figure 5.19-d)
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and 5.19-e) mr = 0.1%. In all subfigures for each curve G (i) and E0 (i), the parameter i
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e) G for constant miss ratio = 0.1% f) E0 for constant miss ratio = 0.1%
Figure 5.19: Granularity and efficiency for phase two for a single machine case and glue
g2...6. The Y axis represents the G factor in the case of Figures a), c) and e); and the
efficiency (E0) in the case of Figures b), d) and f). The X axis represents the corpus size in
words.
Figure 5.19 illustrates that the value of the miss ratio (mr) of an n-gram cache in
phase two has a critical influence upon the granularity and efficiency in the full range of
corpus sizes from about 2 Mw up to and including the plateau regions. Namely, without
a cache, for K = 1, the phase two efficiency is always below 7% in all cases for the entire
corpus range. In fact, for a given infrastructure the best that can be done to increase
the tgn/tn−gram ratio is to ensure that the tn−gram average time corresponds to the value
resulting from minimizing the per message latency, as discussed in section 5.5.5. Thus,
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in the context of the Global method, our efforts to achieve an “acceptable” computation-
to-communication granularity, at least greater than 1, which corresponds to an efficiency
over 50% relative to an ideal sequential implementation, are focused on reducing the
miss ratio of an n-gram cache as much as possible, as discussed in detail in chapters 6, 7,
and 8.
5.5.4 Time Complexity of Phase Three
In this section we discuss the time complexity of phase three. Section 5.5.4.1 presents the
execution model and section 5.5.4.2 presents an analysis of its computation-to-communica
tion granularity.
5.5.4.1 Execution Model for Phase Three
The phase three problem size (Nn (phase3)) for the evaluation of ren1···n2 is the total number
of relevant expression calculation operations for the range of n-gram sizes from n1 ≥ 2
to n2 > n1. This is equal to the sum of all the nonsingleton n-grams in the corpus from
size n1 up to n2, which are included in the corresponding distinct n-gram tables. In the
beginning of phase three these tables already include the calculated glue values for each
n-gram.
Generated References
The phase three communication time component depends on the number of references
generated (|allΩiRef |) to the n-gram data stored in the distributed KVS server by each
relevant expression calculation. According to the LocalMaxs Definition 2.2, on page 15,
and Figure 5.20, each n-gram W = (w1w2w3w4w5) relevance calculation requires three
glue values:
1. g (W ). In the beginning of phase three this value is already in the local n-gram input
table in the entry containing the n-gram data for W ;
2. The maximum of the set {g (XL=(w1w2w3w4)) , g (XR=(w2w3w4w5))}, where g (X)
denotes the glue of the n-gram X. Obtaining these values requires two references
to the distributed n-gram tables;









where wLef t and
wRight are unigrams appearing in the corpus. This maximum value is also already
in the local table entry containing the n-gram data for W , because it was updated
during the execution of phase two.
From the above analysis, excluding the two local references (items 1 and 3), we con-
clude that only two remote references (item 2) to the distributed n-gram table servers are
required for each n-gram of size i ≥ 3 whose relevance must be calculated in phase three,
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Figure 5.20: Glues needed for relevance evaluation.
thus
∣∣∣allΩiRef ∣∣∣ = ∣∣∣NSAll(3···n)inLocalP artition∣∣∣ × 2, where ∣∣∣NSAll(3···n)inLocalP artition∣∣∣ is the total
number of nonsingleton n-grams with sizes from 3 up to n in the local table partition.
Execution Time
Assuming a strict sequential execution in each machine j, 1 ≤ j ≤ K , the phase three
execution time in each machine would be given by:
T3 (j) = Tinput (j) + TRelevance (j) + Tcomm (j) + Toutput (j) (5.36)
where: Tinput (j) is the local input time; TRelevance (j) is the relevant expression calculation
time, assuming that the required auxiliary n-grams are already present locally; Tcomm (j)
is the remote auxiliary n-gram fetch time; and Toutput (j) is the local output time of the
relevance value. The relevance calculation time is: TRelevance (j) = Nn (phase3, j) × tren ,
where tren is the average time for the parsing and calculation of the relevance of any
nonsingleton n-gram with size from 2 to n. The communication time is: Tcomm (j) =∣∣∣allΩiRef (j)∣∣∣ × f (j) × tf etchn , where ∣∣∣allΩiRef (j)∣∣∣ is the total number of references to the
needed auxiliary n-grams, as in Definition 15, on page 2.2, of LocalMaxs, f (j) is the
fraction of those references which are remote (i.e., the miss ratio), and tf etchn is the average
time to remotely fetch any n-gram of size from 2 to (n+1). Both tren and tf etchn are
experimentally measured. For bigrams
∣∣∣allΩiRef (j)∣∣∣ = 0 because all the references are
to the local KVS server (corresponds to the (Ω+1)-set in Definition 2.2).
For longer n-grams, i ≥ 3,
∣∣∣allΩiRef (j)∣∣∣ = 2× ∣∣∣NSAll(3···n)inLocalP artition∣∣∣ and 0 ≤ f (j) ≤ 1
depending on the miss ratio of the n-gram cache system.
As in phase two, Tcomm (j) decreases with K , as long as there is no network congestion.
By using multiple machines (K) in parallel, we can reduce the time for local relevance
evaluation (TRelevance) by a factor of K , while Tcomm also decreases.
However, the execution within each machine is performed by multiple concurrent
threads as illustrated in Figure 5.21:
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Figure 5.21: Phase three multithreaded operations sequence.
where ini represents the input of a chunk i of n-grams from the local KVS server;
parsei represents the parsing of a chunk i of data to identify the Ω sets; f etchi represents
the fetching of the glues of the Ω sets from the KVS servers; reli verifies which are the n-
grams that can be considered relevant expressions; and outi is the output of the relevance
results of a chunk i of n-grams to the local KVS server. Thus, the corresponding execution
time in each machine is given by the following expression:
T3 (j) = Tin1 (j) +
(
Tparsei (j) + Tf etchi (j) + Treli (j)
)
×NumberOf Chunks+ Toutend (j) (5.37)
The parcels Tin1 (j) and Toutend (j) can be neglected regarding the middle parcel, be-
cause they are both local operations to read or write a single chunk of n-grams. The
middle parcel can be decomposed in two main components: i) Tparse (j) and Trel (j) which
correspond to the total accumulated sum of the parse and relevant expression iden-
tification calculation times for all chunks processed in each machine, i.e., is equal to
TRelevance (j) in expression (5.36); ii) Tcomm (j) corresponds to the total time for fetching
the Ω sets glues from the KVS servers. Thus, expression (5.37) can be simplified to:
T3 (j) ' TRelevance (j) + Tcomm (j) (5.38)
5.5.4.2 Granularity Analysis for Phase Three









The ratio tren/tf etchn is less than 1. In the case of bigrams there are no remote references
required. For longer n-gram sizes than bigrams the use of an n-gram cache system with a
miss ratio small enough contributes to increase G.
Table 5.12 shows the problem size for phase three (Nn (phase3)) for re2···5, the total
number of n-gram references needed for evaluation of the relevance (
∣∣∣allΩ2···5Ref ∣∣∣) and the
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ratio of the problem size over the needed references, when the corpus size ranges from 16
Mw up to 130 Tw.
Table 5.12: Phase three problem size and total number of n-gram references needed, in a
single machine scenario (K = 1), when evaluating relevance of bigrams up to pentagrams.
Corpus size in words.
|C| Nn (phase3) =
∑5
i=2 |NSi |
∣∣∣allΩ2···5Ref ∣∣∣ Nn (phase3) / ∣∣∣allΩ2···5Ref ∣∣∣
1.6× 107 7.30× 105 8.73× 105 0.84
1.3× 108 6.14× 106 8.90× 106 0.69
1.0× 109 5.69× 107 9.43× 107 0.60
1.6× 1010 1.21× 109 2.22× 109 0.54
1.3× 1011 1.05× 1010 2.00× 1010 0.52
1.0× 1012 4.49× 1010 8.83× 1010 0.51
1.7× 1013 6.46× 1010 1.28× 1011 0.51
1.3× 1014 6.46× 1010 1.28× 1011 0.51
Figure 5.22 shows, for phase three, the problem size for re2···5, the total number of
remote n-gram references needed for evaluation of the relevance and the ratio of the
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Figure 5.22: Phase three problem size and total number of remote n-gram references
needed, in a single machine scenario (K = 1), when evaluating relevance of bigrams up
to pentagrams and varying the corpus size. The left Y axis represents the phase three
problem size and the total number of needed remote references in n-grams; the right Y
axis represents the ratio Nn (phase3) /
∣∣∣allΩ2···5Ref ∣∣∣; and the X axis represents the corpus size
in words.
5.5.4.3 Use of Cache on Phase Three
Although the use of a cache in phase three would contribute to increase the efficiency, the
current implementation only uses an n-gram cache for phase two because the most signi-
ficant communication overheads are due to glue calculation, and phase three represents
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a small component in the total execution time.
5.5.5 Experimental Measurement of the tn−gram and top Times
The granularity, i.e., the G factor, depends on the ratio T0/Toverheads. Due to the fact
that the input and output operations in any phase — expression (5.16) in the case of
phase one, expression (5.31) for phase two, and expression (5.36) for phase three — are
local, the Toverheads can be reasonably approximated by the communication component
of each phase. The generic parameter tn−gram has the following interpretation according
to the basic communication operations in each phase: i) Sending of n-gram counts in
phase one (tsend); ii) Fetching n-gram frequencies or glues, respectively in phase two or
three (tf etch). Thus, for phase one Toverheads (phase1) ≈NumberOf ItemsSent×tsend , where
NumberOf ItemsSent is the total number of elements, each containing a frequency count
of an n-gram, that are sent to the KVS servers, and tsend , corresponding to the tn−gram pa-
rameter, is the average time to send an n-gram in a range of sizes, e.g., 1, 2, 3 and 4. Like-
wise for phase two Toverheads (phase2) ≈ NumberOf MissedNGramsP hase2× tf etch, where
NumberOfMissedNGramsP hase2 is the total number of n-grams which must be fetched
from the KVS servers during the glue calculations. For phase three Toverheads (phase3) ≈
NumberOf MissedNGramsP hase3×tf etch, where the total number of n-grams which must
be fetched from the KVS servers during the evaluation of relevance is represented by
NumberOf MissedNGramsP hase3. The parameter tf etch, corresponding to the tn−gram
parameter, is the average time to fetch an n-gram in a range of sizes, e.g., 2, 3 and 4.
Both the tsend and tf etch parameters depend on the network infrastructure and on the
sending or fetching strategy, namely, the use of as large as possible output buffers (with
size B) of multiple n-gram elements, to hide the latency of the interaction with the KVS
servers. Besides, the above parameters are also affected by the allocation of virtual to
physical machines that is automatically performed by the underlying cloud or cluster
management layer.
In the following section we determine the order of magnitude of tn−gram based on
experimental measurements conducted on the Amazon EC2 public cloud infrastructure
using m2.xlarge instances. An instance m2.xlarge is a 64 bit machine, with 4 virtual
CPU (vCPU), 34.2 GB of memory and moderate network performance (according to
Amazon specifications [Ama17]).
5.5.5.1 Measuring tn−gram
As illustrated in Figure 5.13, on page 100, the sending of n-gram counts by each machine
during phase one is performed by a separate thread, thus it takes place asynchronously
regarding the input and counting operations. However, for each output buffer of n-gram
counts, the sender thread performs a synchronous request to the KVS servers, i.e., it waits
for a positive acknowledge. In phase two and three, the glue calculation or relevance
evaluation can not proceed until the n-gram data regarding the requested n-gram blocks
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are delivered. Thus, for phase two and three (Figure 5.17 and Figure 5.21, respectively,
on pages 109 and 115) a fetcher communication thread synchronously waits for the reply
from the KVS servers with the requested n-gram data.
Due to the above approach, tsend and tf etch have the same order of magnitude. Howe-
ver, due to the fact that phase two is the most critical phase regarding the execution time
(in the experimental range of corpus size up to 1 Gw) we only investigated the behavior
of the tf etch parameter for phase two, as a function of the n-gram output buffer size (B).
Measuring tf etch in Phase Two
We define tf etch as the average time to receive an n-gram from a KVS server. Different
experiments, conducted in different infrastructures, showed that sending n-grams in
batch can affect the average value of tf etch. To better understand what would be the best
size of the batch buffer, denoted by B0, that could lead to a minimum value of tf etch we
made the following experiment in different infrastructures (a private cluster, Amazon
EC2 public cloud and Lunacloud public cloud):
1. Phase one of the LocalMaxs Global method was executed for a corpus size of 64
Mw and 10 KVS servers in order to build the n-gram tables from unigrams up to
tetragrams;
2. For each n-gram size from 1 to 4, a test client was executed that fetches a set of
random n-grams from each server by varying the number of servers (K) from 1 to
10. For each value of K the size of the output buffer (B) varied from 1 to 32×1024 n-
grams, using in each case the same buffer size for all server requests. This simulates
the behavior of the LocalMaxs Global method in phase two because, due to the
hash-based distribution among the servers, the n-gram tables in each server keep
an uniform number of n-grams. For each of these individual experiments and for
each value of B, we measured the turnaround time Tbuf f er (B,j) for getting a reply
from each server j, 1 ≤ j ≤ K .
The average time (T̄buf f er (B,K)) for receiving a buffer of size B, from each one of the K
servers was calculated as:





The average time (t̄f etch (B,K)) for receiving an n-gram, for each of the above cases was
calculated as:




As illustrated in Figure 5.23, the obtained values t̄f etch (B,K) vary with B and with
K . These are the results of the conducted experiments using the Amazon EC2 cloud
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c) Fetching trigrams d) Fetching tetragrams
Figure 5.23: Time for fetching (t̄f etch (B,K)) n-grams from different number of KVS servers
versus the buffer size (B), using Amazon EC2 cloud m2.xlarge instances. The Y axis
represents the average time to fetch an n-gram in millisecond; and the X axis represents
the buffer size (B) in number of n-grams.
infrastructure, with m2.xlarge instances, to fetch n-grams (unigrams, bigrams, trigrams
and tetragrams) from the KVS servers.
For the infrastructures used in our experiments, we observed that if the size of the
output buffer request (B) is greater than a minimum of 2000 n-grams the communication
time t̄f etch (B,K) remains almost constant and is in the order of tens of microsecond. For
other infrastructures the value of t̄f etch (B,K) is different. Thus, the value of the output
buffer B should not be lower than B0, in order to ensure a minimum value of tf etch. This
is illustrated in Figure 5.24-a) that shows the average time (t̄f etch (B,K)) to fetch n-grams
among the n-gram sizes 1 to 4 (unigrams, bigrams, trigrams and tetragrams) from the
KVS servers. As we can see the average times to fetch an n-gram are similar irrespective
of the n-gram size. Figure 5.24-b) shows the average time to fetch an n-gram, for n-gram
sizes from 1 to 4, and two fitting curves. In this case the average time, for each output
buffer size, was calculated over the values of tf etch among unigrams, bigrams, trigrams
and tetragrams.

































































a) Average time for fetching n-grams b) Fitting curve for fetching n-grams
Figure 5.24: Average time (t̄f etch (B,K)) for fetching n-grams from KVS servers and associ-
ated fitting curve in Amazon EC2 cloud using m2.xlarge instances. The Y axis represents
the average time to fetch an n-gram in millisecond; and the X axis represents the buffer











whose factors mi are presented in Table 5.13.
Table 5.13: Polynomials factors for tf etch fitting curves.











In all the cases the average time is minimized if B > B0. Concerning the communica-
tion with the KVS servers during phase one, each controller must ensure that the output
buffer used for sending the n-gram frequencies has a size above the buffer size threshold
B0 which, for each infrastructure, ensures that the average time is minimal.
In phase two, for glue calculation purposes, each table (Dn) of distinct n-grams of size
n is analyzed to identify the included sub n-grams of sizes i from 1 up to (n−1). For each
size i there is a number of sub n-grams equal to 2× |Dn|. As each table Dn is processed as
a series of fixed size (IBS) chunks of n-grams, in each chunk the number of included sub
n-grams of size i is equal to 2× IBS for i from 1 up to (n−1).
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Because the hash based distribution of the n-grams across the KVS servers is practi-
cally uniform, in this approximations the needed sub n-grams are also assumed distri-
buted uniformly across the KVS servers. So in the presence of an n-gram cache Ci for
n-grams of size i, with an individual miss ratiomr i , for each chunk of size IBS, the average
number of sub n-grams of size i missing in the cache Ci can be estimated by:
2× IBS ×mri (5.44)
When calculating glue gn (for n-grams of size n), it is necessary to estimate the above
average number of missing sub n-grams in each of the chunks, corresponding to the sub
n-grams of sizes from 1 to (n−1) that is: 2× IBS ×mr1 for the subunigrams, 2× IBS ×mr2
for the subbigrams, ..., 2× IBS ×mr(n−1) for the sub (n−1)-grams.
As discussed above, the minimal size of the buffer used to fetch the sub n-grams from
each KVS in order to minimize the average time (tf etch) is denoted as B0. Thus, when
having K servers, it is necessary to collect a number of sub n-grams, as a result of the
above chunk processing, which must be big enough to ensure that each server gets a
request for at least B0 n-grams leading to:
2× IBS ×mri > K ×B0 (5.45)
As we are able to estimate the value of the cache miss ratio (mri) for each n-gram
size, then for each configuration of K machines there is a minimal size IBS that must be
imposed in order to satisfy the expression (5.45).
As discussed in the following chapters, the value of mr considered in the above ex-
pressions is obtained from the cache analytical modeling, and/or from the experimental
measurements taken during real execution. Experimental results are presented in chap-
ters 6, 7 and 8.
5.5.5.2 Measuring the Basic Operation Time in Phase Two (tgn)
The average time spent in each basic glue operation is denoted by tgn (gi) for the glue of
n-grams with size i, for example, tgn (g2) in the case of the bigrams glue g2. It depends on
the implementation of the basic operation on each specific execution environment. In the
following we present the obtained values of tgn when calculating the glues g2, g3 and g4
for four different corpus (64, 128, 256 and 511 Mw) and the number of machines varying
from 3 to 18, in the Amazon EC2 public cloud (with the same type of machines that were
used to determine the tf etch time presented in section 5.5.5.1).
Table 5.14 shows the number of distinct n-grams for the corpora used in the determi-
nation of the values of tgnfor bigrams, trigrams and tetragrams.
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Table 5.14: Number of distinct n-grams for the corpora used in the determination of tgn .
|C| [Mw] |D1| |D2| |D3| |D4|
64 1 591 515 11 855 860 31 413 238 47 477 297
128 2 620 322 19 915 076 56 537 305 89 860 495
256 4 316 177 33 195 356 100 792 182 168 630 935
511 7 129 215 54 834 546 177 770 692 313 683 177
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Figure 5.25: Obtained tgn times for glues g2, g3 and g4 for corpus sizes from 64 to 511
Mw. The filled lines represent tgn (g2) shortened to tg2 , the dotted lines represent tgn (g3)
shortened to tg3 , and the dashed lines represent tgn (g4) shortened to tg4 . Each line is
marked with several points corresponding to the different corpus sizes and numbers of
machines. The Y axis represents the average time needed for a glue operation (gi) in
microsecond; and the X axis represents the number of machines.
For each corpus size and number of machines (K), the average time for a glue operation
gi was measured for each individual machine from 1 to K , and the average of these values
over the K machines was calculated: each curve in the figure shows the calculated average
time for each corpus size and value of K when the total number of machines was varied
from 3 to 18. The obtained values for this average time are consistent with the fact that
the basic glue operation time does not depend on the corpus size nor on the number of
machines.
For each fixed corpus and value of K , the average time for a glue operation increases
from the g2 to the g4 cases due to the increased complexity of the glue calculations
when going from bigrams to tetragrams. Also for each fixed corpus the average glue
operation time stays practically constant with K , as expected since only local operations
are involved.
Figure 5.26 shows the average values of tgn for g2 up to g4, obtained by averaging of
the values shown in Figure 5.25 over the four corpus sizes (64 to 511 Mw) and numbers
of machines (3 to 18).
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Figure 5.26: Average obtained tgn times for glues g2, g3 and g4 with corpus sizes ran-
ging from 64 to 511 Mw using from 3 to 18 m2.xlarge machine instances. The Y axis
represents the average values of tgn in microsecond and the X axis represents the glue
calculation (g3, g3 or g4).
From the above, we can calculate the average time for the basic operation (tgn (g234))
of the combined glue g234, which represents the average time of a basic glue operation for
bigrams, trigrams or tetragrams as follows:
tgn (g234) =
tgn (g2)× |D2|+ tgn (g3)× |D3|+ tgn (g4)× |D4|
|D2|+ |D3|+ |D4|
(5.46)
By using the number of distinct n-grams presented in Table 5.14 and the values of
tgn (g2), tgn (g3) and tgn (g4) presented in Figure 5.26 we obtain the values of tgn (for glue























Corpus size [ millions of word ]
Figure 5.27: Calculated tgn for glue g234 versus corpus size for corpus sizes ranging from
64 to 511 Mw using from 3 to 18 m2.xlarge machine instances. The Y axis represents
the value of tgn (g234) in microsecond and the X axis represents the corpus size in millions
of words.
Figure 5.27 shows that the value of tgn (g234) slightly increases with the corpus size,
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in the observed corpus range, due to the relative increase of the population of distinct
tetragrams over the population of distinct trigrams as well as over the bigrams.
By using the theoretical model presented in chapter 3, Figure 5.28 shows the evolution
of tgn as a function of the corpus size, from 2 Mw until the plateau regions. When the corpus
size grows to the plateaux the value of tgn (g234) tends to a constant value around 0.272
microsecond (for the Amazon EC2 public cloud using m2.xlarge instances). This was



















Corpus size [ word ]
Figure 5.28: Calculated tgn (g234) when plateaux are reached. The Y axis represents the
value of tgn in microsecond and the X axis represents the corpus size in words.
Influence of the Infrastructure on the Value tgn
The value of tgn depends on the infrastructure used. Table 5.15 and Figure 5.29 show
different values of tgn , for different values of glue and different infrastructures or different
system implementations of system virtual machines.










g2 0.14 0.08 0.09 0.34
g3 0.19 0.09 0.15 0.39




For example in the case of Amazon EC2 cloud the instances types used were m2.xlarge,
for glue g2 up to g4, and r4.2xlarge, for glue g2 up to g6. An instance r4.2xlarge is
a 64 bit machine, with 8 vCPU, 61 GB of memory and network bandwidth up to 10
Gbit/s. In the case of the LunaCloud infrastructure in all cases each virtual machine was
configured with 4 vCPU, 64 GB of memory and a network bandwidth with 10 Gbit/s.
The label “VMware” means that the system implementation of virtual machines was
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supported using VMware technologies and the label “Containers” means that the system
implementation of virtual machines was supported using Linux containers. The sizes of





































Amazon m2.xlarge Amazon r4.2xlarge
LunaCloud - VMware LunaCloud - Containers
Figure 5.29: Range of obtained tgn times for glues g2 up to g7 with corpus sizes ranging
from 50 to 682 Mw for different execution environments.
Figure 5.30 shows the variation of tgn (g234), when using different infrastructures with


























Corpus size [ millions of word ]
Amazon m2.xlarge Amazon r4.2xlarge
LunaCloud - VMware LunaCloud - Containers
Figure 5.30: Obtained tgn for g234 versus corpus size in different execution environments
with corpus sizes ranging from 50 to 682 Mw. The Y axis represents the value of tgn in
microsecond and the X axis represents the corpus size in millions of words.
In all cases the value of tgn , as defined in expression (5.46), slightly increases with the
corpus size. However, for a fixed sized corpus the absolute value of tgn depends on the
infrastructures (types of Virtual Machine (VM)) used.
Figure 5.31 shows the variation of tgn (g), for different glue calculations (g2, g23, g234,
g2···5 and g2···6), when using Amazon r4.2xlarge instances, when the corpus size ranges
from 2 Mw up to the plateau regions.
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tgn(g₂) tgn(g₂₃) tgn(g₂₃₄) tgn(g₂₃₄₅) tgn(g₂₃₄₅₆)
Figure 5.31: Obtained tgn for different combined glue calculations versus corpus size using
Amazon r4.2xlarge instances versus corpus size. The Y axis represents the value of tgn in
microsecond and the X axis represents the corpus size in words.
The value of tgn increases when the glue calculations become more complex, i.e., when
going from g2 to g2···6.
5.5.5.3 Revisiting Phase Two Granularity with a Real Time Ratio (tgn/tf etch)
From Figure 5.24-b) we can observe that the minimum tf etch is around 5 microsecond and
from Figure 5.27 the average value of tgn (g234) is about 0.251 microsecond (for a range of
corpus sizes from 64 Mw to 511 Mw). Thus, in the case of Amazon EC2 cloud when using










Using the above indicative value in expression (5.47) we can estimate the order of
magnitude of the granularity and efficiency of phase two, compared to the ideal machine
case. Table 5.16 shows the values of the granularity G and efficiency (E0), for a range of
corpus sizes from 64 to 511 Mw and glue calculation g234, which exhibits the indicated
average ratio S̄n =Nn/
∣∣∣allg234Ref s∣∣∣, and considering different values of the miss ratio from
0.1% up to 30%.
Table 5.16: Influence of the miss ratio on the granularity factor (G) and efficiency (E0) in
the case of glue calculation g234 and corpus from 64 to 511 Mw.
mr S̄n G E0
0.10% 0.205 10.309 91.16%
1.00% 0.205 1.031 50.76%
5.00% 0.205 0.206 17.09%
10.00% 0.205 0.103 9.35%
15.00% 0.205 0.069 6.43%
30.00% 0.205 0.034 3.32%
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Figure 5.32 shows the variation of the granularity G using expression (5.34) for phase
two as a function of the batch output buffer size (B) for different values of miss ratio.
The variation of G is shown in Figure 5.32-a) for mr = 0.1% and mr = 1%, and in Figure





























































































































tfetch [ ms ] G( mr=10% ) G( mr=30% )
a) G factor for mr = 0.1% and mr = 1% b) G factor for mr = 10% and mr = 30%
Figure 5.32: Granularity versus buffer size for different miss ratio values. The left Y axis
represents the average time to fetch an n-gram (tf etch) shown in the dotted curve, in
millisecond; the right Y axis represents the granularity factor shown in the filled curves;
and the X axis represents the buffer size in number of n-grams.
The values of tf etch as a function of the batch buffer size (B) were determined using the
expression (5.43), on page 120, and the polynomial factors presented in column “9thorder”
of Table 5.13, on page 120, when B varies from 1 to 3000 n-grams, for different values of
miss ratio: 1%, 5%, 10%, 15% and 30%.
Figure 5.33 shows the variation of the efficiency E0 and using the expression (5.13),
for the corresponding values of granularity presented in Figure 5.32. The variation of the
efficiency is shown in Figure 5.33-a) for mr = 0.1% and mr = 1%, and in Figure 5.33-b)





























































































tfetch [ ms ] E( mr=10% ) E( mr=30% )
a) Efficiency for mr = 0.1% and mr = 1% b) Efficiency for mr = 10% and mr = 30%
Figure 5.33: Efficiency versus buffer size for different miss ratio values. The left Y axis
represents the average time to fetch an n-gram (tf etch) shown in the dotted curve, in
milliseconds; and the right Y axis represents the efficiency (E0) shown in the filled curves;
and the X axis represents the buffer size in number of n-grams.
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5.5.6 Discussion of the Time Complexity of the Global Method
Execution of phase one is amenable to a parallel decomposition of the processing of the
frequency counts among the available machines in such a way that the communication
overheads are kept small enough to allow speedup (relative to an ideal sequential ma-
chine) close to linear, by choosing an appropriate task granularity for each problem size.
On the contrary, in phase two the communication overhead is a significant component
of the phase execution time. Thus, our major efforts were focused on improving the
performance of phase two.
For the range of experimentally analyzed corpora up to 1 Gw we observed T2 > T1 > T3,
that is phase two time (T2) is responsible for the major component of the total execution
time, and phase three time (T3) represents the minor component. This behavior was
confirmed from our experimentation within that corpora range, where we found out that
phase two dominates the execution time of the LocalMaxs Global method. Due to the
monotonic increase of all the repetition factors for all the n-gram sizes with growing
corpora sizes, the time complexity of phase one time (T1), which grows linearly with the
corpus size, becomes progressively more significant as discussed in chapters 9.
The significant communication overhead of phase two arises due to the need to fetch
a large number of remote sub n-grams for glue calculation. In the following we discuss
the design of an n-gram cache with the objective of reducing the above communication
penalties, i.e., corresponding to lowering the values for the miss ratio (mr). We extend the
above analytical model of the time complexity of phase two to incorporate the use of the
n-gram cache, in order to predict the expected values of miss ratio and miss time penalties
for different corpora sizes and numbers of machines. For different cache organizations we
show that the experimental results obtained with the real implementation agree with the
model estimates. We also show how the use of an n-gram cache contributes to a significant
reduction in the execution time of phase two of the LocalMaxs Global method algorithm.
5.6 Chapter Summary
From the previous, albeit preliminary analysis, we conclude that the most critical is-
sue in the implementation of the Global method for LocalMaxs is the low computation-
to-communication granularity in phase two. As a result, we identify two main stra-
tegies to increase the above mentioned granularity: i) To increase the phase two pro-
blem size (Nn (phase2)) while keeping the same number of total sub n-gram references
(
∣∣∣∣allgluegRef n−gram ∣∣∣∣), which can be achieved by boosting the reutilization of those subrefe-
rences through the cooperative evaluation of combined glues, and also by increasing the
problem computation workload with other n-gram based algorithms that share the same
statistical n-gram data; ii) To decrease the cache system miss ratio.
In order to evaluate the impact of alternative cache management strategies upon the
reduction of the cache system miss ratio under the influence of the LocalMaxs Global
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method algorithm implementation, we proceeded as follows:
1. We considered the design and implementation of a dynamic cache system, i.e., with
an on-demand n-gram fetch strategy, and evaluated its cold-start and warm-start
behaviors, for different corpus sizes, different combinations of glue calculations, and
different numbers of machines;
2. In order to evaluate the possibilities of reducing the overheads due to the cold-start
misses in the dynamic cache, we considered the design and implementation of a
static cache, that is completely filled in before the execution of phase two starts.
Furthermore, the cache prefetching relies on the concept of FAset presented in
chapter 3, and its implementation takes advantage of the overlapped execution bet-
ween the FAset loading and the glue calculations in phase two. Thus, it contributes
to partially hiding the cold-start misses overhead;
3. To take advantage of the possibility of filtering the n-gram singletons appearing in
the cache input reference stream, a Bloom filter was integrated as a stage within the
cache system.


















An n-gram On-demand Fetch Dynamic Cache
System for LocalMaxs
Dynamic n-gram cache system with on-demand fetch.
This chapter describes the execution of the parallel and distributed implementation of
the LocalMaxs Global method with a dynamic n-gram cache system. In this study we
only considered the use of the cache system in phase two. It is organized in 6 sections.
In section 6.1 we present the generic structure of the n-gram cache system. The on-
demand dynamic cache system is presented in section 6.2. The evaluation of the cache
system using cold-start and warm-start strategies is presented in section 6.3 and 6.4. The
experimental results are presented in section 6.5. The chapter summary is presented in
section 6.6.
6.1 Generic Structure of the n-gram Cache System
In this thesis we only considered the usage of an n-gram cache system in phase two of the
Global method because it is the phase that exhibits the most significant communication
overheads due to the fetching of n-gram data. The repeated sub n-gram occurrences
generated by glue calculations justify an n-gram cache system in each machine j, 1 ≤ j ≤ K ,
with one individual cache Ci for each n-gram size (C1, ..., Cn−1). Figure 6.1 shows the
generic structure of the cache system, with the input stream of sub n-gram references
generated (allgluegn1 ···n2Ref
(j)) during the glue calculation gn1···n2 and how those references
are distributed among the individual caches: C1 responsible for handling the stream
of unigram references (allgluegn1 ···n2Ref 1−gram
(j)); C2 responsible for handling the bigram
references (allgluegn1 ···n2 Ref 2−gram
(j)), and so on.
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Figure 6.1: n-gram cache system in each machine j, 1 ≤ j ≤ K .
The number of n-gram misses for the cacheCi (
∣∣∣CacheMissesCi−gram (j)∣∣∣), 1 ≤ i ≤ (n−1),
is obtained as:
∣∣∣CacheMissesCi−gram (j)∣∣∣ = ∣∣∣∣allgluegn1 ···n2Ref i−gram (j)∣∣∣∣×mri (j) (6.1)
where mri (j) is the corresponding individual cache miss ratio. The entire system can be
considered globally as a composite cache system in each machine j, with a global miss
ratio mr (j), whose input is given by the stream allgluegn1 ···n2Ref
(j), and the output is the
stream of missed references CacheMisses (j) whose cardinality is given by the sum of the
missed references from the individual caches. Thus, the total number of misses of the
cache system in each machine j is given by:∣∣∣∣allgluegn1 ···n2Ref (j)∣∣∣∣×mr (j) = ∣∣∣∣allgluegn1 ···n2Ref 1−gram (j)∣∣∣∣×mr1 (j) + · · ·+∣∣∣∣allgluegn1 ···n2Ref i−gram (j)∣∣∣∣×mri (j) + · · ·+∣∣∣∣allgluegn1 ···n2Ref (n2−1)−gram (j)∣∣∣∣×mr(n2−1) (j)
(6.2)
The n-gram cache system is characterized according to the following dimensions.
6.1.1 Cache Model — Finite versus Infinite Capacity
In this thesis, concerning the cache capacity we assume an infinite cache, in the sense that
all the distinct sub n-grams of each size occurring in each table partition can be contained
in the corresponding cache system in each machine. By applying the theoretical model
that was presented in chapter 3 or as a result of executing phase one of the LocalMaxs
Global method we can calculate the total numbers of distinct sub n-grams, thus for each
given corpus size we can exactly determine the maximum cache capacity for each n-gram
size required to ensure the infinite cache assumption.
Indeed, due to the logarithmic evolution of the number of distinct n-grams with re-
spect to the corpus size and their asymptotic plateaux, there is a maximum finite required
cache capacity, which remains constant when the distinct n-gram plateaux are reached. In
our analysis we studied the behavior of the cold or first occurrence misses, which happen
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when the cache is empty at the beginning of the execution, being the only type of misses
occurring in an infinite cache. We show how we take advantage of the inherent repeatabi-
lity of the n-gram occurrences in the corpus, and how this gets better for growing corpora
sizes, mostly for the lower n-gram sizes.
This assumption can be enforced by the implementation by configuring the number of
machines needed to execute phase two of LocalMaxs Global method in order to providing
enough local memory to each machine. Otherwise, the infinite cache assumption does not
hold. Nevertheless, the current implementation of the Global Method is able to handle
also the case of a finite capacity cache, by processing the first occurrence (cold-start
misses), as well as the capacity misses.
6.1.2 Cache Management — Dynamic, Static, and Static plus Dynamic
As a result of phase one of LocalMaxs Global method, the total number of distinct n-
grams and their individual number of occurrences are calculated. These n-grams data
can be loaded in anticipation in the cache systems to be used in phase two according to a
static prefetch strategy. However, as the n-grams have different individual frequencies of
occurrences, some having much higher numbers than others, their efficiency towards in-
creasing the cache hit ratio are also different. As previously discussed, by using the FAset
concept, we are able to identify the most adequate n-gram subsets to ensure a desired to-
tal number of occurrence counts which leads to cache hits in an infinite cache. Although
this allows to implement a FAset-based static prefetch cache strategy, it is only useful if
the time penalty for loading the FAset elements can be hidden through overlapping its
execution with other useful computations (as discussed in detail in chapter 7). In the ab-
sence of such a strategy, the only mechanism that is provided by default is the on-demand
fetch of the n-gram data as they are referenced during phase two execution. Additionally,
the information on the numbers of n-gram occurrences can be used to support a dynamic
cache replacement strategy in case of a finite cache system.
Due to the significant overhead of the cold-start misses, it is desirable to take advan-
tage of the reutilization of the already fetched n-gram data. On one hand this is achieved
by exploring the inherent repetition of the individual n-grams in the corpus. On the other
hand this can be enhanced by a proposed cache warming-up strategy based on the combi-
nation of different glue calculations, similarly to the effect achieved by cooperative shared
caches. Thus, for the cache evaluation in phase two, we consider isolated and combined
glue calculations. Table 6.1 shows the number of glue calculation tasks using each cache,
e.g., g2 only uses C1 while g2···6 has 5 tasks using C1, 4 tasks using C2, etc. A combined
glue calculation is preferable as it contributes to an increased cache utilization, reducing
the number of remote sub n-gram fetches.
This latter effect could be further boosted by supporting multiple concurrent users
sharing the cache system, for example by executing multiple instances of the LocalMaxs
or other n-gram based algorithm.
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Table 6.1: Number of caches used by each glue calculation.
glue C1 C2 C3 C4 C5
g2 1
g3 1 1
g4 1 1 1
g5 1 1 1 1
g6 1 1 1 1 1
g23 2 1
g234 3 2 1
g2···5 4 3 2 1
g2···6 5 4 3 2 1
In any case of the characteristics of the LocalMaxs functions (glue or relevance cal-
culation), all references to the cache correspond to read-only accesses. We evaluate the
miss ratio of the cache system in order to understand its impact on the reduction of
the percentage of remote n-gram references when compared to a system without ca-
che. In order to understand the influence of the cache upon the absolute execution
time, we also evaluate the cache miss time penalty. While the miss ratio only reflects
the intrinsic properties of the LocalMaxs algorithm and the efficiency of the cache de-
sign, the miss time penalty, defined as MissT imeP enalty = MissP enalty × tf etch, where
MissP enalty = NumberOf NGramsMisses and tf etch is the average time to fetch an n-
gram from the remote KVS server (chapter 5), provides additional information on the
effective time overhead depending on the network infrastructure characteristics.
In this chapter we evaluate the impact of the cold-start misses upon the communica-
tion overheads of phase two and we propose and evaluate strategies for warming-up the
n-gram caches by combined glue calculations.
We evaluate the behavior of the miss ratio of the cache system, concerning the cold-
start and the warming-up operation modes, when varying the corpus size, the maximum n-
gram glue calculation and the number of machines. The above evaluation was conducted
in two complementary ways:
1. We extend the phase two time complexity model presented in chapter 5 with an
analytical model for the infinite dynamic cache system. This model was first fed
with statistical data on the n-gram distribution, obtained by an empirical analysis
of selected corpora within the range from 2 Mw to 982 Mw (Table 3.2 on page 35);
This study is extended in chapter 9 with n-gram data for the entire corpus range up
to the plateaux, by applying the theoretical model of chapter 3;
2. The prototype of the LocalMaxs Global methods parallel and distributed imple-
mentation (presented in chapters 4 and 5) was extended with the implementation
of an on-demand dynamic cache system. The developed prototype was evaluated
in private cluster and public cloud environments, and performance measurements
of the real execution times and the observed miss ratios and miss time penalties
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were collected. The real execution results were compared to the analytical model
predictions.
6.2 Dynamic Cache System
Figure 6.2 represents the per machine dynamic cache system as a black box, denoted
by CRW . This notation hints its basic operation mode, namely, that it performs the on-
demand fetch of the needed sub n-grams during the glue calculation, and as such the
cache is progressively filled in as the execution proceeds. The n-gram data in each entry




, where key uniquely identifies an n-
gram and f requency is its associated absolute frequency count in the entire corpus under
analysis as obtained in the end of phase one. Although we used the Read Write (RW)
notation, each cache entry, once loaded, does not change anymore during execution of
phase two, because on one hand the n-gram frequency count is fixed for each given corpus
(as obtained in phase one of the Global method), and on the other hand we assume an
infinite capacity cache. An improvement on this could be to update an auxiliary counter
with the number of remaining occurrences for each distinct n-gram on the fly as execution
proceeds, and discard from the cache the entries having a current remaining frequency





Figure 6.2: Diagram of a single dynamic cache system, used in phase two of the Global
method.
In Figure 6.2 allgluegRef corresponds to the input reference stream consisting of a set of
sequences of n-gram references, each one with n-grams of a given size. These sequences
are generated as follows.
For a glue calculation gn1···n2 , the local partition tables of distinct n-grams with sizes
from n1 up to and including n2 are parsed. For each glue calculation gn the parsing of
table Dn of n-grams of size n, n1 ≤ n ≤ n2, generates a sequence of references to the sub
n-grams of sizes from 1 to (n−1), which are contained in each of the n-gram entries of
tableDn (Table 5.10 on page 108 and Figure 6.1 on page 134). Each one of these sequences
for each sub n-gram size, from 1 to (n−1), is forwarded to the corresponding individual
cache, respectively C1 for the unigrams, C2 for the bigrams, up to Cn−1 (as illustrated in
Figure 6.3 for the case of glue g234). This is performed for all the glue calculations from
gn1 to gn2 .
The output misses of the cache system (denoted by cacheMisses in Figure 6.2) also
form a stream of n-gram references which contains the missed sub n-gram references
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generated by all the individual caches C1 up to Cn−1. The global cache hit ratio (hRW ) and
the corresponding global miss ratio (mrRW ) are defined as follows:
hRW =
∣∣∣∣allgluegnRef ∣∣∣∣− |cacheMisses|∣∣∣∣allgluegnRef ∣∣∣∣ (6.3)
mrRW = 1− hRW =
|cacheMisses|∣∣∣∣allgluegnRef ∣∣∣∣ → |cacheMisses| =
∣∣∣∣allgluegnRef ∣∣∣∣× (1− hRW ) (6.4)
In the assumption of an infinite cache with a cold-start, i.e., which starts empty, the





where DiinallgluegnRef is the set of distinct n-grams of size i within the input reference stream
allgluegnRef and is equal to the set of leftmost and rightmost sub n-grams of size i found
in the Dn table. The number (
∣∣∣∣DiinallgluegnRef ∣∣∣∣) corresponds to the total number of cold-start
or first occurrence misses of cache Ci , 1 ≤ i ≤ (n−1).
1-gram cache – C1RW
2-gram cache – C2RW
3-gram cache – C3RW
misses from cache C1RW
misses from cache C2RW




Figure 6.3: Dynamic cache system diagram for glue g234.
In Figure 6.3 the unigrams cache is denoted by C1RW , the bigrams cache is denoted
by C2RW , and the trigrams cache is denoted by C3RW . However, for a matter of simplicity,
in the following analysis in this chapter we denote the unigrams, bigrams and trigrams
caches, respectively, by C1, C2 and C3.
Expression (6.2), which defines the global miss ratio of the local machine j cache
system (mr (j)) in terms of its individual caches, also applies to this case of an on-demand
dynamic cache (mrRW ).
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6.3 n-gram Cache Evaluation with Cold-start
We estimate the number of missed references from each infinite cache Ci , which starts
empty (cold-start), by considering a model where the cold-start misses are determined by
the number of distinct sub n-grams of size i in the n-gram table partitions (Dn for n ≥ 2).
We consider separately the cases for a single machine and for multiple machines, because
in the latter case there is a need to analyze the distribution of the number of distinct sub
n-grams among the machines (as discussed in section 5.4.3 on page 87).
6.3.1 The Single Machine Case (K = 1)
Individual Cache Miss Ratio. When calculating the glue gn the individual cache cold-
start miss ratio (mrCold (Ci , gn)) of an individual cache (Ci), as presented in Figure 6.3, is
given by:




for each i, 1 ≤ i ≤ (n−1), the numerator gives the total number of distinct sub n-grams
of size i (DiinDn) in the n-gram table Dn and the denominator gives the total number of
references to the sub n-grams of size i in table Dn.
For a single machine, the total number of distinct subunigrams in the tableDn is equal
to the total number of distinct unigrams in the corpus, i.e.,
∣∣∣D1inDn ∣∣∣ = |D1|, 2 ≤ n ≤ 6, and
for the case of bigrams
∣∣∣D2inDn ∣∣∣ = |D2|, 3 ≤ n ≤ 6, etc. The individual cache cold-start miss
ratios for the isolated glues g2 up to g6 are shown in Table 6.2.
Table 6.2: Individual cache cold-start miss ratios for each isolated glue calculation in
a single machine (K = 1). The corpus sizes (C) are expressed in millions of words and






















2 9.31 5.08 27.29 4.21 22.59 41.40 3.98 21.39 39.19 47.33 3.91 20.97 38.43 46.41 49.03
4 8.57 4.34 25.31 3.46 20.20 39.90 3.23 18.86 37.25 46.68 3.16 18.41 36.36 45.56 48.81
9 7.99 3.75 23.46 2.87 17.99 38.33 2.64 16.52 35.21 45.92 2.56 16.04 34.17 44.58 48.53
18 7.54 3.28 21.76 2.41 15.97 36.70 2.17 14.39 33.07 45.05 2.09 13.87 31.87 43.42 48.19
36 7.23 2.93 20.26 2.05 14.20 35.05 1.81 12.52 30.91 44.08 1.73 11.96 29.53 42.12 47.77
73 6.98 2.63 18.83 1.75 12.57 33.38 1.51 10.81 28.70 43.00 1.43 10.22 27.13 40.64 47.26
140 6.83 2.41 17.63 1.53 11.22 31.83 1.29 9.41 26.68 41.91 1.20 8.79 24.93 39.16 46.72
245 6.75 2.25 16.69 1.38 10.20 30.54 1.13 8.35 25.00 40.93 1.04 7.71 23.09 37.81 46.19
491 6.71 2.10 15.64 1.22 9.06 28.96 0.96 7.18 22.96 39.64 0.88 6.53 20.86 36.02 45.43
982 6.76 1.98 14.65 1.09 8.03 27.40 0.83 6.15 20.98 38.30 0.74 5.49 18.72 34.17 44.61
Cache C1 C1 C2 C1 C2 C3 C1 C2 C3 C4 C1 C2 C3 C4 C5
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Each column in the table indicates the values of the individual cache miss ratio
(mrCold (Ci , gn)) for cache Ci (1 ≤ i ≤ (n− 1)) for each indicated value of glue gn (2 ≤ n ≤ 6).
From Table 6.2 we observe the following behaviors:
mrCold (Ci , gn) decreases when the corpus size increases because the ratio |Di | / |Dn|
also decreases; This is due to the fact that |Di | grows slower than |Dn| (Figure 3.5 on
page 40 and Figure 3.6 on page 41);
mrCold (Ci , gn) decreases as the glue calculation n-gram size n increases; For example,
mrCold (C1, g2) > mrCold (C1, g3) > mrCold (C1, g4) and so on; This is due to the incre-
ased reutilization of sub n-grams when increasing the n-gram sizes of the n-gram
tables;
For the largest corpus of about 1 Gw (982 Mw) and for glue calculation g6 all caches
are used but the individual cold-start miss ratio values in Table 6.2 are significantly
different from each other: 1% for cache C1, 5% for cache C2, 19% for cache C3, 34%
for cache C4, and 45% for cache C5; This is due to the higher repetition factors for
the smaller n-gram sizes, and to the higher proportions of singletons for the longer
n-gram sizes, for this corpus size.
Global Cache Miss Ratio. The global cold-start miss ratio of the cache system formed
by caches C1+2+···+5 for a given corpus size and for the glue g2...6 is:
mrCold(g2···6) =
∑6
n=2 |cacheMisses (gn)|∣∣∣∣allglueg2···6Ref ∣∣∣∣ (6.7)
which can be expanded to:
mrCold(g2···6) =
5× |D1|+ 4× |D2|+ 3× |D3|+ 2× |D4|+ |D5|
2× |D2|+ 4× |D3|+ 6× |D4|+ 8× |D5|+ 10× |D6|
(6.8)
The numerator, both in expression (6.7) and expression (6.8), counts the sum of the
distinct sub n-gram references of all the glue calculations gn, 2 ≤ n ≤ 6, when considered
individually, because in the cold-start scenario each cache starts empty: the glues are
calculated successively and each cache Ci is reset at the end of each glue calculation. The
denominator counts the total number of sub n-gram references (
∣∣∣∣allglueg2···6Ref ∣∣∣∣).
Evolution of Miss Penalty and Miss Ratio with the Corpus Size. Figure 6.4 shows, in
a scenario of a single machine and for the combined glue g234, the global (Global cs) and
individual cold-start miss penalties (Ci cs) as a function of the corpus size (in the range
from 2 Mw to 982 Mw), where Global cs =
∑4
n=2 |cacheMisses (gn)| and C1 cs, C2 cs, and
C3 cs are the total numbers of misses for each individual cache. The global cold-start miss
ratio mrCold (g234) is also shown.
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Corpus size [ millions of word ]
Global cs C₁ cs C₂ cs C₃ cs mrcs 	
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Figure 6.4: Cold-start miss penalties (global and individual) and global cold-start miss
ratio when K = 1 for combined glue g234 versus corpus size. The left Y axis represents
the cold-start miss penalty for each individual cache (C1 cs, C2 cs, and C3 cs) and for the
cache system (Global cs), in millions of n-grams; the right Y axis represents the global
cold-start miss ratio (mrCold (g234)) in percentage; and the X axis represents the corpus
size in millions of words.
The following conclusions can be taken:
The global cold-start miss ratio (mrCold (g234)) decreases with the corpus size, but
the decreasing rate is lower for larger corpus sizes;
The global cold-start miss penalty (Global cs) increases with the corpus size;
The caches with higher n-gram sizes have greater influence upon the global cold-
start miss penalty, than the ones with lower sizes concerning the absolute number
of misses and their growth rate when increasing the corpus size.
Figure 6.5 shows the global and individual cold-start miss penalties and the global miss
























































Corpus size [ millions of word ]
Global cs C₁ cs C₂ cs
C₃ cs C₄ cs C₅ cs
mrcs 	
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Figure 6.5: Cold-start miss penalties (global and individual) and global cold-start miss
ratio when K = 1 for combined glue g2···6 versus corpus size. The left Y axis represents
the cold-start miss penalty in millions of n-grams; the right Y axis represents the global
cold-start miss ratio in percentage; and the X axis represents the corpus size in millions
of words.
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The influence of the maximum n-gram size n of glue calculations when going from g2
up to g2···6, for the same range of corpus sizes as above, is shown in Figure 6.6-a) regarding
the global cold-start miss penalty (Global cs) and in Figure 6.6-b) regarding the global
cold-start miss ratio (mrCold (g2···n)), with the following observations:
Although the global cold-start miss penalty increases with the complexity (n) of
the combined glue calculation, its growth rate exhibits a slowdown as n increases
(Figure 6.6-a)). This is due to the progressive increase of the cache reutilization
of distinct n-gram references; For example, there are many more repetitions in the
subunigram references to cache C1 for the combined glue calculation of g2···6 than
for the glue calculation of g2 because cache C1 is used by all the glue calculations
from g2 up to g6 and the universe of distinct unigrams is finite;






































































a) Global miss penalty b) Global miss ratio
Figure 6.6: Single machine global cold-start miss penalty and global cold-start miss ratio
versus combined glue calculation for different corpus sizes. The Y axis in subfigure a) re-
presents the miss penalty in millions of n-grams and the Y axis in subfigure b) represents
the miss ratio in percentage. In both subfigures the X axis represents the glue calculation
(g2, g23, ..., g2···6).
6.3.2 The Multiple Machines Case (K > 1)
As presented in section 5.4.3 the evolution of the distribution of distinct sub n-grams
(
∣∣∣DiinDn (j)∣∣∣) in each local partition table Dn (j), with n: 2, 3, 4, ..., can be approximately
described by an expression in the form |Di | × K−b, where 0 < b < 1, K is the number
of machines and |Di | is the number of distinct n-grams of size i in the corpus. Figure
6.7 summarizes this behavior when K varies from 1 to 48, for a fixed corpus size of 466
Mw, for the case of cache C1 and the glue calculations g2, g3 and g4. The corresponding
cold-start miss ratio of the cache C1 is also shown.
Let us consider the fitting expression
∣∣∣D1inD2 (j)∣∣∣ = 5.4×K−0.7 approximately capturing
the curve trend in Figure 6.7. As an approximation to the cold-start miss ratio of the
cache C1 for machine j for the glue g2, we have:
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| D₁inD₂(j) | | D₁inD₃(j) | | D₁inD₄(j) |
mr(C₁,g₂,j) mr(C₁,g₃,j) mr(C₁,g₄,j)
 = .  × 	
.
Figure 6.7: Distinct subunigrams in D2, D3 and D4 and cold-start miss ratio for cache C1
per machine for a corpus size of 466 Mw. The X axis represents the number of machi-
nes, the left Y axis represents the number of distinct sub n-grams, and the right Y axis
represents the per machine cold-start miss ratio (mrCold (C1, gn, j)) for n = 2,3,4.




where |D2 (j)| = |D2| /K is the total number of distinct bigrams in the D2 (j) table. Thus,
expression (6.9) becomes:








mrCold (C1, gn, j) increases with the number of machines (K) for all n, 2 ≤ n ≤ 4;
Also note that for the considered range of machines, although mrCold (C1, gn, j) in-
creases with K , the slope of the corresponding curve is comparatively lower when
going from calculating the glue calculation g2 to glue g3 and glue g4; Thus, when
calculating the glues of larger n-gram sizes, the observed increase of the miss ratio
with K is less pronounced;
For each value of K , mrCold (C1, gn, j) decreases from glue g2 to glue g3, and to glue
g4, due to the increase of the repetition of distinct subunigram occurrences when
the total cache references go from 2× |D2| to 2× |D3| and to 2× |D4|;
Although mrCold (C1, gn, j) increases with the number of machines (K), the indivi-
dual cache C1 cold-start miss penalty (C1cs =
∣∣∣D1inDn (j)∣∣∣) decreases withK following
a power law trend (|D1| ×K−b).
Similar behaviors were observed for the distribution of distinct subbigrams, sub-
trigrams, etc, that is DiinDn (j) for values of i going from 2 up to 5, and the corre-
sponding Ci caches: i) The per machine individual cache Ci cold-start miss penalty
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(Ci cs =
∣∣∣DiinDn (j)∣∣∣) decreases with K ; ii) The per machine individual cache Ci cold-
start miss ratio (mrCold (Ci , gn, j)) increases with K and tends to stabilize for larger
values of K .
The same behavior is observed when considering a combined glue calculation such as
g234 as illustrated in Figure 6.8, concerning the evolution of the per machine cold-start
misses and the global cold-start miss ratio of the cache system composed of caches C1, C2
and C3 (denoted as C1+2+3) as a function of the number of machines (K):
The per machine global cold-start miss penalty (Global cs) of the cache system de-
creases with K as a power law function (whose fitting curve is shown), but the
decreasing rate is lower for larger number of machines; The same behavior is obser-
ved for each of the individual cache cold-start miss penalties (C1 cs, C2 cs, C3 cs);
The per machine global cold-start miss ratio (mrCold (g234)) of the cache system
slowly increases with K , as illustrated by its fitting curve, and tends to stabilize for




















































Global cs C₁ cs C₂ cs C₃ cs mrcs
= . × .
= . × .
Figure 6.8: Per machine cold-start miss penalty (Global cs and individual C1 cs, C2 cs,
C3 cs) and global cold-start miss ratio (mrCold (g234)) of the cache system (C1+2+3) versus
number of machines (K), for a corpus size of 466 Mw and fixed glue g234. The X axis
represents the number of machines, the left Y axis represents the number of distinct sub
n-gram misses in millions of n-grams, and the right Y axis represents the cold-start miss
ratio in percentage.
The evolution of the global cold-start miss penalty (Global cs) of the cache system and
the global cold-start miss ratio (mrCold) as a function of the maximum n-gram size n of
glue calculations in the range from g2 up to g234 is shown in Figure 6.9, for the same fixed
corpus size of 466 Mw when varying K from 1 to 48. The observed behaviors are similar
to the ones for the single machine case.
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K= 1 K= 9 K= 16 K= 24 K= 32 K= 40 K= 48
a) Global miss penalty b) Global miss ratio
Figure 6.9: Per machine global cold-start miss penalty and global cold-start miss ratio of
the cache system versus combined glue calculation, for a fixed corpus size of 466 Mw and
different numbers of machines. The Y axis in subfigure a) represents the miss penalty in
millions of n-grams and the Y axis in subfigure b) represents the miss ratio in percentage.
In both subfigures the X axis represents the glue calculation.
6.4 n-gram Cache Evaluation with Warm-up
The cache hit ratio is increased by increasing the distinct sub n-gram repetitions for each
glue calculation. It can also be increased by combining the calculation of the glues of
n-grams, from 2 up to n, e.g., g2, g3 and g4.
Sharing Common Distinct n-grams in the Local Caches. Figure 6.10 illustrates, for a
combined glue g234, how the sharing of common sub n-grams is achieved by having, in
each machine, one controller instance with concurrent threads for calculating the glues


























Figure 6.10: Calculate all glue combined.
Within each controller there is a thread for each instance of the glue calculation for the
n-grams of each given size, that is, “2-glue calculation” for bigrams, “3-glue calculation”
for trigrams, and so on up to the maximum n value considered for each combined glue
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calculation. These threads calculate the glue of disjoint n-grams sets contained in each
of the local partition tables D2 (j), D3 (j) and D4 (j), which require to generate references
to the sub n-grams included in those tables (D1inD2 (j), D1inD3 (j), D1inD4 (j), D2inD3 (j), and
D2inD4 (j)), in order to obtaining the corresponding frequency counters, which are stored
in the distributed KVS servers, or which are already in the cache. As there are common
distinct sub n-grams, there are references shared by the three glue calculation threads (in
this case use of maximum n = 4). The n-gram caches, associated to each controller, for
each n-gram size, from 1 to 3 (in this example), denoted by C1, C2, and C3, contribute to
minimizing the number of remote accesses to those sub n-grams.
Analysis of the Sets of Shared Common Distinct n-grams. The number of shared sub
n-gram references depends on K . For example, when considering cache C1 for the combi-
ned glue g234, the D1inDn sets are not disjoint, i.e., D1inD2 ∩D1inD3 ∩D1inD4 , ∅. When K=1
these sets are identical to D1 which is the set of distinct unigrams in the entire corpus,
so all distinct subunigrams references (D1) are completely shared by the g2, g3 and g4
calculations. So, we can first execute the glue g2 calculation as a driver to warm-up cache
C1, and this ensures that there are no unigram misses at all, during the glue calculati-
ons g3 and g4. However, when K > 1, the sets of distinct subunigrams in each table are
different, D1inD2 (j) , D1inD3 (j) , D1inD4 (j), due to the way the distinct n-grams tables are
distributed by hashing in the end of phase one. Nevertheless, there still are common
subunigrams in the sets D1inD2 (j), D1inD3 (j) and D1inD4 (j). It is desirable to identify such
common subunigrams because they contribute to increasing the reutilization of cache
items once they are fetched from the KVS servers, in a similar effect to the cooperative
caching strategies.
To evaluate the impact of those shared sub n-grams, we conducted an empirical analy-
sis for several corpus sizes and number of machines. As a result of this empirical study we
confirmed that for K=1, D1inD2 = D1inD3 = D1inD4 = D1, the distinct unigrams in the corpus;
D2inD3= D2inD4=D2, the distinct bigrams in the corpus; and so on. So by first running the
glue g2 (thus filling C1 with all D1inD2) we entirely achieve the effect of warming-up the
cache C1 with the required sub unigrams needed by the glue g3 (that is D1inD3) and also
g4 (that is D1inD4). Similarly due to the equality of D2inD3=D2inD4 the cache C2 is entirely
warmed-up by running the calculation of the glue g3 before starting the calculation of
glue g4. Note that when starting the calculation of glue g4 the cache C1 is already warm
due to the previous running of the g2 and g3 glue calculations. The overall effect of the
above strategy corresponds to greatly reducing the penalty due to the cold-start misses of
all the caches for the n-grams 1 to (n−2), when calculating the glue for n-grams of size n.
As observed for the combined glue calculation g234, the above warm-up effect contributes
to a significant reduction of the global miss ratio of the cache system when compared to
a no-cache configuration.
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6.4.1 Cache Warm-up Efficiency
For K > 1, the sets of common sub n-grams referenced by the different glue calculations
of bigrams, trigrams and tetragrams depend on the hashing method used in phase one
for distributing the n-grams among the local partitions. In the following we present the
results of an empirical analysis of the generated sets using four distinct hashing methods
(presented on section 5.4.2 on page 84) that only differ in the part of the n-gram used
as hash code: i) the hash code covers the entire n-gram (h0); ii) the hash code covers the
leftmost (n−1) sub n-gram of the n-gram (h1); iii) the hash code covers the leftmost and
the rightmost unigrams (h2); iv) the hash code covers the leftmost unigram (h3).
Individual Cache Warm-up Efficiency for Isolated Glue gn. The efficiency of the cache
C1 warming-up by the glue calculation g2 regarding its impact upon the glue calculation
g3, is defined as follows:
η(C1WarmByg2 ,g3)
=
∣∣∣D1inD2 ∩D1inD3 ∣∣∣∣∣∣D1inD3 ∣∣∣ (6.11)
where for simplicity, in the remaining of this section, the jth index denoting each indi-
vidual machine is omitted. In the numerator we consider the distinct subunigrams that
were referenced both by the glue calculation g2 and g3 and in the denominator we consi-
der the total number of distinct subunigrams referenced by the glue calculation g3. Thus,
this ratio gives the percentage of the unigrams which, having been put in the cache C1
by glue g2 are needed by glue g3 (i.e., are the shared common distinct subunigrams to g2
and g3), over the total subunigrams needed by g3.
Figure 6.11 shows the warm-up efficiency (η(C1WarmByg2 ,g3)
) for a fixed corpus size as a
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Figure 6.11: C1 warming-up efficiency (η(C1WarmByg2 ,g3)
) by glue g2 when calculating glue
g3 as a function of the number of machines, for a corpus of 466 Mw and different hash
methods. The Y axis represents the efficiency η in percentage and the X axis represents
the number of machines.
The following conclusions can be taken:
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The efficiency of the cache C1 warming-up varies only slightly with K , for K greater
than 9, for any of the considered hash methods;
The highest cache C1 warming-up efficiency is obtained by the hashing method h3;
Similar behaviors were observed for cache C1 warming-up efficiency (η(C1WarmByg2 ,g4)
)
by glue g2 when calculating glue g4 as well as for cache C2 warming-up efficiency
(η(C2WarmByg3 ,g4)
η) by glue g3 when calculating glue g4.
The impact of the warm-up efficiency upon the warm-start miss ratio (mrWarm) can be
evaluated by analyzing the following expressions.
Let us consider the following definitions of the warm-start miss ratio of cache C1 for
the isolated glue calculation of trigrams, when C1 is warmed-up by the glue calculation
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60% the ratio of the warm miss ratio over the cold miss ratio is mrWarm/mrCold ≈ 40%.
Global Cache System Warm-up Efficiency for Combined Glue gn1···n2 . In order to eva-
luate the overall result of the warming-up strategy, we define the global warm-up effi-
ciency of the cache system formed by C1 and C2, caches, with C1 warmed up by g2 and






∣∣∣D1inD2∩D1inD3∣∣∣+∣∣∣D1inD2∩D1inD4∣∣∣+∣∣∣D2inD3∩D2inD4∣∣∣∣∣∣D1inD3 ∣∣∣+ ∣∣∣D1inD4 ∣∣∣+ ∣∣∣D2inD4 ∣∣∣ (6.15)
where the numerator includes the sum of distinct subunigrams that were put in the cache
C1 by g2 and needed by g3, plus the distinct subunigrams that were put in the cache C1
by g2 and needed by g4, plus the distinct subbigrams that were put in the cache C2 by g3
and needed by g4; and the denominator is the sum of all distinct subunigrams needed
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by g3, plus all the distinct subunigrams needed by g4, plus all the distinct subbigrams
needed by g4.
In this modeling we evaluate separately g3 with C1 warmed by g2, from g4 with C1
warmed by g2, although in the real implementation an incremental effect occurs, i.e., g2
and g3 jointly contribute to the warming of cache C1 before g4 runs (section 6.5.1.1, on
page 161). Here the cache C1 warm-up due to g2 for g3 usage is considered separately
from the cache C1 warm-up due to g2 for g4 usage. This is an approximation to the real
warm-up strategy in which the effect of g3 warm-up on cache C1 adds upon the previous
g2 warm-up and this incremental warm-up effect is used by g4.
Using the definitions of the individual warm-up efficiencies of cache C1 for g3 (named














expression (6.15) simplifies to:
η
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Figure 6.12 shows the global warm-up efficiency (η12) of the C1+2 cache system when
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Figure 6.12: Global warm-up efficiency η12 of the cache system as a function of the
number of machines, for a corpus of 466 Mw and different hash methods. The Y axis
represents the efficiency in percentage and the X axis represents the number of machines.
The following conclusions can be taken:
The global warm-up efficiency (η12) exhibits a similar behavior as the individual
cache warm-up efficiencies;
The maximum global efficiency has a value of 100%, which occurs for K = 1, cor-
responding to ηd = ηe = ηf = 100%; This efficiency reduces with K due to the
corresponding reduction in C1 and C2 warming up efficiencies.
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Expression (6.18) and Figure 6.13 represent the ratio of the global warm-start miss ratio
(mrWarm) divided by the global cold-start miss ratio (mrCold) for the entire cache system
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Figure 6.13: Warm-start miss ratio over cold-start miss ratio of the cache system as a
function of the number of machines, for a corpus of 466 Mw and glue g234 and different
hash methods. The Y axis represents the ratio mrWarm/mrCold in percentage and the X
axis represents the number of machines.
The following conclusions can be taken:
For K = 1, when the warm-up efficiency (η12) is 100%, the ratio mrWarm/mrCold
is only about 79%, which is due to fact that we are now accounting for all the
misses for the evaluation of glue g234, which includes the C1 cache cold-start misses
during g2 calculation (
∣∣∣D1inD2 ∣∣∣), the C2 cache cold-start misses during g3 calculation
(
∣∣∣D2inD3 ∣∣∣), and the C3 cache cold-start misses during g4 calculation (∣∣∣D3inD4 ∣∣∣); This
further highlights the need to take advantage of a more intensive cache reutilization,
leading to a “incremental warm-up, read many” cache.
In order to effectively implement the above warming-up, we considered that the cache
warming-up in each machine benefits from the sequential execution of the glue calcula-
tion g2, g3, etc., so this strategy was followed in the LocalMaxs Global method implemen-
tation. Furthermore, when the glue calculations in each machine proceed sequentially
(g2; g3; g4; ...), the cache C1 warming-up efficiency is actually improved by an incremental
warm-up effect, that is first by the glue calculation g2, then by g3, followed by g4 etc. The
implementation supports such incremental warming-up of all the individual caches Ci ,
1 ≤ i ≤ (n−1) of the cache system. However, in the model estimates presented above, for
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the warm-up cache behavior, for each cache Ci , we only considered separately the warm-
up effect due to the glue g(i+1): For example, when the cache C1 is warmed-up by the glue
calculation g2, we consider its impact upon the glue calculation g3, and also separately
consider the impact of g2 upon the glue calculation g4, but we did not model the impact
due to the joint incremental warm-up of cache C1 by g3 (after executing g2) upon g4. As
a result the model estimates lead to higher values of the miss penalties compared to the
real execution results (presented in the following section 6.5).
6.4.2 Overall Estimation of Cache Benefits for a Single Machine (K = 1)
For calculating the glues g2, g23, g234, g2···5 and g2···6 regarding the cache system we
considered three modes of operation: i) No-cache: calculating the glues when all the
sub n-gram references (allgluegRef ) are remote; ii) Cold-start: calculating each glue g2, g3,
g4, g5, g6 separately, each starting with its corresponding caches empty; iii) Warm-start:
calculating the glues g2, g3, g4, g5, g6 in a strict sequence with warm-start caches, that
is: first calculating the glue g2; then calculating the glue g3 yet still keeping the cache C1
with the previous unigrams contents; calculating glue g4 but also keeping caches C1 and
C2 respectively with the previous unigrams and bigrams contents, and so on.
Global Cold-start Miss Ratio. Table 6.3 shows, for the glue calculations g2, g23, g234,
g2···5 and g2···6, the global cold-start miss ratio of the corresponding cache system,mrCold =
cs/nc, where cs (ColdStartMisses) is the number of global cold-start misses, and nc
(NoCacheMisses) is the total number of generated references, corresponding to the re-
mote references in the no-cache system.







g2 g23 g234 g2···5 g2···6
2 9.31 14.71 19.42 23.29 26.39
4 8.57 13.56 18.14 22.00 25.14
9 7.99 12.54 16.95 20.77 23.95
18 7.54 11.63 15.85 19.61 22.79
36 7.23 10.86 14.86 18.53 21.70
73 6.98 10.13 13.91 17.48 20.62
140 6.83 9.54 13.09 16.56 19.66
245 6.75 9.08 12.44 15.80 18.86
491 6.71 8.58 11.69 14.91 17.90
982 6.76 8.12 10.97 14.05 16.97
Caches used C1 C1,C2 C1,C2,C3 C1 · · ·C4 C1 · · ·C5
Global Warm-start Miss Ratio. Table 6.4 shows, for the glue calculations g2, g23, g234,
g2···5 and g2···6, the ratio of the global warm-start miss ratio to the global cold-start
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miss ratio of the corresponding cache system, that is mrWarm/mrCold = ws/cs, where cs
(ColdStartMisses) is the number of global cold-start misses, and ws (WarmStartMisses)
is the number of global warm-start misses out of the cache system.
Table 6.4: Global warm-start versus cold-start miss ratios WarmStart/ColdStart when







g2 g23 g234 g2···5 g2···6
2 100.00 86.43 68.74 54.37 44.03
4 100.00 87.23 70.09 55.60 45.00
9 100.00 87.89 71.38 56.84 46.00
18 100.00 88.42 72.60 58.07 47.02
36 100.00 88.78 73.70 59.27 48.04
73 100.00 89.09 74.79 60.50 49.11
140 100.00 89.27 75.73 61.63 50.13
245 100.00 89.37 76.48 62.59 51.00
491 100.00 89.42 77.35 63.76 52.11
982 100.00 89.35 78.16 64.94 53.26
Caches used C1 C1,C2 C1,C2,C3 C1 · · ·C4 C1 · · ·C5
From the above tables we obtain the global warm-start miss ratio values (mrWarm):
The product of the values of each cell of Table 6.3, for the case mrCold = cs/nc, times
each corresponding cell for the case ws/cs in Table 6.4 gives the global warm miss
ratio mrWarm = ws/nc, i.e., the reduction in the number of missed references from a
no-cache to a warm-start cache system;
For instance, for the 982 Mw corpus and glue calculation g2···6, with a mrCold = 17%
(i.e., 16.97%, marked in bold in Table 6.3) and warm-start to cold-start ratio of 53%
(i.e., 53.26%, marked in bold in Table 6.4), we get a globalmrWarm = 0.17×0.53 = 9%.
Evolution of Warm-Start Miss Ratio and Miss Penalty with the Corpus Size. Figure
6.14 shows, in a single machine scenario and glue g234, the evolution of the global warm-
start miss penalty of the cache system C1+2+3 (Global ws) and the individual warm-start
miss penalties for the three caches C1, C2 and C3, respectively, C1ws, C2ws and C3ws; and
the global warm-start miss ratio of the cache system C1+2+3 (mrWarm (g234)), as a function
of the corpus size.
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Figure 6.14: Warm-start miss penalties of the cache system C1+2+3 (Global ws) and of the
individual caches (C1ws, C2ws andC3ws) and global warm-start miss ratio (mrWarm (g234))
when K = 1 for combined glue g234. The left Y axis represents the warm-start miss
penalties (millions of n-grams); the right Y axis represents the warm-start miss ratio
(percentage); and the X axis represents the corpus size (millions of words).
The following conclusion can be taken:
The evolution of the warm-start miss penalties (global of the cache system and
individual for each cache) and the global warm-miss ratio of the cache system have
a similar behavior as the cold-start penalties and cold-start miss ratio presented in
Figure 6.4: i) The global warm-start miss ratio tends to decrease with the corpus size
and stabilizes for larger sizes; ii) The warm-start miss penalties increase with the
corpus size, for the observed values up to 982 Mw.
The comparison of the global miss penalty and the global miss ratio of the cache system
C1+2+3 for glue g234 in the case of a warm-start against the case of a cold-start for different
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Figure 6.15: Single machine global miss penalty and global miss ratio — warm-start and
cold-start — versus corpus size. The left Y axis represents the miss penalty (millions of
n-grams); the right Y axis represents the miss ratio (percentage); and the X axis represents
the corpus size (millions of words). The fitting expressions are shown next to each curve.
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The following conclusions can be taken:
The global warm-start miss penalty (Global ws) is less than the global cold-start
miss penalty (Global cs); This is due to the warm-up effect of caches C1 and C2; In
fact as a result of the glue calculation g2 there are no subunigram misses observed
during the glue calculation of g3 and g4; Also as a result of the glue calculation g3
there are no subbigram misses observed during the glue calculation of g4;
Overall, for g234 the difference between the global cold-start and global warm-start
miss penalties is equal to 2×|D1|+ |D2|, because Global cs = 3×|D1|+2×|D2|+ |D3| and
Global ws = |D1| + |D2| + |D3|; For other glue calculations, this difference increases
with the maximum size of the n-grams for which the combined glue calculation is
performed;
For the combined glue calculation g2···n the above difference is given by
∑n−1
i=2 (n −
i)×|Di−1| where the |Di−1| represents the reduction in the number of misses observed
by cache Ci−1, each time it is used for each glue calculation from 2 up to n.
Evolution of Warm-Start Miss Ratio and Miss Penalty with the Glue Calculation. Fi-
gure 6.16 shows the global warm-start miss penalty versus the combined glue calculation
of n-grams gn when n varies from 2 up to 6, for different corpus sizes. The global warm-
start miss penalty is given by
∑n−1
i=1 |Di | which corresponds to the sum of all distinct n-











































Figure 6.16: Single machine global warm-start miss penalty versus combined glue calcu-
lation, for different corpus sizes. The Y axis represents the global warm-start miss penalty
in millions of n-grams and the X axis represents the glue calculation (g2, g23, ..., g2···6).
Figure 6.17 shows the global warm miss ratio versus the combined glue calculation.
The warm-start miss ratio is given by:
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mrWarm =
NumberWarmMisses∣∣∣∣allglueg2 ···gnRef ∣∣∣∣ (6.19)
where NumberWarmMisses =
∑n−1
i=1 |Di | and
∣∣∣∣allglueg2 ···gnRef ∣∣∣∣ = ∑ni=2 2× (i − 1)× |Di |. Thus:






































Figure 6.17: Single machine global warm-start miss ratio versus combined glue calcula-
tion. The Y axis represents the global warm-start miss ratio in percentage and the X axis
represents the glue calculation (g2, g23, ..., g2···6).
The following conclusions can be taken:
The global warm-start miss ratio first increases as n grows from 2 up to 4 for the
corpus sizes up to 36 Mw, or it increases as n grows from 2 up to 5 for the other
larger corpus sizes; and then decreases as n grows up to 6;
The observed decrease of the global warm-start miss ratio is due to the greater
influence of the Dn term in the denominator of expression (6.20) for the higher
values of n (respectively, after 4 (tetragrams) in the case of smaller corpora, and after
5 (pentagrams) in the case of the larger corpora).
6.4.3 Overall Estimation of Cache Benefits for Multiple Machines (K > 1)
For simplicity of presentation in this section we focus on a fixed size corpus of 466 Mw,
and consider a distinct number of machines, denoted by K : 1, 9, 16, 24, 32, 40, 48. Also
we only consider a single case of a combined glue calculation, g234.
Table 6.5 shows:
• The number of references to sub n-grams generated per machine (expressed in
millions of n-grams), in the column labeled nc for the case of no-cache;
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• The total number of global cold-start misses of the cache system C1+2+3 per machine,
in column cs for the case of cold-start;
• The total number of global warm-start misses of the cache system per machine, in
column wsh1 for the case of warm-start and using the hash method h1 (as presented
in Figure 6.11) and the total number of warm-start misses per machine, in column
wsh3 for the case of warm-start and using the hash method h3 (as presented in Figure
6.11);
• The ratios mrCold = cs/nc; for method h1: Warmmisses/Coldmisses = wsh1/cs and
mrWarm = wsh1/nc; for method h3: Warmmisses/Coldmisses = wsh3/cs and mrWarm =
wsh3/nc.
Table 6.5: Comparison of No−cache/Cold−start/Warm−start cache system C1+2+3 for a
corpus with 466 Mw for the combined glue g234 per machine. Miss ratio in percentage (%)
and miss penalty in millions of n-grams.
K nc cs wsh1 wsh3 cs/nc wsh1/cs wsh1/nc wsh3/cs wsh3/nc
1 2457 268 211 211 10.89 78.95 8.60 78.95 8.60
9 273 70 64 52 25.82 90.71 23.42 73.23 18.91
16 154 43 40 25 27.89 93.06 25.95 57.38 16.00
24 102 31 29 20 30.22 93.22 28.17 64.68 19.55
32 77 23 22 13 30.45 94.02 28.63 55.60 16.93
40 61 20 19 19 32.63 93.18 30.41 94.25 30.76
48 51 17 16 11 32.31 94.18 30.43 68.53 22.14
The following conclusions can be taken:
The values in column cs/nc reflect the impact of the distribution of the distinct
sub n-grams among the machines when the total number of machines increases,
corresponding to an increase in the global cold-start miss ratio of the cache system
per machine; However, that increase is moderate, for example when going from
K=1 to 48, the global cold-start miss ratio increases only by a factor less than 4
(consistent with the power law behavior of the miss ratio proportional to K1−b, with
0 < b < 1, discussed in section 6.3.2, on page 142);
The values in column cs reflect the global cold-start miss penalty of the cache system
per machine when going from K=1 to 48, showing a reduction in the miss penalty
by a factor close to 13 (consistent with the power law behavior of the miss penalty
proportional to K−b, with 0 < b < 1, discussed in section 6.3.2);
For any of the hashing methods, the values in columns wsh1/cs or wsh3/cs do not
change significantly with increasing values of K , in agreement with the behavior of
the cache warming-up efficiency (η) as observed in Figure 6.11, on page 147;
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For the two considered hashing methods in Table 6.5 the values in columnsmrWarmh1
= wsh1/nc and mrWarmh3 = wsh3/nc are similar, although there is a reduction in the
miss ratio for the hashing method h3 due to its higher cache warming-up efficiency
(Figure 6.11);
When K = 1, i.e., with a single distinct n-gram table, for both methods h1 and
h3, the global warm-start miss ratios (mrWarm) are equal (8.6%); They are not zero
because the global miss ratio that we are considering always includes the effect of
the cold-start misses corresponding to the initial warming-up of the caches; Namely,
for the glue calculation g234 the cache C1 warming-up by g2 includes all the distinct
unigrams (D1), the cache C2 warming-up by g3 includes all the distinct bigrams
(D2), and the cache C3, starting empty, includes all the distinct trigrams (D3) once
the glue calculation g4 is performed;
For K > 1, the values in columns wsh1 and wsh3 reflect the global warm-start miss
penalty per machine when going from K=1 to 48, showing a reduction in the miss
penalty by a factor close to 13 for hashing method h1, and by a factor close to 19 for
hashing method h3.
Note that in this global miss ratio calculation we always include all the observed n-gram
misses, even the ones corresponding to the initial use of the cache from its cold-start state.
This latter penalty will be progressively diminished as the cache system is repeatedly
used by successive glue calculations which make references to already cached n-grams.
In fact, the global warm-start miss ratio value would be much lower if we do not count
the cold-start misses of each cache in the system, that is by considering a warm-start
boundary for cache C1 at the end of glue calculation of g2, and a warm-start boundary for
cache C2 at the end of glue calculation of g3, corresponding to not counting the C1 and
C2 cold-start misses.
Overall Effect of the Warming-up upon the Global Miss Time Penalty. The above
Table 6.5 only considers the total number of estimated misses. We can estimate their
time impact by multiplying them by the average remote n-gram fetch time (tf etch), which
must be experimentally measured for each infrastructure. Assuming a tf etch value of 10
microsecond per n-gram, we can obtain an indicative estimate of the time impact of the
cache misses in each case, for example:
• Starting with the case of a single machine (K=1) without cache the estimated time
for the remote fetch of the required 2,457 million of sub n-grams (see the upper left
cell in Table 6.5) would be 6.83 hours;
• By increasing K to 48 machines still without any cache, the estimated time to remote
fetch of the required 51 million of sub n-grams (see the lower left cell in Table 6.5)
per machine would be 0.14 hours; This assumes that all machines are working in
parallel and no network contention or server access conflicts occur;
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• When considering a single machine with a cold-start cache system, the correspon-
ding estimated time for the remote fetch of the required 268 million sub n-grams
(see the cell under column labeled “cs” for the K = 1 row in Table 6.5) would be
0.74 hours;
• This time would be reduced to 0.05 hours for the remote fetch of the 17 million sub
n-grams (see the cell under column labeled “cs” for the K = 48 row in Table 6.5) per
machine when using 48 machines;
• However, when using a single machine with a cache warm-start strategy as pro-
posed, the corresponding estimated time for the remote fetch of the required 211
million sub n-grams (see the cell under column labeled “wsh3” for the K = 1 row in
Table 6.5) would be 0.59 hours;
• This time would be further reduced to 0.03 hours for the remote fetch of the 11
million sub n-grams (see the cell under column labeled “wsh3” for the K = 48 row
in Table 6.5) per machine when using 48 machines.
In this example, the overall effect of going from a single machine without cache to 48
machines each one with a warm-up cache system, would amount to a reduction factor
of 223 in the remote fetch of the sub n-grams per machine. In the latter case all the 48
machines are making the remote fetch requests in parallel.
The following figures give an overall view of the estimated behavior of the warm-start
case, for a corpus with 466 Mw for the combined glue g234:
• Figure 6.18 presents the evolution of the individual cache warm-start miss penalties
(C1ws, C2ws and C3ws) and the global warm miss penalty of the cache system
C1+2+3 (Global ws), and the global warm-start miss ratio (mrWarm) as a function of
K ;
• Figure 6.19 compares the global warm-start with the global cold-start behavior of
the cache system as a function of K .
• Figure 6.20 presents the evolution of the global warm-start miss penalty and the
global warm-start miss ratio of the cache system as a function of the glue calculation,
with a similar behavior as in the cold-start case.
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Global ws C₁ ws C₂ ws C₃ ws mrws
= . × .
= . × .
Figure 6.18: Per machine global warm-start miss penalty (Global ws, C1ws, C2ws, C3ws)
and global warm-start miss ratio (mrWarm) versus number of machines. The left Y axis
represents the miss penalty in millions of n-grams; the right Y axis represents the miss




















































Global ws Global cs mrws mrcs
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Figure 6.19: Per machine global miss penalty and global miss ratio — warm versus cold —
as a function of the number of machines. The left Y axis represents the miss penalty in
millions of n-grams; the right Y axis represents the miss ratio in percentage; and the X
































































a) Global miss penalty b) Global miss ratio
Figure 6.20: Per machine global warm-start miss penalty and global warm-start miss
ratio versus combined glue calculation. The Y axis in subfigure a) represents the miss
penalty in millions of n-grams and the Y axis in the subfigure b) represents the miss ratio
in percentage. In both subfigures the X axis represents the glue calculation (g2, g23, ...).
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6.5 Experimental Results in Real Execution Environments
We experimented with multiple runs of the Global method in the Lunacloud [Lun15]
public cloud environment. We evaluated the extraction of relevant bigrams and trigrams
from English corpora generated from Wikipedia [Wik16].
Each virtual machine used had similar characteristics: 4 CPU @ 1.5 GHz and a local
disk storage of 40 GB and the same per machine main memory as described in Table
6.6. Each virtual machine included all the software components required: i) The Java
classes for the Global method, the distributed in-memory KVS, and the AWARD workflow
framework; ii) A JVM with version ≥ 1.7.X; iii) Linux Ubuntu with SSH access. The
execution times shown are the average of 3 repeated runs for each experiment.
Here, we report on the results obtained in an environment (named “Environment B”
as discussed in section 9.1.3.2 on page 292):
• Environment B was an improved implementation of the Global method with op-
timizations in the input processing and used an infinite cache system for all the
n-gram sizes. This environment was used to process the following corpus sizes: 25,
227, 466, and 682 Mw, with distinct number of virtual machines (K): 1, 9, 16, 24,
32, 40, 48. For the considered configurations, for each value of K and corpus size,
the virtual machines were configured with enough memory to ensure the behavior
of an infinite cache system and the per machine memory configurations (in GB)
used are presented in Table 6.6.
Table 6.6: Memory configurations (GB) used per machine in environment B
K
Corpus size
25 Mw 227 Mw 466 Mw 682 Mw
1 90
9 85 85
16 48 48 70
24 32 32 49 85
32 24 24 37 64
40 19 19 29 51
48 16 16 25 43
As the corpus sizes increase it becomes impossible to execute the Global method in
a single machine due to insufficient local memory. Thus all the considered experimen-
tal performed metrics are defined as relative to a minimum base number of machines
necessary to run the algorithm for each corpus size.
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6.5.1 n-gram Cache System Experimental Evaluation
In this evaluation we considered the glue calculations from g2 up to g234 (which are
required to evaluate the relevance of bigrams and trigrams) and we compared the cold-
start and the warm-start approaches against each other, and also compared each of the
approaches (cold-start and warm-start) against a no-cache configuration:
• The cold-start configuration corresponds to calculating each of the glues for bi-
grams, trigrams and tetragrams separately, each starting with its corresponding
caches empty;
• The warm-start configuration corresponds to calculating each of the glues for bi-
grams, trigrams and tetragrams in a strict sequence, that is first calculating the
glue for bigrams, then calculating the glues for trigrams (keeping cache C1 with the
previous unigrams contents), and finally calculating the glues for trigrams (keeping
caches C1 and C2 respectively with the previous unigrams and bigrams contents);
• Note that the implementation enforces an incremental warm-up strategy for the
caches; For the considered combined glue calculation g234 this implies that cache
C1 is first warmed by the glue calculation of bigrams followed by the warming-up
due to the glue calculation of trigrams.
6.5.1.1 Real Execution Results
When executing the LocalMaxs Global method for the above mentioned ranges of corpus
sizes and numbers of machines we considered different glue calculation cases: i) Isolated
glue g2; ii) Isolated glue g3; iii) Combined glue g23; iv) Isolated glue g4; and v) Combined
glue g234. For each of the cases we present: i ) The individual miss ratio of each involved
cache; ii) For the combined glue calculations we present the global miss ratio of the entire
cache system. During the execution of the algorithm, in each machine, the total number
of generated references and the missed references to the local caches are registered. At
the end of execution these values are collected into a log and used for calculation of the
per machine miss ratios. These values are the averages among the K machines. In general,





where NumberObservedMisses is the number of n-grams that generate misses and the to-
tal number n-gram references generated are represented by NumberObservedRef erences.
Tables 6.7 to 6.13 present the average values of the observed miss ratios among the
multiple machines, for the different glue calculations, different values of K and the consi-
dered corpus sizes.
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6.5.1.2 Isolated glue g2 (C1 with cold-start)
During the calculation of the isolated glue g2, only cacheC1 is used. Figure 6.21 illustrates
the set of distinct subunigrams in the D2 (j) table.
Cache C
1
Figure 6.21: Cache misses for isolated glue g2.
In this case the number of misses, numerator in expression (6.21), corresponds to the
cold-start misses, i.e., the distinct subunigrams, D1inD2 (j), in each local partition D2 (j).
The total number of references, denominator in expression (6.21), corresponds to the total
number of subunigrams in D2 (j).
Table 6.7 shows the miss ratio, mrCold (C1, g2), i.e., obtained from the observed measu-
rements of the real execution for the individual cacheC1 with cold-start for the calculation
of the isolated glue g2 defined as:




The values shown in Table 6.7 correspond to the average miss ratio among the K
machines.
Table 6.7: Per machine miss ratio mrCold (C1, g2) for corpus sizes ranging from 25 up to




25 Mw 227 Mw 466 Mw 682 Mw
1 7.00
9 18.51 16.28
16 21.16 18.23 15.56
24 22.91 19.37 16.71 14.40
32 23.99 20.08 17.02 15.86
40 25.19 20.91 18.19 16.64
48 25.88 21.35 19.29 18.06
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6.5.1.3 Isolated glue g3 (C1 warmed-up by g2 and C2 with cold-start)
During calculation of the isolated glue g3 caches C1 and C2 are used. Glues g2 and g3 are
executed successively in this ordering. Figure 6.22 illustrates, for cache C2, the set of dis-
tinct subbigrams in the D3 (j) table, and for cache C1, the sets of distinct subunigrams in
the D2 (j) table and in the D3 (j) table, with the aim to highlight the existence of common





Figure 6.22: Cache misses for isolated glue g3.
The missed references in cache C1, numerator in expression (6.21), correspond to
the cold-start misses when executing g2 plus the misses when executing g3. These latter
misses correspond to the distinct subunigrams in the local partition D3 (j) needed by glue
g3, except for the distinct subunigrams which were already previously loaded in cache C1
by glue g2. The set of missed references from cache C1 during g3 is given by:





The missed references for cacheC2 correspond to the cold-start misses when executing
the glue g3.
For both caches (C1 and C2) the total number of references during g3, denominator in
expression (6.21), corresponds to the total number of distinct sub n-grams (subunigrams
in the case of cache C1 and subbigrams in the case of cache C2) in the D3 (j) table.
Table 6.8 shows the miss ratios,mrWarmedByg2 (C1, g3) andmrCold (C2, g3), obtained from
the observed measurements of the real execution, for the individual caches C1 and C2 for
the calculation of the isolated glue g3 defined as:
mrWarmedByg2 (C1, g3, j) =
|Misses (C1, g3, j)|
2× |D3 (j)|
(6.24)




where |Misses (C1, g3, j)| is defined in expression (6.23);
∣∣∣D2inD3 (j)∣∣∣ is the total number
of distinct subbigrams in the D3 (j) table; and |D3 (j)| is the total number of entries in
the distinct trigrams table in the j machine, 1 ≤ j ≤ K . The values shown in Table 6.8
correspond to the average miss ratio among the K machines.
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Table 6.8: Per machine miss ratios mrWarmedByg2 (C1, g3) and mrcold (C2, g3) for corpus sizes
ranging from 25 up to 682 Mw and different values of K . Miss ratios in percentage (%).
K
mrWarmedByg2 (C1,g3) mrcold(C2,g3)
Corpus size Corpus size
25 Mw 227 Mw 466 Mw 682 Mw 25 Mw 227 Mw 466 Mw 682 Mw
1 0.00 20.74
9 5.16 3.84 48.30 39.84
16 7.21 5.22 3.86 52.07 43.32 39.27
24 8.52 6.08 4.56 3.25 54.57 45.81 41.81 38.89
32 9.66 6.80 4.92 3.78 55.93 47.18 42.99 40.58
40 10.44 7.29 5.60 4.25 57.24 48.57 44.64 41.56
48 11.23 7.78 6.23 4.86 58.00 49.40 47.15 43.41
6.5.1.4 Combined glue g23 (C1 with cold-start for g2 and with warm-start for g3; and
C2 with cold-start for g3)
For the combined glue g23 the set of missed references in cache C1 during the execution
of glue g2 followed by glue g3 is given by:







The missed references for cacheC2 correspond to the cold-start misses when executing
the glue g3.
Individual Cache Miss Ratios. Table 6.9 shows the miss ratios of the individual caches,
mrColdForg2 ;WarmForg3(C1, g23, j) and mrCold (C2, g23, j), obtained from the observed measure-
ments of the real execution, for the individual caches C1 and C2 for the calculation of the
combined glue g23 defined as:
mrColdForg2 ;WarmForg3 (C1, g23, j) =
|Misses (C1, g23, j)|
2× |D2 (j)|+ 2× |D3 (j)|
(6.27)
mrCold (C2, g23, j) =mrcold (C2, g3, j) (6.28)
where Misses (C1, g23, j) is defined in expression (6.26). Expression (6.27) can be simpli-
fied to the following expression, based on the average values among the K machines:
mrColdForg2 ;WarmForg3 (C1, g23, j) =
2×|D2(j)|
2×|D2(j)|+2×|D3(j)|
×mrcold (C1, g2, j)+
2×|D3(j)|
2×|D2(j)|+2×|D3(j)|
×mrWarmedByg2 (C1, g3, j)
(6.29)
where mrcold (C1, g2, j) and mrWarmedByg2 (C1, g3, j) are the miss ratios from cache C1 obtai-
ned, respectively, from expressions (6.22) and (6.24). We consider |D2 (j)| = |D2| /K and
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|D3 (j)| = |D3| /K . The miss ratio for cache C2 is only due to the calculation of glue g3
(expression (6.25)).
Table 6.9: Per machine miss ratios mrColdForg2 ;WarmForg3 (C1, g23) and mrCold (C2, g23) for
corpus sizes ranging from 25 up to 682 Mw and different values of K . Miss ratios in
percentage (%)
K
mrColdForg2 ;WarmForg3 (C1,g23) mrCold(C2,g23)
Corpus size Corpus size
25 Mw 227 Mw 466 Mw 682 Mw 25 Mw 227 Mw 466 Mw 682 Mw
1 2.05 20.74
9 9.08 6.95 48.30 39.84
16 11.30 8.47 6.63 52.07 43.32 39.27
24 12.74 9.40 7.43 5.82 54.57 45.81 41.81 38.89
32 13.86 10.11 7.78 6.56 55.93 47.18 42.99 40.58
40 14.77 10.69 8.57 7.10 57.24 48.57 44.64 41.56
48 15.53 11.17 9.32 7.90 58.00 49.40 47.15 43.41
Global Miss Ratio. Table 6.10 shows the global miss ratio for g23 of the entire cache
system C1+2, as obtained from the following expression:
mr (C1+2, g23, j) =
2×|D2(j)|+2×|D3(j)|
2×|D2(j)|+4×|D3(j)|
×mrColdForg2 ;WarmForg3 (C1, g23, j)+
2×|D3(j)|
2×|D2(j)|+4×|D3(j)|
×mrCold (C2, g23, j)
(6.30)
wheremrColdForg2 ;WarmForg3(C1, g23, j) andmrCold(C2, g23, j) are obtained, respectively, from
expressions (6.29) and (6.28). We consider |D2 (j)| = |D2| /K and |D3 (j)| = |D3| /K .
Table 6.10: Per machine global miss ratio mrColdForg2 ;WarmForg3 (C1+2, g23) for corpus sizes




25 Mw 227 Mw 466 Mw 682 Mw
1 9.79
9 25.32 21.05
16 28.18 23.41 20.76
24 30.06 25.01 22.32 20.20
32 31.28 26.00 23.03 21.36
40 32.36 26.93 24.19 22.09
48 33.12 27.56 25.70 23.35
6.5.1.5 Isolated glue g4 (C1 warmed-up by g2 and g3, C2 warmed-up by g3 and C3
with cold-start)
During calculation of the isolated glue g4, caches C1, C2 and C3 are used. Glues are
executed successively in the order g2, g3 and g4. Figure 6.23 shows: for cache C1, the
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intersections of the sets of distinct subunigrams in tables D2 (j), D3 (j) and D4 (j); while
for cache C2, it shows the intersection of the sets of distinct subbigrams in tables D3 (j)







Figure 6.23: Cache misses for isolated glue g4.
The missed references in cache C1, numerator in expression (6.21), correspond to the
cold-start misses when executing g2 plus the misses when executing g3 and g4. These
latter misses correspond to the distinct subunigrams in the D4 (j) needed by g4 except for
the distinct subunigrams there were already previously loaded in cacheC1 by glues g2 and
g3. In this way we capture the behavior that is obtained by the implementation concerning
the incremental warm-up of an individual cache by successive glue calculations.
The set of missed references for cache C1 during glue g4 is given by:











where D1inD2 (j) , D1inD3 (j), and D1inD4 (j) are the sets of distinct subunigrams respectively
in D2 (j), D3 (j) and D4 (j) tables in the j machine, 1 ≤ j ≤ K .
The missed references for cacheC2 correspond to the cold-start misses when executing
the glue g3 plus the misses when executing g4. Thus, the set of misses for cache C2 during
glue g4 is given by:





where D2inD3 (j) and D2inD4 (j) are the sets of distinct subbigrams respectively in D3 (j) and
D4 (j) tables in the j machine, 1 ≤ j ≤ K .
For all the caches (C1, C2 and C3) the total number of references, denominator in
expression (6.21), corresponds to the total number of sub n-grams (subunigrams for
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cache C1, subbigrams for cache C2, and subtrigrams for cache C3) in each local partition
D4 (j).
Table 6.11 shows the miss ratios, mrWarmedByg2&g3 (C1, g4), mrWarmedByg3 (C2, g4) and
mrCold (C3, g4), obtained from the observed measurements of the real execution, for the
individual caches C1, C2 and C3 for the calculation of the isolated glue g4 defined as:
mrWarmedByg2&g3 (C1, g4, j) =
|Misses (C1, g4, j)|
2× |D4 (j)|
(6.33)
mrWarmedByg3 (C2, g4, j) =
|Misses (C2, g4, j)|
2× |D4 (j)|
(6.34)




where |Misses (C1, g4, j)| is defined in expression (6.31); |Misses (C2, g4, j)| is defined in
expression (6.32); |D3inD4 (j)| is the total number of distinct subtrigrams in the D4 (j)
table; and |D4 (j)| is the total number of entries in the distinct tetragrams table in the j
machine, 1 ≤ j ≤ K . The values shown in Table 6.11 correspond to the average miss ratios
among the K machines.
Table 6.11: Per machine miss ratios , mrWarmedByg2&g3 (C1, g4), mrWarmedByg3 (C2, g4) and
mrCold (C3, g4) for corpus sizes ranging from 25 up to 682 Mw and different values of K .
Miss ratios in percentage (%).
K
mrWarmedByg2&g3
(C1,g4) mrWarmedByg3 (C2,g4) mrCold(C3,g4)
Corpus size Corpus size Corpus size
25 Mw 227 Mw 466 Mw 682 Mw 25 Mw 227 Mw 466 Mw 682 Mw 25 Mw 227 Mw 466 Mw 682 Mw
1 0.00 0.00 35.21
9 2.41 1.57 25.61 17.84 72.97 64.89
16 3.45 2.15 1.44 33.15 23.35 19.65 76.12 67.77 64.32
24 4.31 2.64 1.80 1.33 37.64 26.76 22.78 18.25 78.02 69.90 66.57 63.78
32 5.00 3.04 2.08 1.58 40.84 29.29 24.19 20.82 78.87 70.91 67.55 65.26
40 5.65 3.48 2.35 1.92 43.21 31.22 25.60 23.33 79.74 71.92 68.08 66.81
48 6.02 3.62 2.50 2.22 44.99 32.63 26.45 25.02 80.21 72.50 69.71 66.81
6.5.1.6 Combined glue g234 (C1 with cold-start for g2 and with warm-start for g3 and
g4; C2 with cold-start for g3 and with warm-start for g4; C3 with cold-start for
g4)
Individual Cache Miss Ratios. Table 6.12 shows the individual cache miss ratios, for
the calculation of the combined glue g234, which are defined as follows:
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For cache C1:
mrColdForg2;WarmedByg2Forg3;WarmedByg2&g3Forg4 (C1, g234, j) =
2×|D2|+2×|D3|
2×|D2|+2×|D3|+2×|D4|
×mrColdForg2 ;WarmForg3 (C1, g23, j)+
2×|D4|
2×|D2|+2×|D3|+2×|D4|
×mrWarmedByg2&g3Forg4 (C1, g4, j)
(6.36)
wheremrColdForg2 ;WarmForg3 (C1, g23, j) is obtained from expression (6.29), and from expres-
sion (6.33) we obtain mrWarmedByg2&g3Forg4 (C1, g4, j).
For cache C2:
mrColdForg3;WarmedByg3Forg4 (C2, g234, j) =
∣∣∣D2inD3 (j)∣∣∣+∣∣∣D2inD4 (j)∣∣∣−∣∣∣(D2inD4 (j)∩D2inD3 (j))∣∣∣
2×|D3(j)|+2×|D4(j)|
(6.37)
which simplifies to the following expression:
mrColdForg3;WarmedByg3Forg4 (C2, g234, j) =
2×|D3|
2×|D3|+2×|D4|
×mrCold (C2, g3, j)+
2×|D4|
2×|D3|+2×|D4|
×mrWarmedByg3 (C2, g4, j)
(6.38)
For cache C3:
mrCold (C3, g234, j) =mrCold (C3, g4, j) (6.39)
where mrCold (C2, g3, j) and mrWarmedByg3 (C2, g4, j) are obtained from expressions (6.25)
and (6.34), and mrCold (C3, g4, j) is obtained from expression (6.35). The values shown in
Table 6.12 correspond to the average miss ratios among the K machines.
Table 6.12: Per machine miss ratios mrWarmedByg2&g3 (C1, g234), mrWarmedByg3 (C2, g234) and
mrCold (C3, g234) for corpus sizes ranging from 25 up to 682 Mw and different values of K .
Miss ratios in percentage (%).
K
mrWarmedByg2&g3
(C1,g234) mrWarmedByg3 (C2,g234) mrCold(C3,g234)
Corpus size Corpus size Corpus size
25 Mw 227 Mw 466 Mw 682 Mw 25 Mw 227 Mw 466 Mw 682 Mw 25 Mw 227 Mw 466 Mw 682 Mw
1 1.02 8.57 35.21
9 5.74 3.96 34.99 26.10 72.97 64.89
16 7.37 4.96 3.63 40.97 30.85 26.68 76.12 67.77 64.32
24 8.52 5.65 4.18 3.21 44.63 33.92 29.60 25.60 78.02 69.90 66.57 63.78
32 9.42 6.19 4.49 3.66 47.07 36.01 30.93 27.86 78.87 70.91 67.55 65.26
40 10.20 6.69 4.98 4.09 49.01 37.74 32.42 29.83 79.74 71.92 68.08 66.81
48 10.76 6.98 5.38 4.59 50.37 38.93 33.87 31.57 80.21 72.50 69.71 66.81
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Global Cache Miss Ratio. Table 6.13 shows the global miss ratio for g234 of the entire
cache system C1+2+3 in each machine, as obtained from the following expression:
mr (C1+2+3, g234, j) =
2×|D2(j)|+2×|D3(j)|+2×|D4(j)|
2×|D2(j)|+4×|D3(j)|+6×|D4(j)|
×mrColdForg2;WarmedByg2Forg3;WarmedByg2&g3Forg4 (C1, g234, j)+
2×|D3(j)|+2×|D4(j)|
2×|D2(j)|+4×|D3(j)|+6×|D4(j)|
×mrColdForg3;WarmedByg3Forg4 (C2, g234, j)+
2×|D4(j)|
2×|D2(j)|+4×|D3(j)|+6×|D4(j)|
×mrCold (C3, g234, j)
(6.40)
where mrColdForg2;WarmedByg2Forg3;WarmedByg2&g3Forg4 (C1, g234, j) is obtained from expression
(6.36), mrColdForg3;WarmedByg3Forg4 (C2, g234, j) from expression (6.37) and mrCold (C3, g234, j)
from expression (6.39). We also consider |D2 (j)| = |D2| /K , |D3 (j)| = |D3| /K and |D4 (j)| =
|D4| /K .
Table 6.13: Per machine global miss ratio for g234 of the entire cache system C1+2+3, with
cache C1 (cold-start for g2 and warm-start for g3 and g4), cache C2 (cold-start for g3 and
warm-start for g4) and cache C3(cold-start) for corpus sizes ranging from 25 up to 682 Mw





25 Mw 227 Mw 466 Mw 682 Mw
1 11.03
9 30.65 25.85
16 34.18 28.64 26.15
24 36.40 30.52 27.96 25.53
32 37.85 31.73 28.79 26.88
40 39.06 32.80 29.66 28.13
48 39.90 33.48 30.73 28.97
Avg. 32.72 30.50 28.66 27.37
Evolution of the Miss Ratios and Miss Penalties for Combined Glue g234. The fol-
lowing figures (obtained from the above presented tables) give an overall view of the
observed behavior of the warm-start case for the combined glue g234.
Figure 6.24 presents the evolution of the global miss ratio (mrWarm (C1+2+3, g234)) of
the cache system C1+2+3 as a function of K , for different corpus sizes. The values were
obtained as averages over the K machines.
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25 Mword 227 Mword 466 Mword 682 Mword
Figure 6.24: Per machine global miss ratio versus number of machines for different corpus
sizes and g234. The Y axis represents the global miss ratio in percentage and the X axis
represents the number of machines.
Figure 6.25 presents a finer detail of the global miss ratio (mrWarm (C1+2+3, g234)) in










































a) Miss ratio of individual caches b) Global miss ratio (C1+2+3)
Figure 6.25: Per machine miss ratios (individual caches C1, C2 and C3 and Global C1+2+3)
versus number of machines for glue g234 and a corpus size of 466 Mw. The Y axis represents
the miss ratio in percentage and the X axis represents the number of machines.
Figure 6.24 and 6.25 show:
The per machine warm-start miss ratios, both global and individual, increase with
K , which is consistent with the model estimates;
The per machine global miss ratio mrWarm (C1+2+3, g234) presents an average value
around 30% for the observed corpus range up to 682 Mw, when the number of
machines goes up to 48, while the per machine individual cache miss ratios exhibit
significantly different average values, e.g., for the corpus of 466 Mw: around 5% for
C1, around 30% for C2, and around 70% for C3; The differences observed between
the individual cache values are due to the fact that both C1 and C2 benefit from the
170
6.5. EXPERIMENTAL RESULTS IN REAL EXECUTION ENVIRONMENTS
warming-up by the previous glue calculations (g2 for C1 and g3 for C2), while cache
C3, only used for g4, starts cold; Besides, the set D3inD4 of the distinct subtrigrams
that determine the misses in cache C3, is much larger than the corresponding sets
of distinct sub n-grams in caches C1 and C2, and a significant percentage of distinct
trigrams in D3inD4 are singletons in this corpus size range, originating lesser cache
C3 reutilization.
Figure 6.26 presents the evolution of the global miss penalty (Global ws) of the cache
system C1+2+3 and the corresponding individual cache miss penalties (C1ws, C2ws, C3ws)
for a fixed corpus size of 466 Mw, and Figure 6.27 presents the evolution of the global
miss ratio (mrWarm (C1+2+3, g234)) and of the global miss penalty (Global ws) for the cache






































































a) Miss penalties of individual caches b) Global miss penalty
Figure 6.26: Per machine miss penalties (individual caches C1, C2 and C3 and Global
C1+2+3) for glue g234 and a corpus size of 466 Mw. The Y axis represents the miss penalty




















































mr K=16 mr K=24 mr K=32 mr K=40 mr K=48
penalty K=16 penalty K=24 penalty K=32 penalty K=40 penalty K=48
Figure 6.27: Per machine global miss ratio and miss penalty versus combined glue cal-
culations for a corpus size of 466 Mw. The left Y axis represents the global miss ratio in
percentage; the right Y axis represents the global miss penalty in millions of n-grams;
and the X axis represents the glue calculation (g2, g23 and g234).
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The observed behaviors concerning the miss ratios and miss penalties as a function of
K , corpus size and glue calculations, are overall consistent with the model estimates.
6.5.1.7 Impact of the n-gram Cache in Phase Two Execution Time
In the results presented in the previous sections, it was shown how the inclusion of
an infinite dynamic cache in the implementation of phase two of the Global method
contributes to reduce the global miss ratio. In this section we present experimental
results that show the impact of such cache system upon the execution time of phase two
of the Global method.
Table 6.14 presents the measured phase two execution times for the warm-start
(T2 (ws)) and the cold-start (T2 (cs)) cases, and their ratio (T2 (ws) /T2 (cs)). These values
correspond to the measurements obtained from the real execution of phase two in “En-
vironment B” for a corpus size of 466 Mw and the combined glue g234, with the number
of machines ranging from 16 to 48. The presented values are averaged among all the
machines.
Table 6.14: Measured phase two total execution times (in minutes): warm-start versus
cold-start, and time ratio, for different numbers of machines and a fixed corpus size of
466 Mw and g234.
K T2 (ws) T2 (cs) T2 (ws) /T2 (cs)
16 36.60 38.92 0.94
24 22.13 23.90 0.93
32 17.27 18.94 0.91
40 15.64 17.35 0.90
48 14.10 15.97 0.88
By using expression (5.33) the phase two execution times in each machine j can be
approximated by:
T2 (j) ' TGlue (j) + Tcomm (j) (6.41)
This expression applies both to the warm-start (ws) and no-cache (nc) cases.
We observe that TGlue (j)  Tcomm (j). For example, for the no-cache case the ratio






allglue2···6Ref × tf etch
)
, ranges from 0.14×tgn/tf etch
to 0.10× tgn/tf etch when we go from the corpus of 1.6× 10
7 to a corpus of 1.3× 1014 words
(as in Table 5.11, on page 111), and assuming a ratio tgn/tf etch ≈ 1/20 (as in expression
(5.47), on page 126), the above ratio varies from 0.007 to 0.005 in the above corpus range.
So, expression (6.41) can be approximated by:
T2nc (j) ' Tcommnc (j) (6.42)
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Regarding the warm-start case the above approximation remains valid when the miss
ratio (mrws) is in the order of 30% as happened in this experiment, as presented in Table
6.15 showing the measured miss ratio values for the warm-start case.
Table 6.15: Measured phase two warm-start miss ratio (in percentage) for different num-







Thus, the ratio T2 (ws) /T2 (nc) can be approximated by Tcommws /Tcommnc ≈mrws.
Under the above approximations and using the values in Tables 6.14, 6.15 and 6.16
(presented ahead) we obtained the following percentages of the weight of each individual
phase time with respect to the total execution time in the no-cache configuration (Figure
6.28-a)). In Figure 6.28-b) we show the corresponding weights for the phase times in the
warm-start case.
15% 15% 16% 17%
77% 78% 79%
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25 - ws 227 - ws 466 - ws 682  ws
Phase 1 Phase 2 Phase 3
a) No-cache b) Warm-start cache
Figure 6.28: Average distribution of the Global method per-phase execution times for the
corpora 25, 227, 466 and 682 Mw, over K from 1 to 48 machines, for glue g234, in the
no-cache versus the warm-start cache.
From the above we conclude that the percentage of the phase two execution time with
respect to the total execution time of the Global method is reduced from an average value
of 78% in the configuration without cache to an average value of 51% for the warmed-up
cache system.
Let us consider the total execution time (TT otal (.)) of the Global method algorithm as
the sum of the execution times of its phases in the cases of warm-start (ws) and no-cache
(nc) configurations:
TT otal (ws) = T1 + T2 (ws) + T3 (6.43)
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TT otal (nc) = T1 + T2 (nc) + T3 (6.44)
As the execution times of phase one (T1) and three (T3) are unchanged when including
a cache (recall we are only using a cache in phase two), we obtain the following ratio of










where p2inT otal (nc) = T2 (nc) /TT otal (nc) represents the ratio of the phase two execution
time versus the total execution time without cache, and p2inT otal (ws) = T2 (ws) /TT otal (ws)
represents the ratio of the phase two execution time versus the total execution time when
using a warm-start cache.
From the above measurements (Figure 6.28) p2inT otal (nc) = 0.78 and p2inT otal (ws) =
0.51 for the conducted experiments. From Table 6.13 we obtain the value of 0.3 for the
ratio T2 (ws) /T2 (nc), leading to a ratio of TT otal (ws) /TT otal (nc) = 0.45, which corresponds
to a reduction of 55% in the total execution time of the Global method due to the warm-















Phase 2 Total execution time
No-cache
Warm-start
Figure 6.29: Phase two execution time reduction versus total execution time reduction.
6.5.2 Phase Two Relative Speedup and Relative Sizeup Evaluation
Table 6.16 shows the measured values of the execution time of phase two and of the
total execution time of the Global method in “Environment B”, for relevant expressions
evaluation re23 of bigrams and trigrams with different corpus sizes.
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16 2.64 18.81 36.60
24 1.91 13.25 22.13 33.26
32 1.72 10.06 17.27 24.13
40 1.55 8.33 15.64 19.42
48 1.52 8.29 14.10 16.49
Total of phases 1, 2 and 3
1 40.10
9 6.78 61.64
16 5.01 35.38 69.53
24 3.70 25.48 42.69 63.97
32 3.22 19.12 33.71 47.26
40 3.05 16.19 31.17 40.39
48 3.02 15.90 26.82 35.84
Figure 6.30 shows the phase two execution time behavior, corresponding to Table



































25 Mword 227 Mword 466 Mword 682 Mword
Figure 6.30: Execution time for phase two as a function ofK for re23. The Y axis represents
the execution time in minutes and the X axis represents the number of machines.
For any fixed corpus size in the experimented range (except for the corpus of 25 Mw)
the phase two execution time is almost proportional to 1/K thus leading to an almost
linear relative speedup.
In the following we present the results corresponding to the relative performance
metrics, when going from K1 to K2 machines. For each corpus size K1 is the minimal
number of machines required to execute phase two and it is the value used as the reference
in relation to which the relative performance is evaluated. For example, in the case
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of relative speedup SpK1→K (K) =
T (K1)
T (K) and the corresponding values of this ratio are
presented for all the K values in the experimented range of machine numbers.
Relative (fixed problem size) Speedup. Figure 6.31 shows the relative speedup (Defi-
nition 2.5, on page 20) for phase two versus the number of machines (K), for re23 with
different corpus sizes. The lines with the filled lozenge () represent the linear (ideal) rela-


























































































































c) Corpus with 466 Mw and KMinimum = 16 d) Corpus with 682 Mw and KMinimum = 24
Figure 6.31: Relative (fixed problem size) speedup for phase two (strong scaling) as
function of K for different corpus sizes. The Y axis represents the relative speedup and
the X axis represents the number of machines.
Relative Efficiency. For any fixed corpus size in the experimented range (except for
the corpus of 25 Mw), and as a result of the almost linear relative speedup, the relative
efficiency (Definition 2.6, on page 21) is close to 100% and stays almost constant with K .
Figure 6.32 shows the relative efficiency for phase two.
176
































25 Mword 227 Mword 466 Mword 682 Mword
Figure 6.32: Relative efficiency for phase two as function of K for different corpus sizes.
The Y axis represents the relative efficiency in percentage and the X axis represents the
number of machines.
Relative Sizeup. Figure 6.33 shows the relative sizeup based on Definition 2.7, on page
21, for different configurations of corpus sizes and numbers of machines, as indicated next























|C|=227 Mw, K=16 |C|=466 Mw, K=32 |C|=682 Mw, K=48
|C|=466 Mw, K=48|C|=227 Mw, K=24
Figure 6.33: Relative sizeup (weak scaling) for phase two as function of K for different
corpus sizes. The Y axis represents the relative sizeup and the X axis represents the
number of machines.
As shown in figure, the execution time remains practically constant when the corpus
size and the number of machines are scaled by the same factor. This indicates that the
relative sizeup is almost linear with K . So phase two shows a good relative weak scaling
behavior.
Load Balancing in Phase Two. The load balancing among the multiple machines in
phase two was evaluated for the considered ranges of corpus sizes and number of machines.
The following definition of a load balancing metric (LB) was considered, relating the
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average execution time among the machines to the maximum execution time observed in
the slowest machine:
LB =
Average {T2 (j) , j : 1 · · ·K}







 /max (T2 (j) , j : 1 · · ·K) (6.46)
In all experiments, all the machines exhibited similar phase two completion times,
corresponding to a good load balancing. This is consistent with the even work partitioning
among the machines and the equal partitioning of the distinct n-gram tables among the
KVS servers.
As an example, Figure 6.34 shows the phase two per machine execution time (T2 (j))
for the corpus of 466 Mw when using 24 machines, when using the workflow shown in

































Figure 6.34: Phase two per machine execution time
The observed behaviors of the phase two real execution times and the corresponding
speedup, efficiency, sizeup and load balancing metrics were obtained in multiple experi-
ments conducted, in different times (2015 and 2016), in public cloud environments, with
consistent results [GSC15; GSC16].
6.6 Chapter Summary
For the range of experimentally analyzed corpora up to 1 Gw and for a range of machines
up to 54 virtual machines, we have observed that phase two exhibits almost linear relative
speedup and sizeup. We also observed that, in this corpus size range, phase two (T2) is
responsible for a significant component of the total execution time.
In chapter 9 we extend this analysis by estimating the behavior of the Global method
in all its three phases with corpus sizes beyond 1 Gw covering the entire corpus size range
up to the plateaux, using the theoretical model (presented in chapter 3) as a basis.
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The significant communication overhead of phase two arises due to the need to fetch
the remote sub n-grams for glue calculation, which justifies the design of an n-gram
cache system in each machine, with one cache for each n-gram size C1, ..., Cn−1, with the
objective of reducing the above communication penalties, and achieving lower values for
the miss ratio (mr).
When using an infinite dynamic cache system, the following behavior was experimen-
tally observed for the above corpus and machine ranges and was consistently explained
by the developed analytical performance model, regarding the per machine global miss
ratio for the glue calculation in phase two:
• It increases with the number of machines (K);
• It decreases with the corpus size;
• It increases with the glue calculation complexity (maximum n-gram size).
Also, the per machine global miss time penalty of the cache system decreases with K
according to a power law.
In the experiments with corpus from 25 to 682 Mw and from 1 to 48 machines, the
measured global miss ratio of the cache system C1+2+3 during phase two for glue g234 was
in average around 30%, which is still a significant value leading to low efficiency values,
compared to an ideal sequential machine with limited memory. However, we should note
that, on one hand, the above value of the global miss ratio decreases for corpus sizes larger
than 1 Gw, and on the other hand, the obtained values reflect the cold-start misses in all
the (considered infinite) caches.
In the following two chapters we consider alternative and complementary cache de-











Static Cache Prefetching in LocalMaxs
Based on Fixed Frequency Accumulation
Sets
This chapter proposes a static prefetching strategy for the LocalMaxs Global
method n-gram cache system. This is based on the concept of FAset presented in
chapter 3.
When using a dynamic cache only, even being of infinite capacity, as discussed in chapters
5 and 6, the cold-start misses can not be ignored, and they are responsible for a significant
overhead in the execution of the LocalMaxs Global method. However, once the n-gram
data responsible for those cold-start misses are fetched into the cache and the cache is
warmed-up, the above overhead tends to decrease for any future access references that can
be requested by the executing algorithms. Thus, it is possible to mitigate this overhead by
increasing the reutilization of the n-gram caches through the execution of computations
that rely on the previously fetched n-gram data. In chapter 6 we discussed a warming-up
strategy for the on-demand dynamic cache and showed the improvements to the cache
efficiency that were achieved within a single LocalMaxs Global method execution instance
through the evaluation of combined glue calculations for multiple n-gram sizes. Although
not pursued in this thesis, the above effect can be further augmented by executing other
LocalMaxs algorithm instances or other relevance metric calculations that also share and
reuse the n-gram cache contents.
In this chapter we propose a different, albeit complementary, strategy centered on the
n-gram static cache prefetching based on the concept of Fixed Frequency Accumulation
Set, denoted as FAset (chapter 3), and evaluate its impact upon the cache miss ratio
and miss penalty. This strategy tries to reduce the impact of the cold-start misses by
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hiding their miss time penalty through the static prefetching of the needed n-gram data,
overlapped with phase one and two computations.
This chapter is organized in 4 sections. A static cache system based on the concept
of FAset is presented on section 7.1. Section 7.2 analyzes a cache system composed of a
static cache followed by a dynamic on-demand cache. Experimental results are presented
in section 7.3. This chapter ends with a summary (section 7.4).
7.1 Static Cache Prefetching
In section 7.1.1 we present the basic definitions regarding the static cache prefetching. An
analysis of the global hit ratio of the static cache is presented in section 7.1.2. The FAset
concept applied to the LocalMaxs Global method is discussed in section 7.1.3. The design
of an algorithm for searching the minimal cost FAset to achieve a given target global static
cache hit ratio is described in section 7.1.4. The behavior of the FAset membership in a
multiple machine configuration is discussed in section 7.1.5.
7.1.1 Definitions
Figure 7.1 illustrates the input reference stream (allgluegRef ) of an n-gram cache system
and the corresponding output stream of cache misses. The input reference stream corre-
sponds to the sequence of distinct sub n-gram access requests that are generated by the
glue calculations of LocalMaxs Global method execution during phase two, as described
in chapters 5 and 6. We now consider an approach where each individual n-gram cache
Ci with 1 ≤ i ≤ (n−1), where n is the maximum n-gram size for calculating the n-gram






Figure 7.1: Diagram of a single static cache system.
In order to illustrate this, let us first consider the example of an isolated glue calcu-
lation, for example g2 regarding the bigrams in the D2 n-gram table. The LocalMaxs
method requires access to all the subunigrams occurrences (in a total amount of 2× |D2|)
contained in those distinct bigrams. Those subunigrams correspond to the input referen-
ces made to the unigrams cache C1. Our goal is to be able to identify with anticipation
the FAset that should be loaded on cache C1, i.e., the set of distinct subunigrams whose
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accumulated sum of frequencies of occurrences within the bigrams of the D2 table ensu-
res a desired hit ratio (hROC1 ) for the unigrams cache. The elements within the FAset are
a selected subset of the elements in the set D1inD2 as defined in chapter 5. The notation
used (hROC1 ) hints the intended meaning as a preloaded cache that remains unchanged
(Read Only — RO) during execution, thus named a static cache.
The degree of time overlapping of this prefetching activity with other useful compu-
tations determines the degree of reduction in the miss time penalty when compared to an
on-demand fetch strategy. On the other hand, in the case of LocalMaxs Global method,
at the end of phase one we know which are all the required sub n-grams and their fre-
quencies of occurrences in the corpus, so we can use this knowledge in order to load the
n-gram cache with anticipation, with the guarantee that those n-grams will be necessary
to the computation.
When we consider the case of a combined glue calculation, for example g234, the
n-gram cache is composed of three individual caches (as presented in Figure 7.2) for
unigrams, bigrams and trigrams. Although in the following we use g234 an example,
all the analysis can be generalized to any other glue calculation case. In Figure 7.2 the
unigrams cache is denoted byC1RO , the bigrams cache is denoted byC2RO , and the trigrams
cache is denoted by C3RO , but for a matter of simplicity, in this section we denote the
unigrams, bigrams and trigrams caches respectively by C1, C2 and C3.
1-gram cache – C1RO
2-gram cache – C2RO
3-gram cache – C3RO
misses from cache C1RO
misses from cache C2RO
misses from cache C3RO
Static prefetch FAset (RO)
Static prefetch FAset (RO)
Static prefetch FAset (RO)
Figure 7.2: Diagram of a static cache system for glue g234.
In this case the input reference stream (allgluegRef ) is composed of unigram occur-
rences (allglue234Ref1−gram), bigram occurrences (allglue234Ref2−gram) and trigram occurrences
(allglue234Ref3−gram), which are split respectively among the unigram, bigram and trigram
caches. For example, in the case of the unigrams cache the reference stream is composed
of the subunigram occurrences in each entry of the tables D2, D3 and D4. For the bigrams
cache the reference stream is composed of the subbigram occurrences in each entry of the
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tables D3 and D4. For the trigrams cache the reference stream is composed of the subtri-
gram occurrences in each entry of the table D4. Their total numbers of input references
are as follows:
∣∣∣allglue234Ref1−gram∣∣∣ = 2× |D2|+ 2× |D3|+ 2× |D4| (7.1)
∣∣∣allglue234Ref2−gram∣∣∣ = 2× |D3|+ 2× |D4| (7.2)
∣∣∣allglue234Ref3−gram∣∣∣ = 2× |D4| (7.3)
∣∣∣allglue234Ref ∣∣∣ = ∣∣∣allglue234Ref1−gram∣∣∣+ ∣∣∣allglue234Ref2−gram∣∣∣+ ∣∣∣allglue234Ref3−gram∣∣∣ =
2× |D2|+ 4× |D3|+ 6× |D6|
(7.4)
For each individual cache, from C1 to C3, we calculate the corresponding FAset lea-
ding to a desired individual hit ratio (hROC1 , hROC2 and hROC3 ). The following definitions
apply to each individual cache where the corresponding FAset should be considered,
and f reqin allglueRefi−gram (ng) corresponds (in the case of glue g234) to the frequency of uni-
grams, bigrams and trigrams in the respective input references streams (allglueRefi−gram,
1 ≤ i ≤ 3), where ng denotes a distinct n-gram in the FAset.
hRO =
∣∣∣∣allgluegRef ∣∣∣∣− |cacheMisses|∣∣∣∣allgluegRef ∣∣∣∣ (7.5)
mrRO = 1− hRO =
|cacheMisses|∣∣∣∣allgluegRef ∣∣∣∣ → |cacheMisses| =
∣∣∣∣allgluegRef ∣∣∣∣× (1− hRO) (7.6)
∣∣∣∣allgluegRef ∣∣∣∣− |cacheMisses| = ∑
ng∈FAset
f reqin allglueRefi−gram (ng) = numberHits (7.7)
7.1.2 Analysis of the Global Hit Ratio (hRO)




leading to the same hRO.
We are interested in the triple which leads to the minimum cost in terms of cache size for
a given hRO, i.e., the total number of n-gram entries in the three caches (C1, C2 or C3).
For each cache we must select a set of distinct n-grams that leads to the desired value
of the corresponding cache hit ratio. As shown in Figure 3.14 on page 52 the number of
hits in each cache can be ensured by the accumulated sum of frequencies of the distinct
n-grams which are selected for the corresponding cache FAset. As previously discussed,
although the populations of unigram, bigram, and trigram occurrences in a corpus are
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approximately equal to the total corpus size, the corresponding number of distinct uni-
grams, bigrams, and trigrams in the corpus are significantly different from one another.
Namely, |D1|  |D2|  |D3|.
This is related to the fact, for example, that the distinct unigrams exhibit in average a
much higher repetition factor in their numbers of occurrences than the distinct bigrams
and the same applies regarding the distinct trigrams. Thus, in average the distinct uni-
grams have higher individual contributions to the hit ratio of the cache system when
compared with the distinct bigrams and the distinct trigrams. In the following we dis-
cuss a strategy for selecting the distinct n-grams to be placed in each individual cache by
giving priority to the ones with the minimum space cost and higher contributions to the
hit ratio.
7.1.2.1 n-gram Coverages
The different caches (C1,C2 or C3) have different contributions to the global hit ratio
(hRO) of the cache system for the combined glue g234 depending on the weights of the
associated coverages, i.e., for the combined glue calculation g234 the unigrams coverage
is given by Coverage1−gram =
∣∣∣allglue234Ref1−gram∣∣∣ / ∣∣∣allglue234Ref ∣∣∣, the bigrams coverage is
given by Coverage2−gram =
∣∣∣allglue234Ref2−gram∣∣∣ / ∣∣∣allglue234Ref ∣∣∣, and the trigrams coverage
is given by Coverage3−gram =












Figure 7.3 shows the evolution of the n-gram coverages for unigrams, bigrams and



























Corpus size [ word ]
 U Coverage  B Coverage  T Coverage
Figure 7.3: Individual n-gram coverages versus corpus sizes. The Y axis represents the
n-gram coverages and the X axis represents the corpus size in words.
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These values were obtained by applying the distinct numbers of n-grams given by
the theoretical model presented in chapter 3 to the n-gram coverages in expression (7.8).
The n-gram coverages exhibit only a very slight variation with the corpus size. Also, the
total number of unigram references is greater than the total number of bigram references
which is greater than the total number of trigram references. As expected, the unigrams
coverage is higher than the bigrams coverage, which is higher than the trigrams coverage.
Table 7.1 presents detailed experimental data in the range of corpus sizes up to 13
Gw in the case of glue g234. These values are consistent with the values of the distinct
numbers of n-grams generated by the theoretical model presented in chapter 3. The
columns labeled
∣∣∣Refn−gram∣∣∣ represent the references to unigrams (∣∣∣allg234Ref1−gram∣∣∣), bi-
grams (
∣∣∣allg234Ref2−gram∣∣∣) and trigrams (∣∣∣allg234Ref3−gram∣∣∣); and the columns Covn−gram re-
present the coverages of unigrams (Coverage1−gram), bigrams (Coverage2−gram) and tri-
grams (Coverage3−gram).
Table 7.1: Distinct numbers of n-grams and coverages of unigrams up tetragrams for




|D1| |D2| |D3| |D4| |Ref1−gram||Ref2−gram||Ref2−gram|Cov1−gram Cov2−gram Cov3−gram
13 0.5 3.4 7.7 10.4 42.9 36.1 20.7 0.430 0.362 0.208
25 0.8 5.8 14.1 20.0 79.8 68.1 39.9 0.425 0.363 0.213
64 1.6 11.9 31.4 47.5 181.5 157.8 95.0 0.418 0.363 0.219
128 2.6 19.9 56.5 89.9 332.6 292.8 179.7 0.413 0.364 0.223
256 4.3 33.2 100.8 168.6 605.2 538.8 337.3 0.409 0.364 0.228
511 7.1 54.8 177.8 313.7 1092.6 982.9 627.4 0.404 0.364 0.232
1023 11.8 89.2 309.2 575.6 1948.1 1769.6 1151.2 0.400 0.363 0.236
7.1.2.2 Influence of the Individual Hit Ratios (hROCi ) Upon hRO
From expression (7.8) the different caches (C1, C2 or C3) have different contributions to
the global hRO depending on the weights of the associated coverages (Coverage1−gram >
Coverage2−gram > Coverage3−gram). Thus, the effective contribution of each cache Ci is




= Coveragei−gram × hROCi (7.9)





= hitsCacheCi∣∣∣∣allglueg234Ref ∣∣∣∣ with hitsCacheCi corresponding to the number of hits in the
cache Ci .
As a result, if we wanted to ensure the same value of h
′
ROCi
for all individual caches
1 ≤ i ≤ 3, then we would have to provide higher values of hROC3 than hROC2 and higher
values of hROC2 than hROC1 , in the corresponding proportions of the n-gram coverages
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(Coverage3−gram/Coverage2−gram, and Coverage2−gram/Coverage1−gram). However, the as-
sumption of keeping equal values of h
′
ROCi
will lead to higher space cost in terms of the
FAsets to be loaded in the trigrams cache comparing to the bigrams cache and to the
unigrams cache.
In the search for the triple of values of the individual hROCi that leads to a desired
value of the global hRO, we find multiple alternative solutions. In fact, for each desired




which could be exhaustively searched for all admissible values of hROCi . This would lead
to a set of scenarios, where for each given corpus size, all the possible values of hROC1 ,
hROC2 and hROC3 would be considered, and the corresponding values of hRO would be
determined.
Figure 7.4 illustrates a subset of such scenarios corresponding to a corpus size around
1.3 Tw (where the distinct numbers of unigrams, bigrams and trigrams have reached the
plateau regions — chapter 3) where for a fixed value of hROC3 = 30%, the values of hROC1






























































Figure 7.4: Static global hit ratio for the plateaux — hROC3 = 30%. The vertical axis
represents the global hit ratio and the horizontal axes represent the individual hit ratio
of the unigrams cache (hROC1 ) and the bigrams cache (hROC2 ).
The following observations are made:





lead to the same value of hRO = 60%, for example the points 〈100%,30%,30%〉 and
〈40%,100%,30%〉;
However, the above two points have different space costs.





desired hRO in the case of g234 is to choose the point that will lead to the minimum space
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cost in terms of the sum of the FAset sizes for the considered caches.
7.1.2.3 Influence of the Corpus Size upon hRO




, and varying the corpus size,


















Corpus size [ millions of  word ]
hROC₁=80%, hROC₂=60%, hROC₃=30% hROC₁=80%, hROC₂=60%, hROC₃=60%
hROC₁=80%, hROC₂=60%, hROC₃=90% hROC₁=30%, hROC₂=60%, hROC₃=80%
Figure 7.5: Global hit ratio versus corpus size. The Y axis represents the global hit ratio in
percentage and the X axis represents the corpus size in millions of words.
The almost constancy of hRO with the corpus size for each fixed point is directly related
to the behavior of the n-gram coverages with the corpus size as presented in Figure 7.3.
7.1.3 FAset for LocalMaxs
In section 7.1.3.1 we present the FAset definitions in the context of LocalMaxs Global
method. An example of the usage of the FAset concept is presented in section 7.1.3.2.
7.1.3.1 FAset Definitions
In the following each FAset is defined similarly to the Definition 3.1, on page 52, except
for the definition of the frequency of the n-grams which now corresponds to the frequency
of the references to the sub n-grams contained in the n-gram tables that are required by
phase two of the LocalMaxs Global method algorithm.
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Definition 7.1: FAset for LocalMaxs Global method for Isolated Glue





) for cache Cn corresponding to a given n-gram of size n using Lo-
calMaxs Global method algorithm is the percentage of the cumulative sum of fre-
quencies of the leftmost and rightmost sub n-grams of size n that occur as leftmost
or rightmost sub n-grams within the n-grams contained in the distinct nm-gram
table (Dnm), with respect to the total number of references to the leftmost and rig-
htmost sub n-grams of size n (
∣∣∣∣allgluenmRefn−gram ∣∣∣∣) — Definition 2.1 on page 15 — in














where ng denotes a distinct n-gram that is included in the FAset, f reqinDnm (ng) is
the frequency of the n-gram ng in the Dnm table, and DninDnm is the set of distinct
leftmost and rightmost sub n-grams of size n in the Dnm table. For the LocalMaxs
Global method algorithm
∣∣∣∣allgluenmRefn−gram ∣∣∣∣ is equal to 2× ∣∣∣Dnm ∣∣∣.
For a given n-gram size n, the FAset to ensure a target hit ratio (h), when evaluating
the isolated glue of the n-grams of size nm, is defined by counting the frequencies of
occurrences of the leftmost and rightmost sub n-grams of size n within the table (Dnm) of
distinct nm-grams .
For the calculation of the combined glue gn1..n2 , i.e., calculating all the glues from gn1
up to including gn2 the following definition applies.
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Definition 7.2: FAset for LocalMaxs Global method for Combined Glue
When calculating the combined glue gn1..n2 , the hit ratio ensured by a FAset for
cache Cn corresponding to a given n-gram size n using LocalMaxs Global method
algorithm is the percentage of the cumulative sum of frequencies of the distinct
sub n-grams of size n that occur (as leftmost or rightmost sub n-grams) within
the n-grams contained in the tables from the distinct n1-gram table (Dn1) up to
and including the distinct n2-gram table (Dn2), with respect to the total number of
references to all leftmost and rightmost sub n-grams of size n (
∣∣∣∣allgluen1 ...n2Refn−gram ∣∣∣∣)
— Definition 2.1 on page 15 — found within the n-grams contained in the union















where ng denotes a distinct n-gram that is included in the FAset,
f reqin(Dn1 ...∪...Dn2 ) (ng) is the frequency of the n-gram ng in the Dn1 ... ∪ ...Dn2
tables, and Dnin(Dn1 ...∪...Dn2)
is the set of distinct sub n-grams in Dn1 ... ∪ ...Dn2 .
For the LocalMaxs Global method algorithm
∣∣∣∣allgluen1 ...n2Refn−gram ∣∣∣∣ is equal to
2×
∣∣∣Dn1 ∣∣∣+ ...+ 2× ∣∣∣Dn2 ∣∣∣.
The above definitions also apply to the multiple machines case (K > 1) where the sets
FAset and DninDnm or Dnin(Dn1 ...∪...Dn2)
correspond to the per machine local partitions of
n-gram tables (labeled by the machine index j, 1 ≤ j ≤ K).
7.1.3.2 An Example
As an example consider the following Tables 7.2 and 7.3 with an excerpt of the data
of unigrams and bigrams for an hypothetical corpus and assume that we want a FAset
FA (1, g2,70%) for the unigrams with a hit ratio of hRO1 = 70% for the calculation of glue
g2.
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Table 7.2: Hypothetical table of distinct unigrams for an hypothetical corpus.







Table 7.3: Hypothetical table of distinct bigrams for an hypothetical corpus. Frequency







When building the FAset FA (1, g2,70%), corresponding to the FAset of unigrams
within the bigrams, we first need to sort the unigrams in the set D1inD2 according to their
decreasing frequencies in the D2 table. In this example:
{〈that,3〉 ,〈the,2〉 ,〈expect,2〉 ,〈comes,1〉 ,〈show,1〉 ,〈summer,1〉} (7.10)
By including the unigram “that” in the FAset we obtain a hRO1 = 3/10 = 30.0%, by inclu-
ding the unigrams “that” and “the” we obtain a hRO1 = (3 + 2) /10 = 50.0%. So to obtain
at least an hit ratio of 70% we need to include in the FAset the unigrams “that”, “the”,
and “expect”, which lead to an hit ratio hRO1 = (3 + 2 + 2) /10 = 70%. The resulting FAset
would be FA (1, g2,70%) = {the, that,expect}. As result, the static unigrams cache would
be loaded with the following contents: {〈the,15034〉 ,〈that,8383〉 ,〈expect,165〉}.
7.1.4 Algorithm for Searching the Minimal Cost FAset
In this section we present the design of an algorithm for searching the minimal cost
FAset to achieve a given target global static cache hit ratio. Section 7.1.4.1 analyzes the
evolution of the FAset size as a function of the individual cache hit ratio for the isolated
glue calculations. The algorithm is presented in section 7.1.4.2 and an example is shown
in section 7.1.4.3. The influence of the n-gram distribution over the FAset is discussed in
section 7.1.4.4. An analysis of the influence of excluding the n-gram singletons for the
FAset is presented in section 7.1.4.5.
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7.1.4.1 FAset Sizes as a Function of the hROCi for the Isolated Glues
In this section we analyze the value of the individual cache hit ratio in the following cases:
hROC1 for the unigrams when calculating the isolated glue g2; hROC2 for the bigrams when
calculating the isolated glue g3; and hROC3 for the trigrams when calculating the isolated













, when the individual hit ratios
(hROCi , with 1 ≤ i ≤ 3) range from 5% to 95% in steps of 5%, as represented in the X axis
of all figures in this section.
Individual FAset Sizes. In Figures 7.6 to 7.8 the absolute values of the FAset cardinali-
ties (for unigrams, bigrams and trigrams) and the ratio of the FAset size over the number
of the distinct n-grams of the same size (Y axis) are shown for a range of corpus sizes from










































































versus hROC1 b) Ratio
∣∣∣∣FA(1,g2,hROC1 )∣∣∣∣ / |D1| versus hROC1













































































versus hROC2 b) Ratio
∣∣∣∣FA(2,g3,hROC2 )∣∣∣∣ / |D2| versus hROC2
Figure 7.7: Bigrams FAset for English (D2inD3) for different corpus sizes.
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versus hROC3 b) Ratio
∣∣∣∣FA(3,g4,hROC3 )∣∣∣∣ / |D3| versus hROC3
Figure 7.8: Trigrams FAset for English (D3inD4) for different corpus sizes.
In all the three cases we observe:
The cardinality of the individual FAset increases as the individual cache hit ratio
gets higher;
The FAset membership reaches the total number of distinct n-grams of the corre-
sponding size (D1, D2 or D3) for hROCi = 100%.
Comparing the FAset Sizes. Figure 7.9 shows the FAset sizes and the ratios of FAset
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Hit ratio hROCi [ % ]
|FA₁| / |D₁| |FA₂| / |D₂| |FA₃| / |D₃|
a) FAset cardinality versus hit ratio b) Ratio
∣∣∣∣FA(i,gn,hROCi )∣∣∣∣ / |Di| versus hit ratio
Figure 7.9: FAset cardinality and cost as a function of the individual static cache hit ratio
hROCi , for a fixed corpus size of 259 Mw.
The following observations can be made:
From Figure 7.9-a) we conclude that for the same values of hROC1 =hROC2 =hROC3 (X
axis) the required FAset size (Y axis) of the trigrams cache is much higher than
the one required by the bigrams cache, which is also higher than the one for the
unigrams cache;
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Also, for the same values of hROCi , the FAset for the unigrams cache represents a
much lower proportion of distinct unigrams with regard to the total number of
distinct unigrams (
∣∣∣∣FA(1, g2,hROC1 )∣∣∣∣ / |D1|) than the corresponding proportion for
the bigrams cache(
∣∣∣∣FA(2, g3,hROC2)∣∣∣∣ / |D2|) as well as than the one for the trigrams
cache (
∣∣∣∣FA(3, g4,hRO3)∣∣∣∣ / |D3|), as shown in Figure 7.9-b). This is due to the higher
average repetition factor of unigrams (|C| / |D1|) compared to the repetition factor of
bigrams ((|C| − 1) / |D2|), which is itself higher than the repetition factor of trigrams
((|C| − 2) / |D3|);
FAset Efficiencies. The efficiency of a given FAset for a given glue calculation can be
defined by a metric that relates the number of hits in the static cache to the FAset size.
In fact, the unigrams show a ratio of average number of hits (#Hits) per FAset elements,
#Hits1/
∣∣∣∣FA(1, g2,hROC1 )∣∣∣∣, where #Hits1 = hROC1 × ∣∣∣allg2Ref1−gram∣∣∣; the bigrams show a
corresponding ratio of #Hits2/
∣∣∣∣FA(2, g3,hROC2 )∣∣∣∣, where #Hits2 = hROC2 × ∣∣∣allg3Ref2−gram∣∣∣;
and the trigrams show a ratio given by #Hits3/
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Figure 7.10: FAset efficiencies — #Hitsi/ |FAi |— for a fixed corpus size of 259 Mw. The
Y axis represents the individual FAset efficiency and the X axis represents the individual
cache hit ratio in percentage.
Due to the above mentioned differences between the average repetition factors of uni-
grams, bigrams and trigrams, the unigrams FAset efficiency is higher than the efficiencies
of bigrams or trigrams.
7.1.4.2 Minimal Cost FAset Algorithm
Objective. For a given corpus size and, for example, for LocalMaxs glue g234, what
is the minimum cost solution for the combination of h (1,FA1, g234), h (2,FA2, g234) and
h (3,FA3, g234) to obtain a target global hRO? We define absolute cost of a solution as:
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Rationale of the Algorithm Design. For each n-gram size n, 1 ≤ n ≤ 3, consider a stack
consisting of buckets. Each bucket is a subset, with variable size, of the total number
of distinct n-grams that are totally ordered according to their decreasing frequencies of
occurrences within the corresponding sets Dnin(Dn1 ...∪...Dn2)
, which are, respectively, for
unigrams (n = 1) the set D1in(D2...∪...D4), for bigrams (n = 2) the set D2in(D3...∪...D4), and for
trigrams (n = 3) the set D3inD4 . The n-grams with equal frequency are ordered according
to their lexicography ordering.
Figure 7.11 shows an example of the bucket stacks for unigrams, bigrams and trigrams
for the case of combined glue g234. For each stack (1 ≤ n ≤ 3) its buckets are totally
ordered: For example, in the case of the unigrams stack, the last element within the first
bucket b1−grams1=1 is higher in the ordering than the first element within the following
(second) bucket b1−grams1=2 , and so on. For each n-gram size n, the label sn denotes the
index (starting at 1) of the current top of the n-grams stack. The corresponding value of











Figure 7.11: Bucket stacks for combined glue g234.
The Minimal Cost FAset algorithm proceeds in a sequence of steps i, from 1 up to
the final step, which corresponds to having reached a configuration of n-gram stacks
ensuring the desired target hRO with the minimal cost global FAset FA.
In each step the algorithm gathers a new bucket of a given n-gram size among a set of
candidate buckets. The candidate buckets are organized into subsets, one subset for each
n-gram size, and all the buckets within each subset are totally ordered.
The selected bucket is the one, among the first buckets in each subset, which satisfies a
minimum cost criterion as explained in the following. For each n-gram size, each bucket is
responsible for adding a fixed increment to the h
′
ROCn
(expression (7.9)) that corresponds
to the contribution from the n-gram stack Cn to the global hit ratio hRO (expression (7.8)).
The increment to the hit ratio (h
′
ROCn
) requires an increment in the FAset FAn of the
corresponding n-gram stack Cn. For all the steps and all the n-gram stacks, the algorithm
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initially considers fixed and equal increments in each individual hit ratio (hROCn ) equal
to ∆hn for all n-gram sizes, which defines the granularity of the individual hit ratio
increments that are considered in the sequence of the algorithm evaluations. However, in
fact, in order to ensure integer increments for the FAset cardinalities, the corresponding
increments in ∆hn may be slightly above the initially considered ∆hn value, thus they can
be slightly different among the distinct n-grams stack sizes. Besides, there is a minimum
value in the individual hit ratio increment to ensure that the FAset increment is at least
one.
Thus, at each point in the algorithm execution, the set of buckets that were already
pushed into each stack of each n-gram size n, determines the effective contribution of
this stack to the corresponding hit ratio (h
′
ROCn




























number of elements, i.e., buckets, on the n-gram bucket stack bn−gramsn .
For example, in Figure 7.11, the illustrated configuration of stacks corresponds to a
contribution of j ×Coverage1−gram ×∆hn from the unigrams stack, a contribution of k ×
Coverage2−gram×∆hn from the bigrams stack, and a contribution of 1×Coverage3−gram×∆hn
from the trigrams stack. This configuration shows the current states of the stacks after
j + k + 1 steps, which corresponds to an overall hRO of the entire cache system given by(
j ×Coverage1−gram + k ×Coverage2−gram + 1×Coverage3−gram
)
×∆hn.












∣∣∣∣FA(bn−gramsn )∣∣∣∣− ∣∣∣∣FA(bn−gramsn−1)∣∣∣∣ , if sn > 1
(7.13)






However, the corresponding FAset increments are not equal among all the stacks.
Some buckets contribute with higher incremental costs than others, in the sense that they
require more FAset additional elements than other buckets.
At each step i of the algorithm execution, the representation of each individual n-gram
stack is given by the following expression:
Sn−gramsn (i) =
(〈





Thus, for each n-grams stack and glue evaluation g:
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= sn ×Coveragen−gram ×∆hn (7.18)
The global configuration of all the n-gram stacks is given by the tuple:
S (i) =
(
S1−grams1 (i) ,S2−grams2 (i) ,S3−grams3 (i) , · · · ,S(n−1)−grams(n−1) (i)
)
(7.19)
where n is the maximum n-gram size for the glue calculation, e.g., n = 4 in the case
of glue g234 (Figure 7.11). The corresponding global FAset ensured by a given global
configuration S (i) is:














Initially all the stacks start empty and the algorithm goal is to build a triple of FAset
(FA1, FA2 and FA3) that collectively ensures a target global hit ratio (hRO). In the initial
state, for each n-gram size, there is an ordered list of candidate buckets waiting to be
selected.
At each step the algorithm chooses for expansion one of the stacks, by inspecting the
head buckets in all the stack lists, and choosing the one that contributes to the minimal
incremental cost, and adds this selected bucket to the top of the corresponding stack.
The incremental cost of adding a ∆hn to one of the stacks with the corresponding FAset
























) = ∑snl=1∆Cost (bn−graml )
sn
(7.22)
At the end of each step the algorithm evaluates the current global hit ratio (hRO) that
is determined by the current tops of the stacks, for example b1−grams1=j , b2−grams2=k , and
b3−grams3=1 in the case of Figure 7.11, and it terminates in case the current global hit ratio
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is equal or greater than the target hit ratio. The FAset for each n-gram size is defined by
the contents of the accumulated buckets in each corresponding stack.






























This leads to the configuration of minimal cost to ensure a target hRO (the minimal
FAset). The correctness of the algorithm is ensured, in the sense of achieving a minimum
cost solution, by choosing a small enough increment in the hit ratio to guarantee that
in each step during the algorithm execution there are no minimum cost alternatives left
out. This would be achieved if the increment in each step would correspond to adding
a single element to the selected FAset candidate, i.e., each bucket would have size one.
However, that approach would lead to a huge number of algorithm steps due to the
large sizes of the FAset considered. For example for a corpus with 466 Mw, in a single
machine case and for combined glue g234, this would lead to a number of steps equal to
216 107 531 = |D1| + |D2| + |D3|, for hRO equal to the maximum possible value of 100%.
To make the algorithm implementation feasible, we considered small increments in the
hit ratio at each step, in the order of 5%. In this case for the same corpus of 466 Mw the
algorithm only requires 60 steps to find a solution.
7.1.4.3 Minimal Cost FAset Algorithm — An example
Evolution of the Global Hit Ratio and FAset Size. Figure 7.12 shows, for a corpus size
of 466 Mw and for glue g234, the evolution of the global hit ratio (hRO) from 0% to 100%,
represented in the Y axis and the corresponding ordered list (from left to right) of the
buckets (represented in the X axis) as selected by the algorithm. The notation used for
the bucket identifiers is: BU for unigrams, BB for bigrams and BT for the trigrams. The
associated number represents the selection ordering on the corresponding stack. In this
case, for the considered increment in the individual hit ratio ∆hn = 5%, there are a total
of 20 buckets for each n-gram stack corresponding to a total of 60 buckets, although for
clarity the X axis only shows half of their identifiers.
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Figure 7.12: FAset algorithm — Evolution of the global hit ratio for a corpus of 466 Mw
and glue g234.
The last bucket selected leads to the total FAset which includes all the distinct uni-
grams, bigrams and trigrams of the analyzed corpus, corresponding to a global hRO =
100%.
























































































































































Figure 7.13: FAset algorithm — Ordered list of selected buckets for a corpus of 466 Mw
and glue g234. The Y axis represents the cardinality of the FAset and the X axis represents
the ordered list of selected buckets.
Examples of Different Global Hit Ratio Targets. The algorithm calculates the triple〈
hROC1 ,hROC2 ,hROC3
〉
with the minimum cost that corresponds to each target hRO. Table
7.4 shows 3 examples for the hRO targets of 70%, 80% and 90% and the corresponding
values, obtained by the algorithm, for hROC1 , hROC2 and hROC3 , for a corpus of 466 Mw in
the case of glue g234.
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Table 7.4: Algorithm results for a corpus of 466 Mw and combined glue g234. FAset
cardinalities are expressed in number of n-grams.
Target hRO
70% 80% 90%
Obtained hRO 71.36 % 80.51 % 90.65 %
|FA| 6 371 858 27 610 360 96 726 260
|FA| / |FAmax| 3.02 % 13.07 % 45.78 %
hROC1 95.00 % 100.00 % 100.00 %
|FA1| 325 143 4 941 629 4 941 629
|FA1| /
∣∣∣FA1max ∣∣∣ 6.58 % 100.00 % 100.00 %
hROC2 75.00 % 85.00 % 100.00 %
|FA2| 4 440 834 13 340 884 46 470 946
|FA2| /
∣∣∣FA2max ∣∣∣ 9.56 % 28.71 % 100.00 %
hROC3 25.00 % 40.00 % 60.00 %
|FA3| 1 605 881 9 327 847 45 313 685
|FA3| /
∣∣∣FA3max ∣∣∣ 1.00 % 5.83 % 28.34 %
We observe the following:
The obtained values of the global hit ratio (hRO) are slightly above the target ones
due to the above mentioned integer approximation of the FAset value;
For each n-gram size, the value of FAnmax corresponds to a value of 100% for hROCn ;
Note that due to the coverages (Coveragen−gram) of the n-grams population for
each n-gram size relative to the total number of n-gram references, the maximum
effective contribution to the global hit ratio (hRO) from each of the individual
n-gram caches C1, C2, and C3 are, respectively, h
′
ROC1




= hROC2 × 0.363 = 36.3%, and h
′
ROC3
= hROC3 × 0.233 = 23.3%, when hROC1 =
hROC2 = hROC3=100%. The values of coverages of the unigrams, bigrams and tri-
grams are, respectively, 0.404, 0.363 and 0.233 obtained as in Table 7.1, for the 466
Mw corpus.
The table illustrates that, as a result of the higher priority given by the algorithm
to the smaller n-gram sizes, the recommended individual hit ratio for the unigrams
(hROC1 ) is higher than the one for bigrams (hROC2 ) and for trigrams (hROC3 ).
Global FAset Size. Figure 7.14 shows the variation of the size of the global FAset for
a combined glue calculation g234 versus the global hit ratio (hRO) for a corpus size of 466
Mw. The size of the global FAset corresponds to the sum of the sizes of the FAset for
unigrams, bigrams and trigrams.
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Figure 7.14: FAset algorithm — Global size FA versus hRO for corpus of 466 Mw. The Y
axis represents the FAset size and the X axis represents the global hit ratio in percentage.
The dotted vertical line represents an example of a target hRO value near 70%.
We observe the following:
The overall trend of the global FAset size as a function of hRO is approximated by
the exponential function presented in the figure;
Due to the Zipf-like distribution of n-gram frequencies, which are progressively de-
creasing as we move from the higher frequency n-gram ranks to the lower frequency
ranks, there is a need to include higher proportions of n-grams into the FAset as
we increase the target hRO. Thus, as we increase the required target hRO the FAset
membership grows quickly until the entire set of distinct n-grams are included in
the FAset.
Individual FAsets Sizes. Figure 7.15 shows the variation of the size of the individual
FAsets for a combined glue calculation g234 versus the global hit ratio (hRO) for a corpus
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Figure 7.15: FAset algorithm — Sizes FA1, FA2 and FA3 versus hRO for a corpus of 466
Mw. The Y axis represents the size of the individual FAsets and the X axis represents the
global hit ratio in percentage.
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The figure illustrates how the algorithm identifies distinct segments when increasing
hRO, where each individual n-gram cache is called for contribution:
The first segment is only due to cache C1 contribution, followed by a cache C2
segment contribution, and another C1 contribution, and so on;
Note that the first segment contribution from cache C3 (marked “Start C3”) is only
requested for higher values of hRO.
Global FAset Cost. Figure 7.16 shows the variation of the cost (ratio |FA| /hRO) for a
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Figure 7.16: FAset algorithm — Ratio |FA| /hRO versus hRO for a corpus of 466 Mw. The Y
axis represents the cost and the X axis represents the global hit ratio in percentage.
This figure illustrates the following points:
The FAset membership required per unit increment of hRO grows as the target hRO
increases;
As the algorithm starts by first selecting the n-grams with higher frequencies for
each n-gram size, then as further new FAset elements are required for increasing
values of hRO, their contribution is progressively lower (according to the Zipf-like
distribution), leading to an overall increase in the |FA| /hRO cost.
7.1.4.4 Influence of the n-grams Frequency Distribution in the FAset
The FAsets considered by the algorithm and for instance illustrated in the cases of Table
7.4 take into account all distinct sub n-gram frequencies of occurrences in the set of
distinct n-grams tables.
Note that when K = 1 the sets of distinct subunigrams are equal for any of the glue
calculations g2, g3, g4, g23 or g234: D1inD2=D1inD3=D1inD4=D1in(D2∪D3)=D1in(D2∪D3∪D4)=D1.
The same applies to bigrams, trigrams and so on. However, each individual sub n-gram
contributes with different frequencies of occurrences within the distinct n-gram tables
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involved on each glue calculation. In the case of combined glue g234, regarding the
subunigrams the above mentioned tables correspond to D2 ∪D3 ∪D4; for subbigrams it
is D3 ∪D4; and for subtrigrams it is D4. In the case of combined glue g2···6, regarding the
subunigrams the above mentioned tables would be D2∪D3∪D4∪D5∪D6; for subbigrams
it is D3 ∪D4 ∪D5 ∪D6; for subtrigrams it is D4 ∪D5 ∪D6; and so on.
Thus, a given FAset membership consisting of the same distinct sub n-grams, has a
different impact depending on the n-gram tables where the sub n-gram occurrences are
counted.
An Example. For g2 one can build a unigram FAset to ensure a target hROC1 = 80% and
compare that unigram FAset with the unigram FAset required to obtain the same hit
ratio for the glue g234. We expect that the latter unigram FAset would be smaller than
the former, because the average unigram efficiency in terms of number of hits per FAset
element increases:
0.8× 2× |D2| = numberHitsByFAsetD1inD2 (7.25)
0.8× 2× (|D2|+ |D3|+ |D4|) = numberHitsByFAsetD1in(D2∪D3∪D4) (7.26)
0.8× 2× |D2|∣∣∣FAsetD1inD2 ∣∣∣ = eff iciencyHitP erFAsetElementD1inD2 (7.27)
0.8× 2× (|D2|+ |D3|+ |D4|)∣∣∣FAsetD1in(D2∪D3∪D4)∣∣∣ = eff iciencyHitP erFAsetElementD1in(D2∪D3∪D4) (7.28)














FAset Ranking Histograms. Figure 7.17 shows the frequencies of occurrences of the






























all obtained for a corpus with 466 Mw and targeting the same fixed value of the corre-
sponding hROC1 = 80%.
0
Figure 7.17: FAset unigram histograms for a corpus of 466 Mw and hROC1 = 80%. The
Y axis represents the n-gram frequency in the sets D1inDm and the X axis represents the
n-gram rank.
Figure 7.17 shows:
The number of elements in FAsetD1inD2 is much greater than the number of elements
in FAsetD1in(D2∪D3∪D4), for equal target hit ratio hROC1 = 80%;
As expected, the number of hits per FAset element in the case of FAsetD1in(D2∪D3∪D4)
is greater than in the case of FAsetD1inD2 , also shown in expression (7.29).
Similar results can be derived for larger n-gram sizes, as illustrated in Figure 7.18 for
bigrams for the same corpus size as above, both for a corpus of 466 Mw.
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6
Figure 7.18: FAset bigram histograms for a corpus of 466 Mw and hROC2 = 60%. The Y axis
represents the n-gram frequency in the sets D2inDm and the X axis represents the n-gram
rank.
Figure 7.19 shows the frequencies of occurrences of the trigrams included in the FAset
FAsetD3inD4 , obtained for a corpus with 466 Mw.
6
Figure 7.19: FAset trigram histograms for a corpus of 466 Mw and hROC3 = 30%. The
Y axis represents the n-gram frequency in the sets D3inDm and the X axis represents the
n-gram rank.
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Approximations to the FAset. For larger corpus sizes and higher n-gram sizes the FAset
calculations performed by the Minimal Cost FAset algorithm may become computatio-
nally heavy due to the sizes of the distinct n-gram tables. In this context, an approx-
imation to the FAset membership based on a subset of distinct n-gram tables can be
considered. For example, building the FAset for unigrams based on a subset of D1inD2
only, which just corresponds to the FAset needed for the isolated glue g2; building the
FAset for bigrams based on a subset of D2inD3 only, which just corresponds to the FAset
needed for the isolated g3, etc. Although this would lead to higher FAset sizes than the
ones obtained by the Minimal Cost algorithm, the base target hit ratio considered for each
n-gram size and isolated glue calculation will be further increased due to the successive
and combined glue calculations.
An even more lightweight approach would be building the FAsets by including all the
distinct sub n-grams found within the corresponding distinct n-gram tables, following
the ordering of their decreasing efficiencies (section 7.1.4.1), i.e., starting with unigrams,
then bigrams, etc. However, in this case, it would be wasteful to include also the singleton
n-grams, as discussed in the following section.
7.1.4.5 Excluding the Singleton n-grams from the FAset
In Table 7.4 the set FAnmax ( 1 ≤ n ≤ 3) corresponds to a value of hROCn = 100%, and
includes all the distinct n-grams of size n. However, in some corpus size ranges, a subset
of those n-grams are singletons, occurring only once in the corpus. For example, for the
English corpora considered, there are singleton unigrams, or bigrams, or trigrams, ..., or
hexagrams, for all the corpus sizes smaller than values around 1 to 10 Tw (section 3.6 on
page 48).
Thus, those singletons should not be included in the FAset that will be used to load
a static cache. So, we are interested in building FAsets that only include nonsingleton
n-grams. In the following we evaluate the influence of excluding the singleton n-grams
in the case of calculating the combined glue g234.
Analysis of the FAset for Cache C1. We first consider the isolated glue calculation g2

















where ng is a distinct nonsingleton unigram, S1 is the set of singleton unigrams in the
corpus, D2 is the set of distinct bigrams in the corpus, and f reqinD2 (ng) is the frequency
of ng in D2.
Apart from the first and the last unigram occurrences in the corpus, each singleton
unigram in the corpus occurs twice in the D2 table, namely, it occurs exactly within two
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distinct bigrams. For example, a substring in the corpus such as ”a b c a b” maps into a
D2 table containing the following distinct bigrams: {”a b”,”b c”,”c a”}, where it is clear
that the singleton unigram ”c” appears only in two bigrams. Let us consider all the input
unigram references to cache C1 for glue g2, that is
∣∣∣∣allglueg2Ref1−gram ∣∣∣∣ = 2 × |D2|. This can
be decomposed into a first parcel, representing the unigrams FAset (FANonSing ), which
considers only the existing nonsingleton unigrams in the corpus and accumulating all
their frequencies of occurrences in the D2 table; and a second parcel which accounts for
the singleton unigrams occurrences in the D2 table, that is 2× |S1|.
The following expressions may be derived using a similar reasoning for the isolated























where f reqinD3 (ng) and f reqinD4 (ng) are, respectively, the frequencies of the nonsingleton
unigram ng in D3 and D4.












where f reqin(D2∪D3∪D4) (ng) is the frequency of the nonsingleton unigram ng in the union
of D2, D3 and D4 tables.
The above expression is obtained as follows:
∣∣∣∣allglueg234Ref1−gram ∣∣∣∣∣∣∣∣allglueg234Ref1−gram ∣∣∣∣ =
∑
ng∈FANonSing





f reqin(D2∪D3∪D4) (ng)∣∣∣∣allglueg234Ref1−gram ∣∣∣∣ +
6× |S1|∣∣∣∣allglueg234Ref1−gram ∣∣∣∣ (7.35)
where
∣∣∣∣allglueg234Ref1−gram ∣∣∣∣ = 2× |D2|+ 2× |D3|+ 2× |D4|.
The above hit ratios are shown in Figure 7.20 as a function of the corpus size.
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Corpus size [ word ]
h₁(g₂) h₁(g₃) h₁(g₄) h₁(g₂₃₄)
Figure 7.20: Cache C1 hit ratios for nonsingletons FAset. The Y axis represents the hit
ratio in percentage and the X axis represents the corpus size in words.
In all the cases of the isolated glue calculations, from g2 to g4, the total number of
unigram misses out of the static cache C1, preloaded with the above FAset (FANonSing ), is
the same and equal to 2× |S1|. Thus:
For each fixed corpus size and its associated nonsingleton unigrams FAset, the cor-
responding cache C1 hit ratios increase when going from g2 to g4;
The hit ratios grow monotonically with the corpus size as the population of the
nonsingleton unigrams becomes dominant, and reach 100% in the plateau regions as
soon as the singletons disappear; Of course this requires enough memory capacity
to include the growing FAset memberships that follow the same behavior as the
nonsingletons (Figure 3.10 on page 49).
Apparently, from the above analysis, one could be led to conclude that the curves in
Figure 7.20 show the absolute maximum hit ratios that could be achieved by a static
C1 cache in the above conditions where the entire population of singleton unigrams is
strictly treated as cache misses.
However, when we consider the nature of the above unigram misses, we know that
they correspond to singleton unigrams in the corpus, thus they have a frequency of occur-
rence of 1 in the corpus. By recalling that the LocalMaxs glue calculation is based on
the knowledge of the global frequencies of occurrence of n-grams in the corpus, one can
automatically infer that any of the distinct n-grams associated to the above cache misses
has a frequency of 1, without requiring any further processing, that is the cache plays the
role of filtering the singletons. Thus, it has an equivalent behavior of a cache with a 0%
miss ratio. This assumes that the prefetching of the nonsingleton n-grams in the FAset
takes place without any overhead, namely that is performed in complete time overlap
with other computations.
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Analysis of the FAsets for Caches C2 and C3. From a similar analysis, we derive the
corresponding hit ratio expressions for static caches C2 and C3 when loaded with non-
singleton FAsets exclusively. Considering that the singleton bigrams in the corpus (S2),
except for the first and the last ones in the corpus, have a total number of occurrences





































where f reqin(D3∪D4) (ng) is the frequency of the nonsingleton bigram ng in the union of
D3 and D4 tables.
Considering that the singleton trigrams in the corpus (S3), except for the first and the
last ones in the corpus, have a total number of occurrences equal to 2× |S3| as subtrigrams












where f reqinD4 (ng) is the frequency of the nonsingleton trigram ng in the D4 table.
The same conclusions as above can be drawn concerning the interpretation of the
singleton bigram misses and the singleton trigram misses.
Global Hit Ratio for the Cache System for Combined Glues. Finally the global hit
ratios for the cache system, for the combined glues g234 and g2···6, when the FAsets consist
entirely of all nonsingleton n-grams, can be derived as follows. For example, for cache
system C1+2+3 and glue g234 we obtain the following:
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where ng1, ng2, and ng3 denote, respectively, a nonsingleton unigram, a nonsingleton bi-























∣∣∣∣allglueg233Ref ∣∣∣∣ =(∣∣∣∣allglueg233Ref1−gram ∣∣∣∣+ ∣∣∣∣allglueg233Ref2−gram ∣∣∣∣+ ∣∣∣∣allglueg233Ref3−gram ∣∣∣∣)−







= 1− 6× |S1|+ 4× |S2|+ 2× |S3|
2× |D2|+ 4× |D3|+ 6× |D4|
(7.43)





= 1− 10× |S1|+ 8× |S2|+ 6× |S3|+ 4× |S4|+ 2× |S5|
2× |D2|+ 4× |D3|+ 6× |D4|+ 8× |D5|+ 10× |D6|
(7.44)
Figure 7.21 shows the corresponding curves as a function of the corpus size.
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Corpus size [ word ]
h₁₂₃(g₂₃₄) h₁₂₃₄₅(g₂₃₄₅₆)
Figure 7.21: Global hit ratio for nonsingletons FAset for combined glues g234 and g2···6.
The Y axis represents the hit ratio in percentage, and the X axis represents the corpus size
in words.
7.1.5 Multiple Machines Case — Evolution of FAset versus K
The above discussion and results presented in sections 7.1.1 to 7.1.4 can be applied to an
individual machine, in a single or a multiple machines configuration. In this latter case,
the local machine tables (Di (j)) and the local static cache CROi must be considered for the
local FAset analysis in each machine.
In the following we analyze the evolution of the FAset membership when varying the
number of machines (K).
We expect that the FAset membership per machine, as a function of K , will exhibit a
similar behavior as the evolution of the number of distinct sub n-grams in each machine
(section 5.4.3 on page 87). This is due to the fact that the FAset is a minimal subset of
the distinct sub n-grams set, whose membership criterion follows the decreasing order
of frequencies of the n-gram occurrences. Thus, the per machine distribution of those n-
grams is influenced by the repetition of occurrences of the most intensively used n-grams
among the different machines.
Similarly to the analysis of the distribution of the number of distinct n-grams we
followed an empirical approach concerning the per machine FAset membership. The
following results were obtained by executing the phase one of the LocalMaxs Global met-
hod, suitably extended to calculate the FAset for a given corpus size and glue calculation.
An evaluation of the impact of these extensions upon the execution time is included in
section 7.3.1, on page 231.
The results were obtained in a multiple machine environment and different numbers
of machines were considered. We used different corpus sizes, namely, 64, 128, 256 and
511 Mw, and evaluated the per machine FAset membership for unigrams, bigrams and
trigrams, when considering the isolated glue calculations respectively g2, g3 and g4. From
Figure 7.10, on page 194, the efficiency of the FAset for unigrams is much greater than for
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bigrams and for trigrams, and the efficiencies for the bigrams and trigrams FAset show
a significant decrease with the value of the corresponding individual hit ratio. Thus, it
is more reasonable, concerning the FAset size, to achieve higher values of the individual
hit ratio for the unigrams than the trigrams. So, in these experiments, we considered the
following values for the individual hit ratio to be ensured by the FAsets in each machine:
hROC1 = 80% for the isolated glue g2, hROC2 = 60% for the isolated glue g3, and hROC3 = 30%
for the isolated glue g4. As an example, Table 7.4 shows that when considering a target
global hit ratio (hRO) of 70% and the combined glue g234 the individual hit ratios indicated
by the Minimal Cost FAset algorithm are hROC1 = 95%, hROC2 = 75% and hROC3 = 25%.
Evolution of the Individual FAsets as a Function of K . The following results show, in
Figures 7.22 to 7.24, the evolution of the individual FAset sizes per machine, as a function
of the number of machines (K = 3, 6, 9, 12, 18) for the cases of unigrams, bigrams and
trigrams, when considering, respectively, the isolated glue calculations g2, g3 and g4.
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Figure 7.23: Per machine FAset for bigrams, glue g3 and different corpus sizes versus K .
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Figure 7.24: Per machine FAset for trigrams, glue g4 and different corpus sizes versus K .
From the above figures we conclude:
The individual per machine FAset curves exhibit a similar trend as the curves for
the number of distinct n-grams DiinDn (j) in the localDn (j) tables as a function of the
number of machines, also following a power law with a negative exponent (section
5.4.3 on page 87);
Similar behaviors occur for the global FAset of the cache system in each machine
when considering the combined glue evaluations.
Evolution of the Static Cache Miss Penalties as a Function ofK . Figure 7.25 shows the
per machine individual cache miss penalties obtained as averages over the K machines
for fixed values of hROC1 = 80%, hROC2 = 60%, and hROC3 = 30%, respectively for the
calculation of the isolated glues g2, g3 and g4. For each static cache Ci , with 1 ≤ i ≤ 3,
the individual cache miss penalty (missi (j)) for the glue calculation g(i+1) is given by the
following expression:
missi (j) = 2×
∣∣∣D(i+1) (j)∣∣∣× (1− hROCi (j)) (7.45)
where j is the machine number (1 ≤ j ≤ K), D(i+1) (j) corresponds to the table of distinct
n-grams of size (i+1) in the j machine, and hROCi (j) is the corresponding individual cache
(Ci) hit ratio.
The following remarks can be taken:
The average per machine individual cache Ci miss penalty for glue g(i+1) varies
with 1/K due to being proportional to the distinct n-gram table D(i+1) (j) size. As
discussed in chapter 5, the distinct n-grams tables are equally partitioned among K
machines, thus
∣∣∣D(i+1) (j)∣∣∣ is approximately equal to ∣∣∣D(i+1)∣∣∣ /K ;
In the cases where the FAset includes all the nonsingleton n-grams, excluding all
the singletons, then we note that, although from the static cache point of view there
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Figure 7.25: Per machine average individual static cache misses for a corpus of 64 Mw
versus K . The Y axis represents the miss penalty in millions of n-grams and the X axis
represents the number of machines.
are still misses, they really do not involve any overhead from the point of view of
the outside of the cache system because they were clearly identified as singletons,
so they do not require a remote fetch of their n-gram frequency data.
In summary, for a scenario where hRO is kept constant when going from K = 1 to K > 1,
the miss penalty of the static cache decreases as 1/K . For the same scenario, for each
n-gram size, the FAset per machine is proportional to K−b, 0 < b < 1.
7.2 Static plus Dynamic Cache
If it is feasible to design a static cache with enough memory capacity to contain a preloa-
ded FAset that, for each corpus size includes all nonsingleton n-grams of size n existing in
the corpus, then all detected cache misses correspond to singleton n-grams in the corpus.
In this case the cache system is able to identify those singletons and can automatically as-
sociate a frequency of occurrence of 1 to each of those n-grams, which is what is required
by the LocalMaxs glue calculation. Thus, this has the equivalent effect of a cache with a
zero miss ratio.
If the above assumption does not hold, then the static cache FAset is only able to
include a subset of all the nonsingleton n-grams of each size n in the corpus, thus the
detected cache misses correspond to the remaining nonsingleton n-grams plus all the
singleton n-grams. In this case, the cache system is unable to automatically identify the
singleton n-gram misses, unlike the former case.
Furthermore, in this latter case, the nonsingletons that were not included in the FAset
exhibit multiple occurrences in the corpus and also in the input cache references stream
(allgluegRef , e.g., the set D2 ∪D3 ∪D4 in the case of glue g234): indeed each nonsingleton
is referenced two or more times in that stream, depending on its pattern of occurrences
within the corpus. Each singleton n-gram in the corpus, on the other hand, occurs twice
214
7.2. STATIC PLUS DYNAMIC CACHE
(as sub n-gram) in the input cache reference stream as explained above (section 7.1.4.5),
except for the first and the last ones in the corpus.
As discussed in chapter 6, a dynamic cache with infinite capacity only generates the
first occurrence misses corresponding to the number of distinct n-grams occurring in
the input cache reference stream. Thus, a dynamic cache can be applied to the static
cache output miss stream with the result of filtering out all the repetitions in the static
cache misses. This has the overall effect of reducing the miss ratio of a composite cache
(CRO+RW ) that includes a static subcache (CRO) plus a dynamic subcache (CRW ), when
compared to a single static cache. However, with an infinite dynamic cache this solu-
tion will require the same memory capacity as a single static cache loaded with a FAset
containing all the distinct n-grams. The required memory can be reduced by using a
dynamic cache with finite capacity that allows keeping the n-grams with the higher pri-
orities according to a certain criterion, such as the decreasing order of their frequencies
of occurrences, although this solution will imply an additional overhead due to the finite
capacity misses.
Concerning the singletons, in a first approach, discussed in this chapter, there is no
distinction established by the cache system among the nonsingleton and singleton n-
grams appearing in the static cache output miss stream, with the consequence that the
dynamic cache (CRW ) will also generate one miss for each singleton n-gram. The filtering
of any existing singleton n-grams will lead to a further reduction in the overall miss ratio
of the cache system. A strategy for filtering the singleton n-grams using Bloom filters is
presented in chapter 8, which can be used to improve a single dynamic cache system (as
the one in chapter 6) or a composite static plus dynamic cache system (as discussed in
this chapter).
In section 7.2.1 we discuss the modeling of the static plus dynamic cache. In section
7.2.2 we discuss the single machine case. Finally, in section 7.2.3 we discuss the multiple
machines case.
7.2.1 Definitions
The following expressions (7.46) to (7.49) define the hit and miss ratios of a composite








Figure 7.26: Diagram of a composite static plus dynamic cache system.
The individual static cache hit ratio (hRO) and the corresponding miss ratio (mrRO)
are:
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hRO =
∣∣∣∣allgluegRef ∣∣∣∣− |missesCRO|∣∣∣∣allgluegRef ∣∣∣∣ = 1−mrRO (7.46)
where missesCRO denotes the set of static cache misses.
The individual dynamic cache hit ratio (hRW ) and the corresponding miss ratio (mrRW )
are:
hRW =
|missesCRO| − |missesCRW |
|missesCRO|
= 1−mrRW (7.47)
where missesCRW denotes the set of dynamic cache misses.
The global hit ratio (hRO+RW ) of the composite static plus dynamic cache is:
hRO+RW =
∣∣∣∣allgluegRef ∣∣∣∣− |missesCRW |∣∣∣∣allgluegRef ∣∣∣∣ = 1−
|missesCRW |∣∣∣∣allgluegRef ∣∣∣∣ = 1−mrRO+RW (7.48)
and the corresponding miss ratio is:





|missesCRW |∣∣∣∣allgluegRef ∣∣∣∣ (7.49)
From expression (7.49) we conclude thatmrRO+RW ≤mrRO andmrRO+RW ≤mrRW . The
above definitions apply to an individual composite cache, for a given n-gram size, as well
as to a global cache system made of a set of individual n-gram static plus dynamic caches
for several values of n (Figure 7.27).
1-gram static plus dynamic cache – CRO+RW1
2-gram static plus dynamic cache – CRO+RW2




























Figure 7.27: Diagram of a static plus dynamic cache system for glue g234.
For an individual static plus dynamic cache Cn with n-gram size of n, the individual
cache miss ratio for the isolated glue g(n+1) is given by:
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∣∣∣DninD(n+1) ∣∣∣− ∣∣∣∣FA(n,gn+1,hROCn )∣∣∣∣
2×
∣∣∣D(n+1)∣∣∣ (7.50)
Assuming that the included dynamic caches CRWi have infinite capacity we can cal-
culate the global miss ratio of the static plus dynamic cache system (C1+2+3), for the
combined glue g234 as:













where D234 represents the union of the tables of distinct bigrams (D2), trigrams (D3)
and tetragrams (D4); D34 represents the union of the tables of distinct trigrams (D3) and
tetragrams (D4); andD1inD234 ,D2inD34 andD3inD4 represent, respectively, the corresponding
distinct subunigrams, subbigrams and subtrigrams in the above tables.
7.2.2 Single Machine Case (K = 1)
Static plus Dynamic Cache Size. Figure 7.28 shows the cardinalities of the individual
static cache FAsets and the sizes of the corresponding individual dynamic caches, for
each n-gram static plus dynamic cache of size n, 1 ≤ n ≤ 3, for the glue calculation g234
and a fixed corpus size of 466 Mw, when the corresponding individual static hit ratio
hROCn varies from 5% to 95%. The sets of distinct n-grams D1, D2, D3 and D4 were
calculated by running phase one of the LocalMaxs Global method to generate the n-gram
tables. Then the static cache FAsets were calculated by varying the static hit ratio, for
each individual cache (C1, C2 and C3), using Definitions 7.1 and 7.2. The corresponding
values |Di | −
∣∣∣∣FA(i,g,hROCi )∣∣∣∣ were obtained to model the total number of first occurrence
misses of the dynamic cache, i.e., its size in terms of n-gram entries.
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Figure 7.28: FAset cardinalities, dynamic cache sizes involved in the global miss ratio for
a corpus size of 466 Mw, and glues g2, g3, g4 and g234.
In Figure 7.28 we use a shortened notation for the FAsets. The X axis represents
the hit ratio of the individual static caches (hROCn ) and the Y axis represents the FAset






















sizes of each dynamic cache CRWn (|D1| − |FA1D234|; |D2| − |FA2D34|; and |D3| − |FA3D4|).
For each given static cache and a fixed static hit ratio, the FAset size when calculating
a combined glue g234 is lower than the FAset size when calculating an isolated glue. For
instance, in the case of g2 for cache C1 we have
∣∣∣∣FA(1, g2,hROC1 )∣∣∣∣ ≥ ∣∣∣∣FA(1, g234,hROC1 )∣∣∣∣ for
all considered values of hROC1 ; in the case of g3 for cache C2 we have
∣∣∣∣FA(2, g3,hROC2 )∣∣∣∣ ≥∣∣∣∣FA(2, g234,hROC2 )∣∣∣∣ for all considered values of hROC2 .
The dynamic cache size for unigrams varies only slightly for all the values of hROC1 .
Indeed, the relative deviation between the lowest and highest values of the dynamic cache
size for unigrams and glue g234 in the range 5% ≤ hROC1 ≤ 95% is:
(




|D1| − |FA1D234|(hROC1 =95%)
)
|D1| − |FA1D234|(hROC1 =5%)
≈ 5% (7.52)
The size of the dynamic cache C2 shows a relative deviation between its lowest and
highest values that stays within 5% in the range 5% ≤ hROC2 ≤ 70%. For the dynamic
cache C3, its size has a relative deviation between its lowest and highest values that stays
within 6% in the range 5% ≤ hROC3 ≤ 40%. In both of these two cases this behavior is
related to the steeper slopes (Figure 7.28) of the corresponding FAset sizes for values of
hROC2 > 70% and hROC3 > 40%, corresponding to the need of including more and more
low frequency n-grams into the FAset.
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Global Miss Ratio of the Static plus Dynamic Cache System. Figures 7.29 to 7.31
show the global miss ratio of the cache system C1+2+3 (denoted in the Y axis by mrRO+RW )
corresponding to Figure 7.27, obtained from expression (7.51) for a corpus of 466 Mw
for the glue g234. The values of hROC1 and hROC2 (the horizontal axes) vary from 5% up
to 100% in steps of 5%. Regarding the value of hROC3 three scenarios were considered:
































































































































Figure 7.30: Global miss ratio for a corpus of 466 Mw and glue g234 — hROC3 = 60%.
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Figure 7.31: Global miss ratio for a corpus of 466 Mw and glue g234 — hROC3
= 90%.
The following conclusions can be taken:
Due to the almost constancy of the cache miss penalty of each individual static plus
dynamic cache C1, C2 and C3 (Figure 7.28) in the above specified ranges of static hit
ratios and as we are considering a fixed corpus size, the corresponding individual
cache miss ratios are also almost constant; So, it is expected that the global miss
ratio of the cache system C1+2+3 exhibits a similar behavior when the static hit ratios
(hROC1 , hROC2 and hROC3 ) vary;
For each of the above figures with a fixed hROC3 , the global miss ratio stays approxi-
mately unchanged as long as hROC3 is below 70% for all values of hROC1 ; When we
go from hROC3 =30% (Figure 7.29) to hROC3 =60% (Figure 7.30) there is a visible re-
duction in the global miss ratio due to the influence of the reduction in the dynamic
cache C3 miss ratio, where hROC3 is already above the limit of 40% of its constancy
range. This reduction in the global miss ratio is more significant when we go from
hROC3 =60% (Figure 7.30) to hROC3 =90% (Figure 7.31).
7.2.3 Multiple Machines Case (K > 1)
In section 7.2.3.1 we describe the execution environment and experimental scenarios
used to support the analysis of the static plus dynamic cache system in the multiple
machines case. The analysis of the per machine individual cache miss ratio in the case
of isolated glues and combined glues is presented in section 7.2.3.2 and 7.2.3.3. Section
7.2.3.4 presents an analysis regarding the per machine global miss ratio in the case of the
combined glue g234.
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7.2.3.1 Execution Environment and Experimental Scenarios
In order to evaluate experimentally the behavior of the static and dynamic cache, we
performed several runs of the Global method in phases one and two, under the Amazon
EC2 public cloud environment. We considered 4 distinct corpus sizes (Table 7.5) with
different numbers of machines K , ranging from 3 up to 18. For each case the isolated and
combined glues were evaluated, and the numbers of hits and misses of each individual
cache were measured, to obtain the corresponding hit and miss ratios.
Table 7.5: Number of distinct n-grams for the corpora analyzed. Corpus size is in million
words.
Corpus [Mw] |D1| |D2| |D3| |D4|
64 1 591 515 11 855 860 31 413 238 47 477 297
128 1 747 440 12 147 602 37 795 214 59 821 749
256 4 316 177 33 195 356 100 792 182 168 630 935
511 7 129 215 54 834 546 177 770 692 313 683 177
In all cases the hit ratio of each individual static cache was configured as follows,
where the FAsets were calculated according to the approximation discussed in section
7.1.4.4, on page 202:
• For cache C1 we imposed a base value for the static cache hit ratio hROC1 (g2) = 80%





. This same FAset (once loaded into the C1ROcache) was reused
for the calculation of the glue g3 and also for the glue g4;
• For cache C1 the dynamic part (C1RW ) was initially empty (cold-start) for the calcu-
lation of g2, but it was left warmed-up for the calculation of the following glue g3,
which contributed to an incremental warming-up of the C1RW cache that was then
used for the calculation of glue g4;
• For cache C2 we imposed a base value for the static cache hit ratio hROC2 (g3) = 60%





. This same FAset (once loaded into the C2ROcache) was reused
for the calculation of the glue g4;
• For cache C2 the dynamic part (C2RW ) was initially empty (cold-start) for the cal-
culation of g3, but it was left warmed-up for the calculation of the following glue
g4;
• For cache C3 we imposed a base value for the static cache hit ratio hROC3 (g4) = 30%





, that was loaded in C3RO cache before calculating glue g4.
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7.2.3.2 Analysis of the Individual Miss Ratios for Isolated Glues
Figure 7.32 shows the per machine numbers of misses and the individual miss ratios of
each static plus dynamic cache C1, C2 and C3 when the number of machines (K) varies
from 3 up to 18, when considered separately, respectively, for the evaluation of the isola-
ted glues g2, g3 and g4. We considered the average values of the number of misses and miss
ratios over the K machines. The per machine static hit ratios of the individual caches were
fixed using the values hROC1 = 80%, hROC2 = 60%, and hROC3 = 30%. The corpus size ranges
from 64 Mw up to 511 Mw, respectively in Figure 7.32-a) to 7.32-d). In the figure we












. These FAset values can be used to configure the size of the
dynamic cache in order to obtain an infinite cache behavior.
From the figure we can observe:
• The per machine individual miss ratio tends to increase with K , with a similar
trend as the individual miss ratio of a single dynamic cache (as presented in chapter
6). This is due to the fact that we keep the static hit ratio value fixed (hROCi ) and
mr(RO+RW )i =mrROi ×mrRWi ;
• However, the rate of growth of the per machine individual miss ratio for the static
plus dynamic cache when K increases, is lower than the corresponding rate of
growth of the miss ratio for a single dynamic cache. First, we recall that the reason
why the per machine miss ratio of a dynamic cache grows with K is due to the fact
that the n-grams that have higher frequencies of occurrences in the corpus tend to
be referenced from multiple partitions of the n-gram tables, so the number of those
n-grams per machine is proportional to 1/Kb, 0 < b < 1, instead of 1/K . Then, in
the case of the static plus dynamic cache, the above mentioned n-grams tend to
belong to the FAset, thus they are filtered out from the static cache output miss
stream which is forwarded to the downstream dynamic cache. As a consequence,
this latter stream exhibits a lower average n-gram repetition factor than the input
stream in the case of a single dynamic cache, so it is less sensitive to the increase of
the number of machines.
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d) Number of misses and individual miss ratios for C1, C2 and C3 with a corpus size of 511 Mw
Figure 7.32: Per machine numbers of misses and individual miss ratios for C1(RO+RW ) ,
C2(RO+RW ) and C3(RO+RW ) versus K with hROC1 = 80%, hROC2 = 60%, and hROC3 = 30%.
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7.2.3.3 Analysis of the Individual Miss Ratios for Combined Glues
For each corpus size a Table like 7.6 shows the obtained per machine FAset sizes for
different numbers of machines (K). Note that as explained above, each static cache C1RO ,











for all the cases, where the values of FAset considered
were determined according to the corpus sizes, in order to ensure a fixed static cache
hit ratio, which was fixed in all experiments: hROC1 (g2) = 80%, hROC2 (g3) = 60%, and
hROC3 (g4) = 30%.
Table 7.6: Per machine FAset sizes (in number of n-grams) versus K for a corpus of 64 Mw.
K
∣∣∣∣(FA1,g2,hROC1 )∣∣∣∣ ∣∣∣∣(FA2,g3,hROC2 )∣∣∣∣ ∣∣∣∣(FA3,g4,hROC3 )∣∣∣∣
3 77 523 814 412 892 206
6 64 651 624 891 619 060
9 56 894 508 873 499 995
12 53 176 425 241 413 742
18 46 209 321 885 307 170
Similar tables for other corpus sizes, namely 128, 256 and 511 Mw are presented in
Appendix C.
Each dynamic cache was warmed-up by the first glue calculation, i.e., g2 for C1RW and
g3 for C2RW .
CacheC1RO . The value of hROC1(g2)=80% is enforced by the associated FAset (FA1, g2,hROC1),
which was used to evaluate glue g2. The remaining glues g3 and g4 were evaluated using
the cache C1RO loaded with the same FAset (FA1, g2,hROC1). Then, the obtained values
hROC1(g3) and hROC1(g4) were experimentally measured.
Cache C2RO . The value of hROC2(g3)=60% is enforced by the FAset (FA2, g3,hROC2), which
was used to calculate glue g3. The remaining glue g4 was calculated using the cache C2RO
loaded with the same FAset (FA2, g3,hROC2). The obtained value hROC2(g4) was experimen-
tally measured.
Cache C3RO . The value of hROC3(g4)=30% is enforced by the FAset (FA3, g4,hROC3), which
was used to calculate glue g4.
Observed Values. For each corpus size and glue calculation the observed numbers of hits
from each static and dynamic cache were collected, and were divided by the total numbers
of input references (
∣∣∣∣allgluegRefi−gram ∣∣∣∣), as shown in Table 7.7, where hitsROCi denotes the
total number of hits observed from the static cache CROi ; and hitsRWCi denotes the total
number of hits observed from the dynamic cache CRWi . Then, the total number of hits in
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each static plus dynamic cache was obtained as hitsROCi + hitsRWCi allowing to calculate
the corresponding total number of misses (
∣∣∣∣misses(RO+RW )C1 ∣∣∣∣), which led to the values of
the individual miss ratios of each static plus dynamic cache, as shown in the last three
lines of the table.
Table 7.7 shows the average of the measured values over the considered number of
machines (K = 18) for a corpus size of 511 Mw.
Table 7.7: Average number of hit and miss ratio values in percentage (%) isolated glues
and a corpus of 511 Mw with 18 machines.
Set Hit and miss ratio percentages g2 g3 g4
A
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 84.80 90.02
hitsROC2 /





∣∣∣∣allgluegRef1−gram ∣∣∣∣ 4.21 10.42 7.88
hitsRWC2 /




∣∣∣∣misses(RO+RW )C1 ∣∣∣∣ / ∣∣∣∣allgluegRef1−gram ∣∣∣∣ 15.79 4.78 2.10∣∣∣∣misses(RO+RW )C2 ∣∣∣∣ / ∣∣∣∣allgluegRef2−gram ∣∣∣∣ 36.46 24.44∣∣∣∣misses(RO+RW )C3 ∣∣∣∣ / ∣∣∣∣allgluegRef3−gram ∣∣∣∣ 64.30
• The column labeled “g2” corresponds to the case of calculating the isolated glue g2





cache C1RW with cold-start;
• The column labeled “g3” corresponds to the case of calculating the isolated glue g3
with the static cache C1RO loaded with the same FAset as previously, the static cache




, the dynamic cache C1RW warmed-up by
the glue calculation g2, and the dynamic cache C2RW with cold-start;
• The column labeled “g4” corresponds to the case of calculating the isolated glue
g4 with the static caches C1RO and C2RO loaded with the same FAsets as previously,




, the dynamic cache
C1RW warmed-up by the glue calculation g2 followed by the glue calculation g3, the
dynamic cache C2RW warmed-up by the glue calculation g3, and the dynamic cache
C3RW with cold-start.
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For ease of reference, the lines in Table 7.7 are labeled in three sets: A, B and C. The
first three lines (set A) present the average values of the individual static cache hit ratios
(hROCi ). The next three lines (set B) present the average values of percentage of observed
hits out of the dynamic cache with respect to the number of references in the input of
the cache system (i.e., 2 × |D2| /K for the column g2, 2 × |D3| /K for the column g3, and
2× |D4| /K for the column g4). The last three lines (set C) present the average values of the
individual miss ratio (mr(RO+RW )Ci ) of the static plus dynamic cache for each case. The
following two comments are in order:
(1) Per Machine Static Cache Hit Ratios. For cache C1 we observe that, for this corpus
size and number of machines, the measured average individual static cache hit ratios
for the glues g3 and g4 are higher than the base value of 80% imposed for the glue g2.
This is due to the much higher accumulated concentration of frequencies of occurrences
of unigrams which are members of the considered FAset, for example, in the case of g3
versus g2 when comparing their contribution to the numerator in expression (7.54) with
respect to the numerator in expression (7.53), in such a way that it even compensates the

















However for cache C2, for this corpus size and number of machines, the above mentio-
ned increase in the accumulation of frequencies in the numerators of the corresponding
static cache hit ratio expressions (7.55 and 7.56), in the case of bigrams, is not enough to
compensate the increase in the denominators. So for this corpus size, the C2 static cache

















(2) Per Machine Static plus Dynamic Cache Miss Ratios. The entries of the set C in
Table 7.7 represent the individual miss ratio of the static plus dynamic cache C(RO+RW )i ,
226
7.2. STATIC PLUS DYNAMIC CACHE
with 1 ≤ i ≤ 3, which was calculated from the measured values according to the following
expression:
∣∣∣∣mr(RO+RW )Ci ∣∣∣∣ =





where for cache C(RO+RW )i ,
∣∣∣∣allgluegRef i−gram (j)∣∣∣∣ is the total number of input references of
n-grams of size i; hitsi = hitsROCi +hitsRWCi is the total number of hits observed on the
cache C(RO+RW )i (static plus dynamic); and h(RO+RW )Ci is equal to the sum of the parcels
“hitsROCi /
∣∣∣∣allgluegRefi−gram ∣∣∣∣” and “hitsRWCi / ∣∣∣∣allgluegRefi−gram ∣∣∣∣”.
Note that, when going from g2 to g3 and from g3 to g4, the individual hit ratio of
the static plus dynamic cache C(RO+RW )1 increases, i.e., it goes from 84.21% = 80.00% +
4.21% for the “g2” case, to the value of 95.22% = 84.80% + 10.42% for the “g3” case,
and to the value 97.90% = 90.02% + 7.88% for the “g4” case. This happens even if the
“hitsRWCi /
∣∣∣∣allgluegRefi−gram ∣∣∣∣” decreases when going from “g3” to “g4”, but this reduction in
the proportion of hits is related to the previous increase in the proportion of hits observed
in the static cache in the same case of going from “g3” to “g4”. The observed misses in
cache C(RO+RW )1 in this case are related to the unigrams which were not captured either
by the static cache or by the warmed-up dynamic cache, due to being most likely among
the most rarely occurring unigrams, and as such they typically have a minor contribution
to the efficiency of the cache concerning the number of generated hits per element. Note
that the values presented above reflect the ones presented in Table 7.7. An identical
analysis can be made for cache C(RO+RW )2 .
Similar tables for other corpus sizes, namely 64, 128 and 256 Mw are presented in
Appendix C.
Combined glue g234. Under the above assumptions the expression for the per machine
individual hit ratio (hROC1 (g234)) of the static cache CRO1 for the combined glue g234, can
be calculated as:












The per machine individual hit ratio (hROC2 (g234)) of the static cache CRO2 for the
combined glue g234, is given by:
hROC2 (g234) = hROC2 (g3)×
2× |D3|
2× |D3|+ 2× |D4|
+ hROC2 (g4)×
2× |D4|
2× |D3|+ 2× |D4|
(7.59)
Concerning the static cache CRO3 , we have imposed a value of 30% as explained:
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hROC3 (g234) = hROC3 (g4) = 30% (7.60)
By using the above expressions, the corresponding values of the hit and miss ratios
of each static plus dynamic cache for the above case of a corpus size of 511 Mw and 18
machines are shown in Table 7.8.
Table 7.8: Per machine average number of hit and miss ratio values in percentage (%) for
combined glue g234 and a corpus of 511 Mw and 18 machines.










mr(RO+RW ) (C1,g234) 4.35
mr(RO+RW ) (C2,g234) 28.79
mr(RO+RW ) (C3,g234) 64.30
7.2.3.4 Analysis of the Per Machine Global Miss Ratio
The global miss ratio of a cache system (C(RO+RW )1+2+3) with individual static plus dynamic
caches is defined by expression (7.51), on page 217. In the multiple machines case (K >
1), the expression still applies to each machine j: 1 · · ·K , and all the elements in that
expression become indexed with j.
Figure 7.33 shows the global view of the miss related contributions of each individual
static plus dynamic cache to the global miss ratio of the cache system for the calculation
of the combined glue g234, following the same strategy regarding the FAsets as in section
7.2.3.3.
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Figure 7.33: Contribution of each individual static plus dynamic cache to the global miss
ratio of the cache system C(RO+RW )1+2+3 for glue g234.
From the above Table 7.7, which only shows the cache miss ratios of each composite
static plus dynamic cache for isolated glues, it is possible to derive the global miss ratio
(mr(Ro+RW )(C1+2+3) (g234)) of the entire cache system composed of C1, C2 and C3, when used
for the calculation of the combined glue g234, under the same assumptions, i.e., using the
same FAsets as defined above for the static caches, and performing the glue calculations
in the sequence g2 followed by g3, followed by g4, with the incremental warming-up of
the C1 and C2 dynamic caches.
∣∣∣Missesg234(j)∣∣∣=∣∣∣MissesC1(j)∣∣∣+∣∣∣MissesC2(j)∣∣∣+∣∣∣MissesC3(j)∣∣∣=∣∣∣allg234Ref (j)∣∣∣×mrCg234(j) (7.61)
∣∣∣MissesC1(j)∣∣∣ = ∣∣∣∣MissesC1g2(j)∣∣∣∣+ ∣∣∣∣MissesC1g3(j)∣∣∣∣+ ∣∣∣∣MissesC1g4(j)∣∣∣∣
= 2× |D2 (j)|×mrC1g2(j) +2× |D3 (j)|×mrC1g3(j) +2× |D4 (j)|×mrC1g4(j)
(7.62)
where mrC1g2(j) =mr(RO+RW )C1g2
(j), mrC1g3(j) =mr(RO+RW )C1g3
(j) and mrC1g4(j) =mr(RO+RW )C1g4
(j)
are the individual miss ratios of the cache C1 (C1(RO+RW )), respectively, for glues g2, g3 and
g4. ∣∣∣MissesC2(j)∣∣∣ = ∣∣∣∣MissesC2g3(j)∣∣∣∣+ ∣∣∣∣MissesC2g4(j)∣∣∣∣
= 2× |D3 (j)| ×mrC2g3(j) + 2× |D4 (j)| ×mrC2g4(j)
(7.63)
where mrC2g3(j) =mr(RO+RW )C2g3
(j) and mrC2g4(j) =mr(RO+RW )C2g4
(j) are the individual miss
ratios of the cache C2 (C2(RO+RW )), respectively, for glues g3 and g4.∣∣∣MissesC3(j)∣∣∣ = ∣∣∣∣MissesC3g4(j)∣∣∣∣ = 2× |D4 (j)| ×mrC3g4(j) (7.64)
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where mrC3g4(j) = mr(RO+RW )C3g4




















Table 7.9 and Figure 7.34 show the evolution of the per machine global miss ratio
for the entire cache system C(RO+RW )(1+2+3) when calculating the glue g234, for the corpus
presented in Table 7.5 when the number of machines varies from 3 up to 18.
Table 7.9: Per machine global miss ratio of the C(RO+RW )(1+2+3) cache system for glue g234
for different corpus sizes versus K . Miss ratio in percentage (%).
Corpus [Mw] K = 3 K = 6 K = 9 K = 12 K = 18
64 11.11 12.29 13.16 13.81 14.76

































64 Mw 128 Mw 256 Mw 511 Mw
Figure 7.34: Per machine global miss ratio of the C1+2+3 cache system, composed of
individual static plus dynamic caches, for glue g234 for different corpus sizes versus K .
The Y axis represents the average values of the global miss ratio for the C1+2+3 cache
system per machine and the X axis represents the number of machines.
The following conclusions can be taken:
For each corpus size the per machine global miss ratio of the cache system increases
when the number of machines increases, but the amplitude of its variation is small,
around 1%− 4%;
For each fixed K, the per machine global miss ratio decreases with the corpus size;
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The average value of the per machine global miss ratio for g234 over the considered
corpus sizes and range of machine numbers is around 13%− 14%.
7.3 Real Execution Times
In this section we present the experimental results concerning the execution of phase two
of the LocalMaxs Global method using a cache system composed of multiple individual
static plus dynamic caches. Since the usage of an n-gram cache system only has impact on
the execution of phase two, in this section we just present the execution times for phase
two. Section 7.3.1 presents the overheads derived from the building and loading of the
FAset in each machine, and section 7.3.2 presents the total execution time for phase two
and the relative speedup and sizeup.
7.3.1 FAsets Building and Prefetching Times
FAset Construction. When using a static cache the building of the FAset can be perfor-
med as soon as the n-gram counting and final aggregation has ended, for each n-gram


















Phase One Sync Point Phase Two
Figure 7.35: Loading FAset in overlap with the glue calculation.
On the other hand, phase two can only start when the FAset with the n-grams used by
the first glue operation is ready. We recall that the glue calculations are performed in a
strict sequence by each machine, in the ordering g2, g3, g4, and so on. So, for example, to
start calculation of g2 only the unigrams FAset needs to be ready. We use the sync task,
named by “Sync” box in Figure 7.35, to send a message to each KVS server to start the
building of the FAsets based on their local n-gram tables. In the current implementation
of the Global method the building of the FAsets is performed asynchronously with respect
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to the beginning of phase two. Internally, for each FAset associated to a given n-gram size
n, each server creates one thread responsible for the following actions:
1. Obtain the tables Dn1..n2 (j), that are local to this server, with the distinct n-grams of
size n1 up to n2;
2. Identify all the leftmost and rightmost sub n-grams of size n, which correspond to
the set Dnin(Dn1 ...∪...Dn2)
(j), and count their frequencies in this set;
3. Sort the sub n-grams in the set Dnin(Dn1 ...∪...Dn2)
(j) according to the values of their
frequencies;
4. Sum the frequencies of the sub n-grams until the desired static cache hit ratio
is reached. This may correspond to the application of the Minimal Cost FAset
algorithm;




where key is the
sub n-gram identification and value is the global frequency of the sub n-gram in
the corpus, that must be fetched from the n-gram tables; This is the only step that
requires remote communication with the KVS servers.
In the initialization of phase two, each controller in each machine requests the loading of
the required FAsets to its colocated KVS server. As soon as the unigrams FAset is loaded,
the calculation of glue g2 begins in the corresponding machine, while the other FAsets
are being prepared and loaded.
In all the conducted experiments, from the analysis of the logs, when calculating the
glue g234 with the static hit ratios hROC1 = 80%, hROC2 = 60%, and hROC3 = 30%, for the
corpora presented in Table 7.5, on page 221, and when varying the number of machines
from 3 up to 18, the controllers only waited for the unigram FAsets before starting the
glue calculations.
Depending on the target static cache hit ratios defined by the bigram and trigram
FAsets, and for larger FAset sizes other intervals of no overlapped execution may occur,
respectively before starting g3 or g4.
Figure 7.36 shows as an example, the average building times of the individual FAset
(unigrams FAset1 for isolated glue g2, bigrams FAset2 for isolated glue g3 and trigrams
FAset3 for isolated glue g4), for a corpus with 511 Mw when using 18 machines in the
Amazon EC2 infrastructure. Figure 7.36-a) shows the absolute time and Figure 7.36-b)
shows the relative percentage for each step involved.
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Figure 7.36: Per machine individual FAset building times (in second) for a corpus of 511
Mw.
From all the steps involved in the building of the FAsets the “Merge keys” step, corre-
sponding to the identification of all the leftmost and rightmost sub n-grams and counting
their frequencies, takes almost 80% of the total time needed to build and load the FAset.
FAset Building Times. Table 7.10 (and Figure 7.37) show the average times (in seconds)
to build the unigrams, bigrams and trigrams individual FAsets, respectively, for glues g2,
g3 and g4.
Table 7.10: Per machine FAset average building time for unigrams, bigrams and trigrams
as a function of K for different corpus sizes. Values in seconds.
n-gram Corpus [Mw] K = 3 K = 6 K = 9 K = 12 K = 18
unigrams
64 10.30 4.11 4.18 2.74 1.88




64 41.77 17.82 14.59 9.70 6.06




64 77.25 32.79 27.35 19.34 13.31
128 66.56 43.38 31.36 20.61
256 61.55 38.85
511 74.29
The individual FAset building times for unigrams, bigrams and trigrams for the isola-
ted glues g2, g3 and g4, are respectively presented in 7.37-a), 7.37-b) and 7.37-c).
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c) Trigrams FAset for g4, hROC4 = 30%
Figure 7.37: Per machine FAset average building and loading time versus the number
of machines for different corpus sizes. The Y axis represents the FAset building time in
seconds and the X axis represents the number of machines.
The time needed to build each individual FAset in each machine decreases with the
number of machines.
FAset Building Overheads. The execution time for phase two (T2) in each machine j
when considering the usage of a static cache system (or a static one followed by a dynamic
one) can be decomposed in two components as follows:
T2 (j) = TFANoOverlap (j) + T
′
2 (j) (7.66)
where TFAset−NoOverlap (j) is the time to build and load the FAset that cannot be overlapped
with glue calculations, and T ′2 (j) is the time spent in all the operations during the glue
calculation by each machine (Figure 7.35).
From equation (7.66) we can define the total overhead in each machine j due to
the time spent in the preparation of the FAset that cannot be overlapped with other
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Also, we define the FAset NoOverlapRatioFA that measures the percentage of FAset
building and loading time that occurs without overlapped execution (TFANoOverlap ) with
the glue calculation, with respect to the total FAset building and loading time (TFA), as





Table 7.11 shows the average of T2 (j) times (in minutes) among all the machines,
for the corpora presented in Table 7.5 when calculating the glue g234 and the number
of machines ranging from 3 up to 18. The times presented in the table below were
collected from the logs produced during the execution of the experiments, obtained by
instrumentation internal to each controller, without considering the overheads due to the
launching of the workflow nodes (which are included in the absolute times presented in
Table 7.12).
Table 7.11: Per machine average time of phase two — T2 . Values in minutes.
Corpus [Mw] K = 3 K = 6 K = 9 K = 12 K = 18
64 14.23 7.59 5.90 4.20 2.96
128 15.52 10.53 7.87 5.26
256 15.93 10.18
511 21.41
Using the values in Tables 7.10 and 7.11 the OverheadFA and NoOverlapRatioFA
metrics were calculated. For the ranges of corpus sizes and machine numbers considered,
the obtained OverheadFA was around 1% and the NoOverlapRatioFA stayed around 13%.
7.3.2 Execution Times of Phase Two with a Static plus Dynamic Cache
Table 7.12 shows the absolute execution time of phase two for the corpora presented in
Table 7.5 when calculating glue g234 and the number of machines varying from 3 to 18
in a configuration where each machine has a cache system made of multiple individual
static plus dynamic caches. In the measurements of these times we used the tools from
the workflow framework, which report the execution time of phase two but also include
the launching and initialization times of the controllers. As these latter components were
not captured by the instrumentation of the Global method implementation that was used
to measure the above presented time (T2), the times presented in Table 7.12 are slightly
higher than the ones presented above in Table 7.11.
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Table 7.12: Per machine average execution time (minutes) for phase two.
Corpus [Mw] K = 3 K = 6 K = 9 K = 12 K = 18
64 14.96 7.66 6.76 5.08 3.55
128 15.74 10.90 8.15 5.46
256 16.34 11.08
511 22.33
The values presented in Table 7.12 are pictured in the curves of Figure 7.38, which
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64 Mw 128 Mw 256 Mw 511 Mw
a) Execution time versus corpus size b) Execution time versus K
for different K for different corpus sizes
Figure 7.38: Phase two average execution time. The Y axis represents the execution time
for phase two in minutes. In subfigure -a) the X axis represents the corpus size in millions
of words and in subfigure -b) the X axis represents the number of machines.
For each fixed corpus size, the observed execution times decrease with K , in an evolu-
tion that corresponds to an almost relative linear speedup, as evidenced in Figure 7.39,
where the lines with the filled lozenge () represent the linear (ideal) relative speedup
and the lines with a filled square () represent the obtained relative speedup. For each
corpus size, we consider the value of K1 corresponding to the minimal number of machi-
nes required to execute phase two and this value is the value used as the reference in
relation to which the relative speedup is evaluated: SpK1→K (K) =
T (K1)
T (K) and the correspon-














































































c) Corpus of 256 Mw
Figure 7.39: Phase two relative speedup. The Y axis represents the relative speedup and
the X axis represents the number of machines.
7.4 Chapter Summary
A static cache system preloaded with a FAset containing all the nonsingleton n-grams
presents an equivalent global miss ratio of zero, as long as the cache FAset prefetching is
totally overlapped with other useful computations.
However, even without considering the above best case, and not having discriminated
the singleton n-grams in the experiments reported in this chapter, the use of a static plus
dynamic cache (for combined glue g234), with individual static cache hit ratios hROC1 =
80%, hROC2 = 60% and hROC3 = 30% led to global miss ratio values for the cache system
C(RO+RW )(1+2+3) around 11% - 14% for similar ranges of corpus sizes and machine numbers
where a single dynamic cache system CRW(1+2+3) only showed global miss ratio values about
30% (chapter 6). Even if the prefetching overlap was not complete in the conducted
experiments, the NoOverlapRatio (expression 7.68) stayed within relatively low values
(around 13%).
When using a static cache system we can keep its global miss ratio constant by en-
suring the same fixed hRO value in each machine cache when we vary the number of
machines or the corpus size, by only adjusting the size of the FAset.
For the range of corpus sizes and machines considered, the use of a static plus dynamic












Filtering n-gram Singletons in LocalMaxs
Using Bloom Filters
This chapter extends the n-gram cache system with Bloom filters.
In this chapter we discuss the impact of filtering the singleton n-grams from the input
stream of the dynamic cache system that was introduced in chapter 6. We present an
implementation of an n-gram dynamic cache with Bloom filters to exclude the singleton
n-grams out of the cache input stream. We analyze its effect in the reduction of the miss
ratio and the cache size in the entire range of corpus sizes.
We also propose an extension to the composite static plus dynamic cache presented
in chapter 7 to include a Bloom filter and evaluate its overall miss ratio and cache size.
This chapter is organized in 4 sections. Section 8.1 introduces an extension to the Lo-
calMaxs Global method implementation to filter the singleton n-grams out of the dynamic
cache system. Section 8.2 extends the dynamic cache model introduced in chapter 6 and
presents experimental results of the extended Global method implementation. Section
8.3 extends the static plus dynamic cache model introduced in chapter 7. The chapter
summary is presented in section 8.4.
8.1 Filtering Singletons Using Bloom Filters
In the dynamic cache system proposed in chapter 6 for the LocalMaxs Global method,
the impact of the cold-start misses upon the miss ratio was evaluated, and we identified
the cache size necessary to ensure the infinite cache assumption for the entire range of
corpus sizes. Both of the above dimensions are directly determined by the total number of
the distinct n-grams in the corpus for each n-gram size i (|Di |), which can be decomposed
in two sets according to their total numbers of occurrences in the corpus: The singletons
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and the nonsingletons. From the analysis presented in chapter 3 we concluded that the
sizes of those sets depend on the n-gram size and vary significantly along the corpus sizes
range.
As, from the point of view of a cache design, it is wasteful to include the singletons
into the cache, we now propose an extension to the dynamic cache that excludes, from
the cache input reference stream, all the occurrences of singleton n-grams existing in the
corpus, and show the resulting reduction in the cache miss ratio and size, as a function of
the corpus size.
For the range of corpora analyzed experimentally up to 1 Gw, the number of singletons
is significant when compared with the number of nonsingletons. However, as the percen-
tage of singletons changes along the corpus sizes ranges, an estimation of the impact of
using Bloom filters up to the plateau corpus regions is also presented in this chapter.
In this section we describe the approach used to filter the singleton n-grams using
Bloom filters. Section 8.1.1 briefly describes the concept of Bloom filter and section 8.1.2
shows the use of Bloom filters in the LocalMaxs Global method.
8.1.1 Introduction to Bloom Filters
Bloom filters [Blo70] can be used to test whether an element is or not a member of a set.
Internally a Bloom filter has a bit vector and a set of hash functions. When an item is
inserted into the filter all the hash functions are applied to the item and the corresponding
bits in the vector are set. False positive matches are possible, but false negatives are not.
In other words, a query returns either: definitely not in set or possibly in set. As an
example Figure 8.11 shows a graphical representation of a Bloom filter trained with
animals names, such as {”dog”, “cat”, “rabbit”, “chicken”, “lion”, “tiger”}, tested with
something that is not an animal name, in this case {”car”}.
1Generated using application available in https://www.jasondavies.com/bloomfilter/
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Figure 8.1: Example of a Bloom filter trained with animal names.
In this case two bits in the Bloom filter map are not set, meaning that the word “car”
is not an animal name.
8.1.2 Implementing Bloom Filters for LocalMaxs Global Method
In this approach we trained the Bloom filter with the nonsingletons in the corpus as shown
in Figure 8.2. For the majority of singletons the Bloom filter will say definitely not in set
— one of the bits will be zero (0). A minority of singletons will say possibly in set — all
bits are one (1) — these are false positives. All the nonsingletons will say possibly in set.
Each KVS server in the architecture described in chapter 4 generates a Bloom filter
for each n-gram table, i.e., for the distinct n-grams of each size. During phase one of
the Global method when the KVS servers update the distinct n-gram frequencies in the
corpus, if an n-gram frequency is greater than 1 the corresponding Bloom filter (for the
corresponding n-gram size) on the KVS server is trained with that n-gram (Figure 8.2). At
the end of phase one, after the KVS servers have received all the n-gram frequencies, the

















Figure 8.2: Training Bloom filter and checking n-gram membership.
241
CHAPTER 8. FILTERING N-GRAM SINGLETONS IN LOCALMAXS USING
BLOOM FILTERS
During phase two, each controller gets a copy of the Bloom filters trained by the
KVS servers. While calculating the glue each controller must access the needed sub n-
gram data. Figure 8.3 shows the actions performed when checking for the presence and
fetching the sub n-gram data: i) In the Bloom filter; ii) In the cache system; iii) Fetched

















* If not singleton
return freq(C)
Figure 8.3: Actions executed to fetch the sub n-gram data during glue calculation: if ( !A
) elseif ( !B ) else ( C ). Adapted from [BFR11].
Listing 8.1 shows an excerpt of the code executed by the controllers to check/fetch a
sub n-gram.
Listing 8.1: Pseudo code to fetch sub n-grams
1 private Record getSubNGramValue(String w) {
2 int idx = hash(w) % getNumberKVSServers();
3 if ( bfilters[ idx ] == null ) {
4 bfilter[ idx ]=loadFilter( idx );
5 }
6 if ( !bfilters[ idx ].contains( w ) ) {
7 return new Record( 1, w);
8 }
9 else {
10 if ( cache.contains( w ) {
11 return cache.getValue( w );
12 }
13 else {
14 Record r = KVSs[ idx ].getRecord( w );
15 if ( r.frequency!=1 ) {
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8.2 Extending the n-gram Dynamic Cache with Bloom Filters
In this section we describe how the n-gram dynamic cache was extended using Bloom
filters. Section 8.2.1 introduces a set of metrics used to evaluate the impact of filtering the
singleton n-grams. A derivation of the values of the singleton and nonsingleton n-grams
using the theoretical model presented in chapter 3, is presented in section 8.2.2. Sections
8.2.3 and 8.2.4 analyze the impact of filtering the singleton n-grams, respectively, for the
single machine and multiple machines cases.
8.2.1 Metrics Used
In order to quantify the impact of filtering singletons we define the following metrics.
Definition 8.1: Singleton Filter Ratio
This is the ratio of the total number of singleton n-grams of size i in the corpus over




where |Si | is the total number of singleton n-grams of size i in the corpus and |Di | is
the total number of distinct n-grams of size i in the corpus.
Likewise, we define the global singleton filter ratio (SFAll(1···n)inC) as the ratio of the
total number of singletons (
∣∣∣SAll(1···n)inC ∣∣∣) over the total number of distinct n-grams
(
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Definition 8.2: Nonsingleton Filter Ratio
This is a complementary metric to the above, and is defined as the ratio of the
total number of distinct nonsingleton n-grams of size i in the corpus over the total





|Di | − |Si |
|Di |
NSFi = 1− SFi
where |NSi | is the total number of distinct nonsingleton n-grams of size i in the
corpus, and |Di |, |Si | and SFi are as in Definition 8.1.
Likewise, we define the global nonsingleton filter ratio (NSFAll(1···n)inC) as the ratio
of the total number of distinct nonsingletons (
∣∣∣NSAll(1···n)inC ∣∣∣) over the total number
of distinct n-grams (
∣∣∣DAll(1···n)inC ∣∣∣) for sizes from 1 up to n:
NSFAll(1···n)inC =
∣∣∣NSAll(1···n)inC ∣∣∣∣∣∣DAll(1···n)inC ∣∣∣
Please recall that, as mentioned in section 3.6, on page 48, when using the term
“nonsingleton” we intend to mean “distinct nonsingleton”.
8.2.1.1 Impact of Filtering Singletons upon the Cache Size, Miss Ratio, Granularity
and Efficiency
In this section we evaluate the impact of filtering the singleton n-grams upon the size of
the n-gram cache system, the miss ratio, and the phase two granularity and efficiency.
Cache Size
In a system using a Bloom filter followed by a dynamic cache the total memory space
occupied is given by the sum of the Bloom filter memory space and the cache system
memory space. In the following analysis we only consider the cache memory space for
each n-gram size i (CacheSizeW ithBF and CacheSizeW ithoutBF, in terms of number of
entries). In section 8.2.4.2, on page 260, we experimentally evaluate the proportion of
the Bloom filter space regarding the total memory space.




|Di | − |Si |
|Di |
=NSFi = 1− SFi (8.1)
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Miss Ratio
The number of misses of a dynamic cache system with infinite capacity corresponds
to the total number of distinct n-grams (|Di |) in the input reference stream. By using a
Bloom filter we can exclude the misses due to the singleton n-grams (|Si |).




|Di | − |Si |
|Di |
=NSFi = 1− SFi (8.2)
Granularity
The phase two computation-to-communication granularity G of the LocalMaxs Global
method as defined in expression (5.34), on page 110, measures the ratio of the phase two
computation time over the communication time, and it can be increased if we reduce the
miss ratio. Filtering the singleton n-grams out of the cache system is a way to reduce the
miss ratio. Thus, the granularity ratio when including Bloom filters (GBF) is related to
the granularity G without Bloom filters as follows:










where for a given corpus C and glue gn, mr (C,gn) is the global miss ratio of the cache
system without Bloom filters and mrBF (C,gn) is the global miss ratio with Bloom filters,
and NSFAll(1···(n−1))inC is given by Definition 8.2. The above expression results directly
from the definition of phase two granularity (expression(5.34), on page 110) and the
expression (8.2).
Thus, the increase in the granularity for phase two when filtering the singleton n-
grams is proportional to the ratio mr (C,gn) /mrBF (C,gn). As NSFAll(1···(n−1))inC ≤ 1 then
GBF ≥ G.
Efficiency
The efficiency of the LocalMaxs Global method implementation relative to an ideal





Thus, for phase two, the ratio of the efficiency without Bloom filter (E0) over the
efficiency with Bloom filter (EBF) is given by:
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8.2.2 Evolution of Singletons and Nonsingletons
Figures 8.4 to 8.9, and corresponding Tables 8.1 to 8.6, show the evolution of the total
numbers of distinct (|Di |), singleton (|Si |) and nonsingleton (|NSi |) n-grams versus the
corpus size for unigrams up to hexagrams.
The numbers of distinct and singleton n-grams were obtained by applying the the-
oretical model of the distribution of n-grams presented in chapter 3. The number of
nonsingleton n-grams of size i is equal to |NSi | = |Di | − |Si |. The figures also show the

















1E+06 1E+08 1E+10 1E+12 1E+14 1E+16 1E+18 1E+20
Corpus size [ word ]
|NS₁| |S₁| |D₁| SF₁
Figure 8.4: Distinct (D1 in unigrams), singletons (S1 in unigrams), nonsingletons (NS1 in
unigrams) and SF1 versus corpus size for unigrams. The left Y axis represents D1, S1 and
NS1 in number of unigrams; the right Y axis represents SF1 in percentage and the X axis
represents the corpus size in words.
Table 8.1: Distinct (D1 in unigrams), singletons (S1 in unigrams), nonsingletons (NS1 in
unigrams) and SF1 versus corpus size (in words) for unigrams.
|C| |D1| |S1| |NS1| SF1
1.6× 107 6.94× 105 4.75× 105 2.18× 105 69%
1.3× 108 3.06× 106 2.04× 106 1.01× 106 67%
1.0× 109 1.28× 107 8.09× 106 4.69× 106 63%
1.6× 1010 7.04× 107 3.59× 107 3.46× 107 51%
1.3× 1011 1.65× 108 3.79× 107 1.27× 108 23%
1.0× 1012 1.95× 108 1.42× 105 1.95× 108 0%
1.7× 1013 1.95× 108 0.00× 100 1.95× 108 0%
1.3× 1014 1.95× 108 0.00× 100 1.95× 108 0%
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1E+06 1E+08 1E+10 1E+12 1E+14 1E+16 1E+18 1E+20
Corpus size [ word ]
|NS₂| |S₂| |D₂| SF₂
Figure 8.5: Distinct (D2 in bigrams), singletons (S2 in bigrams), nonsingletons (NS2 in
bigrams) and SF2 versus corpus size for bigrams. The left Y axis represents D2, S2 and
NS2 in number of bigrams; the right Y axis represents SF2 in percentage and the X axis
represents the corpus size in words.
Table 8.2: Distinct (D2 in bigrams), singletons (S2 in bigrams), nonsingletons (NS2 in
bigrams) and SF2 versus corpus size (in words) for bigrams.
|C| |D2| |S2| |NS2| SF2
1.6× 107 4.38× 106 3.27× 106 1.11× 106 75%
1.3× 108 2.17× 107 1.55× 107 6.23× 106 71%
1.0× 109 9.70× 107 6.25× 107 3.45× 107 64%
1.6× 1010 4.70× 108 1.78× 108 2.92× 108 38%
1.3× 1011 7.04× 108 1.53× 107 6.89× 108 2%
1.0× 1012 7.08× 108 0.00× 100 7.08× 108 0%
1.7× 1013 7.08× 108 0.00× 100 7.08× 108 0%

















1E+06 1E+08 1E+10 1E+12 1E+14 1E+16 1E+18 1E+20
Corpus size [ word ]
|NS₃| |S₃| |D₃| SF₃
Figure 8.6: Distinct (D3 in trigrams), singletons (S3 in trigrams), nonsingletons (NS3 in
trigrams) and SF3 versus corpus size for trigrams. The left Y axis represents D3, S3 and
NS3 in number of trigrams; the right Y axis represents SF3 in percentage and the X axis
represents the corpus size in words.
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Table 8.3: Distinct (D3 in trigrams), singletons (S3 in trigrams), nonsingletons (NS3 in
trigrams) and SF3 versus corpus size (in words) for trigrams.
|C| |D3| |S3| |NS3| SF3
1.6× 107 9.94× 106 8.40× 106 1.54× 106 85%
1.3× 108 6.09× 107 4.92× 107 1.17× 107 81%
1.0× 109 3.33× 108 2.44× 108 8.89× 107 73%
1.6× 1010 2.06× 109 9.45× 108 1.12× 109 46%
1.3× 1011 3.50× 109 1.41× 108 3.36× 109 4%
1.0× 1012 3.54× 109 0.00× 100 3.54× 109 0%
1.7× 1013 3.54× 109 0.00× 100 3.54× 109 0%


















1E+06 1E+08 1E+10 1E+12 1E+14 1E+16 1E+18 1E+20
Corpus size [ word ]
|NS₄| |S₄| |D₄| SF₄
Figure 8.7: Distinct (D4 in tetragrams), singletons (S4 in tetragrams), nonsingletons (NS4
in tetragrams) and SF4 versus corpus size for tetragrams. The left Y axis represents D4, S4
and NS4 in number of tetragrams; the right Y axis represents SF4 in percentage and the
X axis represents the corpus size in words.
Table 8.4: Distinct (D4 in tetragrams), singletons (S4 in tetragrams), nonsingletons (NS4
in tetragrams) and SF4 versus corpus size (in words) for tetragrams.
|C| |D4| |S4| |NS4| SF4
1.6× 107 1.35× 107 1.22× 107 1.25× 106 91%
1.3× 108 9.51× 107 8.34× 107 1.17× 107 88%
1.0× 109 6.08× 108 4.91× 108 1.17× 108 81%
1.6× 1010 4.77× 109 2.60× 109 2.18× 109 54%
1.3× 1011 9.54× 109 7.47× 108 8.79× 109 8%
1.0× 1012 9.80× 109 5.79× 101 9.80× 109 0%
1.7× 1013 9.80× 109 0.00× 100 9.80× 109 0%
1.3× 1014 9.80× 109 0.00× 100 9.80× 109 0%
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1E+06 1E+08 1E+10 1E+12 1E+14 1E+16 1E+18 1E+20
Corpus size [ word ]
|NS₅| |S₅| |D₅| SF₅
Figure 8.8: Distinct (D5 in pentagrams), singletons (S5 in pentagrams), nonsingletons
(NS5 in pentagrams) and SF5 versus corpus size for pentagrams. The left Y axis represents
D5, S5 and NS5 in number of pentagrams; the right Y axis represents SF5 in percentage
and the X axis represents the corpus size in words.
Table 8.5: Distinct (D5 in pentagrams), singletons (S5 in pentagrams), nonsingletons (NS5
in pentagrams) and SF5 versus corpus size (in words) for pentagrams.
|C| |D5| |S5| |NS5| SF5
1.6× 107 1.50× 107 1.40× 107 9.69× 105 94%
1.3× 108 1.13× 108 1.03× 108 1.05× 107 91%
1.0× 109 7.97× 108 6.93× 108 1.05× 108 87%
1.6× 1010 8.70× 109 6.43× 109 2.27× 109 74%
1.3× 1011 3.31× 1010 1.44× 1010 1.88× 1010 43%
1.0× 1012 5.05× 1010 6.51× 108 4.98× 1010 1%
1.7× 1013 5.06× 1010 0.00× 100 5.06× 1010 0%

















1E+06 1E+08 1E+10 1E+12 1E+14 1E+16 1E+18 1E+20
Corpus size [ word ]
|NS₆| |S₆| |D₆| SF₆
Figure 8.9: Distinct (D6 in hexagrams), singletons (S6 in hexagrams), nonsingletons (NS6
in hexagrams) and SF6 versus corpus size for hexagrams. The left Y axis represents D6, S6
and NS6 in number of hexagrams; the right Y axis represents SF6 in percentage and the
X axis represents the corpus size in words.
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Table 8.6: Distinct (D6 in hexagrams), singletons (S6 in hexagrams), nonsingletons (NS6
in hexagrams) and SF6 versus corpus size (in words) for hexagrams.
|C| |D6| |S6| |NS6| SF6
1.6× 107 1.62× 107 1.46× 107 1.62× 106 90%
1.3× 108 1.20× 108 1.11× 108 8.80× 106 93%
1.0× 109 8.95× 108 8.10× 108 8.50× 107 91%
1.6× 1010 1.18× 1010 1.01× 1010 1.75× 109 85%
1.3× 1011 6.86× 1010 5.05× 1010 1.81× 1010 74%
1.0× 1012 2.59× 1011 1.11× 1011 1.48× 1011 43%
1.7× 1013 3.92× 1011 6.19× 107 3.92× 1011 0%
1.3× 1014 3.92× 1011 0.00× 100 3.92× 1011 0%
The following aspects can be pointed out common to all the n-gram sizes:
The number of singletons shows an increasing trend following the number of dis-
tinct n-grams as new distinct n-grams appear with increasing corpus sizes and, in
the case of the English corpora analyzed, it reaches a maximum for corpus sizes in
the range from 10 Gw to 1 Tw depending on the n-gram size;
However, there is a monotonic decrease of the singleton ratio SFi , which becomes
zero when the plateau regions are reached.
Figure 8.10 shows the variation of the nonsingleton ratio (NSFi), for unigrams up to














Corpus size [ word ]
NSF₁ NSF₂ NSF₃ NSF₄ NSF₅ NSF₆
Figure 8.10: NSFi versus corpus size. The Y axis represents the NSFi in percentage and
the X axis represents the corpus size in words.
The following observations can be taken:
Except for the unigrams case, for a fixed corpus size the nonsingleton ratio decreases
with the n-gram size, i.e., there is a higher proportion of singletons among the
distinct n-grams for the larger n-gram sizes than for smaller sizes;
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The singletons of the smaller n-gram sizes start disappearing first, i.e., for smaller
corpus sizes thresholds, than the singletons of the higher n-gram sizes.
In the following we analyze the impact of a Bloom filter upon a dynamic cache in the
cases of a single machine (section 8.2.3) and multiple machines (section 8.2.4).
8.2.3 Single Machine Case (K = 1)
In this section we present a model for the Bloom filter plus dynamic cache that allows us
to estimate the cache size and miss ratio metrics. The size of the cache system is discussed
in section 8.2.3.1. Section 8.2.3.2 analyzes the impact of using Bloom filters upon the
miss ratio and miss penalty. An analysis regarding how the filtering of singletons affects
the granularity and efficiency is presented in section 8.2.3.3.
8.2.3.1 Cache Size
The effect of the Bloom filter upon the dynamic cache size is directly determined by the
evolution of the sub n-gram singletons that are illustrated in Figure 8.11 for the cases of
the combined glue g234 and g2···6, which are, respectively the singletons from unigrams






























Corpus size [ word ]
 ⋯ 	 
 ⋯
 	
Figure 8.11: Sub n-gram singletons evolution for K = 1. The Y axis represents the total
number of sub n-gram singletons and the X axis represents the corpus size in words.
The size of the cache system is given by the sum of the sizes of the individual caches.
In a scenario where all the singleton n-grams are kept within the cache system the size
of each individual cache corresponds to the number of distinct n-grams (|Di |). When the
singleton n-grams are filtered out of the individual caches, the size of each individual
cache is equal to the nonsingleton n-grams |NSi | = |Di | − |Si |. Thus, the following expressi-
ons give the size of the entire cache system, for the combined glues g234 and g2···6 in the
two considered scenarios: without filtering the singletons (expressions (8.6) and (8.8))
and when filtering the singletons (expressions (8.7) and (8.9)).
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CacheSizeW ithoutBF (g234) = |D1|+ |D2|+ |D3| =
∣∣∣DAll(1···3)inC ∣∣∣ (8.6)
CacheSizeW ithBF (g234) = |NS1|+ |NS2|+ |NS3| =
∣∣∣NSAll(1···3)inC ∣∣∣ (8.7)
CacheSizeW ithoutBF (g2···6) = |D1|+ |D2|+ |D3|+ |D4|+ |D5| =
∣∣∣DAll(1···5)inC ∣∣∣ (8.8)
CacheSizeW ithBF (g2···6) = |NS1|+ |NS2|+ |NS3|+ |NS4|+ |NS5| =
∣∣∣NSAll(1···5)inC ∣∣∣ (8.9)
Figures 8.12 and 8.13 show the evolution of the total number of n-gram cache entries,
with and without Bloom filter, for the combined glues g234 and glue g2···6, along the entire






























Corpus size [ word ]






























Corpus size [ word ]
C₁ C₂ C₃ CacheSizeWithBF(g₂₃₄)
a) Without Bloom filter b) With Bloom filter
Figure 8.12: Number of cache entries versus corpus size for combined glue g234, for K = 1.
The Y axis represents the cache size in number of n-gram entries for the individual caches












































































a) Without Bloom filter b) With Bloom filter
Figure 8.13: Number of cache entries versus corpus size for combined glue g2···6, for K = 1.
The Y axis represents the cache size in number of n-gram entries for the individual caches
C1, C2, C3, C4, C5, and for the global C1+2+3+4+5 cache system. The X axis represents the
corpus size in words.
In the plateau regions the Bloom filters have no effect and the cache size is determined
by the number of distinct (nonsingleton) n-grams of the corpus in the plateaux.
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In order to evaluate the memory cache size reduction due to the Bloom filter we
analyze the nonsingleton ratio. The global nonsingleton ratio in the case of cache system
(C1+2+···+(n−1)) for a glue gn where n is the maximum n-gram size is shown in Figure 8.14

































Corpus size [ word ]
NSF All(₁...₅)inC
NSF All(₁...₃)inC
Figure 8.14: Nonsingleton ratio for cache sizes for combined glues g234 and g2···6, for
K = 1. The Y axis represents the nonsingleton ratio in percentage and X axis represents
the corpus size in words.
As the size of the cache system with Bloom filter is NSFAll ×CacheSizeW ithoutBF we
observe that its minimum size occurs for the smaller corpus sizes, corresponding to a size
reduction (when going from a system without Bloom filter to a system with Bloom filter)
around 80% for g234 and 90% for g2···6. However, as the nonsingletons increase (with
increasing corpus sizes), the cache size reduction due to the Bloom filter tends to decrease,
reaching a reduction around 50% for corpus sizes around 16 Gw for g234 and around 65
Gw for g2···6, in the case of the English corpora analyzed.
8.2.3.2 Miss Ratio and Miss Penalty
Taking into account the existence of a nonnull probability of false positives associated to
the implementations of the Bloom filters, the number of singleton n-grams identified by
the Bloom filter is given by:
∣∣∣S ′i ∣∣∣ = |S i | − |FalseP ositivei | (8.10)
where S
′
i is the set of true positives given by the Bloom filter, i.e., for which the reply is
“not present”; Si is the real set of singleton n-grams in the corpus; FalseP ositivei is the
set of false positive singleton n-grams identified by the Bloom filter. From this expres-
sion we can estimate the miss ratio by using the value of |Si | obtained from each corpus
data and by taking into account the Bloom filter false positive probability (denoted as
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FalseP ositiveP robability and shortened FP P ) intrinsic to the Bloom filter implementa-
tion. Thus, the miss ratio of the dynamic cache, in the case of warmed-up cache for the
combined glue g2···6 is given by the following expressions which were obtained from ex-
pression (6.20 on page 155) by subtracting the number of observed singletons given by
the Bloom filter:


























mr(BF+RW ) (C1+···+5, g2···6,FP P ) =
∣∣∣DAll(1···5)inC ∣∣∣∣∣∣∣allglueg2 ···g6Ref ∣∣∣∣ −
∣∣∣∣S ′All(1···5)inC ∣∣∣∣∣∣∣∣allglueg2 ···g6Ref ∣∣∣∣ (8.12)
and expression (8.12) simplifies to:
mr(BF+RW ) (C1+···+5, g2···6,FP P ) =mrRW (C1+···+5, g2···6)−
∣∣∣∣S ′All(1···5)inC ∣∣∣∣∣∣∣∣allglueg2 ···g6Ref ∣∣∣∣ (8.13)
where
∣∣∣∣S ′All(1···5)inC ∣∣∣∣ = ∑5i=1 ∣∣∣S ′i ∣∣∣ = ∣∣∣SAll(1···5)inC ∣∣∣−∑5i=1 |FalseP ositivei |.
Global Miss Ratio. Figure 8.15 shows the variation of the global warm-start miss ratio,
for different Bloom filter false positive probabilities, in the case of the combined glue
g2···6, when the corpus size varies up to the plateau regions and using a single machine
(K = 1). Figure 8.15-a) and Figure 8.15-b) correspond to the scenarios where the Bloom
filter false positive probability values are, respectively, 0% and 1%. In both subfigures
the dotted line represents the global warm-start miss ratio without Bloom filters.
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Corpus size [ word ]
warm mr g2...6





















Corpus size [ word ]
warm mr g2...6
warm mr g2...6 BF
⋯
⋯
a) False positive probability (f pp) =0% b) False positive probability (f pp) =1%
Figure 8.15: Global miss ratio versus corpus size for glue g2···6 with Bloom filters, for K = 1.
The Y axis represents the miss ratio in percentage and the X axis represents the corpus
size in words.
Table 8.7 shows the corresponding values of the global warm-start miss ratio with
Bloom filters, for the curves presented in Figure 8.15, when the corpus size ranges from
16 Mw up to 130 Tw.
From the figure and the table it is clear that such low value of false positive probability
has a negligible effect upon the results.
Table 8.7: Global miss ratio (mrBF (C1+2+3+4+5, g2···6,FP P )) versus corpus size (in words) for
glue g2···6 with Bloom filters, for K = 1. Miss ratios in percentage (%).
|C| mr(g2···6) mrBF (g2···6,F P P =0%) mrBF (g2···6,F P P =1%)
1.6× 107 10.57 0.75 0.84
1.3× 108 9.93 0.94 1.03
1.0× 109 9.02 1.32 1.40
1.6× 1010 7.12 2.37 2.42
1.3× 1011 4.60 3.02 3.04
1.0× 1012 2.11 2.08 2.08
1.7× 1013 1.47 1.47 1.47
1.3× 1014 1.47 1.47 1.47
The following conclusions are obtained:
As soon as the total number of singleton n-grams is zero (in the plateau regions), the
effect of the Bloom filter becomes null;
However, in the regions of the corpus sizes where the total number of singleton
n-grams is a significant percentage of the total number of distinct n-grams (in the
regions of the corpus size from 8 Mw until around 130 Gw), the result of using
a Bloom filter is a reduction that leads the global warm-start miss ratio from the
interval of values between 11% and 5% (in the case of no Bloom filter) to the interval
of values between 1% and 3% when using a Bloom filter.
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Individual Miss Ratios. Figure 8.16 shows the comparison of the global cache system
C1+···+5 miss ratio and the individual warm-start cache miss ratios for the individual
caches C1 to C5, in the cases without and with Bloom filters, respectively, in Figures 8.16-























































Corpus size [ word ]
warm mrC1 g2...6 BF
warm mrC2 g2...6 BF
warm mrC3 g2...6 BF
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warm mrC5 g2...6 BF







a) Individual and global miss ratio b) Individual and global miss ratio
without Bloom filter with Bloom filter and FP P = 0%
Figure 8.16: Global and individual miss ratios versus corpus size for glue g2···6, for K = 1.
The Y axis represents the miss ratio in percentage and the X axis represents the corpus
size in words.
Table 8.8 shows the corresponding values of the individual cache warm-start miss
ratio without Bloom filters, for the curves presented in Figure 8.16-a), when the corpus
size ranges from 16 Mw up to 130 Tw.
Table 8.8: Individual cache warm-start miss ratio versus corpus size (in words) for glue
g2···6 without Bloom filters, for K = 1. Miss ratios in percentage (%).
|C| mr(C1,g2···6) mr(C2,g2···6) mr(C3,g2···6) mr(C4,g2···6) mr(C5,g2···6)
1.6× 107 0.59 4.02 11.14 21.57 46.27
1.3× 108 0.37 2.79 9.28 20.40 47.21
1.0× 109 0.23 1.84 7.23 17.98 44.56
1.6× 1010 0.13 0.86 4.08 11.63 36.76
1.3× 1011 0.07 0.31 1.57 4.69 24.17
1.0× 1012 0.03 0.11 0.55 1.58 9.72
1.7× 1013 0.02 0.08 0.39 1.11 6.45
1.3× 1014 0.02 0.08 0.39 1.11 6.45
Table 8.9 shows the values of the individual cache warm-start miss ratio with Bloom
filters (with false positive probability = 0%), for the curves presented in Figure 8.16-b),
when the corpus size ranges from 16 Mw up to 130 Tw.
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Table 8.9: Individual cache warm-start miss ratio versus corpus size (in words) for glue
g2···6 with Bloom filters for a false positive probability FP P = 0%, for K = 1. Miss ratios in
percentage (%).
|C| mrBF (C1,g2···6) mrBF (C2,g2···6) mrBF (C3,g2···6) mrBF (C4,g2···6) mrBF (C5,g2···6)
1.6× 107 0.16 0.86 1.23 0.97 0.71
1.3× 108 0.11 0.70 1.39 1.57 2.11
1.0× 109 0.08 0.59 1.65 2.69 3.80
1.6× 1010 0.06 0.52 2.11 4.97 8.15
1.3× 1011 0.05 0.30 1.51 4.30 13.12
1.0× 1012 0.03 0.11 0.55 1.58 9.59
1.7× 1013 0.02 0.08 0.39 1.11 6.45
1.3× 1014 0.02 0.08 0.39 1.11 6.45
The following conclusions can be taken:
The figures and tables illustrate that the reduction of the individual cache miss ratio
due to including Bloom filters is higher for the larger n-grams sizes, due to their
lower NSFi ratio;
For each n-gram size i, the individual cache Ci miss penalty reduces in the same
proportion as the NSFi ratio when it goes from |Di | (infinite dynamic cache without
Bloom filter) to |Di − Si | (with Bloom filter).
8.2.3.3 Granularity and Efficiency
In order to quantify the overheads due to remote communications regarding the n-gram
misses that occur in a single machine with a limited memory, we consider the granularity
of the phase two computation component versus the communication component, e.g., for
K = 1 is G (K)K=1 = T02/Tcomm2 . We also consider the corresponding efficiency of phase
two in a single machine with limited memory (defined in relation to an ideal single
sequential machine with unlimited memory), which is defined by E0 (K)K=1 = T02/T2,
where T2 = T02 + Tcomm2 , so E0 (K)K=1 = 1/ (1 + 1/G (K)).
Figure 8.17 shows the evolution of the granularity and efficiency for phase two when
filtering the singleton n-grams, for different Bloom filter false positive probabilities, in
the case of the combined glue g2···6, when the corpus size varies up to the plateau regions
and using a single machine (K = 1). Figure 8.17-a) corresponds to a scenario without
filtering singletons. Figure 8.17-b) and Figure 8.17-c) correspond to the scenarios where
the Bloom filter false positive probability values are, respectively, 0% and 1%.
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c) False positive probability = 1%
Figure 8.17: Granularity and efficiency versus corpus size for glue g2···6 and for different
time ratios tf etch/tgn , for K = 1. The Y axis represents the granularity or the efficiency (in
percentage); the X axis represents the corpus size in words.
In Figure 8.17 the parameter i in the granularities and efficiencies (G (i), GBF (i) and
E (i)) represents the ratio tf etch/tgn with values: 2, 5, 10, 20 and 50. The following conclu-
sions can be taken:
The granularity values in the case of using Bloom filters (GBF) are always higher than
the values without Bloom filters (G) for each fixed corpus size all along the entire
corpus range and for any value i of the ratio tf etch/tgn ; Even when the granularity
with Bloom filter reaches its minimum value, it is still higher than in the case
without Bloom filter;
The granularity values without or with Bloom filters become equal in the plateau
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regions;
The efficiency due to the use of Bloom filters is significantly higher than in the case
without Bloom filter, except in the plateau regions, where they are equal; while, for
example when the ratio tf etch/tgn is 20, without Bloom filter the efficiency ranges
from about 6% until 26% in the plateaux, on the other hand, the efficiency with
Bloom filter ranges from about 50% for the smaller corpus, goes through a minimum
about 15% (for a corpus size where the efficiency without Bloom filter is about 10%),
and then raises to the value of 26% in the plateau regions.
8.2.4 Multiple Machines Case (K > 1)
Following the same empirical approach as in the previous studies of the single dynamic
cache and the static plus dynamic cache, we analyze the behavior of the multiple machines
case when having Bloom filters by considering real execution experimental scenarios
based on the extended implementation of the Global method with Bloom filters.
In this section we present the experimental evaluation of the dynamic cache when
filtering the singleton n-grams using Bloom filters. Section 8.2.4.1 describes the execution
environment. A discussion regarding the cache size when filtering the singleton n-grams
is presented in section 8.2.4.2. An analysis of the miss ratio is presented in section 8.2.4.3.
Section 8.2.4.4 presents the execution time of phase two when filtering the singleton
n-grams.
8.2.4.1 Execution Environment
In order to evaluate experimentally the impact of filtering the singleton n-grams in the
miss ratio of a dynamic cache, we executed the three phases of the LocalMaxs Global
method, under the Lunacloud public cloud environment, using virtual machine instances
with 64 GB of RAM and 4 vCPU, in two scenarios: without Bloom filters and using
Bloom filters. We considered one corpus of 64 Mw and used 10 machines in order to
evaluate the relevance re2···5. In both scenarios we used a dynamic cache with infinite
capacity. However, in the first scenario the singletons were not excluded from the input
reference stream of the cache system. In the second scenario the singletons were filtered
out using the approach described in section 8.1.2, on page 241. In this latter case the false
probability of the Bloom filters was configured to be 0.1%.
During the execution of the Global method each controller in each machine collects a
set of measures such as the number of hits on each cache, the size of the input reference
stream and the time spent in each phase of the algorithm. The values of those measures
were saved in a log file (one per controller) and used to build the figures and tables
presented in this section. Table 8.10 shows the average values, among the 10 machines,
of the total numbers of distinct, singleton and nonsingleton n-grams; and the singleton
ratio for the corpus of 64 Mw.
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Table 8.10: Per machine average numbers of distinct (Di), singleton (Si) and nonsingleton
(NSi) n-grams, and singleton ratio (SFi), for unigrams up to hexagrams, in a corpus of 64
Mw, and K = 10.
n-gram |Di | |Si | |NSi | SFi
unigrams 159 152 108 128 51 024 0.679
bigrams 1 185 850 879 058 306 793 0.741
trigrams 3 145 314 2 675 141 470 174 0.851
tetragrams 4 762 784 4 402 363 360 421 0.924
pentagrams 5 578 882 5 375 450 203 432 0.964
hexagrams 5 927 909 5 815 854 112 055 0.981
8.2.4.2 Cache Size
Figure 8.18 shows the average cache sizes without and with Bloom filters (in number of
n-gram entries), among the K = 10 machines, of the individual caches (C1 to C5) when
























































C₁ C₂ C₃ C₄ C₅
a) Without Bloom filters b) With Bloom filters
Figure 8.18: Per machine sizes of cache C1 up to C5 versus glues g2 up to g2···6, for a corpus
of 64 Mw, K = 10, . The Y axis represents the size of the caches in number of n-grams in
each cache and the X axis represents the glue calculation cases.
Table 8.11: Per machine average of observed individual cache sizes (number of n-gram
entries) versus the glue calculations (g2 to g2···6) without and with Bloom filters for a corpus
of 64 Mw and K = 10.
CacheCi g2 g23 g234 g2···5 g2···6
Without BF
C1 430525 730773 933287 1070356 1183152
C2 2844088 5045987 6564460 7688336




C1 225078 359793 423840 458381 478252
C2 1175286 2029502 2463026 2701654
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Experimental evaluation of the Bloom filter memory space
Previously when evaluating the cache size we only considered its number of entries,
given by CacheSizeW ithoutBF or CacheSizeW ithBF depending on not having or having
a Bloom filter. In order to evaluate the cache size in number of bytes we consider the
entry size (EntrySize), which is the average number of bytes occupied by each cache
entry (n-gram identifier plus its global frequency in the corpus) for the corresponding
glue calculation (g2 up to g2···6). The EntrySize parameter is calculated using expression
(9.1), on page 275.
The memory space of the cache in bytes is given by:
MemorySpaceCacheW ithoutBF = CacheSizeW ithoutBF ×EntrySize (8.14)
MemorySpaceCacheW ithBF = CacheSizeW ithBF ×EntrySize (8.15)
However, when using Bloom filters, it is also necessary to evaluate the memory space
occupied by the Bloom filter in bytes, which is denoted as MemorySpaceBF . Thus, in a
composite cache with a Bloom filter plus an individual cache (BF +CacheW ithBF), the
total memory space in bytes is given by:
MemorySpace(BF+CacheW ithBF) =MemorySpaceBF +MemorySpaceCacheW ithBF =
MemorySpaceCacheW ithBF
(
1 + MemorySpaceBFMemorySpaceCacheW thBF
) (8.16)
In order to compare the above total memory space with the memory space of a cache










In the following we present an experimental evaluation of this latter aspect for the
case of a corpus 64 Mw and a configuration with K = 10 machines. In this context, the
above expressions defining all the above quantities related to the numbers of distinct (Di),
singleton (Si) and nonsingleton (NSi) n-grams, and the corresponding ratios (SFi and
NSFi) are considered in a per machine basis, being labeled with the machine index j. The
same applies to the above expressions concerning the memory space.
Figure 8.19 shows the per machine NSFAll (j) ratio, which only considers the ratio
between the cache sizes with and without Bloom filters, and the total memory space ratio
that considers the cache size and the Bloom filter memory space, with and without Bloom
filter as defined by expression (8.17).
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Figure 8.19: Per machine nonsingleton filter ratio for the cache system for a corpus of 64
Mw and K = 10, when the glue calculation varies from g2 to g2···6. The Y axis represents
the size ratio in percentage and the X axis represents the glue calculations (from glue g2
to g2···6).
From the Figure 8.19 we conclude:
The additional memory space due to the Bloom filter map represents only a very
small fraction of the total memory space, in fact below 1% (in the case of this
experiment), and decreasing with the maximum n-gram size considered (in the glue
calculations);
By filtering the singleton n-grams the total number of entries in each cache is redu-
ced; In the conducted experiment the total amount of memory space per machine
needed by the LocalMaxs Global method was significantly reduced for the corpus
size of 64 Mw, ranging from a reduction of about 50% for the glue g2 to over 80%
for the combined glue g2···6.
8.2.4.3 Miss Ratio
Per Machine Individual Cache Miss Ratios. We also evaluated experimentally the per
machine individual cache miss ratio for the corpus size of 64 Mw with a configuration
of K = 10 machines. Figure 8.20 shows the per machine average individual cache (C1 to
C5) miss ratios without and with Bloom filters and Table 8.12 shows the corresponding
average values among the K machines, when calculating the isolated glues g2 to g6.
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C₁ C₂ C₃ C₄ C₅
a) Without Bloom filters b) With Bloom filters
Figure 8.20: Per machine individual cache miss ratios versus the isolated glue (g2 to g6)
without and with Bloom filters for a corpus of 64 Mw and K = 10. The Y axis represents
the miss ratio in percentage and the X axis represents the isolated glue calculation.
Table 8.12: Per machine average of observed individual cache miss ratios versus the isola-
ted glue (g2 to g6) without and with Bloom filters for a corpus of 64 Mw and K = 10. Miss
ratios percentage (%).
CacheCi g2 g3 g4 g5 g6
Without BF
C1 17.94 4.74 2.12 1.23 0.95
C2 45.22 23.12 13.61 9.48




C1 10.47 2.24 0.71 0.33 0.19
C2 26.17 11.16 4.75 2.50
C3 38.74 23.13 11.66
C4 48.69 33.57
C5 55.89
Per Machine Global Miss Ratio of the Cache System for Combined Glue. Using ex-
pression (6.40), presented on page 169, and the values of Table 8.12 we can derive the
global miss ratio of the cache systems C1+2+3 and C1+···+5, respectively, for the combined
glues g234 and g2···6 in the two cases: without Bloom filters and with Bloom filters. These
values are presented in Table 8.13.
Table 8.13: Per machine obtained global miss ratios of the cache systems for combined
glues g234 and g2···6 for a corpus of 64 Mw and K = 10. Miss ratios in percentage.
Miss ratio A —Without Bloom filter B — With Bloom filter
mr (g234) 29.04 15.75
mr (g2···6) 35.98 18.82
Figure 8.21 is based on Figure 6.24, presented on page 170, complemented with the
values of the global miss ratio for the combined glue g234 (mr (g234)) presented in Table
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8.13 (points labeled “A —Without Bloom filters” and “B —With Bloom filters”). The
four curves corresponding to the other corpus sizes from 25 Mw to 682 Mw, although
corresponding to the case without Bloom filter, are included in this figure for indicative
purposes. The behavior when using Bloom filters for those corpora is expected to be
































25 Mw - Without BF 227 Mw - Without BF 466 Mw - Without BF
682 Mw - Without BF 64 Mw - Without BF 64 Mw - With BF
A – Without Bloom filter
B – With Bloom filter
Figure 8.21: Per machine global miss ratio of the cache system C1+2+3 with and without
Bloom filter, for a corpus of 64 Mw, K = 10 and combined glue g234. The Y axis represents
the global miss ratio in percentage and the X axis represents the number of machines.
The reported experimental results refer to a single corpus size and number of machines,
and show a significant reduction in the global miss ratio due to using Bloom filters:
around 50% in both the combined glues considered. The behavior of Bloom filters for
other corpus sizes is determined by the evolution of the NSFAll ratio as discussed in
section 8.2.1.1 on page 244.
8.2.4.4 Execution Time
In this section we only describe the execution time for phase two due to the fact that
filtering the singleton n-grams will only reduce the miss ratio of the dynamic cache used
during phase two. Figure 8.22 shows the observed execution time of phase two needed to
find relevant expressions of bigrams up to pentagrams for a corpus of 64 Mw when using
10 machines (in the execution environment described in section 8.2.4.1).
The following conclusions can be taken:
Filtering singletons led to a 10% reduction in the phase two execution time for this
experiment;
This provides the experimental confirmation, for the case of a corpus of 64 Mw
with 10 machines, that the expected reduction in the execution time in phase two,
which is dominated by the miss time penalty, is equal to the NSF ratio. Thus, for
other corpus sizes it should follow the same behavior as determined by the NSF
dependence on the corpus size.
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Without Bloom filters With Bloom filters
a) Absolute phase two execution time b) Phase two execution time ratio: T imeW ithBF2T imeW ithoutBF2
Figure 8.22: Phase two execution time for a corpus of 64 Mw, K = 10 and combined glue
g2···6. Subfigure a) represents the execution time (in minutes), and subfigure b) represents
the execution time ratio, defined as T imeW ithBF2/T imeW ithoutBF2. The darker column
in the left of each subfigure represents the phase two execution time without using Bloom
filters (T imeW ithoutBF2) and the lighter column in the right represents the phase two
execution time when using Bloom filters (T imeW ithBF2).
Bloom Filters Loading Time. The phase two execution time presented above, when the
singleton n-grams are filtered out, already includes the time spent by the controllers to
load the Blooms filters from the KVS servers. From the analysis of the execution logs for
the execution of the LocalMaxs Global method in phase two for the 64 Mw corpus and 10
machines, the time taken to load the Bloom filters, averaged over the 10 machines, was
less than 1 second, which in this experiments corresponds to 0.08% of the execution time
for phase two, thus it appears to be negligible.
Phase Two Load Balancing with Bloom Filters. Figure 8.23 shows the detailed per
machine phase two execution time (T2 (j)), among the K = 10 machines (individually
named from CN01 up to CN10). Figure 8.23-a) shows the absolute execution times and
Figure 8.23-b) shows the per machine fractions of time taken in average for each isolated


























































a) Total b) Detailed
Figure 8.23: Detailed per machine execution time for phase two using Bloom filters for a
corpus of 64 Mw and combined glue g2···6 and K = 10 machines (from CN01 up to CN10).
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Figure 8.23 shows that there is a good load balancing among all the machines. By
using the load balancing metric expression (6.46), on page 178, the corresponding value
of the load balancing metric was 73%.
8.3 Extending the Static plus Dynamic Cache with Bloom
Filters
As discussed in chapter 7, using a static plus dynamic cache in the case of a system
with limited memory capacity allows to reduce the number of cache misses because the
dynamic cache contributes to filtering the repetitions of the nonsingleton n-grams that
appear as misses out of the static cache, thus leading to a lower or equal miss ratio when
compared to a static cache for each given static cache hit ratio. We recall that in the
limited memory case, when it is not possible to include all the nonsingleton n-grams
in the static cache FAset, the resulting static cache output misses include the remaining
nonsingleton occurrences (that are out of the FAset) and all the singleton n-grams.
In this section we show that it is still possible to further reduce the number of cache
misses of a static plus dynamic cache system, by removing the singleton n-grams that
otherwise will appear as first occurrence misses in the dynamic cache. This reduction can
be achieved by integrating a Bloom filter between the static and the dynamic caches, as
illustrated in Figure 8.24. This has a similar effect as the inclusion of a Bloom filter in a













Figure 8.24: Diagram of a static plus dynamic plus Bloom filter cache system.
Cache Size. While for each n-gram size i, the static plus dynamic cache has a size equal
to the total number of distinct n-grams (|Di |), the size of a static plus dynamic cache with
Bloom filters is equal to |Di | − |Si |, where |Si | is the total number of singletons of that size,
assuming that the memory space occupied by the Bloom filter bitmap can be neglected.
Thus, this reduction on the cache memory size has the same behavior as the number of
singleton n-grams as a function of the corpus size (Figure 8.11 on page 251).
Global Miss Ratio. The global miss ratio of a static plus dynamic cache system with a
Bloom filter for the combined glue g234, assuming the Bloom filter false positive probabi-
lity is zero, is given by:
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mr(RO+BF+RW ) (C1+···+3, g234) =
∣∣∣D1inD234 ∣∣∣−∣∣∣∣∣FA(1,g234,hROC1 )
∣∣∣∣∣−∣∣∣S1inD234 ∣∣∣∣∣∣∣allglueg2 ···g4Ref ∣∣∣∣ +
∣∣∣D2inD34 ∣∣∣−∣∣∣∣∣FA(2,g234,hROC2 )
∣∣∣∣∣−∣∣∣S2inD34 ∣∣∣∣∣∣∣allglueg2 ···g4Ref ∣∣∣∣ +
∣∣∣D3inD4 ∣∣∣−∣∣∣∣∣FA(3,g234,hROC3 )
∣∣∣∣∣−∣∣∣S3inD4 ∣∣∣∣∣∣∣allglueg2 ···g4Ref ∣∣∣∣
(8.18)
where D234 is the union of the tables of distinct bigrams (D2), trigrams (D3) and tetra-
grams (D4);
∣∣∣S1inD234 ∣∣∣ is the number of singleton unigrams in the corpus that appear in
D234; D34 is the union of the tables of distinct trigrams (D3) and tetragrams (D4);
∣∣∣S2inD34 ∣∣∣
is the number of singleton bigrams in the corpus that appear in D34; and
∣∣∣S3inD4 ∣∣∣ is the
number of singleton trigrams in the corpus that appear in D4. If using multiple machines
(K > 1) we should consider the per machine values.
The above expression simplifies to:
mr(RO+BF+RW )(C1+···+3, g234) =mr(RO+RW )(C1+···+3, g234)−
∣∣∣S1inD234 ∣∣∣+∣∣∣S2inD34 ∣∣∣+∣∣∣S3inD4 ∣∣∣∣∣∣∣allglueg2 ···g4Ref ∣∣∣∣ (8.19)
where mr(RO+RW ) (C1+···+3, g234) is the global miss ratio of the static plus dynamic cache
system without Boom filter.
Figure 8.25 shows the decrement of the global miss ratio value due to the inclusion of
a Bloom filter in a static plus dynamic cache system for the cases of the combined glues
































Figure 8.25: Global miss ratio decrement by filtering the singleton n-grams in the case of
the combined glues g234 and g2···6. The Y axis represents the global miss ratio decrement,
defined as the percentage of the total number of singletons relative to the total number
of input stream references and the X axis represents the corpus size in words.
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The decrement of the global miss ratio value goes from about 10% for corpus sizes
around 8 Mw and decreases gradually with increasing corpus sizes until it becomes null
for corpus sizes in the plateau regions.
8.4 Chapter Summary
For any of the phase two metrics, cache size, miss ratio and execution time, in the case of a
dynamic cache (CRW ), the corresponding values when using Bloom filters (C(BF+RW ) ) are
given by multiplying the values without Bloom filters (CRW ) by the NSFAll ratio. Thus,
they show a reduction equal to 1 −NSFAll = SFAll , that is determined by the singleton
ratio. When we consider the variation of the corpus size across the entire range up to the
plateau regions, we observe that the effect of using a Bloom filter diminishes progressively
as the singleton ratio SFAll tends to zero.
In the case of a static plus dynamic cache (C(RO+RW )), the effect of introducing a Bloom

















Evaluation of the Parallel and Distributed
LocalMaxs Implementations
Global evaluation of the parallel and distributed LocalMaxs implementations.
In this chapter we present an overall evaluation of the Global method (in section 9.1)
followed by the description of an alternative method, named the Local method, for imple-
menting LocalMaxs (section 9.2). This new method is based on a completely independent
application of the LocalMaxs method to separate corpus partitions by using multiple ma-
chines, where each machine generates a set of candidate relevant expressions, which are
then combined into a global solution. In section 9.3 we present a comparison between
the Global and the Local methods concerning their performance and their precision and
recall. The chapter summary is presented in section 9.4.
9.1 Global Method
This section addresses issues concerning an evaluation of the memory space (presented in
section 9.1.1), an overall discussion of the cache configuration alternatives used in phase
two of the Global method (presented in section 9.1.2), and the performance of the Global
method in all its phases (presented in section 9.1.3).
9.1.1 Analysis of the Memory Space
We first present a simplified analytical model of the memory space consumption of the
Global method that allows us to understand the trends of the memory requirements for
the entire range of corpus sizes up to the plateaux. As this model does not capture the
aspects of memory usage due to the multiple layers of the architecture implementation,
from the Java virtual machine environment down to the underlying system support layers
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and tools, we then describe an experimental approach to measure the actual observed
memory consumption by the Global method execution in a real environment.
9.1.1.1 Analytical Modeling of the Memory Space
In this section we discuss the memory usage of the Global method as a function of the
corpus size. For each phase the memory model considers the space occupied by the n-gram
tables within each controller and the n-gram tables kept in the distributed in-memory
store. We first assume that the space occupied by each table entry is a unit of memory cost
and only consider the total number of entries per table. Then we estimate the memory
cost in terms of bytes per n-gram entry.
Memory for the n-gram Distributed In-memory Store
For any of the phases the Global method requires the memory space to keep a set of
n-gram tables in the KVS servers. Let us consider the total sum of the distinct n-grams
in the corpus, for n-grams from size 1 until the maximum n-gram size considered (n).
This would be the required memory for all the n-gram tables in the case of a single
KVS server. In the case of multiple machines (K), the total size of the n-gram tables
(measured in terms of number of entries) that are kept within each KVS server is equal
to the above mentioned total sum divided by the number of KVS servers. So, the total
distributed n-gram store memory requirements grow logarithmically with the corpus size
until the plateau regions. For each fixed corpus size the memory per KVS server machine
is proportional to 1/K .
Memory for the n-gram Tables within the Controllers
We consider the memory for each phase separately. In the case of phase one, the
memory space occupied concerning the n-gram controller tables, for each n-gram size i, is
determined by the size (in terms of the number of the entries) of the table DiinLocalP artition
in case of full local aggregation or the table DiinLocalSubP artition in the case of partial local
aggregation. Figure 9.1-a) shows the full local aggregation case, where for each n-gram
size there is a local table with a size equal to the corresponding number of distinct n-
grams per controller corresponding to its local corpus partition. Thus, in this case the
memory space required per controller grows logarithmically with the partition size (i.e.,
corpus size divided by the number of controllers) until the distinct n-grams plateaux are
reached, beyond which the per controller memory required becomes constant with the
partition size. The case of partial local aggregation is illustrated in Figure 9.1-b) where
each controller has a table for each n-gram size but all the tables have a fixed and equal
size, configured to fit within the local available per machine memory. Thus, in this case












a) Full local aggregation b) Partial local aggregation
Figure 9.1: Controller n-gram aggregation tables.
In the cases of phases two and three, there are fixed size components local to each
controller such as the memory buffers for the IBS chunks and for the output buffers.
Those components are not considered in this analytical model since they represent a
constant parcel in the total memory usage. In this model we only consider the memory
space required by the local n-gram cache system, whose size depends on the cache system
organization as discussed in chapters 6, 7, and 8. In the case of an infinite cache system
the size is determined by the population of distinct sub n-grams, while in a finite cache
system its size is fixed by design configuration. In the following we only consider the
cache memory used in phase two.
For a fixed corpus size, when increasing the number of machines K , the size of the
corpus partitions which are processed in phase one is proportional to 1/K but the num-
ber of distinct n-grams in each local partition table in the case of full local aggregation
follows a logarithmic evolution with the partition size (|C| /K). When using partial local
aggregation, the local tables size remains constant independently of the partition size.
In the case of phases two and three the size of the distinct n-gram local partition
tables is also proportional to 1/K (due to the hashing distribution) but the distinct sub n-
grams within those tables exhibit a power law evolution with K , determining the memory
behavior of the cache system.
Thus, in the case of phase one with full local aggregation and also in phase two, when
using an infinite cache, the local memory tables are both determined by the populations
of distinct n-grams, leading to similar memory peak usages. On the contrary in the case of
phase one with partial local aggregation, because it is limited by the design configuration,
the memory peak during phase one is much lower than during phase two with an infinite
cache.
Analysis of the Memory Cost per n-gram Entry
From the experiments and empirical analysis conducted we concluded that in the
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average the size of an unigram is 6 character symbols. Table 9.1 shows the size in bytes
of the primitive types used to support the representation of an n-gram, in the case of the
Java language.





In the context of the memory usage estimation an n-gram is represented by a string
object, and the representation is valid for: i) The in-memory n-gram KVS server tables;
ii) The auxiliary tables used by the controllers in all the phases; iii) The cache imple-
mentations. The data associated with each n-gram entry is an integer for storing the
n-gram frequency count in phase one and is a double to store the other data related to
the LocalMaxs definition (the n-gram glue and relevance).
Table 9.2 shows the size, expressed in bytes, needed to represent an n-gram when
considering each phase individually (columns “Phase 1” to “Phase 2”). It also shows the
per n-gram byte cost in the in-memory tables (column “KVS”).




Phase 1 Phase 2
1 16 16 32
2 28 28 44
3 40 40 56
4 52 52 68
5 64 64 80
6 76 76 92
In the column named “Phase 1” the space occupied per n-gram in the (full or partial)
aggregation tables is presented. It was calculated by summing the space occupied by the
n-gram byte representation and the size of the integer for the frequency counter. The
n-gram byte space is calculated by multiplying the number of characters per unigram (6),
times the number of bytes per character, times the n-gram size (n).
The column named “Phase 2” represents the space occupied per n-gram in the cache.
It was calculated by summing the n-gram byte space calculated as for the “Phase 1”
column and the size of the integer for the frequency counter.
If a cache was used in phase three, each entry would occupy a number of bytes calcu-
lated as for phase two cache entries except that then there would be a double to represent
the glue values instead of an integer (that is used for the frequency count).
When evaluating relevant expressions re2···n from bigrams up to a maximum n-gram
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size (n ≥ 2), the following n-gram sizes must be considered across the three phases: uni-
grams, bigrams, · · · up to n-grams of size (n+1). As each n-gram size has a different byte
cost, we consider an average per n-gram byte cost (mSizen−gram, corresponding to the
EntrySize parameter on chapter 8) of an n-gram over the range of the considered n-gram
sizes, defined as follows:
mSizen−gram =
∑m
i=1 (sizeof (i−gram)× |Di |)∑m
i=1 |Di |
(9.1)
where sizeof (i−gram) represents the size in bytes of the representation of an n-gram of
size i in each of the columns in the above table; |Di | represents the number of distinct
n-grams of size i; and m is equal to (n+1) for “Phase 1” and “KVS” columns, and is equal
to n in the case of “Phase 2” column. Figure 9.2 shows the average per n-gram byte cost
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Corpus size [ word ]
Phase I per n-gram byte cost
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KVS per n-gram byte cost
a) Average per n-gram byte cost re23 b) Average per n-gram byte cost re2···5
Figure 9.2: Average per n-gram byte cost versus corpus size. The Y axis represents the
average per n-gram byte cost and the X axis represents the corpus size in words.
Figure 9.2-a) corresponds to the case of re23, by using n = 3 in the definition of the
value ofm that is used in expression (9.1); and Figure 9.2-b) corresponds to the case re2···5,
by using n = 5 in the definition of the value of m that is used in expression (9.1).
Table 9.3 shows the values of the average per n-gram byte cost, for the curves presen-
ted in Figure 9.2, when the corpus size ranges from 16 Mw up to 130 Tw.
Table 9.3: Average per n-gram byte cost, in bytes, versus corpus size (in words).
|C| re23 re2···5
Phase 1 Phase 2 KVS Phase 1 Phase 2 KVS
1.6× 107 43.24 43.92 59.24 57.35 57.84 73.35
1.3× 108 44.46 44.95 60.46 58.94 59.26 74.94
1.0× 109 45.55 45.91 61.55 60.84 61.05 76.84
1.6× 1010 46.77 47.07 62.77 64.53 64.65 80.53
1.3× 1011 47.34 47.71 63.34 69.11 69.19 85.11
1.0× 1012 47.33 47.77 63.33 72.87 72.91 88.87
1.7× 1013 47.33 47.77 63.33 73.78 73.80 89.78
1.3× 1014 47.33 47.77 63.33 73.78 73.80 89.78
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The following conclusions can be taken:
The average per n-gram byte costs increase with the corpus size and they stabilize
when the plateaux are reached;
They also increase with the maximum n-gram size (n) considered in the relevant
expression evaluation.
As mentioned in chapter 1, this thesis did not focus on the optimizations of the memory
representation of the n-gram data structures on each machine. Such optimizations can
significantly contribute to reduce the above per n-gram byte cost.
Memory Space of the Controllers and KVS Servers
When evaluating relevant expressions from bigrams up to n-grams of size n, we can
evaluate the memory space of the local controller tables in phase one or the cache system
in phase two, by multiplying the corresponding total number of n-gram entries, times




|Di | ×mSizen−gram (9.2)
where mSizen−gram is obtained from column “Phase 1” or “Phase 2” in Table 9.3 and m is
equal to (n+ 1) for phase one and is equal to n in the case of phase two. In phase one Di
corresponds to the set of distinct n-grams of size i in the local partition, and in phase two
Di corresponds to the distinct sub n-grams of size i in the local cache system.




|Di | ×mSizen−gram (KVS) (9.3)
wheremSizen−gram is obtained from column “KVS” in Table 9.3 and |Di | is the total number
of distinct n-grams of size i in the corpus. In a distributed in-memory store with K servers,
the memory per server is MemorySpaceKV S/K .
By using the expressions (9.2) and (9.3) we can estimate the total memory space,
for different problems, as a function of the corpus size, assuming a single machine case
(K = 1). Table 9.4 shows the values of the memory usage estimates (expressed in Terabyte
(1012) (TB)), when the corpus size ranges from 16 Mw up to 130 Tw.
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Table 9.4: Memory space estimates, in TB, versus corpus size (in words).
|C| re23 re2···5Phase 1 Phase 2 KVS Phase 1 Phase 2 KVS
1.6× 107 0.002 0.002 0.003 0.003 0.003 0.004
1.3× 108 0.017 0.017 0.023 0.022 0.022 0.028
1.0× 109 0.114 0.115 0.154 0.152 0.152 0.192
1.6× 1010 1.187 1.195 1.593 1.638 1.641 2.044
1.3× 1011 4.979 5.018 6.661 7.269 7.277 8.952
1.0× 1012 13.955 14.083 18.673 21.486 21.496 26.203
1.7× 1013 19.666 19.847 26.314 30.654 30.664 37.301
1.3× 1014 19.666 19.847 26.314 30.654 30.664 37.302
All the memory estimates presented above follow a logarithmic increase when the
corpus size increases until reaching a plateaux, having the same behavior as the number
of distinct n-grams (Figure 5.15 on page 105).
The following experimental results present a complementary view to the above ana-
lysis, because they allow to capture the memory space occupation of the runtime compo-
nents as well as provide a global view of the actual memory space used in each phase of
the Global method execution on real computing infrastructures.
9.1.1.2 Experimental Evaluation of the Memory Space
Experimental Evaluation Methodology
The simplified analysis of the memory space presented in the above section does not
consider several constant scale factors which are determined by the implementation, e.g.,
the storage cost of the n-grams table and cache entries implemented as Java objects, and
the memory consumption due to the dynamic instantiation of objects and threads by the
Java runtime environment. Thus, an empirical approach was followed to characterize
the memory behavior of the Global method, for different corpus sizes and numbers of
machines, based on the memory profiling of the virtual machines used.
In this evaluation we do not consider the memory requirements of the underlying host
system runtime environment that supports the execution of the logical virtual machines
defined in section 4.2 (on page 63). We only evaluate the memory space occupied by
the LocalMaxs Global method architecture components and by their associated runtime
environment within each logical virtual machine, namely: including the guest operating
system, the Java Virtual Machine environment and the workflow framework (denoted
as memory MRT ); the controller process (denoted as memory MController); and the KVS
server process (denoted as memory MKVS ). In all the configurations considered each
logical virtual machine includes an instance of one controller process and one KVS server
process. Thus, the total memory required in each phase by each logical virtual machine
is given by:
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MT otal =MRT +MController +MKVS (9.4)
The performed measurements provide indications of the global memory occupation
of the controller, or the KVS server process, or the runtime of the guest operating system,
in a macroscopic view that does not provide detail on the internal behavior of those
components.
Concerning the MRT component, all experimentation was conducted using Linux as
the guest operating system within each virtual machine, and the memory required by the
Java Virtual Machine and the workflow runtime environment did not present significant
changes across the considered experimental scenarios.
The MController component includes the memory of all the objects generated within
the controller process during the execution of the LocalMaxs Global method phases, also
including the cache component as this is also instantiated as an object inside the controller
process.
The MKVS component includes the memory of all the objects generated within the
KVS server process. This includes the n-gram table partitions kept by the server located
in each machine.
The memory usage of the components that support the execution of the Global met-
hod was obtained using profiling tools. Two additional task nodes were added to the
workflow presented in Figure 5.3, on page 80. A first task, added in the beginning of
the workflow, was used to start a background script on each machine, and a final task,
added at the end of the workflow, was used to terminate the background scripts. Du-
ring the execution of each phase of the LocalMaxs Global method the background script
periodically samples the total memory used (parcel MT otal in expression (9.4) ), using
the “free” command available in the Linux operating system; and the memory used by
each Java Virtual Machine, using the “jstat”1 tool (measuring the parcels MController and
MKVS ). The measurements are saved into a log file, one per machine, and are aggregated
by the final task. The value of the time sample interval between the measurements is
configurable (in the experiments reported here, it was set to 4 seconds).
Using this approach the parcel MRT can be obtained by:
MRT =MT otal − (MController +MKVS ) (9.5)
We used this methodology to observe the memory usage in the Global method, by
evaluating its behavior along the three phases of the algorithm execution, using an infinite
cache system without and with a Bloom filter, and also to understand the influence of the
corpus size and the number of machines upon the memory behavior. The main goal of
this evaluation was to understand the global behavior of the memory usage, namely, its
1jstat — Java Virtual Machine Statistics Monitoring Tool. This tool is bundled with the Oracle JDK and
displays performance statistics for an instrumented HotSpot Java virtual machine (JVM)
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peak instantaneous values per machine, and its evolution with the number of machines
and the corpus size.
Experimental Results for a Fixed Size Corpus Using an Infinite Dynamic Cache
Applying the above methodology to a concrete case we present the experimental evalu-
ation of the memory usage during the Global method execution, for the relevant expres-
sions re2···6 using a configuration (denoted as “Environment C”) with an infinite dynamic
cache system for a corpus of 64 Mw and 10 machines. This experiment was conducted in
the Lunacloud public cloud and each machine was configured with 4 vCPU and 64 GB of
RAM. Within each machine there was one controller for each phase and one KVS server.
Figure 9.3 illustrates the results obtained. Figure 9.3-a) shows the instantaneous total
memory on each of the 10 machines, where each curve represents a distinct machine, for
the successive phases of the LocalMaxs Global method execution. The curve in Figure
9.3-b) represents the peak value of the instantaneous total memories among the 10 machi-
nes. The dotted vertical lines delimit the three phases of the LocalMaxs Global method.
Figures 9.3-c) to 9.3-g) illustrate the evolution of the memory usage for one sample ma-
chine. Figure 9.3-c) represents the controller heap memory for each phase, Figure 9.3-d)
represents the KVS server heap memory, and Figure 9.3-e) shows the total heap memory
of all the machine components (the controller, which includes the cache system, and the
KVS server), corresponding to an estimate of the sum (MController +MKVS ). Figure 9.3-f)
gathers the curves in Figure 9.3-b) and Figure 9.3e), and their difference is shown in
Figure 9.3-g), which is an estimate of the memory of the runtime environment (MRT as
in expression (9.5)). Also indicated as a dotted line is the average memory of the runtime
component over the entire duration of the algorithm.
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Figure 9.3: Per machine memory usage for re2···6, corpus size of 64 Mw and K = 10. The




Experimental Results for a Fixed Size Corpus Using an Infinite Dynamic Cache with
a Bloom Filter
As discussed in chapter 8 the usage of Bloom filters allows to filter the singletons out
of a dynamic cache system. The configuration used in “Environment C”, above described,
was extended with a Bloom filter and its impact upon the memory usage of the Global
method execution was evaluated. Figure 9.4 shows the memory usage of the Global
method when evaluating relevant expressions re2···6 for a corpus of 64 Mw, 10 machines
and a infinite dynamic cache, in two cases: without Bloom filter (Figure 9.4-a)); and
with Bloom filter (Figure 9.4-b)). The figure shows the instantaneous peak total memory
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Figure 9.4: Per machine memory usage reduction due to Bloom filter for re2···6 and a
corpus size of 64 Mw and K = 10. The Y axis represents the memory usage in GB and the
X axis represents the execution time in minutes.
The obtained results for this experiment show:
Without Bloom filters the maximum per machine peak memory among all the ma-
chines is around 51 GB and with Bloom filter the maximum peak was around 37
GB;
The usage of Bloom filters to exclude the singleton n-grams out of the dynamic
cache, reduced the maximum per machine peak memory requirement from 51 to
37 GB, representing a reduction of almost 27% = 1− 37/51.
Experimental Results for the Heap Memory Usage (MController +MKVS) when Varying
the Corpus Size and Numbers of Machines
Figure 9.5 shows the evolution of the sum of total heap memory used by all the com-
ponents (the controller and the KVS) per machine used in “Environment A” presented
in section 6.5 (on page 160), i.e., evaluating re23 for different corpus sizes (37 up to 1023
Mw) and number of machines (18 virtual machines, each with 70 GB of RAM; 36 virtual
machines, each with 32 GB of RAM; and 54 virtual machines, each with 20 GB of RAM).
The total heap memory corresponds to the per machine memory due to the KVS servers
and the controllers.
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Figure 9.5: Average total heap memory per machine for combined glue g234, for different
corpus sizes and numbers of machines. The Y axis represents the average total heap
memory per machine in GB. In subfigure a) the X axis represents the corpus size in
millions of words and in subfigure b) the X axis represents the number of machines.
Figure 9.5-a) shows the evolution of the total heap memory versus the corpus size for
different numbers of machines (K = 18, K = 36 and K = 54). Figure 9.5-b) shows the
evolution of the total heap memory for different corpus sizes (37 up to 1023 Mw) versus
the number of machines. Table 9.5 shows the values corresponding to Figure 9.5.
Table 9.5: Average total heap memory per machine in GB for re23, for different corpus
sizes and numbers of machines.
K 37 Mw 150 Mw 300 Mw 604 Mw 1023 Mw
18 3 9 17 41 67
36 2 5 9 15 23
54 1 3 6 10 17
The following conclusions can be taken:
From Figure 9.5 it is possible to determine the minimal number of machines neces-
sary to ensure the heap memory requirements of the algorithm, for a given corpus
size, and considering the available maximum system memory per machine suppor-
ted by the environment;
From Figure 9.5-b) one can conclude that in the considered ranges of corpus sizes
and numbers of machines (K) the total heap memory consumption per machine
follows a power law as a function of K , as illustrated by the fitting expressions of
the empirically obtained curves. As the total heap memory values include both
the memory space due to the controller and the server in each machine, the global
behavior observed at this macroscopic level is the outcome of the combination of
the memory behaviors of the controller and the server;
These results illustrate how the maximum memory requirement of the Global met-
hod for a specific problem size (the corpus size |C| and the value of n in re2···n) can
282
9.1. GLOBAL METHOD
be satisfied by adjusting the architecture configuration with an adequate number
of machines (K).
9.1.2 Comparison of the Cache Approaches
The multiple alternatives for the configuration of the n-gram cache system are illustrated
in Figure 9.6 where each node corresponds to a specific cache configuration and the arcs
represent the possible transitions (numbered from 1 to 7 in the figure) between different
configurations.
























Figure 9.6: Cache configurations comparison.
The figure also shows the number of n-gram misses for each individual cache Ci con-
figuration assuming an infinite dynamic cache, where |Di | and |Si | represent, respectively,
the numbers of distinct and singleton n-grams of size i in the corpus,
∣∣∣∣allgluegRefi−gram ∣∣∣∣ is the
total number of references in the cache input reference stream, and |FAi | is the size of the
FAset for the n-grams of size i. The figure applies to the case of the individual caches for
each n-gram of size i but can easily be adapted to the case of the entire cache system, by
considering the global number of misses.
The transitions indicate the possible ways of designing a complete cache system con-
figuration for the Global method, capable of achieving a desired target global miss ratio
for a given corpus size and considering a glue calculation for a maximum n-gram size n.
Infinite Dynamic Cache. Although a dynamic cache (C(RW )i ) with infinite capacity, able
to contain all the distinct n-grams of size i, reduces the miss communication overhead
compared to a system without cache, it still exhibits a significant miss ratio that is deter-
mined by the cold-start misses. On one hand, a subset of these misses is due to singleton
n-grams which can be filtered by using a Bloom filter combined with the dynamic cache
(C(BF+RW )i ), allowing to achieve a reduction in the miss ratio although this is only effective
in the corpus size range where singletons represent a significant percentage of the distinct
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n-grams of that size. On the other hand, the time penalty of the cold-start misses can be
reduced by performing a static prefetching of a subset of n-grams.
Infinite Static Cache. The latter improvement on the miss penalty can be achieved by
using a single static cache (C(RO)i ) with a FAset containing all the nonsingleton n-grams
of size i, thus providing the best solution if there is enough memory capacity. In this case
the global miss ratio of the cache system is virtually zero, assuming that the loading of
the FAsets can be performed, for all the n-gram sizes required, with total time overlap
with other useful computations.
Static Cache with Bloom Filter. However, if there is not enough memory to contain all
the nonsingleton n-grams of size i, a static cache (CROi ) exhibits misses that include both
nonsingleton and singleton n-grams. The singletons can be filtered out by using a Bloom
filter combined with a static cache (C(RO+BF)i ).
Static plus Dynamic Cache. Concerning the nonsingletons that were not included in
the static cache FAset, their repetitions originate multiple misses out of the static cache,
which can be filtered out by adding a dynamic cache following the static cache. This cache
configuration (C(RO+RW )i ) always exhibits a global miss ratio lower or equal than the miss
ratios of a single dynamic cache or a single static cache. However, this latter configuration
(C(RO+RW )i ) requires an infinite memory capacity able to contain all the distinct n-grams
of size i, i.e., the nonsingletons in the static cache FAset plus the remaining nonsingletons
and the singletons, all of which must kept in the dynamic cache.
Static plus Dynamic Cache with Bloom Filter. Eventually we can reduce the infinite
memory requirement of the above C(RO+RW )i configuration by including a Bloom fil-
ter, which leads to a configuration of a static plus dynamic cache with Bloom filter
(C(RO+BF+RW )i ) whose required memory capacity is equal to the number of nonsingle-
ton n-grams of size i. If there is not enough memory to contain all the nonsingleton
n-grams for that size, the best possible cache configuration is the result of a trade-off
involving: a static cache, a finite capacity dynamic cache and a Bloom filter. Assuming
that we ignore the memory space due to the Bloom filter bitmap, this configuration allows
to split the total available memory capacity into a part for the static cache FAset and the
remaining for the finite dynamic cache. As a result of the finite cache capacity in this case,
besides the cold-start misses, there are capacity misses out of the dynamic cache, which
depend on the size of the dynamic cache and on the cache replacement strategy used.
Tables 9.6 and 9.7 summarize the multiple cache alternatives in terms of cache miss
ratio and size for a single machine case considering re2···5, infinite dynamic cache capa-




Table 9.6: Cache alternatives — Miss ratio and size.
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Table 9.7: Cache alternatives — Examples of miss ratio and cache size values.
Cache Type
Small corpus Medium corpus Large corpus








43.34%→ 0%? 27.70%→ 0%? 0.04%→ 0%?
size=1.6×106 size=2.7×108 size=6.4×1010
CRO+BF
mrRO − 10.30% mrRO − 7.70% mrRO − 0.02%
size=|FA1···5|−2.1×107 size=|FA1···5|−1.6×109 size=|FA1···5|−6.9×108
CRO+RW









?Assuming total FAset loading time overlap and FA1···5 ≡NSAll(1···5)inC
The following observations can be made:
For the CRW cache we indicate its maximum size determined by the total number
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of distinct n-grams and the corresponding global miss ratio of the cache C1+···+5
system; This corresponds to the global warm-start miss ratio as defined in chapter
6; The miss ratio goes from 11% in the 10 Mw corpus to 2% in the 1 Tw corpus;
For the CBF+RW cache its maximum size is determined by the total number of non-
singleton n-grams and the corresponding global miss ratio goes from 0.8% in the
10 Mw corpus (due to the Bloom filter effect) to 2% in the 1 Tw corpus (where the
singletons have practically disappeared);
For the CRO cache the columns in Table 9.6 show the generic expression for the glo-
bal miss ratio and its corresponding FAset size; The columns in Table 9.7 correspond
to the case where the FAset is equal to the set of all nonsingletons (NSAll(1···5)inC),
which determines the cache size; The global miss ratio values of 43.34%, 27.70% and
0.04% indicated, respectively, for the 10 Mw, 1 Gw and 1 Tw corpora, result from ex-
pression (7.44) on page 210 and are exclusively due to the singleton n-grams which
were not captured by the FAset; However, those singleton misses do not involve any
remote fetching overhead; If, beyond that, we ensure that the FAset building and
loading is performed with total time overlap with the glue calculations, then the
miss ratio is virtually zero, as indicated by the arrow (→ 0%);
For the CRO+BF cache both its size and its global miss ratio get reduced by the effect
of filtering the singleton n-grams;
For the CRO+RW cache its size is the same as a single infinite dynamic cache and its
global miss ratio, when compared to the single dynamic cache, gets reduced by the
effect of the FAset elements;
For the CRO+BF+RW cache both the filtering of singleton n-grams and FAset elements
take effect.
9.1.3 Overall Evaluation of the Performance of the Global Method
In section 9.1.3.1 we present an analysis of the performance of the Global method over
the entire corpus range by relying upon the estimated data from the theoretical model
presented in chapter 3, and in section 9.1.3.2 we analyze the experimental performance
results of the Global method for evaluating relevant expressions of bigrams and trigrams
for corpus sizes up to 1 Gw.
9.1.3.1 Global Method Performance Prediction Over the Entire Corpus Range
Efficiency
For the Global method execution as a sequence of the three phases, the efficiency (EGM )





K × TGM (j)
(9.6)
where T0GM is the total computation time of the Global method in an ideal sequential
machine without any overheads, being equal to the sum of the ideal computation ti-
mes of the individual phases, i.e., T01for phase one (Nn(phase1) × top), T02for phase two
(Nn(phase2)× tgn) and T03 for phase three (Nn(phase3)× tre); and TGM (j) is the total execu-
tion time of the Global method in a real machine (j) in a configuration with K machines
1 ≤ j ≤ K , where only the communication overheads of each of the three phases are
considered as discussed in chapter 5. From this we can obtain the following expression:
T0GM
EGM
= K × TGM (j) = K × (T1 (j) + T2 (j) + T3 (j)) (9.7)
where T1 (j), T2 (j), and T3 (j) are the total execution times of each phase (1, 2, 3) of the
Global method in a real machine j when using K machines. Expression (9.6) also applies
to the efficiency of each individual phase (i, 1 ≤ i ≤ 3):
EGMi =
T0i
K × Ti (j)
(9.8)
Thus, the Global method efficiency EGM is related to individual phase efficiencies






















Assuming a strict sequential execution of the three phases of the Global method then
T0GM = T01 +T02 +T03 . Additionally assuming that top ≈ tgn ≈ tren , then the efficiency of the








Nn(phase1) = |C| × (n2 + 1) , Nn(phase2) =
n2+1∑
i=n1
|Di | , Nn(phase3) =
n2∑
i=n1
|NS i | (9.11)
where |Di | is the total number of distinct n-grams of size i in the corpus, |NSi | is the
total numbers of nonsingleton n-grams of size i in the corpus, Nn(phase1), Nn(phase2)
and Nn(phase3) are, respectively, the problem sizes for phase one, two and three; and
EGM1 , EGM2 and EGM3 are, respectively, the efficiencies in phase one, two and three with
a configuration with K machines, as given by expression (9.8).
The influence of the efficiencies EGM1 and EGM2 upon the global efficiency EGM is
determined by the parcels Nn(phase1) /EGM1 and Nn(phase2) /EGM2 in expression (9.10).
Although any increase in the efficiencies of either EGM1 or EGM2 contributes to increasing
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EGM , the contribution from EGM1 becomes stronger and stronger as the corpus size incre-
ases, due to the linear growth of Nn(phase1) with the corpus size compared to the slower
logarithmic growth of Nn(phase2).
Using expression (9.10) the Figure 9.7 was generated showing the efficiency of the
Global method as a function of the corpus partition size. Figure 9.7-a) refers to re23 and





























































































































c) re2···5 — mrP hase2 = 30%;mrP hase3 = 0% d) re2···5 — mrP hase2 = 100%;mrP hase3 = 0%
Figure 9.7: Global method efficiency. The Y axis represents the efficiency and the X axis
represents the partition size (|C| /K). Note that in subfigures a) and b) the curves of the
efficiencies for phases two and three are overlapping ate the top 100% horizontal line.
In Figure 9.7, in all the phases we assume that top/tn−gram = tgn/tn−gram = tren/tn−gram =
1/20. In this comparison we assume the best possible case for the Global method, i.e.,
phase one with full local aggregation and phases two and three with miss ratios of zero.
Thus, efficiencies EGM2 and EGM3 are assumed to be 100%. Even with this assumption we
observe that the global efficiency is far below 100% except when the corpus size reaches
the plateaux. In fact EGM is mostly determined by the efficiency of phase one (EGM1)
which increases progressively with the corpus size due to the corresponding increase of
the granularity as discussed in chapter 5.











) ≈ EGM1 (9.12)
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Nn (phase2) +Nn (phase3)
Nn (phase1)
 1⇒





Considering now the scenarios where EGM2 or EGM3 are below 100% (miss ratio greater
than 0%) we observe a natural reduction in EGM but the influence of EGM1 remains








Using the data derived from the theoretical model presented in chapter 3, the ratios









1E+06 1E+09 1E+12 1E+15 1E+18
Corpus size [ word ]
(Nn(phase2) + Nn(phase3) ) / Nn(phase1)
Nn(phase2) / Nn(phase1)
Nn(phase3) / Nn(phase1)
Figure 9.8: Problem size ratios of the three phases of the LocalMaxs Global method for
the entire corpus size range. The Y axis represents the ratio of the problem sizes and the
X axis represents the corpus size in words.
Influence of the Efficiency upon the Execution Times of Phases One and Two
As phase three has a very small fraction of the total execution time TGM , we only
compared with detail the ratio between the execution times of phases one and two.
Using the data from Figure 9.7 and Figure 9.8, the execution time ratios were calcula-
ted from the following expression:





Figure 9.9 shows the ratio between the execution time of phase one (T1) over the
execution time of phase two (T2) in machine j in the case of the Global method when the
corpus partition size ranges from 4 Mw up to 100 Tw.
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Cequivalent = |C|/K [ word ]
T₁(j) / T₂(j) - mr₂ = 0% T₁(j) / T₂(j) - mr₂ = 0,1%
T₁(j) / T₂(j) - mr₂ = 1% T₁(j) / T₂(j) - mr₂ = 30%
T₁(j) / T₂(j) - mr₂ = 100%
Figure 9.9: Per machine phase one execution time over phase two execution time ratio
as a function of the corpus partition size, in Global method for re2···5 and different phase
two miss ratio values. The Y axis represents the ratio T1/T2, and the X axis represents the
corpus partition size (in words).
In the case of phase one we assume full local aggregation. For phase two we assume
five different scenarios with the following miss ratio values: 0%, 0.1%, 1%, 30% and
100%. Figure 9.10 is a detail of Figure 9.9 for the range of corpus partition size from 4
















Cequivalent = |C|/K [ word ]
T₁(j) / T₂(j) - mr₂ = 0% T₁(j) / T₂(j) - mr₂ = 0,1%
T₁(j) / T₂(j) - mr₂ = 1% T₁(j) / T₂(j) - mr₂ = 30%
T₁(j) / T₂(j) - mr₂ = 100%
Figure 9.10: Detail of per machine phase one execution time over phase two execution
time ratio as a function of the corpus partition size, in Global method for re2···5 and
different phase two miss ratio values. The Y axis represents the ratio T1/T2, and the X axis
represents the corpus partition size (in words).
In expression 9.15, the factor Nn (phase1) /Nn (phase2) is always greater than 1. While
the numerator (Nn (phase1)) grows linearly with the corpus size, without any upper bound,
the denominator (Nn (phase2)) only grows logarithmically with the corpus size and is
upper bounded by the size of the plateau regions. Thus, for progressively larger corpus
size, this first factor increases its contribution to the time ratio.
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The second factor (EGM2/EGM1) is determined by the relative granularities of the two
phases. The granularity (G1) of phase one grows slowly from values below 1 for small size
corpus, corresponding to low values of efficiency (EGM1), but around 10 Gw the granularity
starts growing faster, driving the efficiency towards 100% in the plateau regions. The
granularity of phase two (G2) directly depends on the miss ratio of the cache system. In
the ideal case of the miss ratio equal to zero, EGM2=100%, so the execution time T1 is
always greater than T2 in the entire corpus range. In the scenario where the miss ratio is





much lower than 1: we observe T1 < T2 while the corpus size is not big enough to ensure





. This latter behavior only happens for larger corpus
sizes.
Speedup
The (fixed corpus size) speedup (SpGM) of the Global method for K machines relative
to an ideal sequential machine is given by:
SpGM = K ×EGM (9.16)
Using the data corresponding to Figure 9.7 and considering the values of the efficiency
(EGM ) for each corpus size from 1 Gw to 1 Exaword (1018) (Ew) and for different values of
K , the obtained values for the speedup, for the evaluation of re2···5, are shown in Figure










































a) mrP hase2 = 0%; mrP hase3 = 0% b) mrP hase2 = 30%; mrP hase3 = 0%
Figure 9.11: Speedup of the Global method (relative to an ideal sequential machine) as a
function of K , for re2···5 and different corpus sizes. The Y axis represents the speedup and
the X axis represents the number of machines.
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Table 9.8: Efficiency and speedup of the Global method for re2···5 (relative to an ideal
sequential machine).
K
1 Gw 1 Tw 1 Pw 1 Ew




64 12% 7 19% 12 92% 59 100% 64
256 12% 30 16% 41 74% 190 100% 256
512 12% 60 15% 77 62% 318 100% 512
1024 12% 119 14% 146 51% 520 100% 1023




64 4% 3 6% 4 74% 47 100% 64
256 4% 11 5% 14 43% 109 100% 256
512 4% 22 5% 26 30% 152 100% 511
1024 4% 44 5% 50 21% 216 99% 1018
2048 4% 88 5% 96 16% 322 99% 2026
The following conclusions can be taken:
For each fixed value of K , the speedup (relative to an ideal sequential machine)
increases with the corpus sizes following the corresponding increase of the efficiency;
It approaches a linear speedup for larger corpus sizes; Before reaching the linear
speedup regions, for each corpus size the efficiency decreases with K ; However,
provided that we stay above a certain level of efficiency we can still try to increase
the number of machines in order to achieve a reduction in the execution time or to fit
in the local memory required by each machine; For example, in the case of the corpus
with 1 Tw and mr2 = 0% the efficiency ranges from 16% with 256 machines to 14%
with 2048 machines, while the speedup increases from 41 to 280, and the required
per machine corpus partition goes from 1 Tw/256 ≈ 4 Gw to 1 Tw/2048 ≈ 512 Mw;
The above speedup and efficiency metrics measure the performance of the Global
method with K machines using the ideal sequential machine as the reference, so
they provide an indication of the impact of the considered communication overhe-
ads of the parallel and distributed implementation; Furthermore, we can evaluate
the relative efficiency, speedup and sizeup metrics, that indicate the performance
when going from a configuration with K1 machines to one with K2 machines; From
the above behavior data we can conclude that these relative speedup and sizeup
performance metrics are close to linear, and relative efficiency is close to 1 (100%).
The latter aspect was also confirmed by the conducted experimentation in the corpus sizes
range up to 1 Gw as presented in the following.
9.1.3.2 Analysis of the Experimental Results for Corpus up to 1 Gw
In this section we present the global performance results concerning the execution of
the Global method in its three phases, for the evaluation of the relevant expressions of
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bigrams and trigrams. The experimental results reported here were obtained in two
different execution environments and system configurations. Although they correspond
to different phases of the development of the work supporting this thesis, one related to
the first complete implementation of the Global method, and the second corresponding to
the implementation of an infinite dynamic cache for phase two, they are both presented
here as they allow to illustrate the global behavior (in its speedup, sizeup and efficiency
metrics) of the Global method approach as a parallel and distributed implementation of
the LocalMaxs method.
The experimental results presented in previous chapters 6, 7 and 8, with a detailed
analysis of the behavior of the dynamic, static and Bloom filter cache system configurati-
ons, can be seen as complementary to the global results presented here.
Execution Environment
We experimented with multiple runs of the Global method in the Lunacloud [Lun15]
public cloud environment. We evaluated the extraction of bigram and trigram relevant
expressions (re23) from English corpora generated from Wikipedia [Wik16].
Each virtual machine used had similar characteristics: 4 CPU @ 1.5 GHz and a local
disk storage of 40 GB. Each virtual machine included all the software components re-
quired: i) The Java classes for the Global method, the distributed in-memory KVS, and
the AWARD workflow framework; ii) A JVM with version ≥ 1.7.X; iii) Linux Ubuntu
with SSH access. The execution times shown are the average of 3 repeated runs for each
experiment.
Here, we report on the results obtained in two experimental environments (A and B):
• Environment A was the first complete implementation of the Global method with a
finite size cache system, and was used to process the following corpus sizes: 37, 75,
150, 225, 300, 450, 604, 900 and 1023 Mw. Three configurations were considered:
18 virtual machines, each with 70 GB of RAM; 36 virtual machines, each with 32
GB of RAM; and 54 virtual machines, each with 20 GB of RAM.
• Environment B was an improved implementation of the Global method with opti-
mizations in the input processing and used an infinite on-demand dynamic cache
system for all the n-gram sizes. This environment was used to process the following
corpus sizes: 25, 227, 466, and 682 Mw, with distinct number of virtual machines
(K): 1, 9, 16, 24, 32, 40, 48. For the considered configurations, for each value of
K and corpus size, the virtual machines were configured with enough memory to
ensure the behavior of an infinite cache system and the memory configuration (in
GB) as presented in Table 9.9.
As the corpus sizes increase it becomes impossible to execute the Global method in a single
machine due to insufficient local memory. Thus all the considered experimental perfor-
med metrics are defined as relative to a minimum base number of machines necessary
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to run the algorithm for each corpus size. In environment B due to a higher number of
machine configurations than in environment A, the memory configurations per machine
were adjusted according to the memory requirements of each case (Table 9.9).
Table 9.9: Memory configurations in GB used per machine in environment B
K
Corpus size
25 Mw 227 Mw 466 Mw 682 Mw
1 90
9 85 85
16 48 48 70
24 32 32 49 85
32 24 24 37 64
40 19 19 29 51
48 16 16 25 43
Global Method Execution Times
Tables 9.10 and 9.11 show the total execution times and the times of each individual
phase of the Global method for “Environment A” and “Environment B”.
Table 9.10: Global method execution time in environment A in minutes for re23 for
different corpus sizes and numbers of machines.
K
Corpus size
18 Mw 37 Mw 75 Mw 150 Mw 225 Mw 300 Mw 450 Mw 604 Mw 900 Mw 1023 Mw
Phase 1
18 1.12 1.38 2.36 9.10 16.33 33.71 56.67
36 1.52 6.37 11.59 21.43 34.13
54 1.55 5.22 7.19 9.61 13.61 17.73 26.63 29.74
Phase 2
18 7.75 9.68 15.79 30.48 59.13 154.41 252.46
36 6.34 16.04 29.34 59.04 126.21
54 5.38 11.92 16.97 22.21 30.89 39.98 59.13 65.86
Phase 3
18 1.63 2.37 4.07 7.42 24.30 27.54 51.42
36 1.94 3.98 7.61 32.63 22.26
54 1.48 3.26 4.30 5.31 7.69 9.98 14.55 16.18
Total 1,2,3
18 10.50 13.43 22.22 47.00 99.76 215.66 360.55
36 9.80 26.39 48.55 113.10 182.60
54 8.41 20.40 28.46 37.13 52.19 67.69 100.31 111.78
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Table 9.11: Global method execution time in environment B in minutes for re23 for diffe-
rent corpus sizes and numbers of machines.
K
Corpus size




16 1.52 11.56 24.11
24 1.15 8.70 15.45 23.04
32 0.97 6.40 12.15 17.35
40 0.98 5.76 12.06 16.31




16 2.64 18.81 36.60
24 1.91 13.25 22.13 33.26
32 1.72 10.06 17.27 24.13
40 1.55 8.33 15.64 19.42




16 0.85 5.02 8.83
24 0.64 3.52 5.11 7.67
32 0.53 2.65 4.29 5.78
40 0.52 2.10 3.47 4.66




16 5.01 35.38 69.53
24 3.70 25.48 42.69 63.97
32 3.22 19.12 33.71 47.26
40 3.05 16.19 31.17 40.39
48 3.02 15.90 26.82 35.84
The behavior of the Global method execution time for different corpora and numbers
of machines (K) is illustrated in Figure 9.12, which shows the total execution time versus
the number of machines for both environments.
The following conclusions can be taken:
Except for the smaller corpus the total execution time, for each fixed corpus size,
decreases almost proportionally to 1/K ;
This is the result of the accumulated effect of the three phases, and is consistent
with the conclusions from the simplified analytical model of the time complexity of
the Global method discussed in chapter 5.
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a) Total execution time — Environment A b) Total execution time — Environment B
Figure 9.12: Global method total execution time for re23 as a function of K , for different
corpus sizes, in environments A and B. The Y axis represents the execution time in
minutes and the X axis represents the number of machines.
From this execution time data the following analysis regarding the relative performance
metrics of the Global method can be derived.
Relative Speedup
For each corpus size, we consider the value of K1 corresponding to the minimal number
of machines required to execute all phases of the Global method and this value is used
as the reference in relation to which the relative speedup is evaluated: SpK1→K (K) =
T (K1)
T (K) and the corresponding values of this ratio are presented for all the K values in the
experimented range of machine numbers.
Figure 9.13 shows the relative speedup (using Definition 2.5 on page 20) of the Global
method versus the number of machines (K) size for both environments A and B. Figures
9.14 and 9.15 show with more detail, the data presented, respectively, in Figures 9.13-a)
and 9.13-b). The lines with the filled lozenges () and with the filled squares () represent,
























































a) Relative speedup — Environment A b) Relative speedup — Environment B
Figure 9.13: Global method relative speedup (strong scaling) for re23 as a function of K ,
for different corpus sizes, in environments A and B. The Y axis represents the relative

































































































































e) Corpus with 1023 Mw
Figure 9.14: Detail of Figure 9.13-a) regarding the Global method relative speedup (strong
scaling) for re23 as a function of K , for different corpus sizes, in environment A. The Y
axis represents the relative speedup and the X axis represents the number of machines.
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c) Corpus with 466 Mw d) Corpus with 682 Mw
Figure 9.15: Detail of Figure 9.13-b) regarding the Global method relative speedup
(strong scaling) for re23 as a function of K , for different corpus sizes, in environment
B. The Y axis represents the relative speedup and the X axis represents the number of
machines.
We observe that:
The relative speedup is sublinear, which is related to the significant influence of the
communication overheads as discussed in previous chapters;
However, the relative speedup increases with the corpus size, and for the higher
corpus sizes observed in both environments becomes close to linear.
Relative Efficiency





























































a) Relative efficiency — Environment A b) Relative efficiency — Environment B
Figure 9.16: Global method relative efficiency for re23 as a function of K , for different
corpus sizes, in environments A and B. The Y axis represents the relative efficiency and
the X axis represents the number of machines.
As a result of the above relative speedup behavior, the relative efficiency is around or
above 80% and decreases only slightly with K (except for the smaller corpus size of 37
Mw in environment A, and for the corpus of 25 Mw in environment B).
Relative Sizeup
Figure 9.17 shows the weak scaling behavior corresponding to the relative sizeup (using

























|C| = 150 Mw, K=18 |C| = 300 Mw, K=36 |C| = 450 Mw, K=54
|C| = 75 Mw, K=18 |C| = 150 Mw, K=36 |C| = 225 Mw, K=54



























|C|=227 Mw, K=16 |C|=466 Mw, K=32 |C|=682 Mw, K=48
|C|=466 Mw, K=48|C|=227 Mw, K=24
c) Relative sizeup — Environment A d) Relative sizeup — Environment B
Figure 9.17: Global method relative sizeup (weak scaling) for re23 as a function of K ,
when the corpus size scales with K , in environments A and B. The Y axis represents the
relative sizeup and the X axis represents the number of machines.
The Global method shows a good relative weak scaling behavior because it keeps the
execution time almost unchanged when the corpus size and the number of machines are
scaled by the same factor.
Load Balancing
Overall, in the experiments conducted in both environments, the Global method exhi-
bited a good load balancing behavior. This is related to the even distribution of work
among the machines and to the n-gram table partitioning in any of the three phases.
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For illustrative purposes, Figure 9.18 shows the per machine execution time (T2 (j))
for each of the three phases of the Global method for re23 and a corpus of size 466 Mw




























Phase 1 execution time per machine
Phase 2 execution time per machine
Phase 3 execution time per machine
Figure 9.18: Three-phase per machine execution time — Environment B. The Y axis repre-
sents the execution time in minutes and the X axis represents the machines individually
named from CN01 to CN24.
The following conclusions can be made:
All the machines, for all the three phases, exhibit similar completion times corre-
sponding to well-balanced application load and n-gram table partitioning;
Using the load balancing metric defined in expression (6.46), on page 178, the
following values were obtained: 92% for phase one, 93% for phase two and 87% for
phase three.
These results of the real execution were observed in public cloud environments, with
consistent behaviors, in different times (2015 and 2016) [GSC15; GSC16].
9.2 Local Method
In this section we propose the Local method for the parallel implementation of LocalMaxs
and evaluate it as an alternative to the Global method. Section 9.2.1 presents the rationale
of the Local method. An implementation is described in section 9.2.2 and the time
complexity of the implementation is analyzed in section 9.2.3. An analysis of the memory
space of the Local method is presented in section 9.2.4.The evaluation of the Local method,
with respect to its precision and recall is discussed in section 9.2.5.
9.2.1 Rationale of the Local Method
In the Local method, each machine is responsible for entirely processing a separate corpus
partition, i.e., first counting the local occurrences of the n-grams in its partition, then
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calculating the glue of the locally found distinct n-grams (using only their local counters),
and finally evaluating the relevance of those distinct n-grams, which are then proposed as
candidate relevant expressions, subject to being globally combined according to a global
evaluation criterion. As such, this method requires a final global combination of the
partially obtained sets of relevant expressions in order to identify a global set of relevant
expressions. As a trade-off between the execution performance and the precision and
recall, the Local method represents an alternative approach to the Global method, based
on approximate and partial solutions identified in each machine.
9.2.2 Implementation of the Local Method
In this section we describe the logical workflow of the Local method and its implemen-
tation on the distributed architecture (chapter 4), followed by an analysis of its time
complexity and its memory space, and the experimental results regarding the precision
and recall metrics.
Logical Workflow. The Local method performs a parallel evaluation using multiple
machines (Figure 9.19), each machine being responsible for the local application of a
LocalMaxs instance to a separate corpus partition, i.e., counting the n-grams, calculating









Figure 9.19: Local method logical workflow
The above parallel and local evaluation step is followed by a global combination
of the separately obtained relevant expressions. Several combination methods can be
considered. Currently we have studied the behavior of this approach using a combination
based on the union of the partial relevant expression sets.
The local evaluation in each machine has three main components: the first one, con-
sisting of the n-gram counting is proportional to the partition size (|C| /K); the other two
components, related to the glue and relevance calculations, present a logarithmic-like
dependency on the the corpus partition size. In a parallel implementation each machine
outputs a reduced data volume (when compared to the Global method), corresponding
to the locally identified relevant expressions. It only reports as a result the set of distinct
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n-grams which are considered relevant expressions. The output volume per-partition
has an upper bound equal to the number of distinct n-grams in each partition, excluding
the singletons and the unigrams. The output communication, besides occurring in paral-
lel among the multiple machines, is implemented asynchronously within each machine,
thus exploiting overlapping with local computation. Note that the global combination,
although represented logically by a single workflow node in Figure 9.19, does not have
to be implemented in a centralized way. This combination can be implemented in a de-
centralized way using the KVS-based server architecture, where each n-gram is mapped
into a specific KVS server by hashing.
The mapping of the Local method workflow into the distributed architecture (chapter
4) is straightforward. The critical issues are related to adjusting the granularity of the
corpus partitions in order to satisfy the following requirements:
• An acceptable computation-to-communication granularity ratio (G);
• The locally generated n-grams tables fit into the available per machine local me-
mory;
• The resulting precision and recall of the Local method are within acceptable thres-
holds.
9.2.3 Time Complexity of the Local Method Parallel Implementation
In this section we present an analytical model of the time complexity of the Local method
and use this model to estimate its global performance metrics in the entire corpus range, by
relying upon the estimated n-gram data from the theoretical model presented in chapter
3.
Given a corpus C and a configuration using K machines to produce the set of relevant
expressions re2···n this requires the evaluation of the relevance of the distinct nonsingleton
n-grams from bigrams up to n-grams of size n. Each machine j must consider the n-grams
occurring in its local partition C (j) (of size |C| /K) in order to count the frequencies of
their local occurrences for the distinct unigrams up to the n-grams of size (n+1), followed
by the calculation of the combined glues g2···(n+1) of the distinct bigrams up to the n-grams
of size (n+1), which are then used to evaluate the corresponding relevance.
The computation-to-communication ratio in each machine (1 ≤ j ≤ K) is given by:
G (j) =
( |C|
K × (n+ 1)× top
)
+
(∣∣∣DAll2···(n+1)in(C(j))∣∣∣× tgn)+ (∣∣∣NSAll(2···n)in(C(j))∣∣∣× tren)∣∣∣NSAll(2···n)in(C(j))∣∣∣× tn−gram (9.17)
where top, tgn , and tren are, respectively, the average times for the basic operations for
counting the local frequencies, calculating the glues and finding relevant expressions
of an n-gram; tn−gram is the average time for sending an n-gram to the corresponding
KVS server; DAll(2···(n+1))in(C(j)) represents all the distinct n-grams of sizes 2 up to (n+1) in a
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partition C (j) of size |C| /K , and NSAll(2···n)in(C(j)) represents the nonsingleton n-grams of
sizes 2 up to n in a corpus partition.
Figures 9.20 and 9.21 show the granularity (G) and efficiency (ELM) of the Local
method versus the corpus partition size for two cases: finding relevant expressions of
































































Cequivalent = |C|/K [ word ]
a) Local method granularity re23 b) Local method efficiency re23
Figure 9.20: Local method granularity and efficiency for re23 versus the corpus partition
size. The Y axis in subfigure a) represents the granularity and in subfigure b) it represents
the efficiency relative to an ideal sequential machine. In both subfigures the X axis


































































Cequivalent = |C|/K [ word ]
a) Local method granularity re2···5 b) Local method efficiency re2···5
Figure 9.21: Local method granularity and efficiency for re2···5 versus corpus partition size.
The Y axis in subfigure a) represents the granularity and in subfigure b) it represents the
efficiency relative to an ideal sequential machine. In both subfigures the X axis represents
the corpus partition size in words.
Both figures assume that top/tn−gram = tgn/tn−gram = tren/tn−gram = 1/20.
Table 9.12 shows the corresponding values to Figure 9.20 and Figure 9.21 when the
corpus size ranges from 16 Mw up to 130 Tw.
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Table 9.12: Local method granularity and efficiency for re23 and re2···5 versus corpus size
partition (in words).
|C|/K re23 re2···5
G ELM G ELM
1.6× 107 2.30 70% 2.75 73%
1.3× 108 2.42 71% 2.24 69%
1.0× 109 2.44 71% 1.72 63%
1.6× 1010 2.74 73% 1.24 55%
1.3× 1011 6.71 87% 1.51 60%
1.0× 1012 49.6 98% 5.23 84%
1.7× 1013 790 100% 78.3 99%
1.3× 1014 6,320 100% 623 100%
We observe the following:
The Local method efficiency (relative to an ideal sequential machine) reaches 100%
when the corpus partition size (|C| /K) is in the range of the plateau regions; This
is due to the fact that the number of nonsingleton n-grams (that are in the deno-
minator of expression (9.17), which represents the communication volume) beco-
mes constant with respect to the corpus partition size, while the computation time
for counting and aggregating the n-gram frequencies (that is in the first parcel of
the numerator of expression (9.17), corresponding to the phase one of LocalMaxs)
continues to increase proportionally to the corpus partition size; Thus, the commu-
nication time becomes progressively smaller than the computation time, which is
emphasized by the linear increase in the granularity (G) as illustrated in Figure
9.20-a) and Figure 9.21-a);
For values of G over 10 the efficiency is above 91% and when G is greater than 100
the efficiency is above 99%;
In all other regions of the corpus partition sizes spectrum, although the efficiency
is lower than the one in the plateau regions, the value of granularity is always
greater than 1; This is due to the fact that the numerator in expression (9.17) is
always greater than the denominator, even considering a ratio of top/tn−gram = 1/20;
Thus, the efficiency of the Local method is always greater than 50%, in both of the
considered cases of re23 and re2···5 (Figure 9.20-b) and Figure 9.21-b));
In the case of re23 the efficiency value stays around a constant value of 70% before
the plateaux; In the case of re2···5, the influence of a significant increase in the num-
bers of the distinct tetragrams, pentagrams and hexagrams leads to an increase in
the communication volume (denominator of expression (9.17)), which overcomes
the increase of the computation parcel in a region of corpus partition sizes around
108 to 1011 words for the English corpus analyzed; Due to this, the efficiency de-
creases in the above mentioned region and, after having reached a minimum for a
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corpus partition size around 1011 words, the efficiency only recovers when the linear
increase in the computation parcel overcomes the rate of growth of the numbers of
nonsingletons.
Speedup
The speedup (SpLM ) of the Local method forK machines and a fixed corpus size, relative
to an ideal sequential machine, is given by:
SpLM = K ×ELM (9.18)
Using the data corresponding to Figure 9.21-b) and Table 9.12 when considering the
values of the efficiency (ELM) for each corpus size from 1 Gw to 1 Ew and for different
values of K , the expression (9.18) was applied leading to Figure 9.22 and Table 9.13 for





















Figure 9.22: Speedup of the Local method relative to an ideal sequential machine, for
re2···5 as a function of K for different corpus sizes. The Y axis represents the speedup and
the X axis represents the number of machines.
Table 9.13: Efficiency and speedup of the Local method relative to an ideal sequential
machine, for re2···5.
K
1 Gw 1 Tw 1 Pw 1 Ew
ELM SpLM ELM SpLM ELM SpLM ELM SpLM
64 73% 47 55% 35 99% 63 100% 64
256 73% 187 59% 151 95% 244 100% 256
512 73% 374 61% 314 91% 466 100% 512
1024 73% 747 63% 647 84% 860 100% 1,024
2048 73% 1,494 66% 1,346 75% 1,534 100% 2,047
The following observations are in order:
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The speedup behavior (relative to an ideal sequential machine) tends to be linear as
the size of the corpus increases, namely, being almost linear for very large corpora in
the Petaword (1015) (Pw) and Ew ranges;
The behavior of the speedup with K is determined by the behavior of the efficiency
curve as a function of |C| /K (Figure 9.21) when we fix the corpus size (|C|).
9.2.4 Analysis of the Memory Space
The memory space occupied by each machine during the execution of the Local method
for re2···n is determined by the size of a local table containing all the distinct n-grams
(DAll(1···(n+1))in(C(j))) from 1 to (n+1) within the local corpus partition (C (j) of size |C| /K).
9.2.5 Precision and Recall
In order to evaluate the quality of the solutions of the Local method, we considered dif-
ferent corpus partition configurations by splitting an input corpus into different numbers
of partitions. For each of these partition configurations we ran independent instances of
the LocalMaxs method, and combined the corresponding partial results in order to gene-
rate a set of output relevant expressions. Then we compared the generated output set of
each partition configuration with the set of relevant expressions extracted by the Global
method for the same input corpus. The results of the experiments performed according
to this methodology are presented and discussed in the following.
We use the traditional metrics of precision and recall to evaluate the Local method,
but redefine these metrics with respect to the results of the Global method. Note that
the Global method achieves the same precision and recall as the LocalMaxs original
definition.
RelativeP recision (C,p) =




Number Of T rue Local P ositives
|REsGlobal (C)|
(9.20)
where REsGlobal (C) is the set of relevant expressions found by the Global method for
a given corpus C; REsLocal (C,p) is the set of relevant expressions found by the Local
method for a given corpus C with p equal size partitions; NumberOf T rueLocal P ositives
is the number of relevant expressions found by the Local method which are also in the
REsGlobal (C) set.
We wanted to evaluate the deviations of the Local method metrics with respect to the
ideal case of 100 % where both Global and Local methods would be equivalent in terms
of solutions quality. As this clearly depends on the corpus sizes and number of partitions,
we conducted several experiments to investigate this behavior.
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Experimental Results We have completed a preliminary evaluation of the solutions
quality of the Local method for extracting bigram and trigram relevant expressions, from
an English corpus size of 1 Gw and considering different numbers of equal size partitions:
2, 4 and 8. The global combination method considered in these experiments was based
on the union of the locally obtained relevant expressions sets. The obtained precision and
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a) Precision b) Recall
Figure 9.23: Local method metrics versus the number of partitions for re23 and corpus
size of 1 Gw, considering the union of partition results for the cases of C (8)=8 partitions,
C (4)=4 partitions and C (2)=2 partitions. The Y axis represents the precision and recall,
respectively in subfigure a) and subfigure b); and the X axis represents the number of
partitions considered (8, 4 or 2).
We conclude the following:
Both relative metrics (precision and recall) show to be increasing with the corpus
partition size;
This behavior is consistent with the fact that when the corpus size increases, the
set of distinct n-grams in each partition tends to the set of distinct n-grams in the
whole corpus;
This puts the Local method as an alternative method that should be considered by
taking into account, on one hand, the required precision and recall, and on the other
hand the execution time.
9.3 Comparison of the Global and Local Methods
The main dimensions involved are illustrated in Figure 9.24.
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Figure 9.24: Dimensions involved.
9.3.1 Precision and Recall
The Local method achieves lower precision and recall values than the Global method,
although these values gradually increase with the corpus partition size, becoming closer
to the values obtained by the Global method.
9.3.2 Memory Space
In order to compare the memory space occupied by the Global and the Local methods,
assuming equal corpus sizes and numbers of machines, we consider one controller and
one KVS server in each local virtual machine for the Global method, and one controller in
each local virtual machine for the Local method. Then we analyze the memory occupied
by the local n-gram tables in each machine for both cases:
• Global method: The local n-gram table in the KVS server takes a number of entries
equal to the size
∣∣∣DAll(1···(n+1))in(C)∣∣∣ /K ; Thus, it grows logarithmically with the corpus
size until reaching the plateau regions; On the other hand for each fixed corpus size
each local KVS server table is proportional to 1/K ; Additionally the Global method
requires memory space for the local cache in the controller in phase two, which
takes a maximum number of entries (corresponding to the infinite cache case) equal
to the size of the per machine set DAll(1···n)in(LocalT ableP artition2···(n+1)) (j) obtained as the
average over the K machines. Each cache n-gram entry in phase two only contains
an integer with the frequency count;
• Local method: The local n-gram table in the controller takes a number of entries
equal to the size of the set DAll(1···(n+1))in(C(j)); Thus, it grows logarithmically with
the corpus partition size (|C| /K) until reaching the plateau regions; Each n-gram
table entry contains: an integer for the frequency and two doubles for the glue and
relevance values.
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However, the Global method provides the additional functionality of a global n-gram
store that can be made persistent and kept in a repository with increased flexibility con-
cerning the reutilization of the n-gram statistical data in different times and by different
methods.
9.3.3 Estimated Performance
Efficiency. Figure 9.25 shows the comparison of the efficiency of the Local method (ELM )
against the efficiency of the Global method (EGM), only taking into consideration the
communication overheads. Both efficiencies are defined relatively to an ideal sequential





















































Cequivalent = |C|/K [ word ]
ELM
EGM(mr₂=0%; mr₃=0%)
a) re23 b) re2···5
Figure 9.25: Local method (ELM) versus Global method (EGM) efficiencies as a function
of the corpus partition size for different relevant expression evaluations. The Y axis
represents the efficiency and the X axis represents the corpus partition size (|C| /K).
In this comparison we assume the best possible case for the Global method, i.e., phase
one with full local aggregation and considered that the cache miss ratios in phases two
and three are zero. In both the methods we assume top/tn−gram = tgn/tn−gram = tren/tn−gram =
1/20.
The Global method efficiency is always lower than in the Local method efficiency
except when the plateaux are reached where both efficiencies become 100%.
Speedup. Figure 9.26 shows a comparison of the speedup relative to an ideal sequential
machine of the Local method versus the speedup of the Global method in two cases: re23,
presented in 9.26-a); and re2···5 presented in 9.26-b).
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Figure 9.26: Local method versus Global method speedup as a function of K for different
corpus sizes and relevant expression evaluations. The Y axis represents the speedup and
the X axis represents the number of machines.
The following conclusions can be made:
For the larger corpus sizes in the plateau regions, namely in the Ew range, both the
Global and Local method exhibit linear speedup;
Before the Ew range is reached, the Local method presents better performance
speedup than the Global method.
9.4 Chapter Summary
While the Local method exhibits a better performance behavior concerning the parallel
speedup and efficiency relative to an ideal sequential machine when compared to the Glo-
bal method, it achieves lower precision and recall values. On the other hand, the Global
method, besides ensuring the same precision and recall as LocalMaxs, also provides the
additional functionality of generating the n-gram statistical data in the key-value-store,
which can be kept in a persistent repository thus enabling a flexible reutilization of the
n-gram tables by different algorithms and configurations of the workflow phases.
Overall, both methods exhibit almost linear relative speedup and sizeup metrics, thus










Conclusions and Future Work
The results of the work achieved and future research directions are discussed in
this chapter.
10.1 Overview of the Contributions
The main objective of this thesis was to contribute to the improvement of methods and
tools enabling the extraction of relevant n-gram expressions from large corpus based on a
statistical method, LocalMaxs, by exploiting parallel and distributed computing in order
to achieve acceptable execution times and scalar behaviors in terms of corpus size and
number of machines. As an outcome of this work the following main contributions are
identified.
Statistical n-gram Distribution in Natural Language Corpora
The characteristics of the statistical distribution of n-grams in natural language corpora
were studied, concerning the number of distinct n-gram and their frequencies of occur-
rences, namely, the repetitions of n-gram occurrences and how they vary with the n-gram
size (from unigrams up to hexagrams) and the corpus size. This included the identification
of the most frequently occurring n-grams and their accumulated sum of frequencies in
well identified subsets of n-grams, and also the identification of the most rarely occurring
n-grams in a corpus, namely, the singleton n-grams. The main characteristics identified
by this study are the following:
The number of distinct n-grams of each size grows logarithmically with the corpus
size;
For each n-gram size there is a well-identified corpus size threshold beyond which
the number of distinct n-grams stabilizes in a plateau characterized by a constant
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number of distinct n-grams, which is determined by the finiteness of each language
vocabulary;
The sizes of the populations of the distinct n-grams in a corpus exhibit great dif-
ferences when going from unigrams to hexagrams, namely, |D1|  |D2|  |D3| 
|D4|  |D5|  |D6|;
The average number of repetitions of distinct n-grams in a corpus is greater for the
smaller n-gram sizes and decreases as we go to the larger n-gram sizes; The number
of repetitions of each distinct n-gram increases with the corpus size, leading to the
disappearance of the singletons in the plateau regions;
Given a corpus it is possible to determine the membership of the minimal set (named
“Fixed Frequency Accumulation Set”) of distinct n-grams for each n-gram size whose
accumulated sum of frequencies represents a given percentage of the total corpus
size.
The above characteristics were confirmed in the English and French languages, through
empirical studies conducted over corpora with sizes in the range from 2 Mw to 1 Gw.
The estimation of the behavior of the above characteristics, for the entire corpus range
up to the plateau regions, was enabled through the proposal of theoretical model based
on Zipf-Mandelbrot laws and the Poisson distribution, applied to the determination of
distinct n-grams in a corpus.
The results of these studies were applied as input to feed a developed analytical model
of the performance behavior of the two developed parallel and distributed implementati-
ons of LocalMaxs.
Distributed Architecture for n-gram Extraction
A distributed architecture was designed and implemented for the n-gram based ex-
traction of relevant expressions, for multiphase methods relying on a distributed in-
memory n-gram key-value-store. The architecture is organized in terms of logical virtual
machines which encapsulate the execution, storage and communication mechanisms sup-
porting the extraction algorithm functions, and enabling the deployment on top of cluster
and cloud-based computing infrastructures. A working prototype was developed and
runs on computer clusters and on different public cloud infrastructures such as Luna-
Cloud and Amazon.
Parallel and Distributed LocalMaxs Implementations (Global and Local methods)
Two alternative methods for the parallel and distributed implementation of LocalMaxs
were proposed and implemented on top of the distributed architecture. The Global met-
hod relies on a global n-gram store with the full n-gram frequencies counts, thus achieving
the same precision and recall as LocalMaxs. On the other hand, the Local method is based
on the combination of multiple independent and local evaluations executed by separate
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machines, so although it exhibits better parallel execution performance than the Global
method, it achieves lower precision and recall values than LocalMaxs.
While the Global method provides functionality for a flexible experimentation with
alternative multiphase extraction methods, sharing the statistical n-gram data, the Local
method is an optimized implementation but not so flexible.
An analytical performance model was developed for each of the methods allowing
to estimate the behavior of the computation and communication components of the exe-
cution time. In the case of the Global method, the model estimates of its behavior were
confirmed experimentally by the real execution results of the implemented prototype.
Both methods allow to achieve almost linear relative speedup and sizeup values. On
one hand, this behavior is the result of the scalar design of the distributed n-gram ar-
chitecture. On the other hand, it results from the characteristics of n-gram statistical
distribution, namely, their logarithmic behavior with the corpus size and their evolution
towards the plateau regions.
n-gram Cache System
An n-gram cache system was proposed and implemented to reduce the communication
overheads occurring in the Global method due to the remote accesses to the key-value-
store. An extensive study was conducted to analyze the behavior of several alternative
cache configurations, concerning the miss ratio and miss time penalty metrics. First, the
impact of cold-start n-gram misses in an infinite dynamic was evaluated. Additionally a
cache warming-up strategy was proposed based on cooperative combined glue calculati-
ons to reduce the dynamic cache miss ratio and miss penalties. Then, a static prefetching
cache was proposed based on the FAset concept leading to a significant reduction in
the miss ratio, which becomes virtually zero in case of the implementation achieving
total overlap of the FAset prefetching with other useful computations. The impact of
integrating a Bloom filter into the cache system was also evaluated leading to significant
reductions in the miss ratio and penalty and the cache size, in the corpus size regions
where the percentages of singleton n-grams are significant.
The impact of the above dimensions was estimated by a proposed cache analytical
model, and were also confirmed experimentally by measurements of real execution of the
implemented Global method prototype. The effect of the multiple n-gram cache designs
towards the performance of phase two of the Global method was also evaluated analy-
tically and experimentally, leading to significant reductions in the phase two execution
time.
10.2 Future Work
This work addressed multiple dimensions related to the objective of large scale n-gram
extraction using a statistical method, ranging from a theoretical analysis of the n-gram
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distribution, the parallel and distributed implementations issues, and performance eva-
luation. The results obtained showed the feasibility of the proposed solutions to ensure
a scalable processing of large corpora. There is a real working prototype that runs on
cluster and cloud infrastructures, although the experimentation conducted was limited
regarding the maximum corpus sizes, numbers of machines and n-gram sizes considered.
Thus, several research directions remain open. Regarding the current architecture and
its implementation, there are some aspects which can be improved and alternatives can be
considered. Namely, the following aspects are worth of further investigation concerning
the Global method:
To analyze alternatives to improving the FAset prefetch overlap by anticipating the
FAset construction during execution of phase one;
To extend the analysis of the memory behavior of the Global method beyond the
corpus ranges and machines considered in this thesis, in order to more precisely
quantify the evolution of the memory requirements for larger scales;
To extend the analysis of the distribution of sub n-grams in the local n-gram tables
for larger numbers of machines;
To better evaluate experimentally the trade offs involved in a combined cache sy-
stem with finite capacity static and dynamic caches;
To evaluate the design of a dynamic cache replacement management strategy based
on the knowledge of the n-gram frequency counts.
Regarding the Local method, further experimentation with larger corpus size partitions
is required in order to more precisely evaluate its precision and recall trends.
Orthogonally to both methods it will be interesting to consider the study of the in-
tegration of per machine memory optimizations of the n-gram data structures into the
existing implementation.
Concerning the usability of the developed architecture the following aspects are open:
To evaluate the proposed architecture to support other metrics and methods;
To improve the post processing of the extracted list of relevant expressions by ad-
ding domain dependent semantic filters;
To consider the use of the architecture to develop more advanced n-gram based
applications, for example, related to the correlation of documents.
In the end of this work an open challenge still remains, related to further deepen the
study of the behavior and the feasibility of the implementation for very large size corpus
and numbers of machines, in the Tw range and beyond.
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Listing A.1 shows an example of the configuration file for the LocalMaxs Global method.
Listing A.1: Structure of ParLocalMaxs configuration file



















































































































































































Listing B.1 shows the main structure of the configuration file used by the tools.
Listing B.1: Structure of tools configuration file


























































































































120 <CmdLaunchAWAWaiting>java -jar %s %s %s %s</CmdLaunchAWAWaiting>
121 <DirectoryWorkflowStart>tools/LaunchWkfstart/</DirectoryWorkflowStart>
122 <JarLaunchWorkflowStart>LaunchWkfstart.jar</JarLaunchWorkflowStart>















































































































Complementary Data for the Static plus
Dynamic Cache System
Tables C.1 to C.3 show the obtained FAset sizes for corpus with sizes 64, 128 and 256 Mw
when varying the number of machines (K) from 6 up to 18.
Table C.1: Per machine FAset sizes (in number of n-grams) versus K for a corpus of 128
Mw
K
∣∣∣∣(FA1,g2,hROC1 )∣∣∣∣ ∣∣∣∣(FA2,g3,hROC2 )∣∣∣∣ ∣∣∣∣(FA3,g4,hROC3 )∣∣∣∣
6 91 705 869 764 898 035
9 81 144 729 928 700 050
12 76 632 626 081 595 508
18 67 062 487 520 461 299
Table C.2: Per machine FAset sizes (in number of n-grams) versus K for a corpus of 256
Mw
K
∣∣∣∣(FA1,g2,hROC1 )∣∣∣∣ ∣∣∣∣(FA2,g3,hROC2 )∣∣∣∣ ∣∣∣∣(FA3,g4,hROC3 )∣∣∣∣
12 112 761 884 693 851 694
18 99 698 714 976 645 794
Table C.3: Per machine FAset sizes (in number of n-grams) versus K for a corpus of 511
Mw
K
∣∣∣∣(FA1,g2,hROC1 )∣∣∣∣ ∣∣∣∣(FA2,g3,hROC2 )∣∣∣∣ ∣∣∣∣(FA3,g4,hROC3 )∣∣∣∣
18 154 939 1 003 684 929 668
339
APPENDIX C. COMPLEMENTARY DATA FOR THE STATIC PLUS DYNAMIC
CACHE SYSTEM
Tables C.4 to C.14 show the measured values regarding the analysis of the behavior of
a cache system composed by a static cache followed by a dynamic one, that can be used
in an analysis similar to the one presented in section 7.2.3.3 of chapter 7 on page 224, for
different corpus sizes, namely 64, 128 and 256 Mw when varying the number of machines
(K) from 3 up to 18.
Table C.4: Average number of hit and miss values in percentage (%) for isolated glues and
a corpus of 64 Mw and 3 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 88.06 91.42
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 8.16 10.24 8.16
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 11.84 1.70 0.42
misses(RO+RW )C2
/
∣∣∣∣allgluegRef2−gram ∣∣∣∣ 31.12 17.10
misses(RO+RW )C3 /
∣∣∣∣allgluegRef3−gram ∣∣∣∣ 59.43
Table C.5: Average number of hit and miss values in percentage (%) for isolated glues and
a corpus of 64 Mw and 6 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 86.17 89.92
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 5.75 10.55 8.80
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 14.25 3.28 1.28
misses(RO+RW )C2
/




Table C.6: Average number of hit and miss values in percentage (%) for isolated glues and
a corpus of 64 Mw and 9 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 84.72 88.75
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 4.78 10.79 9.26
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 15.22 4.49 1.99
misses(RO+RW )C2
/
∣∣∣∣allgluegRef2−gram ∣∣∣∣ 37.19 22.01
misses(RO+RW )C3 /
∣∣∣∣allgluegRef3−gram ∣∣∣∣ 64.95
Table C.7: Average number of hit and miss values in percentage (%) for isolated glues and
a corpus of 64 Mw and 12 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 83.62 87.96
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 3.98 11.09 9.75
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 16.02 5.29 2.29
misses(RO+RW )C2
/




APPENDIX C. COMPLEMENTARY DATA FOR THE STATIC PLUS DYNAMIC
CACHE SYSTEM
Table C.8: Average number of hit and miss values in percentage (%) for isolated glues and
a corpus of 64 Mw and 18 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 82.00 86.51
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 3.19 11.76 10.37
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 16.81 6.23 3.12
misses(RO+RW )C2
/
∣∣∣∣allgluegRef2−gram ∣∣∣∣ 39.81 29.60
misses(RO+RW )C3 /
∣∣∣∣allgluegRef3−gram ∣∣∣∣ 67.61
Table C.9: Average number of hit and miss values in percentage (%) for isolated glues and
a corpus of 128 Mw and 6 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 86.93 90.83
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 6.01 10.07 8.05
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 13.99 3.00 1.12
misses(RO+RW )C2
/




Table C.10: Average number of hit and miss values in percentage (%) for isolated glues
and a corpus of 128 Mw and 9 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 85.64 89.99
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 5.09 10.26 8.27
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 14.91 4.10 1.74
misses(RO+RW )C2
/
∣∣∣∣allgluegRef2−gram ∣∣∣∣ 36.05 22.25
misses(RO+RW )C3 /
∣∣∣∣allgluegRef3−gram ∣∣∣∣ 64.22
Table C.11: Average number of hit and miss values in percentage (%) for isolated glues
and a corpus of 128 Mw and 12 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 84.58 89.10
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 4.34 10.60 8.92
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 15.66 4.82 1.98
misses(RO+RW )C2
/
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Table C.12: Average number of hit and miss values in percentage (%) for isolated glues
and a corpus of 128 Mw and 18 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 83.19 88.03
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 3.59 11.17 9.26
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 16.41 5.64 2.71
misses(RO+RW )C2
/
∣∣∣∣allgluegRef2−gram ∣∣∣∣ 38.55 26.57
misses(RO+RW )C3 /
∣∣∣∣allgluegRef3−gram ∣∣∣∣ 66.27
Table C.13: Average number of hit and miss values in percentage (%) for isolated glues
and a corpus of 256 Mw and 12 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 85.32 90.04
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 4.63 10.25 8.24
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 15.37 4.44 1.72
misses(RO+RW )C2
/




Table C.14: Average number of hit and miss values in percentage (%) for isolated glues
and a corpus of 256 Mw and 18 machines.
Hit and miss percentages g2 g3 g4
hitsROC1 /
∣∣∣∣allgluegRef1−gram ∣∣∣∣ 80.00 84.11 89.15
hitsROC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 3.93 10.72 8.47
hitsRWC2 /




∣∣∣∣allgluegRef1−gram ∣∣∣∣ 16.07 5.17 2.38
misses(RO+RW )C2
/
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