Abstract. We study the set of all determinants of adjacency matrices of graphs with a given number of vertices.
Introduction
Let G be a simple graph with finite number of vertices. We denote by det(G) the determinant of an adjacency matrix of G. This number det(G) is an integer and is an invariant of G so that its value is independent of the choice of vertices in an adjacency matrix. In this paper, we study the distributions of det(G) whenever G runs over graphs with finite n vertices for a given integer n ≥ 1. We denote by G n the set of all non-isomorphic graphs with n vertices and DG n = det(G) | G ∈ G n , α n = max DG n and β n = min DG n .
In [2] , Fallat and van den Driessche studied, among others things, the maximum W (n, k) and minimum w(n, k) of non-zero absolute values of determinants of k-regular graphs with n vertices and they determined W (n, 2), W (n, n − 3) and w(n, 2), w(n, n − 3).
It is a famous result due to Hadamard [4] that if A = [a ij ] is an n×n complex matrix such that ||a ij || ≤ µ for all i, j then || det(A)|| ≤ µ n n n 2 . In [8] , Ryser found an upper bound for the absolute value of a (0, 1) square matrix of size n with t non-zero entries. One may use Ryser's result to give an upper bound for the absolute values of the determinants of graphs with n vertices and m edges (see Theorem 2.5, below).
Using Brendan McKay's nauty, we have computed DG n for all n ≤ 9 (see Proposition 2.2, below).
Newman [7, Theorem 2.2] proved that k · gcd(k, n) divides the determinants of n × n (0, 1) matrices whose all row and column sums equal to k. A similar result for the determinants of graphs is proved in Theorem 2.6.
Hu [5] has determined the determinant of graphs with exactly one cycle. Here we obtain the possible determinants of graphs with exactly two cycles (see Proposition 2.11, below).
Preliminaries
Proposition 2.1. Let K n and P n be the complete graph and the path with n vertices, respectively, and C m be the cycle with m ≥ 3 vertices.
(2) It follows from the fact that det(P n ) = − det(P n−2 ). Proposition 2.2. The following table gives the set of all determinants of graphs with at most 9 vertices. By i j in the n-th row of the table, we mean that there are exactly j non-isomorphic graphs with n vertices whose determinants are all equal to i, and a single number i (with no exponent) shows that there is a unique graph with n vertices whose determinant is equal to i.
Number of Vertices
Determinants Proof. Using nauty of Brendan McKay, one can generate all graphs with at most 9 vertices and then by GAP for example, it is easy to find the determinants.
Here are some questions which are motivated by the data given in Proposition 2.2.
(1) β n = 0 if and only if β n < 0 if and only if n ∈ {1, 3}. Proof. (1) It is clear that if n = 1 or 3, then β n = 0 and if n = 2, then β n = −1. Thus assume that n ≥ 4. It is enough to show that β n < 0. If n is odd, we have β n ≤ det(C n−2 ∔ P 2 ) = −2, by Lemma 2.1. If n is even, we have β n ≤ det(K n ) = −(n − 1), by Lemma 2.1. This proves (2). (2) If n = 1 or 2, then clearly α n = 0. Thus it is enough to prove that α n > 0 whenever n ≥ 3. If n is odd, then α n ≥ det(K n ) = n − 1, by Lemma 2.1. If n is even, then α n ≥ det(K n−2 ∔ P 2 ) = n − 3. This completes the proof of (3). (3) Let n = |V (G)| be odd and let F be an elementary figure (if exists) of G with n vertices. Then, by definition, F is a disjoint union of s number of edges and t number of cycles. If t = 0, then n = 2s which is not possible. It follows that any
Proof. Note that the number of 1's in any adjacency matrix of G is equal to 2m. Now the proof follows from Theorem 3 of [8] .
Proposition 2.6. Let G be a graph with n vertices and let {d 1 , . . . , d n } be the set of vertex degrees of G.
Proof. Let A = A 1 · · · A n be an adjacency matrix of G, where A 1 , . . . , A n are its columns. Then
T . Now sum up all the rows with the nth one. Then det(G) is equal to the determinant of a matrix whose first column is
and its nth row is 
). This completes the proof. Theorem 2.7. (Hu [5] ) Let G be a connected graph with n vertices having a unique cycle C with k < n vertices. Then
G has a perfect matchig, k ≡ 1 mod 2, n ≡ 0 mod 4 −1 G has a perfect matchig, k ≡ 1 mod 2, n ≡ 2 mod 4 4 G has a perfect matchig, k ≡ 2 mod 4, n ≡ 0 mod 4 −4 G has a perfect matchig, k ≡ 2 mod 4, n ≡ 2 mod 4 0 G has a perfect matchig, k ≡ 0 mod 4 2 G has no perfect matchig, G\C has a perfect matching, n − k ≡ 0 mod 4 −2 G has no perfect matchig, G\C has a perfect matching, n − k ≡ 2 mod 4 0 both G and G\C have no perfect matching . Corollary 2.8. If α n = det(G) or β n = det(H) for some graphs G and H, then neither G nor H have a unique cycle for all n > 5.
Proof. It is not hard to see that for n > 5, α n > 4 and β n < −4. Since a graph with a unique cycle has exactly one connected component with a unique cycle and the other components (if exist) are tree (whose determinants belong to {0, 1, −1}), Theorem 2.7 completes the proof.
Lemma 2.9. Let G be a graph containing exactly two cycles C 1 and C 2 of orders k and ℓ, respectively such that
if both k, ℓ are odd
if ℓ is odd, k is even
We want to apply [1, Theorem 1.3, p. 32] and so we need to find all elementary figures of G, that are all spaning subgraphs of G with exactly k + ℓ − 1 vertices whose connected components are either an edge or a cycle of G. If k and ℓ are both even, then G has no elementary figure. If k and ℓ are both odd, then we have only two elementary figures
If k is odd and ℓ is even, we have exactly 3 elementary figures as follows:
Similarly, for the case k even and ℓ odd, we have exactly 3 elementary figures (interchange k and ℓ in the latter elementary figures). Now we can apply [1, Theorem 1.3, p. 32] and this completes the proof.
Lemma 2.10. Let G be a connected graph containing exactly two cycles C 1 and C 2 of orders k and ℓ, respectively such that
. If C 1 and C 2 are connected by a path P of length at least 2 and
By hypothesis, in any case, we have that there exists a path P = x k = z 1 z 2 · · · z t = y ℓ connecting C 1 and C 2 such that V (G) = V (C 1 ) ∪ V (C 2 ) ∪ V (P ). It is clear that t = 2 if and only if V (G) = V (C 1 ) ∪ V (C 2 ). In this case, by [1, Theorem 2.12, p. 59], we have det(G) = det(C 1 ) det(C 2 ) − det(P k−1 ) det(P ℓ−1 ). Now it follows from Lemma 2.1, det(G) ∈ {−8, 0, 3, 5, 16}. Now assume that t ≥ 3, that is the length of P is at least 3, and let H be the induced subgraph of G on the vertices V = V (C 1 ) ∪ V (P )\{z t } . Note that, by [1, Theorem 2.11, p. 59], we have
Thus it follows from [1, Theorem 2.12, p. 59] that
Note that det(H\{z t−1 }) can be similarly compute by a formulae as given for det(H). Now it is easy to complete the proof.
Proposition 2.11. Let G be a graph with exactly two cycles. Then det(G) ∈ {0, ±1, ±2, ±3, ±4, ±5, ±8, ±16}.
Proof. By using [1, Theorem 2.11, p. 59] on the (possible) vertices of G with degree 1, we find that there exist a (possibly empty) forest F and either a connected graph H as of the form in Lemmas 2.9 or 2.10 or two connected graphs H 1 and H 2 each of which contains exactly one cycles such that det(G) = ± det(F ) · det(H) or det(G) = ± det(F ) · det(H 1 ) · det(H 2 ), respectively, where det(F ) = 1 if F is empty. Now Lemmas 2.9 and 2.10 and Theorem 2.7 complete the proof.
Let us end the paper by the following problems and questions mainly arising from the data table given in Proposition 2.2 and some other investigations.
Problems. 1) Describe DG n = det(G) | G ∈ G n . 2) What are the maximum α n and minimum β n ? 3) For a given n, what integers can never belong to D n ? 4) Is it possible to determine graphs G, H ∈ G n such that det(G) = α n and det(H) = β n ? Do they have some distinguished properties from other graphs with n vertices? For example, must they always be connected? 5) Find relations between DG n and DG n+1 . 6) Is it true that α n < α n+1 for all n > 3? 7) Is it true that β n+1 < β n ? 8) Is it true that |β n | > α n for all n > 7? 9) Does δ 0 := lim 
