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Abstract
We establish the existence of solutions for a class of quasilinear degenerate elliptic
equations. The equations in this class satisfy a structure condition which provides ellipticity in
the interior of the domain, and degeneracy only on the boundary. Equations of transonic gas
dynamics, for example, satisfy this property in the region of subsonic ﬂow and are degenerate
across the sonic surface. We prove that the solution is smooth in the interior of the domain but
may exhibit singular behavior at the degenerate boundary. The maximal rate of blow-up at the
degenerate boundary is bounded by the ‘‘degree of degeneracy’’ in the principal coefﬁcients of
the quasilinear elliptic operator. Our methods and results apply to the problems recently
studied by several authors which include the unsteady transonic small disturbance equation,
the pressure-gradient equations of the compressible Euler equations, and the singular
quasilinear anisotropic elliptic problems, and extend to the class of equations which satisfy the
structure condition, such as the shallow water equation, compressible isentropic two-
dimensional Euler equations, and general two-dimensional nonlinear wave equations. Our
study provides a general framework to analyze degenerate elliptic problems arising in the self-
similar reduction of a broad class of two-dimensional Cauchy problems.
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1. Introduction
1.1. Background
This work is motivated by the study of self-similar solutions for a class of two-
dimensional hyperbolic systems of conservation laws. Systems of conservation laws
in two space variables are of the form
@tHðUÞ þ @xFðUÞ þ @yGðUÞ ¼ 0 ð1Þ
with U ¼ ðu1; u2;y; uNÞ: It was shown in [6] that for Riemann data leading to shock
interactions, the problem separates into two parts: a quasi-one-dimensional
Riemann problem in the supersonic region and a (degenerate) elliptic equation
(when N ¼ 2) or an equation of mixed type (when N > 2) in the subsonic region.
Existence, uniqueness and structure of solutions to quasi-one-dimensional Riemann
problems that are posed in the supersonic region was studied in [6]. In this paper we
provide a general approach to proving the existence of solutions in the subsonic
region where the equations are degenerate elliptic. Coupling between the hyperbolic
part and the elliptic part of the solution typically occurs through a free boundary
[7–9]. We have studied free boundary problems for the steady [9] and for the
unsteady, transonic small disturbance equations in [7,8]. The basis for the existence
of solutions to free-boundary problems is an analysis of solutions of the associated
ﬁxed-boundary problems. The behavior of solutions at the degenerate boundary is
especially important. These issues are discussed in the present paper for a class of
equations that satisfy a structure condition. Equations in this class include the
equations of transonic gas dynamics, the pressure-gradient equations of the
compressible Euler equations, the shallow water equations and the nonlinear wave
equation.
The structure condition is a generalization of conditions ﬁrst studied by Keldysh
for linear degenerate equations [17]. In contrast with the Tricomi type of degeneracy
[25], boundary-value problems with Keldysh degeneracy require data prescribed
along the degenerate boundary to guarantee well posedness. We generalize this
property to quasilinear equations.
Although there is a good deal of literature on quasilinear elliptic problems, there
seems to be little work on this class of degenerate problems, even though they arise in
many applications. Recent results in this ﬁeld focus on two types of degenerate
elliptic equations. One is the work by Zheng on the existence of solutions to the
transonic pressure-gradient equations in the elliptic region [26] and the other is the
work by Cˇanic´ and Keyﬁtz on the existence of ‘‘singular’’ [3] and ‘‘regular’’ [4]
solutions for the unsteady transonic small disturbance (UTSD) equation. The
approach used in this work applies to both equations. The method we use is different
from both Zheng’s (weak solution approach) and Cˇanic´ and Keyﬁtz’s (monotone
operator approach). Our approach is based on the Schauder ﬁxed point theorem,
and on the construction of sub- and super-solutions. The sub-solution provides strict
ellipticity in the interior of the domain and the super-solution is used to show
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continuity up to the degenerate boundary. Our approach is closest to that of Choi
and McKenna [13] where the ideas from [15] have been used in proving the existence
of solutions of an anisotropic quasilinear degenerate elliptic equation of the formPN
i u
ai uxixi þ pðxÞ ¼ 0 with u ¼ 0 on the (smooth) boundary, where a1X?XaN >
0; and pðxÞ strictly positive. In our problems we do not require pðxÞ positive and we
allow a more general form of the differential operator. See (3). We require that
structure conditions, relating the coefﬁcients of the operator and the boundary data,
hold. The class of equations deﬁned this way includes the problems studied by Choi
and McKenna in [13], by Zheng in [26], by Cˇanic´ and Keyﬁtz in [3,4], and also the
nonlinear wave equation presented in Section 1.3 A.
1.2. Statement of the problem and summary of results
We consider the following quasilinear Dirichlet problem:
Qu ¼ f in O; u ¼ g on @O; ð2Þ
where Q is given by
Qu 
XN
i;j
ðaijðx; uÞuxj Þxi þ bðx; uÞ  ru; aij ¼ aji ð3Þ
for x ¼ ðx1; x2;y; xNÞAO:
Throughout this work we will be assuming the following basic hypotheses:
H1. The domain OCRN is bounded and it satisﬁes a uniform exterior cone
condition as deﬁned by Gilbarg and Trudinger in [16]: at every point PA@O
there exists a ﬁnite right circular cone V ¼ VP with vertex P such that
%O-VP ¼ P: Furthermore, all the cones VP are congruent to some ﬁxed
cone V :
H2. The operator Q is degenerate elliptic in the sense that the coefﬁcient matrix
½aijðx; zÞ
 is nonnegative for all ðx; zÞAO R: In particular, this means that if
lðx; zÞ and Lðx; zÞ denote, respectively, the minimum and the maximum
eigenvalues of ½aijðx; zÞ
; then
0plðx; zÞjzj2paijðx; zÞzizjpLðx; zÞjzj2 ð4Þ
for all z ¼ ðz1;y; zNÞAR\f0g and for all ðx; zÞAO R:
H3. The coefﬁcients aijðx; zÞ and biðx; zÞ are C1ð %O RÞ: The source term
fACgð %OÞ; 0ogo1 is a nonnegative bounded function.
H4. The boundary data gAW 1;2ðOÞ-C0;bð %OÞ; where 0obo1; forces a degen-
eracy on @O; i.e., the minimal eigenvalue evaluated on @O; or on a nonempty
portion S of the boundary, vanishes.
Since Q is quasilinear, it is typically not possible to a priori say that Q satisﬁes
hypothesis H2 for all ðx; zÞAO R: To get around this difﬁculty we deﬁne a
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modiﬁed operator Q˜ by introducing the cut-off coefﬁcients a˜ij so that the modiﬁed
operator Q˜ becomes elliptic. Hence to obtain existence results for problem (2) and
(3), we study the modiﬁed problem and show that its solution satisﬁes the original
problem. This is done in Sections 3 and 4.
Because of the nature of the problems we study (deriving from transonic gas
dynamics) we are interested in the elliptic operators that degenerate only on the
boundary (or portions of the boundary) and not in the interior of the domain. To
ensure strict ellipticity in the interior we construct an appropriate lower barrier.
Sufﬁcient conditions for the existence of such a lower barrier are listed in Section 2.2.
Using the existence of a lower barrier which provides strict ellipticity in the interior
we show the main result of this work: a proof of the existence of a C2ðOÞ-solution of
the Dirichlet boundary-value problem (2) with degenerate, or partially degenerate
boundary data. We show (Theorem 2.7) that the boundary condition is satisﬁed in
the sense ðu  gÞaþ1=2AW 1;20 ðOÞ; where a is the degree of the degeneracy, deﬁned later
in this paper.
In Section 3.2 we show that if the domain is convex and if the principal
coefﬁcients of the operator satisfy some additional assumptions, then the solution is
continuous up to the degenerate boundary. We prove this by squeezing the
solution between the appropriate continuous barrier functions which are equal to the
boundary data at the degenerate boundary (Lemma 3.2 and Corollary 3.3).
We show that the nonlinear wave equation, the shallow water equation as well as the
UTSD equation have solutions continuous up to the degenerate boundary on
convex domains. More information about the behavior of the solutions at the
degenerate boundary is provided by Theorem 2.7. Although the solution is
continuous up to the boundary, Theorem 2.7 implies that the gradient can blow
up at the degenerate boundary at the maximal rate determined by the degree
of the degeneracy (the rate at which the minimal eigenvalue of Q vanishes at
the degenerate boundary). We mention that, to our knowledge, this is the ﬁrst
result showing continuity up to the degenerate boundary for the nonlinear wave
equation.
To motivate the results we ﬁrst present several examples that fall into the class of
equations studied in this paper.
1.3. Examples
1.3.1. The nonlinear wave equation
We study the nonlinear wave equation
rtt ¼ rðc2ðrÞrrÞ: ð5Þ
This equation results from the compressible Euler equations assuming irrotationality
and ignoring the terms quadratic in velocity (the low-speed range). It is also a low-
speed reduction of the shallow water equations [14,23]. The derivation suggested by
Keyﬁtz [18] can be summarized as follows. Begin with the compressible Euler
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equations for isentropic ﬂow
rt þ ðurÞx þ ðvrÞy ¼ 0;
ðurÞt þ ðu2rþ pÞx þ ðuvrÞy ¼ 0;
ðvrÞt þ ðuvrÞx þ ðv2rþ pÞy ¼ 0;
where r; u; v are the density, and the velocity components, respectively, and p ¼ pðrÞ
is the pressure. If we assume the power-law relation pðrÞ ¼ 1grg where g > 1 is the
ratio of speciﬁc heats, then the local speed of sound c2 ¼ @p=@r is equal to c2 ¼ rg1:
Assuming low velocities so that the higher-order terms in u and v can be neglected,
the system becomes
rt þ ðurÞx þ ðvrÞy ¼ 0;
ðurÞt þ pðrÞx ¼ 0;
ðvrÞt þ pðrÞy ¼ 0: ð6Þ
We can write (6) as a second-order equation for the density, which is precisely the
nonlinear wave equation (5), coupled to the linear equation @tðnx  myÞ ¼ 0 where
m ¼ ur and n ¼ vr: Assuming that the initial data satisﬁes the compatibility
condition nx ¼ my; a smooth solution will also satisfy the same condition.
In self-similar coordinates x ¼ x=t; Z ¼ y=t Eq. (5) becomes
ððc2ðrÞ  x2Þrx  xZrZÞx þ ððc2ðrÞ  Z2ÞrZ  xZrxÞZ þ xrx þ ZrZ ¼ 0: ð7Þ
This equation is elliptic whenever c2ðrÞ > x2 þ Z2 and degenerate whenever c2ðrÞ ¼
x2 þ Z2:
It is of interest to look at the boundary-value problems that are degenerate at the
boundary, i.e., c2ðrÞ ¼ x2 þ Z2 on @O: They arise, for example, in the study the
rarefaction wave interactions in general two-dimensional Riemann problems [26];
partially degenerate boundary data in domains with corners, covered by the results
of this paper, arise in shock reﬂection problems [3,4]. In this paper we show the
existence of a C2ðOÞ-solution for these two types of problems (Theorem 2.7) and also
continuity up to the degenerate boundary for convex domains (Section 3).
We mention two special cases included in this class of problems: the transonic
pressure-gradient equation studied by Zheng [26] which corresponds to c2ðrÞ ¼ er
and the shallow equation which corresponds to c2ðrÞ ¼ r:
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1.3.2. The unsteady transonic small disturbance equation (UTSD)
The unsteady transonic small disturbance equation, also called the 2-D Burgers
equation
ut þ uux þ vy ¼ 0;
vx  uy ¼ 0; ð8Þ
arises in nonlinear acoustics and nonlinear geometrical optics [24], as well as in
unsteady transonic ﬂow. Brio and Hunter [1,2] obtained this equation as an
asymptotic reduction of the Euler equations to study weak shock reﬂection by a
ramp. In the work of Morawetz [21], this equation holds in the shock interaction
region. In this case, a form of (8) can be obtained by reduction from the transonic
full potential equation.
In self-similar coordinates this system reads
ðu  xÞux  ZuZ þ vZ ¼ 0;
vx  uZ ¼ 0: ð9Þ
Linearized around a constant state ðu0; v0Þ this system is hyperbolic outside the
parabola r ¼ xþ Z2=4 ¼ u0 and elliptic inside. Notice that, in contrast with the
nonlinear wave equation, the region where this system is elliptic is unbounded. After
eliminating v and introducing the new variables x ¼ r; y ¼ Z to make the
degenerate boundary straight, the equation for u reads
ðu þ xÞux  u
2
 
x
þuyy ¼ 0: ð10Þ
In terms of w ¼ u þ x this can be written as
ðwwxÞx þ wyy  32wx þ 12 ¼ 0: ð11Þ
We introduce the cut-off boundary to make the domain bounded, and prescribe
Dirichlet data there. In Section 4 we use the techniques presented in this paper to
prove the existence of a (unique) classical solution, continuous up to the degenerate
boundary, for any continuous Dirichlet data which is degenerate on the boundary
x ¼ 0:
2. Existence of solutions
In this section, we prove the existence of a solution of the degenerate elliptic
boundary-value problem (2). We organize this section in three parts. In the ﬁrst part
we deﬁne the regularized problem and prove the existence of a (classical) solution ue
to the nonlinear regularized problem. We establish a sequence of solutions of
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regularized problems fueg and show that the sequence is uniformly bounded (in e) in
LN: In the second part we construct a nontrivial lower bound assuming certain
structure conditions. In the third part we use the existence of an LN bound and of a
nontrivial lower bound to argue, using a standard compactness argument, that there
exists a subsequence of regularized solutions which converges in C2ðOÞ: The limit
satisﬁes the PDE in (2) in the classical sense, and the boundary condition in the sense
ðu  gÞaþ1=2AW 1;20 ðOÞ; where a is the rate at which the minimal eigenvalue
approaches zero as u approaches g at the boundary. In Sections 3 and 4, we show
that the boundary condition for the nonlinear wave equation and for the UTSD
equation is satisﬁed in the classical sense and that the solution is continuous up to
the boundary.
2.1. The regularized problem
For each e > 0 we deﬁne
aeijðx; zÞ 
aijðx; zÞ þ e if i ¼ j;
aijðx; zÞ if iaj
(
and consider the following regularized problem:
Qeu 
XN
i;j
ðaeijðx; uÞuxj Þxi þ bðx; uÞ  ru ¼ f ðxÞ in O; u ¼ g on @O: ð12Þ
For each e > 0 the operator Qe is strictly elliptic. Namely, there exist positive
functions leðx; zÞ and Leðx; zÞ such that
0oleðx; zÞjzj2paeijðx; zÞzizjpLeðx; zÞjzj2; 8ðx; zÞAO R: ð13Þ
Since the existence result to the regularized problem (12) is a standard application of
the Schauder Fixed Point Theorem, we outline only the main steps of the existence
proof below. Similar proofs can be found for example in [11,13,16,19,20]. If the
source term f is nonzero, the following condition needs to hold.
F. There exists a constant l0 > 0 such that lðx; zÞXl0 whenever zXmax@O g þ 1:
Theorem 2.1. Suppose that hypotheses H1–H4 are satisfied and suppose that
condition F holds if fa0: Then for each e > 0 ð0oeo1Þ; there exists a
(classical) solution ue of the regularized problem (12) and a positive number a;
0oao1; such that ueAC2;aðOÞ-C0;að %OÞ: Moreover, the solution ue is uniformly
bounded in LN; i.e., there exist constants m and M that depend only on g; f and O; such
that mpuepM:
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Proof. Let S be a subset of Cð %OÞ such that
S  fwACð %OÞj mpwpM; wj@O ¼ gg;
where m  min@O g and M is obtained from an a priori estimate of the solution ue:
Namely, if ue is a solution of (12) then we can apply Theorem 8.16 from Gilbarg and
Trudinger [16] to the function ue on the set
Oþ ¼ fxAO: ueXmax g þ 1g;
to obtain uepM in Oþ; and hence in O; for
M ¼ max
@O
g þ 1þ CðN;OÞ
l0
jjf jj2N ;
where CðN;OÞ is independent of the upper ellipticity constant. The set S is closed,
bounded and convex.
Deﬁne a map T on S such that for each wAS; Tw  u; where u is the generalized
solution of the associated linear elliptic problem
Leu 
XN
i;j
ðaeijðx;wÞuxj Þxi þ bðx;wÞ  ru þ f ðxÞ ¼ 0; uj@O ¼ g: ð14Þ
Theorem 8.30 in [16] provides the existence of a unique solution uAW 1;2loc ðOÞ-Cð %OÞ
of (14).
To use the Schauder Fixed Point Theorem we need to show that the map T is into,
that T is compact and continuous. The maximum principle implies that T is into.
Precompactness of T is a consequence of the global Ho¨lder estimate, Theorem 14.1
in [19]. To show continuity of T we use a standard limiting argument: for any
fwngCS such that wn-w in S; we need to show that Twn-Tw: This holds due to
the uniform bounds in Cað %OÞ and in W 1;2 and due to the uniqueness of the limit. The
Schauder Fixed Point Theorem now implies that there exists a ﬁxed point uAS such
that u solves Eq. (12) and uAW 1;2ðOÞ-Cð %OÞ:
To show that u is a classical solution we use the standard regularity arguments:
Ho¨lder estimates [16,19], Corollary 8.36 in [16] and the interior Schauder estimates
which imply that uAC2;aðOÞ-C0;að %OÞ: Note that since uAS we have mpupM: This
completes the proof. &
Remark 2.2. If O is of class W 2;q where q > N; and gAW 2;qðOÞ where q > N; then
Theorem 15.1 in [19] implies that ueAC1;að %OÞ where a ¼ 1 N=q:
Remark 2.3. If the forcing term f is equal to zero, the assumption: ‘‘lðx; zÞXl0
whenever zXmax@O g þ 1’’ can be dropped. The ‘‘trick’’ to obtain the maximum
principle for the case fa0 was suggested to us by Lieberman.
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2.2. Lower barrier
In this section we show that if the elliptic operator (3) and the boundary data g
satisfy the structure conditions listed below, then there exists a lower barrier for ue;
independent of e; which provides strict ellipticity in the interior of O: Using
this barrier, in Section 2.3, we prove the existence of a solution of the degenerate
problem (2).
Conditions for the existence of barrier functions in nonuniformly elliptic equations
typically require information about the relationship between the coefﬁcients of the
operator and the properties of the boundary and of the boundary data. In linear
problems, if one seeks a local barrier in terms of the distance function to the
(degenerate) boundary, a sufﬁcient condition for the existence of a barrier is a
Fichera-type condition that needs to hold at the boundary (an inequality relating the
Fichera function [22], the principal coefﬁcients of the operator, and the principal
curvatures of the boundary). See Section 6.6 in [16].
In our problem we require the following sufﬁcient conditions for the existence of a
lower barrier which provides strict ellipticity in the interior of O:
2.2.1. Structure conditions
S1. (Structure of the minimum eigenvalue) The minimum eigenvalue l of ½aij 
 is such
that there exists a function G satisfying the property: lðx; uÞ ¼ 0 if and only if
u ¼ G for xA %O:
S2. (Generalized subsolution property) There exists a C2-function G1 satisfying the
following two conditions:
1. G1XG in %O; G1pg on @O and G1 ¼ G ¼ g on the degenerate boundary
SD@O:
2. There exist a positive constant K and a non-negative, locally bounded
function SðxÞ such that
X
i;j
aijðx; zÞG1xj xi þ
X
i;j
@aijðx; zÞ
@xi
G1xj þ
X
i;j
@aijðx; zÞ
@z
G1xj G1xi
þ bðx; zÞrG1 þ f ðxÞXK  SðxÞðz  G1Þ ð15Þ
for all xAO and zAR such that mpzpM; where m ¼ min@O g:
It will be shown in Sections 3 and 4 that both the nonlinear wave equation and the
UTSD equation satisfy these structure conditions.
Lemma 2.4. Suppose that structure conditions S1 and S2 hold. Let G1 be a C
2-function
defined by the structure condition S2. Then for each e > 0 the solution ue of the
regularized problem (12) satisfies
(1) ue  G1 > 0 in O; and
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(2) for every function fAC30ð %OÞ positive in the interior of O; there exists a
d > 0; independent of e and depend on f; such that ue  G1  df > 0 in the
interior of O:
Remark 2.5. The statement ue  G1 > 0 in O implies that lðx; ueÞ > 0 in O:
Therefore, ue is elliptic in the interior of the domain. However, lower barrier G1
may be degenerate in the sense that lðx;G1Þ ¼ 0: So, the sequence ðueÞ is not
uniformly elliptic in e: To prove the existence of a solution to the degenerate problem
we will need a lower barrier, say G2; independent of e; such that ue  G2 > 0 and
lðx;G2Þ > 0 in O: This is provided by the function df; whose existence is discussed in
the second part of Lemma 2.4. By setting G2 ¼ G1 þ df we have a lower barrier G2
which is elliptic in O; i.e., lðx;G2Þ > 0:Hence the sequence ue is uniformly elliptic in e
since ue > G2; 8e > 0:
Proof of Lemma 2.4. For each e > 0 deﬁne we  ue  G1 in O: Notice that since
G1pg on @O we have weX0 on @O: We show that we > 0 in the interior of O:
Suppose that this is not true. Then there exists a point x0AO at which we attains a
nonpositive local minimum. At such a point the following conditions hold:
weðx0Þp0; rweðx0Þ ¼ 0 and
X
i;j
aeijðx0; ueÞwexjxiðx0ÞX0:
Since ue ¼ we þ G1 is a solution of (12) we get
0 ¼
X
i;j
ðaeijðx; ueÞðwe þ G1Þxj Þxi þ
X
i
biðx; ueÞðwe þ G1Þxi þ f ðxÞ
¼
X
i;j
aeijðx; ueÞðwe þ G1Þxjxi þ
X
i;j
@aeijðx; ueÞ
@xi
þ @a
e
ijðx; ueÞ
@u
@ue
@xi
 
 ðwe þ G1Þxj þ
X
i
biðx; ueÞðwe þ G1Þxi þ f ðxÞ:
We separate the derivatives of we and G1 and write the right-hand side as
0 ¼
X
i;j
aeijðx; ueÞG1xj xi þ
X
i;j
@aeijðx; ueÞ
@xi
G1xj þ
X
i;j
@aeijðx; ueÞ
@u
G1xi G1xj
þ bðx; ueÞrG1 þ f ðxÞ þ
X
i;j
aeijðx; ueÞwexjxi þ
X
j
Bjðx; ueÞwexj ;
where
Bjðx; ueÞ 
X
i
@aeijðx; ueÞ
@u
uexi þ
@aeijðx; ueÞ
@xi
þ @a
e
ijðx; ueÞ
@u
G1xi
 	
þ bjðx; ueÞ:
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Here we have used the fact that aij ¼ aji: By the structure condition (15) the ﬁrst two
lines can be estimated from below by K  SðxÞw; where K > 0 and SðxÞX0:
0X
X
i;j
aeijðx; ueÞwexjxi þ
X
j
Bjðx; ueÞwexj þ K  SðxÞwe
>
X
i;j
aeijðx; ueÞwexjxi þ
X
j
Bjðx; ueÞwexj  SðxÞwe:
If we evaluate this expression at x0 where rweðx0Þ ¼ 0 and weðx0Þp0; we get
0 >
X
i;j
aeijðx0; ueÞwexj xiðx0Þ;
which contradicts x0 being a local minimum.
We now show that there exist a positive constant d (independent of e) such that for
each fAC30ð %OÞ; f > 0 in O; the following estimate holds for the solution ue of the
regularized problem ue  G1  df > 0; for all xAO: We again use the method of
contradiction. Suppose that for a given function f it is not possible to ﬁnd a d such
that ue  G1  df ¼ we  df > 0 in O: Then, for each d > 0 there exists a point x0 in
the interior of O (x0 depends on d) such that weðx0Þ  dfðx0Þp0; and x0 is a local
minimum. The following conditions hold at x0:
weðx0Þ  dfðx0Þp0; rðwe  dfÞðx0Þ ¼ 0;X
i;j
aeijðx0; ueÞðwe  dfÞxj xiðx0ÞX0:
We will show that this contradicts the properties of the operator imposed by the
structure condition (15). To show this we ﬁrst calculate Qeue þ f ðxÞ ¼ 0 at any point
xAO: In this equation we add and subtract the terms containing df to obtain
0 ¼
X
i;j
aeijðx; ueÞðwe  dfÞxjxi þ Bdðx; ueÞrðwe  dfÞ þ
X
i;j
aeijðx; ueÞðG1 þ dfÞxjxi
þ
X
i;j
@aeijðx; ueÞ
@xi
ðG1 þ dfÞxj þ
X
i;j
@aeijðx; ueÞ
@u
ðG1 þ dfÞxj ðG1 þ dfÞxi
þ bðx; ueÞrðG1 þ dfÞ þ f ðxÞ; ð16Þ
where we denote by Bd the vector with components
Bdj ðx; ueÞ 
X
i
@aeijðx; ueÞ
@u
uexi þ
@aeijðx; ueÞ
@xi
þ @a
e
ijðx; ueÞ
@u
ðG1 þ dfÞxi
 	
þ bjðx; ueÞ:
The last two lines can be written as the left-hand side of the structure condition plus
terms which are multiplied by d: Using the structure condition we can estimate the
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last two lines as
X
i;j
aeijðx; ueÞðG1 þ dfÞxjxi þ
X
i;j
@aeijðx; ueÞ
@xi
ðG1 þ dfÞxj
þ
X
i;j
@aeijðx; ueÞ
@u
ðG1 þ dfÞxj ðG1 þ dfÞxi þ bðx; ueÞrðG1 þ dfÞ þ f ðxÞ
XK  SðxÞðue  G1Þ þ d
X
i;j
aeijðx; ueÞfxjxi þ
X
i;j
@aeijðx; ueÞ
@xi
fxj
 
þ
X
i;j
@aeijðx; ueÞ
@u
ðG1xifxj þ G1xjfxi þ dfxjfxiÞ þ bðx; ueÞrf
!
:
Since mpuepM and aijAC1; we have bounds for the functions aeijðx; ueÞ;
@aeijðx; ueÞ=@xj and @aeijðx; ueÞ=@u which depend only on m; M and O: Furthermore,
since G1; b and f are smooth, all the terms involving these functions are bounded
(independently of e). Since K > 0 (by structure condition S2.2) there exists a d > 0;
independent of e; such that
K þ d
X
i;j
aeijðx; ueÞfxjxi þ
X
i;j
@aeijðx; ueÞ
@xi
fxj
 
þ
X
i;j
@aeijðx; ueÞ
@u
ðG1xifxj þ G1xjfxi þ dfxifxj Þ þ bðx; ueÞrf
!
> 0:
Using this inequality we can estimate the right-hand side in (16) as
0 >
X
i;j
aeijðx; ueÞðwe  dfÞxj xi þ Bðx; ueÞrðwe  dfÞ  SðxÞðwe  dfÞ:
Notice that this estimate holds for a ﬁxed (small) d and is true at any point xAO: (It
is a consequence of the structure condition.) For this ﬁxed d > 0 we evaluate the
above expression at the associated local minimum x0 to obtain
0 >
X
i;j
aeijðx0; ueÞðwe  dfÞxjxiðx0Þ þ Bðx0; ueÞrðwe  dfÞðx0Þ
 Sðx0Þðwe  dfÞðx0Þ
X
X
i;j
aeijðx0; ueÞðwe  dfÞxixj ðx0Þ;
which contradicts x0 being a point of the local minimum. This completes the
proof. &
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Remark 2.6. If we write the right-hand side of the structure condition as
K  SðxÞðz  G1Þþ
with K > 0 and SðxÞ nonnegative and locally bounded, Lemma 2.4 still holds.
We mention that, although more general, the construction of the ‘‘elliptic’’ global
lower barrier presented in this section is similar, in the spirit, to the proof of
strict interior ellipticity of the pressure-gradient equations, studied in Zheng’s
reference [26].
2.3. Existence result
In this section, we prove the existence of a solution uAC2ðOÞ to the degenerate
problem (2) by considering the limit of the regularized solutions ue: The general
hypotheses H1–H4 are insufﬁcient to conclude that a (smooth) solution in the
interior of the domain satisﬁes the boundary condition in the classical sense.
However, we can show that, depending on how fast the minimum eigenvalue
approaches zero, in other words, depending on the ‘‘degree’’ of the degeneracy, a; the
boundary condition will be satisﬁed in the sense ðu  gÞaþ1=2AW 1;20 ðOÞ: More
precisely, by the existence of a positive lower bound that is independent of e we now
know that our operator Q is strictly elliptic in the interior of the domain and is
degenerate only at the boundary where the minimum eigenvalue l of the operator Q
vanishes. If we denote by a > 0 the number such that lðx; zÞXCðxÞðu  gÞa; for some
positive, bounded function CðxÞ; then we will show that solution u satisﬁes the
boundary condition in the sense ðu  gÞaþ1=2AW 1;20 ðOÞ: This means that it is possible
to have solutions to the quasilinear problem which are singular at the boundary, as
was shown in [3,26]. In both studies [3,26] the minimum eigenvalue l equals u  g;
which implies a ¼ 1: Our result implies that ðu  gÞ3=2AW 1;20 ; which is the result
obtained in [3,26].
In Sections 3 and 4 we prove, assuming additional information about the
coefﬁcients of the operator Q and the boundary, that the solution we found is
continuous up to the degenerate boundary.
To state the existence theorem we introduce the following notation for the
symmetric matrix of principal coefﬁcients Aðx; uÞ ¼ ½aijðx; uÞ
:
Theorem 2.7. Assume that hypotheses H1–H4 are satisfied and that structure
conditions S1 and S2 hold. Furthermore, if fa0; assume that condition F in Section
2.1 is satisfied. Then there exists a solution uAC2ðOÞ of (2). Furthermore, let a > 0
be such that lðx; uÞXCðxÞðu  gÞa for some positive, bounded function CðxÞ; then
ðu  gÞaþ1=2AW 1;20 ðOÞ:
Proof. First we show that there exists a function uAC2ðOÞ which satisﬁes the PDE in
(2) in O: We use a uniform lower barrier G2 ¼ G1 þ df; obtained in the previous
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section. Consider the operator Qe restricted to a compact subset, O1; of O: By
Remark 2.5 Qe is strictly elliptic in O1 since ue > G2 > G in O and lðx; uÞ ¼ 0 if and
only if u ¼ G: Furthermore, this estimate is independent of e: We now treat (12) as a
linear problem. By Theorem 8.22 in [16] the solution to this problem is locally
Ho¨lder continuous. More precisely, on any O2CCO1 the following estimate holds
jjuejjCaðO2ÞpCðO2Þ;
where CðO2Þ and 0oao1 are independent of e:With this preliminary estimate of the
coefﬁcients of (12), we use hypothesis H3 which provides aijAC1; the boundedness of
ue and uniform ellipticity of the operator, and apply interior Schauder estimates,
presented in Theorem 8.32 [16] and Theorem 6.2 [16], on O4CCO3CCO2 to get
jjuejjC2þaðO4ÞpCðO4Þ;
where CðO4Þ is independent of e:
By the Arzela–Ascoli theorem there exists a subsequence uen such that u
e
n-u in
C2;a
0 ðO4Þ; for any a0oa: Since O1 is an arbitrary subset of O; we apply the same
argument to each compact subset of O to extract a C2;a
0
-convergent subsequence.
Using the diagonalization principle we obtain a subsequence of ue which converges
in C2locðOÞ to the limit uAC2ðOÞ where u > g and u solves the PDE in (2) in O:
We now show that if the minimum eigenvalue l approaches zero as fast as
ðu  gÞa; then the solution u attains its boundary value g in the sense ðu 
gÞaþ1=2AW 1;20 : To do that we show that ðue  gÞaþ1=2 is bounded in W 1;20 ; uniformly
in e: From this it follows that there exists a subsequence with limit u such that
ðu  gÞaþ1=2AW 1;20 ; and u is the solution of the PDE found in the ﬁrst part of the
proof.
Denote we ¼ ue  g: Then the PDE in (12) expressed in terms of we; reads
XN
i;j
ðaeijðx; ueÞðwe þ gÞxj Þxi þ bðx; ueÞrwe ¼ f ðxÞ  bðx; ueÞrg:
Multiply this equation by ðweÞa and integrate by parts to obtain
 a/Aðx; ueÞðweÞa1 rðwe þ gÞ;rweSþ/ðweÞabðx; ueÞ;rweS
¼ /FðxÞ; ðweÞaS;
where /  ; S is the standard L2-inner product, and FðxÞ ¼ f þ bðx; ueÞrg: This
equation implies that
a/Aðx; ueÞðweÞa1 rwe;rweS ¼  a/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðx; ueÞ
p
ðweÞa1 rg;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðx; ueÞ
p
rweS
þ/ðweÞabðx; ueÞ;rweSþ/FðxÞ; ðweÞaS:
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We use the weighted Schwartz–Cauchy inequality twice to estimate the two terms on
the right-hand side involving the derivatives of we: Namely, since we has a LN bound
independent of e; and since g; f and b are smooth, we have
/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðx; ueÞ
p
ðweÞa1 rg;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðx; ueÞ
p
rweS
¼ /
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðx; ueÞðweÞa1
q
rg;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Aðx; ueÞ ðweÞa1
q
rweS
pC1 þ 1d1/Aðx; u
eÞ ðweÞa1rwe;rweS
with d1 > 0; where C1 depends on g; jwejN and O: Similarly we have
/ðweÞabðx; ueÞ;rweS ¼/bðx; ueÞ ðweÞ1=2; ðweÞa1=2rweS
pC2 þ 1d2/ðw
eÞ2a1rwe;rweS
with d2 > 0; where C2 depends on b; jwejN and O: Therefore, there exists a constant
D which depends on C1; C2 and F such that
/Aðx; ueÞðweÞa1 rwe;rweSpD þ 1
d1
/Aðx; ueÞ ðweÞa1rwe;rweS
þ 1
d2
/ðweÞ2a1rwe;rweS:
Hence
/Aðx; ueÞðweÞa1 rwe;rweS 1
d1
/Aðx; ueÞðweÞa1rwe;rweS
p 1
d2
/ðweÞ2a1rwe;rweSþ D:
Choose d1 so that 1 1=d1 > 0 and estimate Aðx; ueÞ from below by its minimum
eigenvalue which is assumed to behave as lðx; ueÞXCðxÞðweÞaXCðweÞa: Then we
have
/ðweÞ2a1rwe;rweSp 1
d2
/ðweÞ2a1rwe;rweSþ D:
Now choose d2 so that 1 1=d2 > 0 to obtain jjðweÞa1=2rwejjL2pD1 which implies
jjðweÞaþ1=2jjW 1;2
0
pD2 where D2 depends only on g; f ; a; d1; d2 and O: This completes
the proof. &
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In the following sections we focus on the nonlinear wave equation and on the
UTSD equation, and show that the solution we found is continuous up to the
degenerate boundary.
3. The nonlinear wave equation
We focus our attention on Eq. (7). To simplify the study we ﬁrst rewrite Eq. (7) in
terms of the new variable u ¼ c2ðrÞ; where c2ðrÞ is the sound speed. Under the
assumption that c2 is monotonic (which is satisﬁed for the power-law relation
between the pressure and the density), we deﬁne the inverse r ¼ kðuÞ: Then the
nonlinear wave equation in self-similar coordinates, which we now denote by x ¼
ðx; yÞ; can be written as QðuÞ ¼ 0 where
QðuÞ ¼ ððu  x2Þk0ðuÞux  xyk0ðuÞuyÞx þ ððu  y2Þk0ðuÞuy  xyk0ðuÞuxÞy
þ k0ðuÞðxux þ yuyÞ: ð17Þ
Take the boundary data gðx; yÞ ¼ x2 þ y2; so that the operator Q is degenerate on
the boundary. We study the problem
QðuÞ ¼ 0 in O; u ¼ g on @O; ð18Þ
under the following assumptions:
A1. The boundary @O does not contain the origin.
A2. The function k is smooth and strictly increasing in the sense that k0ðzÞXk1 >
0; 8zAR such that 0ompzpM:
Using the results from the ﬁrst part of the paper we show that there exists a C2ðOÞ
solution of this boundary-value problem. This result holds on domains O which
satisfy only the uniform exterior cone condition, as deﬁned in hypothesis H1. In the
second part of this section we show that if O is convex or satisﬁes an exterior plane
condition (see A3 in the following subsection), then the solution is continuous up to
the degenerate boundary.
3.1. Existence result
To work with the elliptic operator we introduce a cut-off function (molliﬁed)
u˜ðx; y; uÞ ¼ u if uXgðx; yÞ;
gðx; yÞ if uogðx; yÞ;
(
ð19Þ
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and deﬁne the modiﬁed operator
Q˜ðuÞ ¼ ððu˜  x2Þk0ðuÞux  xyk0ðuÞuyÞx þ ððu˜  y2Þk0ðuÞuy  xyk0ðuÞuxÞy
þ k0ðuÞðxux þ yuyÞ:
Notice that we have introduced the cut-off only in the coefﬁcients that inﬂuence the
ellipticity of the operator. We will show that the solution of the modiﬁed problem
exists and satisﬁes uXg in %O; hence it solves the original problem.
We verify the hypotheses of Theorem 2.7. We need to show that structure
conditions S1 and S2 hold for the operator Q˜ and the boundary data g: Condition S1
is satisﬁed by the function G ¼ g ¼ x2 þ y2 since the minimum eigenvalue
lðx; y; uÞ ¼ u  x2  y2 ¼ 0 if and only if u ¼ x2 þ y2: To show that condition S2
is satisﬁed we need to ﬁnd a lower barrier G1 satisfying the properties G1Xg on O;
G1 ¼ g on @O ¼ S and condition (15). We show that a good choice for the lower
barrier G1 is the C
2 extension of the boundary data G1 ¼ g ¼ x2 þ y2: Indeed, we
claim that structure condition (15) holds for g: To show that this is true we write the
operator in nondivergence form and substitute the derivatives of g for the derivatives
of u to verify the structure condition (15). For mpz˜pM where m ¼ min@O g > 0; the
left-hand side of the structure condition reads
k0ðzÞfðz˜  x2Þgxx þ ðz˜  y2Þgyy  ð2x þ yÞgx  ð2y þ xÞgy
þ g2x þ g2y þ xgx þ ygyg þ k00ðzÞfðz˜  x2Þg2x  2xygxgy þ ðz˜  y2Þg2yg
¼ k0ðzÞf2z˜ þ 2ðz˜  ðx2 þ y2ÞÞ þ 2ðx  yÞ2g
þ k00ðzÞf4ðx2 þ y2Þðz˜  ðx2 þ y2ÞÞg
X2k1z˜ þ ð2k0ðzÞ þ 4k00ðzÞðx2 þ y2ÞÞðz˜  gÞ
X2k1m þ 4k00ðzÞðx2 þ y2Þðz˜  gÞ:
Now, if k00ðzÞX0 for 0ompzpM; where m ¼ min@O g; the entire expression is
bounded from below by the constant K ¼ 2k1m ¼ 2k1min@Oðx2 þ y2Þ which is
strictly positive since, by assumption A1, @O does not contain the origin. If k00ðzÞo0
or changes sign, then the entire expression is bounded from below by K 
Sðx; yÞðz  gÞþ; where Sðx; yÞ ¼ 4ðx2 þ y2Þmax0ompzpM jk00ðzÞj and the structure
condition is satisﬁed.
We note that both the power-law pressure–density relationship, as well as c2ðrÞ ¼
er (studied in [26]) satisfy assumption A2. Therefore, we have the following result.
Theorem 3.1. Let OCR2 be a bounded domain which satisfies the uniform exterior
cone condition and is such that @O does not contain the origin. Furthermore, let c2AC2
be an increasing function of r: Then the degenerate Dirichlet problem for the nonlinear
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wave equation in self-similar coordinates
ððc2ðrÞ  x2Þrx  xZrZÞx þ ððc2ðrÞ  Z2ÞrZ  xZrxÞZ þ xrx þ ZrZ ¼ 0;
c2ðrÞj@O ¼ x2 þ Z2 ð20Þ
has a solution rAC2ðOÞ which satisfies the boundary condition c2ðrÞ ¼ gðx; ZÞ ¼
x2 þ Z2 in the sense ðc2ðrÞ  gÞ3=2AW 1;20 :
In the next section we show that if the domain is convex, the solution is continuous
up to the degenerate boundary and hence satisﬁes the boundary condition in the
classical sense.
3.2. Continuity up to the boundary
In addition to assumptions A1 and A2 listed at the beginning of Section 3 we
assume the following.
A3. The domain O is convex.
A4. The function k is either kðuÞ ¼ u1=ðg1Þ with g > 1 or kðuÞ ¼ log u:
The second assumption corresponds to c2ðrÞ ¼ rg1 or c2ðrÞ ¼ er; respectively.
Recall that solutions of the degenerate elliptic equation for c2ðrÞ ¼ er have
been studied in [26]. We note that continuity up to the boundary was not obtained
in [26].
We prove continuity up to the boundary by constructing an upper barrier function
CxAC2ðOÞ-Cð %OÞ for each point x on the boundary. This barrier function will
satisfy Cx > 0 in O and CxðxÞ ¼ 0 for xA@O: Since u is squeezed between two
continuous functions gX0 and g þCx which are both equal to g at xA@O; u must be
continuous up to the point xA@O and hence satisﬁes the boundary condition uðxÞ ¼
gðxÞ in the classical sense.
We construct an upper barrier by ﬁrst considering the regularized problem
QeðuÞ ¼ f : For each ﬁxed xA@O we obtain an upper barrier Cx which is
independent of e and which satisﬁes CxXwe for each e; where we  ue  g is deﬁned
for each solution ue of the regularized problem. Then we let e-0 to obtain a barrier
which satisﬁes CxXu  g in O and CxðxÞ ¼ 0: By repeating the construction of Cx
for each xA@O we obtain continuity of u for all xA@O:
We write the regularization of operator (17) in nondivergence form
QeðuÞ  ðu  x2 þ eÞuxx  2xyuxy þ ðu  y2 þ eÞuyy
þ a1ðuÞðxux þ yuyÞ2 þ a2ðu2x þ u2yÞ  2ðxux þ yuyÞ; ð21Þ
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where
a1ðuÞ ¼  k
00ðuÞ
k0ðuÞ ¼
aˆ
u
; aˆ  ðg 2Þ=ðg 1Þ if kðuÞ ¼ u
1=ðg1Þ; g > 1;
1 if kðuÞ ¼ log u
(
and
a2 
1=ðg 1Þ if kðuÞ ¼ u1=ðg1Þ; g > 1;
0 if kðuÞ ¼ log u:
(
Lemma 3.2. For each xA@O there exists an upper barrier function CxAC2ðOÞ-Cð %OÞ
for the regularized problem QeðuÞ ¼ 0 in O; u ¼ g ¼ x2 þ y2 on @O; such that
CxXue  g in O and CxðxÞ ¼ 0:
Proof. We ﬁrst rewrite the problem in terms of we ¼ ue  g and drop the e
superscript in w and u to simplify notation. The corresponding homogeneous
Dirichlet problem reads
QeðwÞ ¼ F eðx;wÞ in O; w ¼ 0 on @O; ð22Þ
where
QeðwÞ  ðw þ y2 þ eÞwxx  2xywxy þ ðw þ x2 þ eÞwyy
þ a1ðw þ gÞðxwx þ ywy þ 2gÞ2 þ a2ðw2x þ w2yÞ
þ 2ð2a2  1Þðxwx þ ywyÞ ð23Þ
and
F eðx;wÞ  2w þ 4a2g þ 2ðw  gÞ þ 4e: ð24Þ
Notice that since mpupM and g is bounded and strictly positive, the source term
F eðx;wÞ is bounded uniformly in e: Therefore, there exist constants, F1 and F2 > 0;
depending only on m; M and O; such that
F1pF eðx;wÞpF2:
We now construct an upper barrier for the homogeneous Dirichlet problem (22). We
take a similar approach to that presented in [12,13]. Fix a point x0  ðx0; y0Þ on the
boundary of O: Since O is convex there is a tangent line Tx0 passing through x0 with
O lying on one side of Tx0 : We can also ﬁnd Tx00 parallel to Tx0 such that O is
contained in the semi-inﬁnite strip enclosed by Tx0 and Tx00 : Take orthogonal
coordinate axes x1 and y1 so that the x1-axis is perpendicular to Tx0 : Let b be the
angle that the x1-axis makes with the line y ¼ y0: Then x1 ¼ x cos bþ y sin b: Let
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c > 0 be the ﬁrst eigenfunction of the operator @2x1x1 ; that is, c satisﬁes cx1x1 þ l1c ¼
0; and cjTx0 ¼ cjTx0
0
¼ 0; with l1 > 0: Now cAC2ð %OÞ; c > 0; cx1x1p0 in O; and
cx1 > 0 at xA@O:
Deﬁne Cx0  Kcb: We show that there exist constants K > 0 and 0obo1
independent of e such thatCx0 is an upper solution of (22) satisfyingCx0Xue  g and
Cx0ðx0Þ ¼ 0: We prove this in two steps. First we show that there exist K > 0 and
0obo1 such that QeðCx0Þ þ F2o0 in O: Notice that since the operator Qe is
quasilinear, this inequality is insufﬁcient to conclude that Cx0 is an upper barrier. In
the second step we show that for such a choice of K and b we have Cx0Xwe in O:
Hence, since Cx0ðx0Þ ¼ weðx0Þ ¼ 0 on @O; we conclude that Cx0 is an upper barrier
at x0: Since aˆ; and therefore a1ðuÞ can be positive or negative, depending on the value
of g > 1 we will consider two cases. We will ﬁrst assume that aˆX0; that is kðuÞ ¼
u1=ðg1Þ with gX2 and kðuÞ ¼ log u; and later discuss the case when aˆo0; or 1ogo2:
For notational convenience, in the calculation that follows, we drop the superscript
x0 in Cx0 :
We now show that there exist a K > 0 and a 0obo1 such that QeðCÞ þ Fp0
where F ¼ F2 þ 1 > 0: First notice that Cx1 ¼ bKcb1cx1 blows up at x0A@O at the
rate b  1: The constant b will be determined below in such a way that it dominates
the blow up of the solution of the degenerate problem at each point on the boundary.
Using the fact that Cx1x1 ¼ l1bKcb þ bðb  1ÞKcb2c2x1p0; we have
QeðCÞ þ F ¼ðCþ ðx sin b y cos bÞ2 þ eÞCx1x1 þ a2C2x1
þ a1ðCþ gÞðx1Cx1 þ 2gÞ2 þ 2ð2a2  1Þx1Cx1 þ F
pCCx1x1 þ a2C2x1 þ a1ðCþ gÞðx1Cx1 þ 2gÞ
2 þ 2ð2a2  1Þx1Cx1 þ F :
By replacing the derivatives of C; the above inequality becomes
QeðCÞ þ F
pKcbðl1bKcb þ bðb  1ÞKcb2c2x1Þ þ a2ðbKcb1cx1Þ
2
þ a1ðCþ gÞðx1bKcb1cx1 þ 2gÞ2 þ 2ð2a2  1Þðx1bKcb1cx1Þ þ F
¼ l1bK2c2b þ bðð1þ a2Þb  1ÞK2c2ðb1Þc2x1 þ a1ðCþ gÞx21b2K2c2ðb1Þc2x1
þ 4ga1ðCþ gÞbKcb1x1cx1 þ 4g2a1ðCþ gÞ þ 2ð2a2  1Þx1bKcb1cx1 þ F :
We now show that the right-hand side is non-positive by ﬁrst considering its
behavior in the neighborhood Od of x0 ¼ ðx0; y0ÞA@O; where Od  fðx; yÞA %O :
distððx; yÞ; ðx0; y0ÞÞodg; and then by estimating the right-hand side in the
complement %O\Od:
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The following observations will be useful. By assumption A1 in Section 3 there
exists an m > 0 such that g ¼ x2 þ y2Xm; for all xA@O: Since g is continuous, there
exists a d1 > 0 such that gXm=2 for all xA %Od1 and
a1ðCþ gÞ ¼ aˆ=ðCþ gÞp2aˆ=m in %Od1 :
Furthermore, since Cx1 > 0 at x0 ¼ ðx0; y0ÞA@O; there exists a d2 > 0 such that for a
given m1 > e; cx1Xm1 > 0; 8xA %Od2 :
Let d ¼ minfd1; d2g: Then for xA %Od we can estimate the right hand-side of
QeðCÞ þ F by using the upper bound on a1ðCþ gÞ as follows:
QeðCÞ þ Fp  l1bK2c2b þ bðð1þ a2Þb  1ÞK2c2ðb1Þc2x1
þ 2aˆ
m
b2K2c2ðb1Þx21c
2
x1
þ 8g aˆ
m
Kbcb1x1cx1
þ 8g2 aˆ
m
þ 2ða2  2Þx1bKcb1cx1 þ F :
After estimating the ﬁrst term from above by zero, and after combining the second
and the third term, we obtain
QeðCÞ þ Fp b ð1þ a2 þ ð2aˆ=mÞx21Þb  1
 
K2c2ðb1Þc2x1
þ 8g aˆ
m
Kbcb1x1cx1 þ 8g2
aˆ
m
þ 2ð2a2  1Þx1bKcb1cx1 þ F :
Since O is bounded, there exists an H > 0 such that ð2aˆ=mÞx21pH: Now choose a bn
so that
0obno1=ð1þ a2 þ HÞo1:
Then, since c2x1 > 0 in Od; we have b
nðð1þ a2 þ HÞbn  1ÞK2c2ðbn1Þc2x1o0: Next we
can choose K ¼ K1 big enough so that this negative term dominates other (positive)
terms. Thus, for b ¼ bn there exists a K1 > 1 such that for all xA %Od and for any
KXK1 we have
QeðCÞ þ Fp bn ð1þ a2 þ HÞbn  1ð ÞK2c2ðbn1Þc2x1 þ 8g
aˆ
m
Kbncb
n1x1cx1
þ 8g2 aˆ
m
þ 2ð2a2  1Þx1bnKcbn1cx1 þ Fp0:
Assume that xA %O\Od: Since gX0; we have a1ðCþ gÞ ¼ aˆ=ðCþ gÞpaˆ=C: Further-
more, since min %O\Od c > 0 and 0obno1=ð1þ a2 þ HÞo1=ð1þ a2Þo1; the following
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estimate holds for all xA %O\Od
QeðCÞ þ Fp  l1bnK2c2bn þ bnðð1þ a2Þbn  1ÞK2c2ðbn1Þc2x1
þ aˆx21b*
2
Kcb
n2c2x1 þ 4gaˆbnc1x1cx1 þ 4g2aˆK1cb
n
þ 2ð2a2  1Þx1bnKcbn1cx1 þ F
p  l1bnK2c2bn þ aˆx21b*
2
Kcb
n2c2x1 þ 4gaˆbnc1x1cx1
þ 4g2aˆK1cbn þ 2ð2a2  1Þx1bnKcbn1cx1 þ F :
Therefore, there exists a K2 > 0 such that for all xA %O\Od the right-hand side is non-
positive, whenever KXK2: Let Kn ¼ maxfK1;K2g: Deﬁne C ¼ Kncbn : Then for all
xA %O; QeðCÞ þ Fp0:
We now prove that this C is an upper barrier function for the solution we of (22)
by showing that C > we for all xAO: Recall that at the beginning of this proof we
dropped the superscript e in the notation for we: This will be continued in the rest of
the proof.
SupposeC wp0 at some interior point and let xm  ðxm; ymÞ be an interior local
minimum. Then, at such a point ðxm; ymÞ the following holds:
C wp0; ðw CÞx ¼ ðw CÞy ¼ 0
and
ðw þ y2 þ eÞðC wÞxx  2xyðC wÞxy þ ðw þ x2 þ eÞðC wÞyyX0:
Since QeðCÞ þ Fp0 and QeðwÞ þ F eðx;wÞ ¼ 0 we have
0XQeðCÞ þ F  QeðwÞ  F eðx;wÞ
¼ ðw þ y2 þ eÞðC wÞxx  2xyðC wÞxy þ ðw þ x2 þ eÞðC wÞyy
þ a2ðCx þCyÞ2  a2ðwx þ wyÞ2 þ a1ðCþ gÞðxCx þ yCy þ 2gÞ2
 a1ðw þ gÞðxwx þ ywy þ 2gÞ2 þ 2ð2a2  1ÞðxCx þ yCyÞ
 2ð2a2  1Þðxwx þ ywyÞ þ ðC wÞCxx þ ðC wÞCyy þ F  F eðx;wÞ:
We know that at ðxm; ymÞ
ðC wÞCxx ¼ ðC wÞCx1x1 cos2 bX0;
ðC wÞCyy ¼ ðC wÞCx1x1 sin2 bX0
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and
F  F eðx;wÞ > 0: ð25Þ
Moreover, at ðxm; ymÞ
a1ðCþ gÞðxCx þ yCy þ 2gÞ2  a1ðw þ gÞðxwx þ ywy þ 2gÞ2
¼ fa1ðCþ gÞ  a1ðw þ gÞgðxCx þ yCy þ 2gÞ2X0
since a1ðuÞ is a decreasing function of u (hence a1ðw þ gÞpa1ðCþ gÞ at the point at
which Cpw). Furthermore, at ðxm; ymÞ we have
a2ðCx þCyÞ2 ¼ a2ðwx þ wyÞ2;
2ð2a2  1ÞðxCx þ yCyÞ ¼ 2ð2a2  1Þðxwx þ ywyÞ:
Thus at ðxm; ymÞ we obtain
0XQeðCÞ þ F  QeðwÞ  F eðx;wÞ
> ðw þ y2 þ eÞðC wÞxx  2xyðC wÞxy þ ðw þ x2 þ eÞðC wÞyy;
which contradicts the assumption that ðxm; ymÞ is a point of the local minimum.
(Notice that strict inequality in this estimate is a consequence of (25).) Therefore,
Cx0 ¼ Kncbn is an upper barrier at x0 for we ¼ ue  g; for each e > 0:
The case when a1ðuÞo0; or 1ogo2; is simpler. Modify the operator Qe by
introducing Qe1ðwÞ  QeðwÞ  a1ðw þ gÞðxwx þ ywy þ 2gÞ2 and show Qe1ðCxÞ þ Fo0
where Cx ¼ Kcb for some constants K > 1 and 0obo1 as we did when gX2: We
get
0 > Qe1ðCÞ þ F  QeðwÞ  F eðx;wÞ
Xðw þ y2 þ eÞðC wÞxx  2xyðC wÞxy þ ðw þ x2 þ eÞðC wÞyy
þ a2ðCx þCyÞ2  a2ðwx þ wyÞ2
þ 2ð2a2  1ÞðxCx þ yCyÞ  2ð2a2  1Þðxwx þ ywyÞ
þ ðC wÞCxx þ ðC wÞCyy þ F  F eðx;wÞ:
The result follows by applying the same contradiction argument as we did in the case
when gX2: This completes the proof. &
Since CxXue  g in O for each e > 0; it follows that Cx is an upper barrier
function for u  g: Therefore, we have shown that for each xA@O there exists a
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Cð %OÞ-function Cx such that goupg þCx in O; and uðxÞ ¼ gðxÞ on @O; which
implies that u is continuous up to the boundary. This proves the following corollary
of Lemma 3.2.
Corollary 3.3. Suppose c2ðrÞ ¼ rg1 for some g > 1; or c2ðrÞ ¼ er: Then a C2ðOÞ
solution r of the degenerate elliptic boundary-value problem (20) is continuous up to the
degenerate boundary.
In this section, we have shown the existence of a C2ðOÞ-Cð %OÞ-solution for a class
of quasilinear wave equations on convex domains. Theorem 3.1 implies that a
solution of the quasilinear wave equation can be singular at the degenerate boundary
in the sense that the derivative of solution blows up at a rate which is bounded by the
degree of the degeneracy a; deﬁned in Theorem 2.7. In particular, the solution
r ¼ rðx; ZÞ of the shallow water equation ðc2ðrÞ ¼ rÞ; satisﬁes ðr gÞ3=2AW 1;20
which means that the solution can have the square-root singularity at the degenerate
boundary.
4. The UTSD equation
We study solutions of Eq. (11) with Dirichlet boundary data
QðwÞ  ðwwxÞx þ wyy  32wx ¼ 12; wj@O ¼ g: ð26Þ
Linearized around a constant solution w0 this equation is elliptic whenever w0 > 0;
degenerate when w0 ¼ 0; and hyperbolic otherwise. Motivated by the study of weak
shock reﬂection and 2-D Riemann problems [1,2,5,10] we focus our attention on the
boundary-value problems which have degenerate data w ¼ 0 along the portion of
the boundary x ¼ 0; which we denote by S; and positive (non-degenerate) data along
the rest of the boundary, contained in the half-plane x > 0; denoted by G: (This is
consistent with the asymptotic analysis presented in [7].) One such domain is shown
in Fig. 1. We assume that gAW 1;2ðOÞ-C0;bð %OÞ where 0obo1; g ¼ 0 on S; and
g > 0 on G; where @O ¼ S,G satisﬁes the uniform exterior cone condition.
4.1. Existence result
Existence of a solution to this Dirichlet problem is a consequence of Theorem 2.7.
It is easy to see that hypotheses H1, H3 and H4 hold. Hypothesis H2 is satisﬁed if we
work with the modiﬁed operator
Q˜ðwÞ ¼ ðw˜wxÞx þ wyy 
3
2
wx; where w˜ðx; y;wÞ ¼
w if wX0;
0 if wo0:
(
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We will show that the solution to the modiﬁed problem is nonnegative, and so it
satisﬁes the original problem.
The source term in this problem f ¼ 1=2a0 and so we need to verify that
condition F, from Section 2.1, holds. Since the minimum eigenvalue is given by
lðx;wÞ ¼ w; condition F is satisﬁed if we choose, for example, l0 ¼ 1: Next we verify
that the structure conditions S1 and S2 from Section 2.1 hold. Condition S1 is
satisﬁed with the function G ¼ 0: This function is also a good choice for the lower
barrier G1 since it satisﬁes all the conditions listed in structure condition S2.
Inequality (15) is trivially satisﬁed with K ¼ 1=2 and SðxÞ ¼ 0:
Theorem 4.1. Suppose that gAW 1;2ðOÞ-C0;bð %OÞ; 0obo1; and let g ¼ 0 on S and
gX0 on @O: Then there exists a solution wAC2ðOÞ of problem (26). Furthermore, the
solution satisfies ðw  gÞ3=2AW 1;20 ðOÞ:
The proof of this theorem follows by applying Theorem 2.7 to the modiﬁed
problem, and by using the lower barrier G1 ¼ 0 to conclude that the solution w in
nonnegative in %O and therefore it satisﬁes the original problem.
4.2. Continuity up to the boundary
To show that w is continuous up to the boundary we proceed in two steps. First,
continuity up to the boundary G is a direct consequence of the standard local Ho¨lder
estimate. Namely, Theorem 8.29 in [16] implies that there exists an a; 0oapbo1;
such that for O0CCO,G; jjwejjCaðO0ÞpC; where C depends on the ellipticity ratio,
jwejN; O0; the uniform exterior cone condition, and b:
Γ
Γ
Σ
Σ
Ω
x
y
Fig. 1. The ﬁgure shows a typical domain of interest arising in the study of self-similar solutions in weak
shock reﬂection, modeled by the UTSD equation. The degenerate part of the boundary S corresponds to
the sonic line.
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In the second step we show that w is continuous up to the degenerate boundary.
We prove this by squeezing w between the lower barrier G ¼ 0 and a continuous
upper barrier which is equal to zero at the degenerate boundary. There are several
choices for the upper barrier. As in Section 3.2, an upper barrier Cx ¼ Kcbn can be
constructed at each point xAS using the positive eigenfunction c of the operator @2xx:
A second choice for an upper barrier is based on the fact that the function x þ ﬃﬃﬃxp is
a solution of the PDE in (11). Thus, we look for an upper barrier of the form
CðxÞ  x þ C1
ﬃﬃﬃ
x
p
where the constant C1 (independent of e) is such that QeðCÞ þ
1=2p0 and CXg: Using this inequality we now show that C weX0 for each ﬁxed
e > 0: Suppose that this is not true. Then let x0AO be such that Cðx0Þ  weðx0Þo0
and suppose that x0 is a point of local minimum. Then the following inequality
holds:
0XQeðCÞ  QeðweÞ ¼ ðwe þ eÞðC weÞxx þ ðC weÞyy
þ wex þCx 
3
2
 
ðC weÞx þCxxðC weÞ:
Since at a local minimum x0 we have Cxxðx0Þo0 and ðC weÞxðx0Þ ¼ 0; the above
inequality, evaluated at x0; becomes 0 > ðwe þCÞðC weÞxx þ ðC weÞyy: This is in
contradiction with the convexity condition that holds at a local minimum x0: Thus,
we have CXwe for each ﬁxed e > 0: Therefore CXw > 0 and C is an upper barrier
function for w:
Theorem 4.2. Suppose that @O satisfies the exterior cone condition. Then the C2ðOÞ
solution found in Theorem 4.1 is continuous up to the boundary, i.e., uAC2ðOÞ-Cð %OÞ:
Remark 4.3. Existence of a solution of (26) where the boundary data exhibit the
square-root singularity at the degenerate boundary was proved in [3]. In this case it
was shown that the solution must have the same type of singularity at S:
Remark 4.4. In contrast with the results in [3,4] we can handle data which is not of
ﬁxed sign. Furthermore, singular solutions (square-root) are permitted even if the
data do not exhibit singular behavior. On the other hand, we cannot obtain higher
smoothness (C1) up to the degenerate boundary as was obtained in [4].
Remark 4.5. Existence and continuity up to the boundary for (26) can be obtained
using Choi et al.’s techniques presented in [12,13]. Their approach can be used
because the forcing term f ðx; yÞ ¼ 1
2
is strictly positive, and because the degenerate
boundary S is convex.
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