Classical theorem of Luzin states that a measurable function of one real variable is "almost" continuous. For measurable functions of several variables the analogous statement (continuity on the product of sets having almost full measure) does not hold in general. Searching for a right analogue of Luzin theorem leads to a notion of virtually continuous functions of several variables. This probably new notion implicitly appears in the statements of embedding theorems and trace theorems for Sobolev spaces. In fact it reveals the nature of such theorems as statements about virtual continuity. Our results imply that under conditions of Sobolev theorems there is a well-defined integration of a function over wide class of singular measures, including the measures concentrated on submanifolds. The notion of virtual continuity is used also for the classification of measurable functions of several variables and in some questions on dynamical systems, theory of polymorphisms and bistochastic measures. In this paper we recall necessary definitions and properties of admissible metrics, give several definitions of virtual continuity and discuss some applications. Revised version (without the proofs) is published in [22] .
Introduction. Admissible metrics
We consider a standard Lebesgue-Rokhlin probabilistic space with continuous (atomless) measure, isomorphic to the segment [0, 1] with Lebesgue measure. The first author [6, 10, 13] suggested to consider on a fixed standard measure space (X, A, µ) different (admissible) metrics, in the contrary to usual approach, when a metric space is fixed and Borel measures vary. Such an approach is useful and necessary in ergodic theory and other situations. Matching the metric and measure structures leads to the notion of a metric (admissible) triple: a measurable subset X 0 ⊂ X of full measure, µ(X 0 ) = 1, so thata metric (resp. semimetric) space (X 0 , ρ) is separable.
A standard measure space (X, µ) equipped by an admissible (semi )metric ρ is called an admissible metric triple or just admissible triple (X, µ, ρ).
Properties of admissible semimetrics and metrics are studied in details in our previous papers [14] , [20] . In particular, a number of equivalent definitions of admissibility is given. Proposition 1. If ρ is an admissible metric on (X, A, µ), then completed Borel sigma-algebra B = B(X, ρ) is a subalgebra of Aand measure µ is inner regular w.r.t the metric ρ, i.e. for any A ∈ A we have µ(A) = sup{µ(K) : K ⊂ A, K is compact in a metricρ}.
Thus for any admissible metric initial measure µ is a Radon measure in (X, ρ).
Proof. Measurability of Borel sets, i.e. inclusion B ⊂ A was proved in [14] . Let us now prove inner regularity. There exists a subset X 0 ⊂ X, µ(X 0 ) = 1, such that the metric space (X 0 , ρ) is separable. Denote by A 0 the restriction of A on X 0 . Note that we may choose X 0 closed in X in the metric ρ, this implies X \ X 0 ∈ B. Let X 1 be the completion of the metric space (X 0 , ρ). Define a measure µ 1 on a Borel sigma-algebraB 1 = B(X 1 , ρ) of the Polish space (X 1 , ρ) by extending µ from B 0 = B(X 0 , ρ) and setting µ 1 (X 1 \ X 0 ) = 0. Let B 1 be a completion of a sigma-algebraB 1 in measure µ 1 . Note that (X 1 , B 1 , µ 1 ) is a Lebesgue space as a Polish space with Borel probabilistic measure on the completed Borel sigmaalgebra. Moreover, the map id : (X 0 , A 0 , µ) → (X 1 , B 1 , µ 1 ) is injective measure preserving map of Lebesgue spaces. By lemma in p. 5 in the paper [2] for such a map an image of any measurable set is measurable. Thus we have A 0 ⊂ B 1 . Since A 0 is a sigma-algebra on X 0 , restrictions of sigma-algebras B and B 1 on X 0 coincide, and X 0 ∈ B, hence A 0 ⊂ B. Since µ(X \ X 0 ) = 0 we get A = B. recall that any probabilistic Borel measure on a Polish space is inner regular. Let us prove the inner regularity of the measure µ on the (maybe not complete) metric space (X, ρ). Consider any set A ∈ A. Then A ∩ X 0 ∈ B 1 , and using the inner regularity of the measure µ 1 on the Polish space (X 1 , ρ) we may find a compact set K ⊂ A ∩ X 0 for which µ(K) = µ 1 (K) > µ 1 (A ∩ X 0 ) − ε = µ(A) − ε, as desired.
M. Gromov in the book [5] suggests to consider arbitrary metric triples (X, µ, ρ), which he calls mm-spaces. Also, Gromov asks the question about their classification, having in mind classical situations (Riemannian manifolds and so on). It is natural to consider admissible triples in this framework. Define equivalence of admissible triples up to measure-preserving isometries: (X, µ, ρ) ∼ (X ′ , µ ′ , ρ ′ ), if ∃T : X → X ′ ; T µ = µ ′ ; ρ ′ (T x, T y) = ρ(x, y).
Here is the main result on this equivalence: Theorem 1. (Gromov [5] ; Vershik [6] ) Consider the map F ρ :
F ρ ({x i , y j } (i,j)∈N×N ) = {ρ(x i , y j )} (i,j)∈N×N , and equip infinite product X ∞ × X ∞ by the product-measure µ ∞ × µ ∞ . Let D ρ denote the measure on the space of matrices (i.e. random matrix of distances), which is the F ρ -image of the measure µ ∞ ×µ ∞ . Call it MATRIX DISTRIBUTION of the metric ρ. It is a complete invariant of above equivalence of admissible metrics.
In other words,
In [7] this result is generalized to the so called pure measurable functions of several variables.
The following lemma is useful in the theory of admissible metrics:
Lemma 2. Let ρ 1 , ρ 2 be admissible semimetrics on the standard space (X, µ), and suppose that ρ 1 is metric. Then for any ε > 0 there exists measurable subset K ⊂ X such that µ(K) > 1 − ε and semimetric ρ 2 (as a function of two variables) is continuous on K × K with respect to metric ρ 1 .
Proof. Consider an admissible metric ρ = ρ 1 + ρ 2 . Choose a compact set K in this metric so that µ(K) > 1 − ε. Let's show that ρ (hence ρ 2 ) is continuous on the metric space (K × K, ρ 1 × ρ 1 ). Triangle inequality reduces this desired continuity to the following fact: given δ > 0 there exists σ > 0 such that ρ(x, y) < δ whenever x, y ∈ K and ρ 1 (x, y) < σ. If it is not true, then there exists δ > 0 and two sequences {x n }, {y n } in K for which ρ(x n , y n ) ≥ δ but ρ 1 (x n , y n ) → 0. Since (K, ρ) is compact, we may without loss of generality suppose that there exist x, y ∈ K so that ρ(x n , x) → 0; ρ(y n , y) → 0.
But then
Thus ρ 1 (x, y) = 0 while ρ(x, y) ≥ δ. It contradicts to the assumption that ρ 1 is a metric.
Lemma immediately implies the Corollary 3. Let ρ 1 and ρ 2 be two admissible metrics on the standard space (X, µ). Then for any ε > 0 there exists K ⊂ X such that µ(K) > 1 − ε and topologies defined by metrics ρ 1 and ρ 2 on K coincide. Corollary 4 (Luzin's theorem). Let ρ be an admissible metric on the standard space (X, µ), let f be a measurable map from X into Polish space (M, d). Then for any ε > 0 there exists a measurable subset K ⊂ X such that µ(K) > 1 − ε and f is continuous on K with respect to metric ρ.
, f (y)). Then ρ 1 is a trivial example of an admissible metric, with respect to which f is continuous. By 3 there exist a subset K having measure µ(K) > 1 − ε, on which this continuity implies continuity with respect to ρ.
But this fact does not hold true for functions of several variables.
Definitions and first examples
Let f (·, ·) be a measurable function of two variables. Then Luzin's theorem analogue (continuity on the product X ′ × Y ′ of sets of measure > 1 − ε with respect to given metric ρ[(
is not in general true. This leads to the following key notion of this work. (Sum of metrics may be replaced to maximum or other metric defining the topology of direct product. To stress this we denote generic metric with such topology by ρ X × ρ Y ).
Definition 2. Measurable function f (·, ·) on the product (X, µ)×(Y, ν) of standard spaces is called properly virtually continuous , if for any ε > 0 there exist sets X ′ ⊂ X, Y ′ ⊂ Y each of which having measure at least 1 − ε, and admissible
Function which coincides with a properly virtually continuous function on the set of full measure in X × Y is called virtually continuous. Virtually continuous functions of several variables are defined in the same way.
It is essential that admissible metric with respect to which function becomes continuous is not arbitrary, but respects the structure of direct product (in more general setting, it respects selected subalgebras, see further). It is easy to verify that there does not exist universal metric of such type (i.e. such a metric that virtual continuity implies continuity in this metric). It explains the non-trivial properties of defined notion.
It is clear that any admissible metric (considered as a function of two variables) is virtually continuous. So is any function, which is continuous with the respect to product of admissible metrics. Degenerated functions (or "finite rank functions")
. . n are arbitrary measurable functions, are also virtually continuous. For the proof just use Luzin's theorem for all functions ϕ i (·), i = 1 . . . n, and ψ i (·), i = 1 . . . n.
Less trivial examples of virtually continuous functions are given by functions from some Sobolev spaces and kernels of trace class operators. For virtually continuous functions there exist well-define restrictions on some subsets of zero measure -concretely, onto supporters of (quasi)bistochastic measures, see next paragraph.
An easy example of not virtually continuous measurable function on [0, 1] 2 is provided by the characteristic function of the triangle {x ≥ y}. In general, for functions on the square of a compact group depending of the ratio of variables the criterion of virtual continuity is simple: Proposition 5. Let G be a metrizable compact group, f be a Haar measurable function on G. Then the function F (x, y) := f (xy −1 ) on G × G is virtually continuous if and only if f is equivalent to a continuous function.
Stress once more that the definition of virtual continuity is not topological, but measure-theoretical in nature. It applies to the choice of various metrics on the measure space. So, the direct sense of the proposition 5 is that the group structure and the measure-theoretical structure allow to reconstruct topology.
Further properties of virtually continuous functions
First of all, virtually continuous functions automatically satisfy stronger properties that are required by the definition.
At first, using Corollary 3 we immediately see that metrics may be fixed a priori:
Theorem 2. Let the function f (·, ·) be properly virtually continuous. Then for any admissible semimetrics ρ X , ρ Y on X, Y and for any ε > 0 there exist sets
On the other hand choosing metrics in a special way we may force sets X ′ , Y ′ from the definition to have the full measure: 
Proof. Fix admissible metrics σ X , σ Y on X, Y respectively. For any n use a theorem 2 and find the sets X n ⊂ X and Y n ⊂ Y of measure at least 1 − 2 −n so that f is continuous on (X n × Y n , σ X × σ Y ). Define the cut semimetrics on X:
Define a set of full measure X ′ = ∪ ∞ n=1 ∩ k>n X k . Next, define the metric ρ X = σ X + n 2 −n ρ X;n (it is easy to verify that ρ X is admissible metric). Analogously define the set Y ′ and the metric ρ Y . Let's prove that the function f (x, y) is continuous on (X ′ ×Y ′ , ρ X ×ρ Y ). Consider converging sequences x n → x 0 , y n → y 0 in (X ′ , ρ X ), (Y ′ , ρ Y ) respectively. Let N be so large that x 0 ∈ X N , y 0 ∈ Y N . Then convergence with respect to the semimetric ρ X;n implies that x n ∈ X N for all large enough n, analogously y n ∈ Y N for large n. Now convergence f (x n , y n ) → f (x 0 , y 0 ) follows from the continuity of f on (
Establish the following corollary: Proposition 6. If properly virtually continuous functions f (x, y), g(x, y) coincide on the set of full measure in X × Y , then there exist sets
Proof. Apply Theorem 3 to both functions f , g. We may suppose that corresponding sets of full measure X ′ ⊂ X, Y ′ ⊂ Y may coincide for f and g (intersect sets for f and for g), as well as semimetrics ρ X , ρ Y (sum up the semimetrics for f and for g). Moreover, we may suppose that X ′ , Y ′ are supporters of the measures µ| X ′ , ν| Y ′ . Now note that the set of points (x, y) ∈ X ′ × Y ′ , for which f (x, y) = g(x, y), is open in X ′ × Y ′ , hence it either have a positive measure (but this impossible by our assumption) or is empty (as desired).
Thus all properly virtually continuous functions, which are equivalent to a given virtually continuous function, coincide on a product of sets having full measure.
It is useful to think about a function of two variables on X × Y as a map from X to the space of functions on Y (i.e. f (x, y) ≡ f x (y)). See details on using this viewpoint for classification of measurable functions in [19] . Virtual continuity may be expressed in these terms by the following equivalent definition: 
is measurable as a map from X into C(Y 1 ) (with Borel sigma-algebra). It suffices to check that a preimage of a ball
is measurable for any continuous function g ∈ C(Y 1 ) and any positive r. Note that an inequality |f ′ x (y) − g(y)| ≤ r holds for all y ∈ Y 1 if and only if all inequalities
for balls B ∈ S hold. But under integral sign the function f ′ x (·) may be replaced to an equivalent function f (x, ·), and a map x → B f (x, y)dν(y) is measurable in x. Thus the set X g is measurable as a countable intersection of measurable sets.
So Φ-preimage of the measure µ on X ′ is a Borel measure on C(Y 1 ). The space C(Y 1 ) is complete separable, hence this measure is inner regular and there exists a compact set K ⊂ C(Y 1 ) such that µ(Φ −1 (K)) > 1 − 2ε. But ε is arbitrary, thus the function f (x, y) satisfies (iii).
It remains to show virtual continuity of f assuming (iv). Fix ε > 0. Choose 
and both summands tend to 0. The function f ′ is properly virtually continuous on X ′ × Y 1 . By Fubini theorem it is equivalent to the initial function f on X ′ × Y 1 . Since ε > 0 it implies that f is virtually continuous.
It's remarkable that the spaces X and Y (i.e. arguments of the function) play different roles in (ii-iv). However, a posteriori the property appears to be symmetric under the change of order of variables. This is another demonstration of the non-triviality of the virtual continuity concept.
Above characteristics of virtual continuity easily imply that virtual continuous functions form a nowhere dense subset in the space of all functions of two variables (with measure convergence topology).
Virtual topology

A function is measurable if and only if for any open set its preimage is open.
Virtual continuity of a function of two variables admits a similar definition.
Set is called virtually closed if it complement is virtually open.
The sense (and the name) of this concept is explained by the following
2) Vice versa, for any virtually open set in X × Y there exist appropriate X ′ , Y ′ of full measure and admissible semimetrics
Proof. 1). Replacing set X ′ , Y ′ onto appropriate subsets of full measure we may suppose that (X ′ , ρ X ), (Y ′ , ρ Y ) are separable semimetric spaces, in which all balls are µ-, ν-measurable respectively. Then topologies of those spaces have separable bases consisting measurable sets, thus the topology of direct product has a countable bases consisting measurable rectangles. This just implies that an open subset of X ′ × Y ′ is a countable union of measurable rectangles, hence it is virtually open.
2) For a given countable family of measurable sets in X we may construct an admissible semimetric, in which they are all open (a possible construction is to sum up cut-metrics with rapidly decaying coefficients). Doing this for X-projections of countably many rectangles whose union is our virtually open set we construct a semimetric on X (strictly speaking, on X ′ ), analogously on Y . 
Thickness
Consider the space X × Y with product measure µ × ν. Choose two subalgebras in its sigma-algebra, defined by projections onto X and Y . We write A 
(1)
The thickness of a set Z is defined as
Minimum in (2) is always attained, because we may intersect a minimizing sequence of sets.
The setsX ×Y , X ×Ỹ are just sets from chosen subalgebras, so we may extend our definition to other choices of selected subalgebras in a standard space.
The following properties of thickness are immediate:
• thickness of a set does not exceed 1 and equals 0 for and only for sets of measure 0;
• thickness of a subset does not exceed a thickness of a set;
• thickness of a set is not less than its measure;
• thickness of a finite or countable union of sets does not exceed sum of thicknesses.
The following lemma is not hard too:
Proof. It suffices to prove that sth(Z)
⊂Ỹ . In both cases we may add sets of 0 measure toX, Y so that mod0 ⊂ in (3) becomes just ⊂. Doing this for all i = 1, 2, . . . successively we get the desired inequality.
The following lemma provides an equivalent and sometimes more useful definition of the thickness. y) ). Then the proper thickness (resp. thickness) of the set Z is the infimum of X f dµ+ Y gdν. Moreover, this infimum is realized as well as infimum in (1).
Integrating by t we get (1) is realized on the pair of sets (X t , Y 1−t ).
It suffices to prove that there exists a minimizing pair of functions. Consider a minimizing sequence (f n (x), g n (y)), f n + g n → sth(Z). By known Komlós theorem [3] we may suppose that a sequence f ′ n := (f 1 + · · · + f n )/n converges to some function f almost everywhere in X, and g ′ n := (g 1 + · · · + g n )/n converges to g almost everywhere in Y 2 .
So, we may suppose that f (x) = lim sup n f ′ n (x) for all x ∈ X, and g(y) = lim sup n g ′ n (y) for all y ∈ Y . It follows that f (x) + g(y) ≥ χ Z (x, y) for all x ∈ X, y ∈ Y , hence a pair (f, g) is minimizing.
Using lemma 3 we may establish "continuity of thickness from below": Lemma 4. Let {Z n } be an increasing sequence of measurable sets, Z = ∪ n Z n . Then th(Z) = lim th(Z n ), sth(Z) = lim sth(Z n ).
Proof. Clearly th(Z) ≥ th(Z n ) for all n, hence th(Z) ≥ lim th(Z n ). Let's prove an opposite inequality. We start with functions f n :
, and X f n + Y g n ≤ th(Z n ) + 1/n. Any bounded sequence in L 2 contains a weakly convergent subsequence, using this twice we may suppose that the sequence f n weakly converges to f in L 2 (X, µ), and g n weakly converges to g in
Since weak limit preserves inequalities we have f :
Moreover, for any n we have
For the proper thickness we would replace in the above prove weak convergence in L 2 to the almost everywhere convergence obtained from the Komlós theorem [3] .
Note that upper continuous of thickness does not hold: all sets {(x, y) : 0 < |x − y| < 1/n} ⊂ [0, 1] 2 have thickness 1, but their intersection is empty. Now we define a convergence of functions "in thickness" analogously to convergence "in measure". This is a convergence in the following metrizable topology:
Definition 5. Define a distance τ (f (·, ·), g(·, ·)) between two arbitrary measurable functions as infimum of such ε > 0, for which
Convergence in this τ -metrics implies convergence in measure (but not vice versa).
Lemma 5. The set of measurable functions is complete in the τ -metric.
Proof. Consider a sequence {f n (·, ·)} of measurable functions, which is fundamental in the τ -metric. Passing to a subsequence we may suppose that f n − f n+1 τ < 2 −n . Put Z n = {(x, y) : |f n (x, y) − f n+1 (x, y)| > 2 −n }. Then th(Z n ) ≤ 2 −n , and for the set Z ′ n := ∪ k≥n Z k we have th(Z ′ n ) ≤ 2 1−n . Thus the set ∩Z ′ n has zero thickness, while outside this set the sequence (f n ) converges pointwise to some function f 0 . Moreover, outside Z ′ n this sequence converges uniformly and
It means that f 0 − f n τ ≤ 2 1−n , hence f n converges to f 0 in the metric τ .
Proof. At first, we show that a τ -limit f (x, y) of step functions f n (x, y) is virtually continuous. We choose admissible metrics ρ X and ρ Y on X, Y respectively so that step functions f n are continuous.
Passing to a subsequence we may suppose that τ (f n , f ) < 1 2 n . It means that
and
We may replace the setX n to its subset (call itX n again) which is compact in metric ρ X , coincides with the supporter of the measure µ restricted toX n and has large measure µ(X n ) > 1− 1 2 n . Do the same withỸ n . Now L ∞ and C define the same distance between continuous functions oñ X n ×Ỹ n , hence (f k ) is a sequence of functions converging in C(X n ×Ỹ n ). Hence the function f is equivalent to a continuous function onX n ×Ỹ n . Taking into account that n is arbitrary we conclude that f is virtually continuous. Now we prove the converse. Let f be virtually continuous. We need to approximate f by step functions in τ -metric. Choose any ε > 0 and find setsX ⊂ X, Y ⊂ Y and admissible metrics ρ X , ρ Y such that f is equivalent to a functionf , which is continuous onX ×Ỹ , and µ(X) > 1 − ε, ν(Ỹ ) > 1 − ε. Passing to subsets we may also suppose thatX andỸ are compact in respective metrics. using uniform continuity off on a compact metric space we partitionX andỸ onto small enough parts so thatf is constant up to ε on products of partition elements. This provides a step function which is ε-close to f in τ -metric.
Theorem 6 also shows a purely measure-theoretical character of virtual continuity and possibility to generalize it for other pairs of sigma-subalgebras. Close things are discussed in [15] .
We apply theorem 6 for proving Proposition 5.
Proof of Proposition 5. If a function f is equivalent to a continuous function, then the function F on G × G is equivalent to a continuous (in metric of G, which is admissible w.r.t. Haar measure | · |). Hence F is virtually continuous. Let's prove the opposite. Fix ε > 0. Choose any point g 0 ∈ G and establish that in its small enough neighborhood essential variance of f does not exceed ε. Since g 0 and ε > 0 are arbitrary we see that f coincides almost everywhere with its essential upper limit, which itself is continuous function.
Using virtual continuity of f we find such families of disjoint measurable subsets A 1 , . . . , A n , B 1 , . . . , B n , and numbers c ij ,
Continuity of shift in mean implies that for some neighborhood ∆ of unity we have |C ∩ sC| > |C|/2 for all s ∈ ∆. It suffices to prove that in the neighborhood ∆g 0 of a point g 0 inequality |f (z) − c ij | < ε/3 holds for almost all points z. Let Sg 0 , where S ⊂ ∆, be a set of z, for which it is not so. Then for almost all
In other words, the following integral vanishes:
hence |S| = 0, as desired (second equality corresponds to the change of variables(x, y) → (x, t), t = xy −1 g
Measurable functions f (·, ·), as we have seen, are classified by matrix distributions, i. e. by measures on the space of infinite matrices (a ij ) ∞ i,j=1 , induced by the map f → (a ij = f (x i , y j )), where points x i in X and y i in Y , i = 1, 2, . . . , are chosen independently. Virtual continuity also may be characterized on this manner:
Theorem 7. Let x 1 , x 2 , . . . (resp. y 1 , y 2 , . . . ) be independent random points in X (resp. in Y ). Virtual continuity of the measurable function f (x, y) is equivalent to each of two following conditions:
(i) For any ε > 0 there exists a positive integer N such that the probability of the following event tends 1 when n grows: if points x 1 , . . . , x n are chosen independently at random in X, y 1 , . . . , y n are chosen independently at random in Y , then there exist partitions {1, . .
(ii) For any ε > 0 there exists a positive integer N , for which the probability of the following event equals 1 : if points x 1 , x 2 , . . . are chosen independently at random in X, y 1 , y 2 , . . . are chosen independently at random in Y , then there exist two partitions of the naturals {1, 2, . . . , } = ⊔ N i=0 A i = ⊔ N i=0 B i , so that upper density of the set A 0 ∪ B 0 is less than ε (i.e. lim sup |(A 0 ∪ B 0 ) ∩ [1, n]|/n < ε) and |f (x s , y t ) − f (x r , y p )| < ε for i, j > 0, s, r ∈ A i , p, t ∈ B j .
Proof. Virtually continuous function may be approximated in τ -metric by step functions, hence satisfies (i), (ii) by Law of Large Numbers.
Deduce (i) from (ii). A set of upper density less than ε contains less than 2εn elements from 1 to n for all large enough n. It means that with probability 1 for all large enough n there exist partitions of the set {1, . . . , n}, which satisfy (i). It certainly implies that a probability of a specific event tends to 1 as a function of n.
It remains to deduce virtual continuity from (i). We may and do suppose that X, Y are both unit segments [0, 1] with Lebesgue measure.
We need the following standard lemma on large deviations for U -statistic:
Lemma 6. Let Z ⊂ X × Y be a measurable subset of X × Y . Consider the following event: "number of points (x i , y j ), 1 ≤ i, j ≤ n in Z differs from n 2 |Z| on more than n 9/5 ." It's probability does not exceed 2n −3/5 .
Proof. Define a function g(x, y) = χ Z (x, y) − |Z| (with zero average) and random variables ξ i,j = g(x i , y j ). We have n 2 centered random variables taking values in [−1, 1]. Most of them are independent, this allows to estimate the variance
Now required estimate follows from the Chebyshev inequality.
Choose a subset N ⊂ N so that n∈N n −3/5 < +∞. Then by Borel-Cantelli lemma for any measurable Z ⊂ [0, 1] 2 for almost all pairs of sequences ({x i }, {y i }) for large enough n ∈ N we have
Apply this for a countable family of sets of type Z = R \ f −1 (∆), where R runs over rectangles with rational coordinates of vertices, and ∆ runs over rational intervals on a line. We get for almost any random pair of sequences ({x i }, {y i }) inequality (4) for any Z for large enough (how large depends on Z) n. In further we consider only pairs of sequences satisfying this property.
Fix ε > 0 and find N from (i). Consider a random pair of sequences x 1 , x 2 , · · · ∈ X and y 1 , y 2 , · · · ∈ Y . With probability 1 this sequence satisfies (i) for each n. For fixed n ∈ N consider empiric distributions µ j (n) = n −1 i∈A n j δ(x i ) on X and analogous empiric distributions on Y . Passing to a subsequence we suppose that a sequence of measures {µ j (n)} n∈N weakly converges when n → +∞ to some measures µ j (∞). We may also suppose that corresponding measures on Y converge. Note that N j=1 µ j (∞) = µ with probability 1, hence all measures µ j (∞) are absolutely continuous w.r.t µ with probability 1, they have Radon-Nikodym densities ϕ j . We have ϕ 0 ≤ ε, thus the measure of the set of x ∈ X satisfying ϕ 0 (x) ≥ 1/2 does not exceed 2ε. For any other x we have N j=1 ϕ j (x) ≥ 1/2, hence ϕ j (x) ≥ 1/2N for some j. Thus we may partition X onto sets X 0 , X 1 , . . . , X N so that µ(X 0 ) < 2ε, ϕ j ≥ 1/2N on X j . Construct analogous partition on Y . Let's prove that with probability 1 function f has essential variation (essential supremum minus essential infimum) at most 2ε on X j × Y k for j, k ≥ 1. Indeed, if essential variation exceeds 2ε, then there exists rational intervals ∆ 1 , ∆ 2 at distance at least 3ε/2 such that the sets f −1 (∆ i ), i = 1, 2 intersected with X j × Y k have positive measure. Fix small δ > 0 (to be chosen later dependently on ε and N ). There exist rational rectangles R i , i = 1, 2 so that
Weak convergence of measures, inequalities ϕ j ≥ 1/2N on X j and analogous inequalities on Y k imply that when n → ∞, n ∈ N , we have
hence for large enough n ∈ N the number of points (x s , y t ) ∈ R i with s ∈ A n j , t ∈ B n k is not less than
Property (i) guarantees that either all those points (for i = 1 and i = 2 together) do not lie in f −1 (∆ 1 ), or all of them do not lie in f −1 (∆ 2 ). But for each of the sets Z = R i \ f −1 (∆ i ) of measure at most δ|R i | for large enough n ∈ N the number of points (x s , y t ), 1 ≤ s, t ≤ n, in Z does not exceed 2δ|R i |n 2 . This contradicts to above lower estimate when δ is small enough. Thus with probability 1 function f may be approximated by a step function (respecting constructed partitions) in τ −metric. It suffices to use that ε is arbitrary and apply Theorem 6.
Bistochastic measures and polymorphisms
From the measure-theoretical point of view a function of k variables on the product of standard continuous spaces is nothing but the function on the standard continuous space (due to isomorphism of all such spaces). In order to deal with it as a function of k variables, we have to introduce another category, then just measurable spaces.
Namely, consider the following structure: the measure space (X , A, m), with k selected sigma-subalgebras A 1 , . . . , A k in A. It is natural to suppose that those subalgebras generate the whole sigma-algebra A.
The connection with general viewpoint is the following: in the space
, identify algebras A i with subalgebras of A = A i by multiplying to trivial subalgebras on other multiples. In other words, function f (x 1 , . . . , x k ) on X is A i -measurable iff f depends only on i-th variable x i (i = 1, . . . , k). Functions depending on any less numbers of variables are defined similarly.
Definition 6.
A measurable function on X with k selected subalgebras is called a general measurable function of k variables.
In the classical case those subalgebras are independent and variables are called independent their-selves 3 , but many fact on measurable functions remain true in general case aswell.
Consider a measure λ on sigma-algebra A. It may be restricted onto sigmasubalgebras A i , i = 1, . . . , k. Consider such measures λ that those restrictions are absolutely continuous with respect to restrictions of m onto A i . If restrictions of λ onto A i coincide with m, i = 1 . . . k, such a measure λ is called multistochastic with respect to given subalgebras (bistochastic for k = 2); if restrictions are just equivalent to m for i = 1, . . . , k, we call λ almost multistochastic. Finally, if λ(U ) ≤ m(U ) for any U ∈ A i , i = 1, . . . , k, we call λ submultistochastic. Of course, bistochastic measure on X ×Y may be singular with respect to the product measure. For instance, in the case of direct product of segments (X, µ) = (Y, ν) = [0, 1] there is a bistochastic measure λ on diagonal {x = y} (with density dµ(x)).
Furthermore we suppose for simplicity that k = 2, i.e. consider functions of two variables. But there is no serious difference for k > 2. We consider not only independent variables, most of the notions may be defined for general pair of sigma-algebras. But even the case of independent variables is often useful to treat as a general case.
Bistochastic measure on the direct product of spaces define the so called polymorphism of the space (X, µ) into (Y, ν) (see [11] ), i.e. "multivalued mapping" with invariant measure. The case of identified variables (X, A, µ) = (Y, B, ν) is of special interest: polymorphism in this case generalizes the concept of automorphism of measure space. Almost bistochastic measures define a polymorphism with quasi invariant measure. Bistochastic or almost bistochastic measure λ defines also a bilinear (in general case k-linear) form (f (x), g(y)) → f (x)g(y)dλ(x, y), corresponding to the so called Markovian, resp. quasi Markovian operator in corresponding functional spaces. Note that this operators U λ is a contraction, i.e. has norm at most 1, which preserves the cone of non-negative functions. In the case of bistochastic measure this operator (as well as adjoint operator) preserve constants: U λ 1 = 1.
See [11, 12, 9] about many connections of polymorphisms (Markovian operators, joinings, couplings, correspondences, Young measures, bibundles etc). Bistochastic measures play a key role in the intensively developing theory of continuous graphs [17] .
Note that for quasi-bistochastic measureλ on X × Y all sets of zero proper thickness are measurable and have measure 0. Hence all virtually open sets are λ-measurable, and therefore properly virtually continuous functions are measurable. Equivalent (w.r.t. measure µ × ν) properly virtually continuous functions are also w.r.t λ due to Proposition 6. Thus for any equivalence class of measurable virtually continuous functions there is the uniquely well-defined class of λ-equivalent λ-measurable functions. Further we formulate this observation as an embedding theorem of normed spaces.
Norm on virtually continuous functions
Convergence in τ -metric defined above generalizes convergence in measure for virtually continuous functions. There are analogues of known Banach spaces of measurable functions.
A measurable function h(·, ·) on the space (X × Y, µ × ν) is called subbistochastic, if the measure with µ × ν-density |h(·, ·)| is subbistochastic. Denote by S the set of subbistochastic functions.
Call a function f (x, y) = a(x) + b(y) separate. The following construction defines a norm (so called regulator norm) of a function of two variables, where regulator is separate function and norm is taken in L 1 . Define a finite or infinite norm of a measurable function f (·, ·) as
Connection between SR 1 -norm and τ -metric is established in the following 
hence τ (0, f ) < t, as desired.
Next theorem is an analogue of known L. V. Kantorovich's duality theorem [1] in the mass transportation problem (concretely, of duality between measures space with Kantorovich distance and and the space of Lipschitz functions, see also [21] ).
Proof. Show at first that LHS of (5) is not less than RHS. Indeed, if h ∈ S, and functions a :
Taking infimum over admissible pairs of functions a and b we get desired inequality. It suffices to verify that RHS of (5) is not less than LHS. Choose any θ > 0 and consider two convex subsets in L 1 (X × Y, µ × ν):
By the definition of norm such two sets are disjoint. Let's check that actually the distance between them in L 1 is positive. If not, there exist sequences of non-negative functions a n , b n , g n such that a n (x) + b n (y) ∈ A, g n ∈ B and a n (
Passing to subsequence if necessary we may get that a n (x)+b n (y)−g n (x, y) → 0 µ×ν−almost everywhere. Using Komlós theorem [3] we pass to such a subsequence that
On the other hand,
due to semicontinuity of integral of non-negative functions from below (w.r.t. almost everywhere convergence). Hence g ∈ A. A contradiction. Now we use separability theorem of Hahn-Banach. Since A contains 0, there exists a function h ∈ L ∞ (X ×Y ) such that gh < 1 for any g ∈ A and gh > 1 for any g ∈ B. Since B is a translate of a non-negative cone and gh > 1 for any g ∈ B we get h ≥ 0 almost everywhere. For any set X 1 ⊂ X put a(x) =
Exchange the variables and write down similar inequalities. It allows to conclude that the functionh = ( f SR 1 − θ)h belongs to S. Bur |f | ∈ B, hence
It suffices to remember that θ is arbitrary.
Another theorem about SR 1 -norm:
Theorem 9. For any measurable function f : X × Y → R inequalities hold:
Integrating by λ we get
Taking infimum by pairs of functions a and b we get the right inequality in (6). Let's prove the left inequality. Since th{|f | ≥ λ} decreases by λ, we have
For any ε > 0 choose sets
Take functions a(x) = 2 k+1 χ A k (x) and b(y) = 2 k+1 χ B k (y). It is easy to check
The last inequality combined with (7) (and arbitrariness of ε) finishes the proof.
This theorem has a useful Corollary 2. If f SR 1 < ∞, then a function f is approximated in SR 1 -norm by its cut-offs. Proof. Corollary 1 and Theorem 6 imply that SR 1 -limit of step functions is virtually continuous.
Now we have to approximate any virtual continuous function with finite SR 1 -norm by step functions. Assume that f SR 1 < ∞ and ε > 0. By Corollary 2 two-sided cut-off f N of the function f approximates f : f − f N SR 1 < ε for large enough N . Fix such N . Next, the function f N is virtually continuous, hence it is τ -limit of step functions by Theorem 6. That is, τ (g, f N ) < ε/N for some step-function g. We may suppose that absolute values of g do not exceed N (else replace g to its cut-off). Since τ (g, f N ) < ε/N , there exist sets
and Theorem is proved.
Denote by V C 1 the space of all virtually continuous functions with finite SR 1 -norm. It is an analogue of the space L 1 for virtually continuous functions and is a pre-dual for the space of polymorphisms with bounded densities of projections.
Theorem 11. The space dual to V C 1 is a space QB ∞ of quasibistoshastic signed measures η on X × Y with finite norm
,
where P x and P y are projections onto X and Y respectively and |η| is a full variation of a signed measure η. A coupling between η ∈ QB ∞ and f (x, y) ∈ V C 1 is defined as f dη, wheref is a properly virtually continuous function equivalent to f 4 .
In order to prove Theorem 11 we need the following Lemma 8. Let K be a metric compact space, F be a continuous linear functional on the space C(K). Assume that continuous functions f 1 , f 2 , . . . on K have uniformly bounded norms and their supporters are disjoint. Then series
Proof. By Riesz theorem our functional F is integrating over signed Borel measure of finite variation. Absolute convergence of the above series follows from countable additivity and finiteness of variation. Equality F (f ) = F (f i ) follows from Lebesgue theorem on summable majorant.
Proof of Theorem 11. Let η be such a signed measure that η qbs < ∞. Note that if for a step function h the estimate |h(x, y)| ≤ a(x) + b(y) holds µ × ν-almost everywhere, that it holds on the product of sets having full measure, thus |η|-almost everywhere. It allows to integrate this inequality over measure |η|, this gives
Taking infimum in a, b such that |h|
Now we need to show that any continuous functional F on V C 1 has such a representation. We may suppose that F = 1. For a step set (finite union of
where supremum is taken over all sequences of disjoint step sets Z 1 , . . . in Z. Obviously, supremum may be taken over finite families, and we may also take rectangular sets Z i . Above defined functions of sets are finitely additive.
For any finite family of disjoint step sets
Let's check that finitely additive functions η and |η|, defined on the algebra of step sets, may be extended to the sign measure and measure on the whole σ-algebra A×B on the space X ×Y .
By Kolmogorov-Hahn criterion it suffices to verify that |η|(Z) = |η|(Z i ) whenever Z i are disjoint step sets and Z = ⊔Z i is a step set too. Since |η| is premeasure, inequality |η|(Z) ≥ |η|(Z i ) is clear. It suffices to prove the opposite inequality. By definition |η|(Z) is the supremum of sums |η(P k )| over all finite families of disjoint rectangles P k in Z, hence it suffices to prove that
Since |η| is finitely additive it suffices to prove that |η(P k )| ≤ i |η|(Z i ∩ P k ) for each rectangle P k . Dividing each set Z i ∩ P k onto finitely many rectangles we reduce it to inequality like
where rectangle Q is a union of disjoint rectangles Q i .
Considering a series of cut semimetrics we may easily construct admissible semimetrics ρ X , ρ Y such that metric spaces (X, ρ X ), (Y, ρ Y ) are precompact and projections of sides of Q i and Q have positive distance to their complements. In this case all functions χ Q i and χ Q are uniformly continuous on (X × Y, ρ X × ρ Y ) and therefore may be extended continuously to its completion (as 1 to the closure of rectangle and as 0 to the closure of its complement). Supporters of extended functions are still disjoint. The space of continuous functions on the completion of X × Y embeds into V C 1 with norm at most 1, hence F acts as a continuous functional on it. Applying Lemma 8 to the sequence χ Q i we get
Corollary 3. For virtually continuous functions from the space V C 1 (in particular, for bounded virtually continuous functions) there exist well defined integrals not only over sets of positive measure, as for all summable functions, but over bistochastic (singular ) measures like Lebesgue measure on the diagonal {x = y} ⊂ [0, 1] 2 , or on graphs of measure preserving maps. So, virtually continuous functions have a "trace (restriction) on diagonal" in the sense of trace theorems.
As an application we prove a variant of continuous Hall lemma, Borel version of which is given in appendix [18] to the book [17] : 
A contradiction.
For an element with unit norm in a Banach space there exists a linear functional of norm 1 which attains its norm on this element. By Theorem 11 this functional corresponds to a subbistochastic functional λ, f dλ = 1. But
and since all inequalities are just equalities we have λ(Z) = λ(f −1 {1}) = 1.
As usual, Hall lemma admits a standard self-improvement:
where Lip 1 (ρ) is a unit ball in Lipschitz functions space with usual Lipschitz norm. Supremum is also realized on some Lipschitz function u 0 and we have u(x) − u(y) = ρ(x, y) Ψ 0 -almost everywhere. Main sense of above claims is that a norm of an element in banach space may be calculated using functional from the dual space, and this reduces the problem to finding a dual space.
Above claim is known as duality theorem (or optimality criterion) in the optimal transportation problem and was formulated in the pioneering paper [1] . At fact what is used is that Lipschitz space is Banach dual to the Kantorovich-Rubinstein space. Let us outline that it is a duality theorem for functions of "one variable", and we "cover" it by a duality for functions of two variables.
Below we show how to apply Theorem 11, which a claim on dual space for the space V C 1 of virtually continuous functions, to Kantorovich duality. It is more convenient to tell about transportation between two different spaces (of course, this is equivalent to above problem on the transportation in the same space).
So we get yet another proof of duality theorem, and the main feature is that our scheme includes spaces of metrics and plans, unlike original approach of Kantorovich. Choice of spaces V C 1 and QB ∞ is natural in the sense that smaller spaces are not enough (see remark above) and admissible metrics are virtually continuous functions.
Two-level duality theorem in our specific situation leads, in turn, to following general two-level duality. We hope that it has another applications. This is why we start with our general statement and later explain how to apply it to optimal transportation. Theorem 13. Let X be a real vector space ordered by a convex cone K, let Y = X * be a dual space. Denote by W and Z = W * two other linear real spaces. Let A : W → X be a linear operator and B = A * : Y → Z be a conjugate operator:
Fix a positive element ρ ∈ K ⊂ X and define (finite or infinite) quasinorm on Z as follows:
Assume the following condition: the space X is the sum of the cone K and the space A(W ). Then
Moreover, if z ρ < ∞, then there exist non-negative continuous functional y ∈ X * such that (y, ρ) = z ρ .
Remark 7.
In the case when X is a Banach space and cone K is closed and generating (K − K = X), classical Kakutani theorem says that a non-negative functional y on X is automatically norm bounded on X.
Proof. Obviously z ′ ρ ≤ z ρ . Indeed, for any element y ∈ Y such that y ≥ 0, By = z and any element u ∈ W such that Au ≤ ρ we have
Assume that C := z ′ ρ = sup{(z, u) : Au ≤ ρ} < z ρ . Note that finiteness of C implies that (z, w) = 0 whenever Aw = 0 (else consider u = λw for real λ of appropriate sign, coupling (z, u) is unbounded.) It means that z ∈ B(Y ), since the image of a dual operator is just annulator of the kernel of direct operator. Moreover, if Aw ≥ 0, then (z, w) ≥ 0, else consider u = λw with negative λ. If ρ = Au 0 for some u, then for any y with By = z we have (z, u 0 ) = (By, u 0 ) = (y, Au 0 ) = (y, ρ), as desired. Now let ρ / ∈ A(W ). We have to find a functional y ∈ Y = X * such that (y, Au) = (z, u) for all u ∈ W (it just means that z = A * y = By), y ≥ 0, (y, ρ) = C. Such y is already defined on a linear hull of the space A(W ) and element ρ, and it is nonnegative on this linear hull. Last claim holds for non-negative elements of the form ρ − Au by definition of value C, thus we should check it for non-negative elements of the form Au − ρ. Fix ε > 0 and find an element w ∈ W such that Aw ≤ ρ and (y, Aw) = (z, w) ≥ C − ε. We have
since A(u − w) = (Au − ρ) + (ρ − Aw) ≥ 0, and y on A(W ) is nonnegative. Since ε > 0 was arbitrary we get (y, Au − ρ) ≥ 0.
Since X is the sum of the space A(W ) and the cone K, Riesz theorem on extending of nonnegative functional allows to extend y to a nonnegative functional on X.
In our situation
, operator A maps a pair of functions u = (w 1 (t), w 2 (t)) ∈ W into w 1 (t 1 )+w 2 (t 2 ) := (Au)(t 1 , t 2 ) ∈ X, restriction of B on QB ∞ maps quasibistochastic sign measure η into pair of its projections on X, Y :
Element ρ(t 1 , t 2 ) is understood as a price of transporting from t 1 ∈ Ω 1 into t 2 ∈ Ω 2 , take element z ∈ Z equal to a pair of constant functions (1, 1) (we do not lose a generality: for other functions just change measures µ 1 , µ 2 onto equivalent). Note that by definition of the space V C 1 each function in this space may be represented as a sum of nonnegative function and a separate function w 1 (t 1 ) + w 2 (t 2 ). Thus condition of Theorem 13 holds. Remark to this theorem (cone of nonnegative functions is clearly closed and generating in V C 1 ) guarantees that this functional is norm bounded, hence it corresponds to some polymorphism from QB ∞ . Norm (1, 1) ρ is infimum of plan prices of transportation µ 1 into µ 2 with price function ρ. So, Theorem 13 implies existence of optimal plan.
If we try to replace V C 1 (Ω 1 ×Ω 2 ) onto space L 1 (Ω 1 ×Ω 2 ), then both assumption and conclusion of Theorem 13 fail. In this case nonnegative bounded functional corresponds to bounded function (not just to polymorphism), and optimal plan may easily not exist.
Sobolev spaces and trace theorems
Theorem 14. Let Ω 1 , Ω 2 be domains of dimensions d 1 , d 2 respectively, suppose that pl > d 2 or p = 1, l = d 2 . Then functions from the Sobolev space W l p (Ω 1 × Ω 2 ) (l-th generalized derivatives are summable with power p) are virtually continuous as functions of two variables x ∈ Ω 1 , y ∈ Ω 2 . Embedding W l p (Ω 1 × Ω 2 ) into V C 1 (Ω 1 , K) is continuous for any compact subset K of the domain Ω 2 .
Proof. Using the theorem of embedding of Sobolev space into continuous functions (see, for instance, [4, 8] ), we have the following estimate for functions h(y) ∈ W l p (Ω 2 ):
. Let f (x, y) ∈ W l p (Ω 1 × Ω 2 ) be a smooth function. Set
Then by Fubini's theorem a ∈ L 1 (Ω 1 ) and
The following estimate holds on Ω 1 × K:
Summarizing this we have
Each function in the class W l p (Ω 1 ×Ω 2 ) is a limit of a sequence of smooth functions, by (8) it is a limit in V C 1 as well.
So, under conditions of this theorem we may integrate functions over quasibistochastic measures. It generalizes usual theorems about traces on submanifolds.
Nuclear operators in Hilbert space
It is well known that the space of nuclear operators in the Hilbert space L 2 is a projective tensor product of Hilbert spaces. Their kernels are measurable functions of two variables, which can hardly be described directly. the following theorem claims that kernels of nuclear operators are virtually continuous as functions of two variables. Note that kernels of Hilbert-Schmidt operators are not in general virtually continuous. RHS has a form A(x) + B(y), and |A(x)|dx + |B(y)|dy ≤ 1. Thus norm of K(x, y) in the space V C 1 does not exceed 1. It remains to note that any nuclear operator may be approximated in nuclear norm by operators of finite rank, and by above estimate this is approximation in V C 1 as well.
It implies that such kernels may be integrated not only over diagonal when X = Y , which is well known, but by bistochastic measures. But the space V C 1 is wider than kernels of nuclear operators. If we look at V C 1 as to the space of kernels of integral operators, it is not unitary invariant, on the contrast to Schatten-von Neumann spaces. indeed, the definition of V C 1 essentially uses known sigmasubalgebras, which do not have necessary invariance. Close question is considered in [16] . See more on traces of nuclear operators and virtual continuity in [24] .
Restrictions of metrics
The following problem was one of origins of this paper. Let (X, µ) be a standard space with continuous measure. Assume that ρ is an admissible metric and ξ is a measurable partition of (X, µ) with parts of null measure (say, ξ is a partition onto level sets of function which is not constant on sets of positive measure). May we correctly restrict our metric (a s a function of two variables) onto elements of this partition?
It is not immediately clear, since the metric is a priori just a measurable function. But admissible metric is virtually continuous, and so for our goal it suffices to define a bistochastic measure, onto which we have to restrict it. Suppose for simplicity that X = [0, 1] 2 , µ is a Lebesgue measure, ξ is a partition onto vertical lines. Then we say about restriction of virtually continuous function defined on X 2 = [0, 1] 4 onto three-dimensional submanifold {(x 1 , x 2 , x 3 , x 4 ) : x 1 = x 3 }. It is easy to see that such a submanifold equipped by a three-dimensional Lebesgue measure defines a bistochastic measure on X × X.
