A multi-way factor analysis model is introduced for tensor-variate data of any order. Each data item is represented as a (sparse) sum of Kruskal decompositions, a Kruskalfactor analysis (KFA). KFA is nonparametric and can infer both the tensor-rank of each dictionary atom and the number of dictionary atoms. The model is adapted for online learning, which allows dictionary learning on large data sets. After KFA is introduced, the model is extended to a deep convolutional tensor-factor analysis, supervised by a Bayesian SVM. The experiments section demonstrates the improvement of KFA over vectorized approaches (e.g., BPFA), tensor decompositions, and convolutional neural networks (CNN) in multi-way denoising, blind inpainting, and image classification. The improvement in PSNR for the inpainting results over other methods exceeds 1dB in several cases and we achieve state of the art results on Caltech101 image classification.
Introduction
The first data analysis applications of tensors saw the development of the Tucker and canonical decomposition (CANDECOMP) in chemometrics and the parallel factor model (PARAFAC) in linguistics; the CANDE-COMP/PARAFAC is also called the Kruskal decomposition (KD). Most recently, tensor methods have been applied in signal/image processing and machine learning .
Tensor decompositions are limited in their representation size, and the number of atoms/factor-loadings can be at most the rank of the tensor (i.e., they are not overcomplete). Following on the success of the K-SVD dictionary learning algorithm (Aharon et al., 2006) , several tensor-dictionary learning approaches have been proposed, e.g. (Hawe et al., 2013) . The goal of overcomplete dictionary learning is to find a set of atoms that can represent each data item as a weighted sum of a small subset of those atoms. A dictionary is called overcomplete when the number of atoms K is greater than the dimension P of each data item, this is closely related to frame theory (Christensen, 2008) . Overcompleteness is desirable because it offers robustness to noise, increased sparsity, and improved interpretability (Lewicki and Sejnowski, 2000) . An overview of non-tensor dictionary learning approaches can be found in (Mairal et al., 2014) .
Previous work in overcomplete tensor-dictionary learning has focused on separable models (Sironi et al., 2015; Hawe et al., 2013; Gribonval et al., 2015) . Imposing separable structure means that each atom is a rank-1 tensor. Moreover, they consider only "shallow" representations and are limited to 3-way data. In this paper we develop Bayesian nonparametric models for tensorvariate data with tensor-variate dictionary atoms and learn the rank of each atom.
The concept of overcompleteness becomes unclear when we move to high-order data. Vectors can be represented as a sum of basis elements, so an overcomplete dictionary gives more elements than needed to represent a vector. In contrast, Matrices (2-way tensors) can be represented as a sum of rank-1 matrices (i.e., SVD). If a particular matrix is m 1 × m 2 , an overcomplete vectorized representation will have more than m 1 m 2 atoms, but a "rank-overcomplete" representation only needs more than min{m 1 , m 2 } atoms.
To address the limitations of current (tensor) dictionary learning approaches, we propose a nonparametric tensor-factor analysis model. The proposed Kruskalfactor analysis (KFA) is compatible with tensors of any order and capable of performing blind inpainting. Moreover, we provide extensions to deep convolutional learning and implement a minibatch learning approach. 
Preliminaries
Dictionary learning: Formally, dictionary learning is a factorization of a data tensor X . If the data are column vectors we have X = DW + E, where the N data vectors are combined into the matrix X ∈ R P ×N , the dictionary D ∈ R P ×K , the weight matrix W ∈ R K×N , and E is the residual/noise. When K > P it is necessary to impose that W is sparse to ensure identifiability.
Beta-process factor analysis (BPFA) is a Bayesian nonparametric model for dictionary learning (Paisley and Carin, 2009 ). In BPFA we assume that the noise is Gaussian and impose sparsity using a truncated betaBernoulli process. The BPFA model is specified as
where γ , γ s have noninformative gamma priors with all hyperparameters set to 10 −6 , the prior for π k is nearly uniform with a π = K, b π = 1, and • is the Hadamard elementwise product. The probabilities π k determine how likely an atom is to be used and their hyperparameters directly affect sparsity. Other priors for the weights have been proposed in (Wang and Carin, 2012; Yuan et al., 2014; Zhang et al., 2011 Zhang et al., , 2016 . Gaussian process atoms were used in .
Tensor decomposition: A tensor is a mathematical object describing linear transformation rules, and once we fix a basis we can represent a tensor as a multidimensional array of numbers. In data analysis, it is common to call a multidimensional array a tensor. An entry of a T -way or order-T tensor X ∈ R m1×···×m T is indicated by a position vector i = [i 1 , . . . , i T ], where i t is an integer on [1, m t ]; we denote the i th entry of the tensor X as x i . We use ⊗ to represent the Kronecker product. We also use the mapping x = vec(X ), defined by
If we consider a matrix X ∈ R m1×m2 we can write it as X =
. This is the SVD. A generalization of the SVD to a T -way tensor X is called the canonical polyadic decomposition (PD). The canonical PD is written as X =
r , where R M is the maximum rank of tensors in R
The rank of a tensor is the number of nonzero λ r .
Recently, the multiplicative gamma process CANDE-COMP/PARAFAC (MGP-CP) (Rai et al., 2014) , a Bayesian nonparametric KD, was proposed. MGP-CP can additionally infer the rank of a tensor. In MGP-CP, the MGP (Bhattacharya and Dunson, 2011) imposes that the singular values should shrink in absolute value as r increases. The MGP shrinks the variance of a zero mean Gaussian (the prior for λ r ), so that for large r the singular value will be near zero with high probability. When a singular value shrinks enough (e.g., λ r < 10 −6 ) we assume it is zero. The numerical rank is given by the number of nonzero λ r after thresholding. The MGP-CP is described entrywise,
th entry of X , R is the maximum desired rank and i is Gaussian noise. The MGP-CP is specified as
and τ , ω rt have noninformative gamma priors with all hyperparameters set to 10 −6 . The shape parameter α for the MGP is usually set to 2 or 3. If α > 1, the error in
i t r converges to zero exponentially fast as R → ∞ (Rai et al., 2014) .
Tensor Rank: The maximum rank R M is usually not min t m t like the matrix case. Finding the canonical PD of a tensor is a difficult computational problem. It is possible to find PD with a preset R (that could be different from the actual rank), these are called KD.
A useful characterization of tensors is balance, which we use to set R for KFA. Assuming m T is the largest dimension, a tensor is balanced when mT ≤ (Abo et al., 2009 ). With the notions of tensor rank introduced we can define rank-overcomplete. A tensor factorization is rank-overcomplete when the number of (tensor) atoms is greater than the rank of the tensor. We note that this definition also applies to slices of tensors, e.g. data items that have been stacked into a larger tensor. For example, in
, is an overcomplete decomposition if K > min{m1, m2}.
Kruskal Factor Analysis
The most natural generalization of dictionary learning to tensors is to model the data as the product of a dictionary tensor and a weight matrix along the (T + 1) st dimension of the dictionary. We define the mode-t tensor product × t with an example: the mode-3 product of a tensor D ∈ R m1×m2×K and a matrix W ∈ R K×N yields X = D × 3 W ∈ R m1×m2×N with = = + … + Figure 1 : An illustration of the KFA Model for 2-way data. The left equation shows the mode-3 tensor product generalization of dictionary learning. The right equation shows the representation of dictionary atom k using the KD, for 2-way data this is the SVD. The illustration clearly shows the reduction in the number of parameters compared to a non-decomposed dictionary. Each atom in a non-decomposed dictionary will have mt parameters, while our approach has R(1 + mt). The ability to specify R gives our model greater flexibility. Moreover, by applying shrinkage on λr and learning the shrinkage rate α, our model automatically adjusts model complexity during learning.
The factorization of X is illustrated for 2-way data in Figure 1 .
We extend dictionary learning to arbitrary order tensors by inferring the "singular" vectors/values of each atom via KD. The Kruskal representation for each atom is used in the likelihood. It is important to note that when we learn the model we are not replacing the dictionary with a low-rank approximation. The singular vectors/values are drawn from their posteriors, thus they are directly affected by the data; if the data requires full-rank atoms they will be learned. We call this new model Kruskal-factor analysis (KFA). The model is specified as follows:
where X n ∈ R m1×···×m T is the n th data item and d ik is the i = [i 1 , . . . , i T ] element of the k th atom. The hyperparameters for γ , γ s are set to 10 −6 to give a noninformative prior and a π = K, b π = 1. The shape parameter α for singular value shrinkage is inferred, this is discussed below. Note that the negative log-likelihood is
F , the atom decompositions impose tensor structure and the priors correspond to regularizers. By design, our model is fully locally conjugate and can be implemented efficiently as a Gibbs sampler. A Gibbs sampler produces a Markov chain whose stationary distribution is the joint distribution of the model, and the mode of a set of samples (from the chain) is a maximum a posteriori (MAP) solution to the corresponding regularized optimization problem.
In order to gain intuition about the model, consider the case when we fix R = 1. Every atom D k will be rank 1, so each data item is a sum of rank 1 tensors. This is a KD where the rank 1 tensors are selected from a dictionary. The rank of the output tensor is determined by the number of nonzero entries in z n (min{nnz(z n ), R M }), with s n acting as singular values. Increasing R yields: Xn = k,r s nk z nk λ rk t u (kt) r , which is a KD using rescaled singular values and s nk z nk .
Dictionary updates: With a careful derivation we have found an update procedure that seamlessly converts BPFA into a tensor model. The naive approach, specifying the likelihood elementwise, as in MGP-CP, is poorly suited to computation, since the singular values/vectors must be updated for every entry of the data tensor-making the dictionary update complexity O N KT 2 R(1 + mt) mt for a single Gibbs iteration (without including the expensive residual computation). In our implementation, entire atoms are updated at once. Moreover, the atom-wise updates clearly show the overhead of the KD. The first step in the update is to compute the mean and covariance just as in BPFA, these are then used to sample all of the atom parameters. With the following reparameterizations
we derive closed form updates for dictionary atoms:
where γ
i t k are the BPFA updates for the precision and mean (without multiplying the covaraince) and
The complexity for sampling D in BPFA is ), where M = mt and n k is the number of data items using atom k. This arises from the residual updates (which includes an elementwise matrix product and an outer product of matrices), which dominate. For a T -way tensor KFA adds O(KT 2 R(1 + mt)) operations, so the complexity for sampling D k in KFA is the same as BPFA (since M 2 n 2 k T 2 R(1 + mt), for practical N). The weight matrices S and Z have the same updates in BPFA and KFA, so the complexity of one Gibbs iteration of KFA is the same as BPFA.
Learning the shape parameter α:
The shape parameter is critical to model quality because it determines the shrinkage rate for the singular values. We found that fixing α produces suboptimal results. Updating α while the model is learned is important because it adjusts the complexity of the dictionary. Note that a similar approach was taken in (Rai et al., 2014) , where the rank of the tensor was increased or decreased ad hoc depending on whether the singular values are larger than or smaller than preset thresholds.
KFA specifies a prior for α, which connects the dictionary atoms. The conjugate prior for a gamma distribution with known rate β = 1 is given by
Although this prior gives straightforward updates, it is not a standard distribution to sample from. We use numerical integration to perform inverse-CDF sampling. Using the conditional MAP solution for α also works well and is simpler. The MAP solution is closed form:
, where ψ −1 is the inverse digamma function.
We choose the hyperparameters a = 10 6 , b = 10
and set the initial value for α = 10 6 . This causes the model to gradually increase from rank 1 atoms up to the inferred minimal rank. Without sampling α, the parameters R and α must be selected manually. In our approach we set R = R E − 1 or R = R G − 1, depending on whether each data item is balanced or not, and let the model learn α. We reduce the rank by 1 to prevent overfitting.
Scalability:
We use the Bayesian conditional density filter (BCDF) (Guhaniyogi et al., 2014 ) to allow our model to scale to large datasets. Essentially, BCDF allows MCMC models to be trained online or by iterating over subsets of training data. This application of BCDF is not the same as the original authors intended. In their work, only one epoch was used. Our BCDF approach removes the need to load an entire dataset into memory. The details are given in the supplement.
Deep Convolutional KFA
Instead of matrix-vector multiplication between the atoms and the sparse weights we can use convolution. This will imbue the model with translational invariance; specializing BPFA with a convolutional likelihood is called convolutional factor analysis (CFA) (Chen et al., 2011) . In the setting of images we use the 2D (spatial) convolution, and for multi-channel images the convolution is applied separately to each channel. The likelihood for CFA is Xn ∼ N k D k * W kn , γ −1 IP , which can be converted into a tensor model by applying KD to D k and applying the same priors as KFA. Note that the weights W kn are matrices and the data X n ∈ R Mx×My×Mc and dictionary atoms D k ∈ R mx×my×Mc are tensors (e.g., M c = 3 for RGB images). Usually, the dimensions of the dictionary atoms are much smaller than the image dimensions (m x M x and m y M y ). The spatially-dependent activation weights for dictionary atom k, image n, are W kn ∈ R (Mx−mx+1)×(My−my+1) . More details can be found in Chen et al. (2011); Pu et al. (2014 Pu et al. ( , 2016b . The dictionary atoms in CFA, although they are tensors, are sampled from a multivariate Gaussian.
In a deep architecture, the set of weights {W kn } K k=1
for image n are represented in terms of (different) convolutional dictionary atoms. When an L-layer deep model is built, the input of the th layer is usually composed of a pooled version of the output of the layer below, the ( − 1) st layer. We can formulate this deep deconvolutional model via these two contiguous layers:
The weight matrices W ( ) kn in the th -layer become the inputs to the ( + 1) st -layer after pooling. The input tensor X ( +1) n is constituted by stacking the K spatially aligned X ( +1) kn . The ( + 1) st -layer inputs are tensors with the third-dimension of size K , the dictionary size in the th -layer. This is deep CFA. When a stochastic unpooling process is employed in (8), and appropriate priors are imposed on dictionary and feature parameters, the model developed in (7) constitutes a generative model for images called the deep generative deconvolutional network (DGDN) (Pu et al., 2016b) .
Within each layer of the deep CFA and DGDN model we employ KFA, resulting in deep CKFA and Kruskal DGDN. A major difference from multiplicative KFA is that both the weights and the dictionary are tensors. Kruskal DGDN can be supervised by connecting a Bayesian SVM (Polson and Scott, 2011) to the top layer weights W L kn (Pu et al., 2016b) .
Related Work
KFA is different from K-SVD and BPFA, since their atoms are vectors, and thus atom-rank is not defined. Moreover, in the experiments we found that BPFA prefers full-rank atoms (determined by first reshaping), while KFA prefers reduced-rank atoms. In addition, the posterior distribution for a vectorized atom in KFA will have a Kronecker structured covariance (with offdiagonal interactions), whereas BPFA atoms have a diagonal posterior covariance.
The main difference of KFA and any Tucker-like decomposition, e.g. sparse Bayesian Tucker decomposition (sBTD) , TenSR (Qi et al., 2016) , Tensor Analyzers (Tang et al., 2013) , or MGP-CP, is that KFA is rank-overcomplete , but Tucker-like decompositions can have at most R M (a similar condition holds for multilinear-rank). Another difference from decompositions is that KFA infers several tensors simultaneously (the atoms). Further, we learn the rank and sparsity simultaneously. We also extend MGP-CP by learning the shrinkage rate. Without inferring α, KFA performance suffers. MGP-CP is very sensitive to this parameter-techniques are proposed in (Rai et al., 2014) for tuning α. Moreover, the rank being inferred is different (atoms vs. data tensor), and the atoms could be balanced or unbalanced, but for N ≥ M the data tensor is usually unbalanced.
Some recent work has been done using a separable (R = 1) tensor structure for the dictionary. One approach, separable dictionary learning (Hawe et al., 2013) , considered two-way data (grayscale image patches) and claimed generalizing to higher order data was straightforward, but did not show any results in this direction. Their optimization algorithm is significantly more complicated than the separable convolution approach in (Sironi et al., 2015) and for grayscale denoising the performance is not as good as BPFA. The separable multiplicative structure is also considered in (Gribonval et al., 2015) , where the sample complexity for various dictionary learning approaches is considered.
A separate line of work is concerned with high-order cumulant decomposition, which is used in, e.g. independant component analysis (Comon, 1994) . Cumulants are symmetric, so all of the factor matrices are identical (Comon et al., 2008) . This is very different from direct analysis of tensor data.
Experiments
In this section we show that maintaining the tensor structure of the data is beneficial in several tasks. We compare against vectorized factor analysis to show that keeping structure can boost performance. All experiments use the default parameters discussed above and none of the parameters were tuned or optimized. We implemented our models in Matlab. All latent parameters are initialized randomly, except α which is set to 10 6 to initialize an essentially separable model. In the tables, bold represents the best result.
Image denoising and inpainting
Image denoising is a standard image processing task, and BPFA has been shown to produce very good denoising results without a priori knowledge of the noise level. Inpainting is another image processing task, and is a special case of compressive sensing. The goal in the inpainting task is to impute missing pixels. Simultaneous inpainting and denoising has become an important step in scientific imaging (Stevens et al., 2014; Kovarik et al., 2016) . The model details for inpainting and compressive sensing are given in . Finally, while we do not give direct comparisons to K-SVD Aharon et al. (2006) , BPFA has been shown to be, in general, superior to K-SVD for denoising.
All of the image processing methods are patch-based. The dataset X ∈ R B×B×C×N is extracted from the image on a regular grid where the corner of each patch is separated from the other patches by (∆, ∆) pixels (B is patch width/height, C is the number of colors). In these experiments 150 samples are obtained, with the first 40 used as burn-in. The remaining samples are reconstructed as an image, and then averaged to give the final reconstruction. This reconstruction approach is a type of Bayesian model averaging, we do not compute a MAP or mean-field solution. For the our stochastic learning approach, termed CDF-KFA, we use 10 epochs with 5 for burn-in, a batch size of 5000, and we update all of the local parameters one time after the first epoch. The time for a single epoch is about 3 times the iteration time for KFA on the full dataset (CDF-KFA has 3× more updates). For inpainting, the sensing mask pixels are drawn iid from a Bernoulli distribution and the same mask is used for the different algorithms. We measure reconstruction error using peak signal to noise ratio (PSNR).
Grayscale:
The grayscale experiments use a 256×256 Barbara image. The image was chosen so that a direct comparison can be made with published BPFA results. The patch size is 8 × 8 in these experiments.
We first examine the performance of KFA by varying the complexity (via dictionary size K) and robustness to small sample sizes. The results of the complexity experiment are shown in Figure 2 ; the dictionary size ranges from 1 to 256, ∆ = 1, and for KFA R = 1. We see that KFA, with much fewer parameters, outperforms BPFA. KFA dictionary is KR(1 + mt) = 17K and BPFA has K mt = 64K. KFA also has a sizable jump in performance just above K = R M = 8, but before K = m t , indicating that rank-overcompleteness is beneficial. For robustness to small sample sizes we train on datasets with ∆ = 1, 2, 4, 8, corresponding to 100%, 25%, 6.25%, and 1.56% of the patches; results are shown in Table 1 each entry is the mean of 10 runs; the standard deviation for KFA and BPFA was 0.1, for MGP-CP 1.2 and for CDF-KFA 0.6. We also compare to MGP-CP (using patches) with R = R G = 64 and our new update for α using the same number of samples as KFA. KFA performs substantially better than BPFA and KFA is more consistent for smaller datasets. We also find that the MGP-CP, performs better than BPFA. The results for simultaneous denoising and inpainting of the Barbara image are listed in Table 2 and example reconstructions for 20% inpainting are in the SM. We find that KFA generally outperforms BPFA. The BPFA results were reported in . The dictionaries learned by each algorithm from the uncorrupted image are shown in Figure 3 . Qualitatively, the KFA dictionary has a larger variety of structures. The rank (via SVD, with a threshold of 10 −6 ) of the KFA dictionary atoms is between 2 and 7 with 96% having rank 4 or 5. In contrast, every BPFA atom has full rank. KFA dictionaries for R = 1, 2, 4, 8 learned from the uncorrupted image are shown in Figure 4 . The dictionaries clearly show that KFA enforces different rank; in higher-rank dictionaries KFA learns both lowand high-rank atoms.
The results for only inpainting are substantially better than BPFA. KFA gains more than 1 dB in 3 of the cases. For denoising cases KFA also produces superior results. In combined denoising and inpainting KFA performs better than BPFA in all but one case.
Color: In the color image experiment we use the castle image. The patch size is 7 × 7 × 3, ∆ = 1, and K = 512. Denoising and inpainting were performed separately and the reconstruction PSNRs for the castle image are shown in Table 3 . The inpainting results improve upon BPFA (reported by ), and the denoising results are comparable. We also obtain a PSNR of 50.94 dB on the uncorrupted image using non-overlapping patches. The dictionaries learned by BPFA and KFA are shown in Figure 3 . As the rank increases diagonal structures are added. For R = 8, most atoms have rank less than 5, and none are full-rank. 3-way data: Here we show the superior inpainting performance of KFA on two 3-way data sets. The first is the amino acids fluorescence data (5 × 201 × 61) (Bro, 1998) , with 5 × 50 × 4 patches, ∆ = 1, K = 256, and R = R G = 20. We compare to BPFA, MGP-CP (no patches), and sBTD . The second is the brainweb, a 3D MRI image (Collins et al., 1998) , where we use 8 × 8 × 8 patches, ∆ = 4, K = 512, and R = R E = 24. For the brainweb data, we compare to BPFA, and sBTD. We also show comparable performance to BM4D for denoising (Maggioni et al., 2013) . The results are shown in Tables 4-5 . We report PSNR and relative residual square error (RRSE):
After reviewing the results for grayscale and color image inpainting, the substantial performance gain by KFA over the other tensor methods is not surprising and is due primarily to the fact that we are performing tensor dictionary learning, not tensor decompositionin fact, BPFA is comparable to tensor decomposition. For 20% pixels, KFA obtains a PSNR of 27.92, 29.58, and 30.46 dB, for gray, color, and MRI data. The reason inpainting performance increases as the dimension grows is that the number of sensed pixels in a patch increases with dimension (about 13 pixels for 8 × 8, and 102 for 8 × 8 × 8). We further note that for the amino experiment, KFA is rank-overcomplete, but not overcomplete (RG < K < mt). 
Deep learning
In the next two experiments we test deep CKFA and Kruskal DGDN. The rank for these experiments was set to R = 1 to minimize training time. Even with such a strong restriction the proposed tensor models outperform the non-tensor models. The hyperparameters for our deep models are set as in (Pu et al., 2016a) ; no tuning or optimization was performed. All of our deep models are rank-overcomplete (each layer).
Caltech 101: We resize the images to 128 × 128, followed by local contrast normalization Jarrett et al. (2009) . The network in this example has 3 layers. The dictionary sizes for each layer are set to K 1 = 64, K 2 = 125 and K 3 = 128, and the dictionary atom sizes are set to 16 × 16, 9 × 9 and 5 × 5. The size of the pooling regions are 4 × 4 (layer 1 to layer 2) and 2 × 2 (layer 2 to layer 3). For classification, we follow the setup in Yang et al. (2009) , selecting 15 and 30 images per category for training, and up to 50 images per category for testing. The training for the CFA and CKFA models is unsupervised, and the top layer features are used to train an SVM after training the deep model. We compare to the hierarchical beta process CFA (HBP-CFA) (Chen et al., 2011) , the pretrained DGDN (i.e., deep CFA), and the DGDN (Pu et al., 2016a) . The DGDN models have 3-layers. Other deep CNN models outperform our results in this experiment. However, we are simply showing that using a tensor structured dictionary can improve performance. The results for Caltech 101 are shown in Table 6 . The one layer CKFA significantly outperforms Deep CFA and is also better than the single layer HBP-CFA. We also find that the 2-layer deep CKFA achieves comparable performance to the deep HBP-CFA using only the top-layer features. The 2-layer HBP-CFA uses both layers of features in the SVM. We also train a 3-layer CKFA and see that the deeper model continues to extract more discriminative features as layers are added. Kruskal DGDN provides state of the art accuracy among models not pretrained on ImageNet (Deng et al., 2009) .
MNIST: A two layer model is used with dictionary size 8 × 8 in the first layer and 6 × 6 in the second layer; the pooling size is 3 × 3 and the number of dictionary atoms in layers 1 and 2 are K 1 = 36 and K 2 = 152. These numbers of dictionary atoms are obtained by setting the initial number of atoms to a large value (K 1 = 50, K 2 = 200), then removing low-use atoms.
The results for MNIST are shown in Table 7 . The state of the art MCDNN is shown as a reference point, MCDNN uses a committee of 35 convnets, elastic distortions, and width normalization. In contrast, we train a single 2-layer model using the original training data. The separable Kruskal DGDN outperforms DGDN. We also test the robustness of Kruskal DGDN to small data sets. The results are shown in Figure 5 . We compare to the first stochastic pooling work (Zeiler and Fergus, 2013) and DGDN. Kruskal DGDN is consistently better than DGDN. 
Method
Error % 35-CNN (Ciresan et al., 2012) 0.23 6-layer CNN (Ciresan et al., 2011) 0.35 4-layer CNN (Li et al.) 0.37 2-layer DGDN (Pu et al., 2016a) 0.37 2-layer Kruskal DGDN 0.35
Conclusion
This paper presented a doubly nonparametric tensorvariate factor analysis model. To the best of our knowledge, this is the first factor analysis model capable of preserving the structure of arbitrary order tensor data. KFA is fully locally conjugate, by design, and can be implemented as a Gibbs sampler. The concept of rankovercompleteness was also introduced. We showed that rank has a role in the interaction between sparsity and overcompleteness, but the interplay of these three properties requires further study. We also explored several extensions of KFA: online learning with BCDF, convolutional factor analysis, deep CFA, and supervised deep CFA using the Bayesian SVM. The performance of KFA and Kruskal DGDN is promising and has improved state of the art in inpainting and on the Caltech 101 image classification benchmark.
Supplementary Material

Gibbs updates
KFA Likelihood and priors:
where Xn ∈ R m 1 ×···×m T is the n th data item, and d ik is the i = [i1, . . . , iT ] element of the k th atom. The precisions γ , γs have gamma priors.
Bayesian Conditional Density Filter for KFA
We record surrogate conditional sufficient statistics (SCSS) for the global parameters that directly interact with the data or local parameters D, γ , γs, π k . The SCSS are given by the posterior updates of the global parameters. The SCSS are accumulated for each subset of data, and then applied in the subsequent update as the prior parameters. We reset the SCSS after the number of data items seen is the same as the size of the dataset. In our implementation we update the model parameters 3 times using a single subset of data. The SCSS are held fixed until the 3 rd iteration. This allows stale local parameters {S, Z} to be refreshed before updating the SCSS. The algorithm below describes the process.
for epoch = 1 to numEpoch do Randomly partition X into minibatches X (i) of size batchSize Set SCSS to prior parameters for all X (i) do Update S (i) , Z (i) and all hyperparameters with KFA Do a standard KFA update twice (including the dictionary) Update SCSS (∀k): µ
π kaSCSS = π kaSCSS + n z (s
end for Reset SCSS to original prior parameters if epoch == 1 then Update S, Z and all hyperparameters using the full data set (note that every column is independent, so this can be done in parallel). end if end for Barbara Images Figure 6 : Barbara reconstructions from a random 20% of the pixels: corrupted image (top), KFA (center), BPFA (bottom).
KFA reconstructs the eyes and mouth better than BPFA. Also, the contrast in the stripe pattern is stronger in the KFA reconstruction.
Dictionary Recovery
For this example, we assume the dictionary is composed of the 5 × 5 × 5 × 5 DCT filters. Note that each filter is rank-1 (separable). We generate 500 data samples using normal random weights for S, enforce that only 8 nonzero elements are present in each column of Z and set the noise variance to 0.01. We use the same settings for BPFA and KFA, with R = 1. The dictionary size is K = 625, the same as the number of DCT filters. We ran both models for 100 iterations. Figure 7 shows the learned dictionaries from each algorithm. KFA learns the DCT filters. We find that even when we set R to the expected rank RE = 30, the KFA dictionary atoms are low-rank. The BPFA dictionary looks noisy (high-rank structures) while both of the KFA dictionaries have low-rank atoms. The RMSE for the three models is given in table 8. We can see from the dictionary and the RMSE that KFA is discovering the multi-way structure of the data. The number of samples is smaller than the dictionary, yet KFA is still able to find a well structured dictionary and achieve a lower error. Figure 7: 4D-DCT example dictionaries collapsed to 2D: KFA (top), BPFA (bottom). Zoom-in for fine structure.
