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Introduction
This paper is concerned with a special case of the “quadratic pairs” whose
study was initiated by John Thompson in the early 1970s. Thompson considered
the situation in which a finite group G acts faithfully and irreducibly on a
module M over a prime field Fp of odd order, and in which G is generated
by the G-conjugates of a subgroup A which acts “quadratically” on M . This
last condition means that [M,A]  CM(A), which one also expresses by
writing [M,A,A] = 0. Thompson considered only primes p with p > 3, and
in unpublished work he showed that, in that case, G is a group of Lie type in
characteristic p. In particular, in the case p > 3, the generalized Fitting group
F ∗(G) is quasisimple – but this is a fact which emerges very early in the analysis.
We should mention that Thompson’s results were later treated by Betty Salzberg,
in [Sa], using Aschbacher’s classification [A1] of groups of Lie type in odd
characteristic. Much more recently, Timmesfeld [T] has generalized the notion
of quadratic pairs to certain infinite groups.
Quadratic pairs for p = 3 were treated, partially, by Chat-Yin Ho in [H1,H2].
In general, for all odd p, two elements of G of order p which act quadratically
on M and which do not generate a p-group will generate a subgroup of G which
involves the group SL(2,p). But it is only for p > 3 that SL(2,p) is non-solvable,
and it is this fact which leads to the special nature of the problem for p = 3.
For example, Ho’s results for p = 3 were obtained only under the additional
assumption (among others) that F ∗(G) is quasisimple. In the context of the
quadratic pairs, this is equivalent to the assumption that there exists at least one
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quasisimple subnormal subgroup of G: i.e. G has at least one component. (See
Lemma 1.4, below, concerning this point.) Our aim in this paper is to consider
the alternative case, where G has no components. That is, we assume that the
generalized Fitting subgroup of G is just the Fitting group F(G), or equivalently,
that CG(F(G)) F(G). We shall obtain the following result.
Theorem A. Let G be a finite group, let p be an odd prime, and let M be a
faithful, irreducible module for G over the field Fp of p elements. Assume that
the following hold:
(1) There exists a non-identity subgroup A of G such that [M,A,A] = 0, and
such that G= 〈AG〉.
(2) We have CG(F(G)) F(G).
We then have the following:
(a) |A| = p = 3;
(b) F(G) = O2(G) = Z(G)X where X is an extra-special 2-group (of some
width n 1) and where Z(G) is cyclic of order 2 or 4; and
(c) with n given as in (b), G/O2(G) is isomorphic to Alt(2n+ 1), Alt(2n+ 2),
GU(n,2), Ω2n(2) ( = ±1), or Sp(2n,2). Moreover, conjugation in G
induces a faithful action of G/F(G) on F(G)/Z(G), for which F(G)/Z(G)
is a natural irreducible module.
Theorem A is essentially a corollary of the following result.
Theorem B. Let V be a 2n-dimensional vector space over the field F2 of two
elements, let B be a non-degenerate alternating bilinear form on V , and let G∗
be the isometry group of V with respect to B . Denote by D∗ the set of elements d
of G∗ such that [V,d] is a non-degenerate subspace of V of dimension 2. Let
d ∈D∗, and let G= 〈dG〉 be a subgroup of G∗ with [V,G] = V . Then one of the
following holds.
(1) G is isomorphic to an alternating group Alt(2n+1) or Alt(2n+2), n 1, and
V is G-isomorphic to the non-trivial irreducible constituent in the natural
permutation module for G.
(2) G is isomorphic to a unitary group GU(n,2), n  3, and G preserves an
F4-structure and a hermitian form H on V , such that B is the bilinear
form associated with the quadratic form Q(u)=H(u,u). Here G is the full
isometry group of V with respect to H .
(3) We have n  2, and there is a non-degenerate quadratic form Q on V with
associated bilinear form B , such that G is the group Ω(V,Q), of index 2
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in the full isometry group of V with respect to Q. Thus, G ∼= Ω2n(2), with
 =±1. Further, if  =+1 then n 3.
(4) G∗ =G∼= Sp(2n,2), n 3.
Moreover, if H = 〈cH 〉 is a subgroup of G∗ with c ∈ D∗ and with H
isomorphic to G, then G and H are conjugate in G∗.
Remark 1. Let X be an extra-special 2-group of width n, let Z be a cyclic
group of order 2 or 4, and form the central product XZ by identifying Z(X)
with the subgroup of Z of order 2, in X × Z. As will be seen in the proof of
Theorem A, XZ has a unique (up to algebraic conjugacy) faithful, irreducible
module M over the field F , where F = F3 if |Z| = 2, and where F = F9 if
|Z| = 4. It follows that, in the general linear group E = GLF (M), we have
NE(XZ)/CE(XZ) isomorphic to the group of all automorphisms of XZ which
centralize Z. This group is an extension of the group of inner automorphisms
of XZ by an orthogonal group of degree 2n if |Z| = 2, and by the symplectic
group of degree 2n if |Z| = 4. One further observes that any element d of
NE(XZ) of order 3, such that [XZ,d] is a quaternion group, acts quadratically
on M . In this way one obtains examples, and indeed all of the examples, of pairs
(G,M) satisfying the hypothesis of Theorem A.
Remark 2. The proof of Theorem B occupies the bulk of this paper. We wish to
point out that the proof is, from one point of view, entirely elementary. What this
means is that it is based entirely on text-book material on spaces with forms and
on classical groups. Unfortunately, there seems to be only one basic text in English
containing such material, namely Aschbacher’s book “Finite Group Theory”
[A2]. The prerequisites for a reading of the proof of Theorem B are familiarity
with Witt’s Lemma [A2, Section 20] and familiarity with, or acceptance of, the
fact that the orthogonal groups in even dimension over F2 have subgroups of
index 2 which contain no transvections (for which see [A2, Section 22]). Most
of the arguments that involve actual computation make use of the isomorphism
between Sp(4,2) and the symmetric group Sym(6), and of the fact that there is
an automorphism of Sym(6) which interchanges the two classes of elements of
order 3.
Remark 3. Theorem B is, in some sense, a special case of a recent result
of Guralnick and Saxl [GS] which classifies groups G having a module V
over a field F , such that G is generated by elements g with the property that
dimF ([V,g]) 2. We do not wish to quote that result here, for several reasons.
First, [GS] uses the Classification of the Finite Simple Groups, which we would
prefer to avoid when it is feasible to do so. Second (or what amounts to nearly the
same reason as the first), the arguments in [GS] are far from elementary, and [GS]
is far from self-contained, whereas our proof of Theorem B is almost entirely
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both the one and the other. Third, the list of outcomes in [GS] is a long one, and it
really is not so easy to decide which of them cannot possibly arise in the context
of our Theorem B.
In a somewhat different vein, it might be possible to give a shorter proof
of Theorem B by using the results of Aschbacher and Hall [AH], and of
Stellmacher [St], on groups generated by a conjugacy class D of elements of
order 3 such that, for any c, d ∈D,c and d either commute or generate a group
isomorphic to SL(2,3), Alt(4), or Alt(5). Indeed, it emerges very early in our
proof of Theorem B (in Lemma 2.4, below) that the set D = D∗ ∩ G has the
property just described. Thus [AH,St] can be utilized in order to identify a list of
possibilities for the structure of G. The problem then becomes one of eliminating
some of the outcomes from the list, and of identifying the module V . But there
does not seem to be any easy way to carry out those steps, short of incorporating
large portions of the proof given here, and this would be true also of a proof of
Theorem B based on [GS]. Therefore, for all of these reasons, it seems to us that
the more reasonable approach is to give a proof of Theorem B which quotes none
of these papers.
Remark 4. Theorem A is intended as a step towards the classification of all
quadratic pairs (G,V ) for p = 3. As mentioned above, the problem reduces
either to the case considered here (where F ∗(G) is nilpotent) or to the case
where E(G) is quasisimple and CG(E(G)) is cyclic. In the non-solvable case, we
will feel free to employ the Classification of the Finite Simple Groups (and the
determination of the Schur multipliers of the simple groups) in order to treat the
various possibilities for F ∗(G). The idea is to use Theorem A, above, in order to
obtain information about the 2-local subgroups ofG in the case that F ∗(G)/Z(G)
is a group of Lie type in characteristic 2, or a sporadic group. The information
given by Theorem A is in no way essential to that project, but it does yield some
conceptual simplifications.
A Final Remark. The author owes a debt of gratitude to Ulrich Meier-
frankenfeld, for suggesting the problem addressed here, and for supplying
Lemma 1.3.
1. Odd quadratic action
In this section we obtain Theorem A as a corollary of Theorem B. Sections 2
through 6 will then be devoted to the proof of Theorem B.
Let G be a finite group, let p be an odd prime, and let M be a faithful
irreducible G-module over Fp. Assume that there is a non-identity subgroup A
of G with G= 〈AG〉 and with [M,A,A] = 0.
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Lemma 1.1. A is an elementary abelian p-group, and Op(G)= 1.
Proof. As [M,A,A] = [A,M,A] = 0, we have [A,A] CG(M) by the Three
Subgroups Lemma, and then A is abelian since M is a faithful G-module. Let
a ∈ A, let x ∈M , and set z = [x, a]. Then 0 = pz = z + za + · · · + z(ap−1)) =
[x, ap], and this shows that ap = 1 and hence that A is elementary abelian. As M
is irreducible for G we have Op(G)= 1. ✷
Lemma 1.2. Let a ∈ A and let K be an a-invariant p′-subgroup of G. If p = 3,
assume also that K is abelian or that |K| is odd. Then [K,a] = 1.
Proof. Suppose [K,a] = 1. Then a /∈Op(K〈a〉). The quadratic action of a on M
then implies that there exists g ∈K , a subgroup L= 〈a, ag〉 of G, and a normal
subgroup N of L such that L/N ∼= SL(2,p). (See [Gor, 3.8.1], or [Su, 4.11].)
Here L ∩K has index p in L. For p > 3, SL(2,p) has no normal subgroup of
index p, so we have p = 3. Then K is abelian or of odd order, by assumption,
whereas L ∩ K has a homomorphic image which is a quaternion group. This
contradiction yields the lemma. ✷
We now prove Theorem A. We are given CG(F(G)) F(G), and |F(G)| is
prime to p by Lemma 1.1, so CA(F(G))= 1. Then Lemma 1.2 implies that p = 3
and that [F(G),A] is a 2-group. As G= 〈AG〉, it follows that also [F(G),G] is a
2-group, and thus F(G)=O2(G)Z(G). Further, as M is faithful and irreducible,
Z(G) is cyclic.
Set T = O2(G). Then Lemma 1.2 implies that every characteristic abelian
subgroup of T is contained in Z(G). By a theorem of Phillip Hall [Gor,
Theorem 5.4.9] we may then write T = XY where X = 1 or X is extra-special,
Y is cyclic, dihedral, generalized quaternion, or semidihedral, [X,Y ] = 1, and
Z(X)  Y . Moreover, taking X as large as possible for these conditions, Y is
cyclic or |Y |> 8. In particular, Y then has a unique maximal subgroup which is
cyclic, and so Y has no automorphisms of order 3. Thus T = Y and so X = 1.
Let z be the involution in Z(T ), set T = T/〈z〉, let T0 be the subgroup of T
generated by all the involutions in Z(T ), and let T0 be the inverse image of T0
in T . Then T0 = XZ, where [X,Z] = 1, Z(X)  Z, and Z is cyclic of order at
most 4. Evidently, T0 is a characteristic subgroup of G. Setting Y0 = CT (T0) we
have Y0  Y and Y0 is cyclic of index at most 2 in Y . Then [Y0,A] = [Y0,G] = 1.
In particular, we have Y0 <Z(Y ), and hence Y is cyclic. Then Y =Z(T ), so Y is
normal in G, and then Y Z(G).
Since T/T0 is cyclic we have [T ,G]  T0. Then CG(T0/Z) stabilizes the
chain T  T0  Z  1, and so CG(T0/Z) = F(G). Set V = [T ,G]Z/Z. The
commutator map from T × T into 〈z〉 then defines an alternating bilinear
form B on V , over F2, and B is non-degenerate. Let 1 = a ∈ A. Then [V,a]
is a non-degenerate subspace of V with respect to B , since [V,a] = [V,a, a].
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If dim([V,a]) > 2 then dim([V,a])  4 and [V,a] has an a-invariant totally
isotropic subspace U of dimension 2. The inverse image R of U in T is then
abelian, and [R,a] = 1, contrary to Lemma 1.2. Thus, we have dim([V,a])= 2
for every non-identity element a of A. It then follows that |A| = 3.
Let C be the inverse image in G of CV (G). Then [C,G] = [C,G,G] = 1,
so C = Z and CV (G) is trivial. As V is self-dual as a G-module, via B , it
follows that also V = [V,G]. Now Theorem B gives the list of possibilities for
the structure of G/F(G), and for V as a module for G/F(G). In order to show
that Z(G) is a 2-group of order at most 4, we require the following lemma, which
is due to Ulrich Meierfrankenfeld.
Lemma 1.3. Let H be a finite group, p an odd prime, and V a module for H
over Fp . Let K be a subgroup of H , let U be an irreducible K-submodule of V ,
and let a be an element of NH(K) satisfying the condition [V,a, a] = 0. Suppose
that [K,a] is not contained in CK(U). Then U is a-invariant.
Proof. Suppose that U is not a-invariant, and set W =U +Ua . As [U,a, a] = 0,
W is a-invariant. In particular, we have Ua2  W , while Ua2 = U as p is
odd. It follows that W is a homogeneous K-module. Moreover, we have W =
Ua ⊕ Ua−1 . There is then a K-module isomorphism φ of U ⊕ U onto W such
that, for all u ∈U , we have φ(u,u) ∈ U , φ(u,0) ∈Ua , and φ(0, u) ∈Ua−1 .
Denote by α the endomorphism of V induced by a. As a acts quadratically
on V we have (I −α)(I −α−1)= 0, and so α+α−1 = 2I . Now makeU⊕U into
a K〈a〉-module via transport of structure from W via φ−1. Then for any u ∈ U
there exist elements x and y ofU such that (u,u)a = (x,0) and (u,u)a−1 = (0, y).
It follows that x = 2u and y = 2u. For any g ∈K we then have
(u,u)aga
−1 = (2u,0)ga−1 = (2ug,0)a−1 = (ug,ug).
Thus aga−1g−1 acts trivially on U , and we have [K,a] CK(U). ✷
We may now proceed to complete the proof of Theorem A. The case n= 1 is
trivial, so we assume n 2. Both the quaternion group and the dihedral group of
order 8 have a unique (up to isomorphism) faithful, irreducible module over F3, so
X has a unique faithful, irreducible module M0 over F3, and M0 is obtained as a
tensor product of modules of dimension 2 for the quaternion and dihedral factors
in any decomposition of X as a central product. (In particular, the dimension
of M0 is 2n.) We may identify M0 with an X-submodule of M . Let M1 be the
closure of M0 under T0. Then M1 is irreducible for T0. Since [T0, a] = 1 for
any non-identity element a ∈ A, it follows from Lemma 1.3 (with T0 in the role
of K) that M1 is G-invariant, and hence M1 =M . Here EndX(M0)∼= F3, while
Z(G) EndG(M). If M =M0 we then have Z(G)=Z(X), and F ∗(G)=X.
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On the other hand, suppose that M =M0. Then Z(T0) is cyclic of order 4. Set
F = F9. Then F is a splitting field for Z4, so we may identify M with M0 ⊗ F ,
and obtain also EndG(M)∼= F . Thus Z(G) is a cyclic group of order 4 or 8, and
we have shown that F ∗(G)=O2(G).
As Z(T0) is of order 4, we may take X to be a central product: X = X1 ◦
· · · ◦Xn, with each Xi a quaternion group of order 8. Then M may be written as
U1 ⊗ · · · ⊗Un, where the tensor product is defined over F , and where Ui is a 2-
dimensional irreducible module forXi over F . One observes that, onUi , there are
exactly two non-degenerate hermitian forms,Hi and−Hi , preserved byXi . Every
hermitian form on M may be written as a tensor product of hermitian forms on the
spaces Ui , and in this way it follows that M supports exactly two non-degenerate,
X-invariant hermitian forms, H and −H . Here Z(G) acts as a group of scalars
on M , so for any f ∈Z(G) there exists c(f ) ∈ F× such that uf = c(f )u for any
u ∈M . Then, for any u and v in M , and any f ∈Z(G), we have
H
(
uf , vf
)= c(f )c(f )3H(u,v)= c(f 4)H(u,v),
and so f preserves H if and only if |f | 4. Thus Z(G)=Z, and this completes
the proof of Theorem A.
We end this section by showing that, for any quadratic pair (G,M), either
CG(F(G)) F(G) or G has exactly one component.
Lemma 1.4. Let G be a finite group, p an odd prime, and M a faithful irreducible
G-module over Fp. Suppose that there is a subgroup A of G such that G =
〈AG〉 and such that [M,A,A] = 0. Suppose further that F ∗(G) = F(G). Then
F ∗(G)=Z(G)K , where K is a component of G and where Z(G) is cyclic.
Proof. Let K be a component of G, and suppose first that K is not normal
in G. We may then assume that K is not A-invariant. Choose a ∈ A− NA(K).
By Burnside’s theorem, there is a prime divisor r of K/Z(K) with r /∈ {2,p}.
Further, there is an a-invariant Sylow r-subgroup R of 〈K〈a〉〉 with [R,a] = 1.
This contradicts Lemma 1.2, with R in the role of K , so we conclude that K
is normal in G. As G = 〈AG〉 we then have [K,A] = K , and it follows from
Lemma 1.3 that M is irreducible for K . Then CG(K) is cyclic, and K is the
unique component of G. Moreover, Lemma 1.2 shows that [CG(K),A] = 1, and
thus CG(K)=Z(G). ✷
2. Preliminary results for Theorem B
Let V be a 2n-dimensional vector space over the field F2 of two elements, let
B be a non-degenerate alternating bilinear form on V , and let G∗ be the isometry
group of V with respect to B . Let D∗ be the set of elements d of G∗ such that
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[V,d] is a non-degenerate subspace of V of dimension 2. Thus,D∗ is a conjugacy
class of elements of order 3 in G∗.
We call a subgroup H of G∗ a D∗-group if H = (dH ) for some d ∈D∗. For
any subgroup or element H of G∗, we set VH = [V,H ]. For elements u and w
of V we often write u⊥ w for B(u, v) = 0. If U and W are subspaces of V we
write U ⊥W if u ⊥ w for all u ∈ U and all w ∈W . For any subspace W of V ,
W⊥ denotes the set of all x ∈ V such that B(x,w) = 0 for all w ∈ W , and if
u ∈ V we write also u⊥ for 〈u〉⊥ , where 〈u〉 denotes the subspace spanned by u.
A subspace W of V is isotropic if W ⊥W . More generally, for any subspace W
of V , the subspace W ∩W⊥ is called the radical of W , denoted Rad(W). For any
subgroup or element H of G∗ we write V˜H for VH/Rad(VH ).
Lemma 2.1. Let u,v ∈ V , let H be a subgroup of G∗, and let g ∈G∗.
(a) We have B([u,g], v)= B(u, [v,g−1]).
(b) If U and W are subspaces of V with [U,H ]W , then [W⊥,H ]U⊥.
(c) We have (VH )⊥ = CV (H).
(d) We have Rad(VH )= CVH (H).
Proof. Part (a) is proved by
B
([u,g], v) = B(u+ ug, v)= B(u, v)+B(ug, v)
= B(u, v)+B(u,vg−1)= B(u, [v,g−1]).
Now (b) follows from (a), and then (c) follows from applying (b) twice: once
with U = V and W = VH , and once with U = CV (H) and W = 0. Part (d) is
immediate from (c). ✷
Lemma 2.2. Let H be a subgroup of G∗. Assume that either H is a D∗-group or
that V˜H is an irreducible H -module. Then the following hold:
(a) V˜H is an irreducible H -module.
(b) CH (V˜H )=O2(H).
(c) CH (V/Rad(VH ))= CH (VH )=Z(H)∩O2(H).
(d) If dim(Rad(VH )) = 1 then O2(H) is elementary abelian, and |Z(H) ∩
O2(H)| 2.
Proof. In order to prove (a) we may assume that H is a D∗-group. Fix d ∈D∗
with H = 〈dH 〉. Since Vd is irreducible for 〈d〉, H has just one non-trivial
irreducible constituent in V . Further, since Vd = [Vd, d] we have VH = [VH ,H ].
Similarly, CVH (H) is a maximal H -submodule of VH , and so VH/CVH (H) is
irreducible. As CVH (H)= Rad(VH ), by Lemma 2.1(d), (a) follows.
For the remainder of the proof we may assume (a). Observe that CH(V˜H )
stabilizes the chain V  VH > Rad(VH )  0. It follows that CH (V˜H ) is a
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2-group, normal in H , and thus contained in O2(H). On the other hand,
[V˜H ,O2(H)] is a proper submodule of V˜H , so (a) implies that O2(H) 
CH(V˜H ). This yields (b). Now set Z = CH(V/Rad(VH )). Then also Z =
CH(VH ), as V is self-dual. Thus [V,Z,H ] = [V,H,Z] = 0, and so Z 
Z(H) by the Three Subgroups Lemma. Thus Z  Z(H) ∩ O2(H), by (b).
On the other hand, we have [V/Rad(VH ),H,O2(H)] = [V˜H ,O2(H)] = 0,
and the Three Subgroups Lemma then yields [V/Rad(VH ),O2(H) ∩ Z(H)] 
CV˜H (H)= 0. Thus Z(H) ∩ O2(H) = Z. But also, since Z stabilizes the chain
V  Rad(VH ) 0, Lemma 2.1(b) implies that [Rad(VH )⊥,Z] = 0, so that Z 
CH(VH ). Similarly, since CH(VH ) stabilizes the chain V  VH  0, we obtain
CH(VH ) Z, and so (c) holds.
Suppose next that dim(Rad(VH ))= 1, and let W be a non-degenerate subspace
of V containing VH , with dim(W) as small as possible for this condition. Then
dim(W/VH ) = 1, and H acts faithfully on W . For any non-identity element t
of Z, we have [VH, t] = 0 and Rad(VH ) = [V, t] = [W, t], which shows that
there is at most one such element t . Thus |Z| 2.
Let g ∈ O2(H) and let 0 = u ∈ Rad(VH ) and v ∈ W − VH . Then Vg 
〈[v,g], u〉, and thus Vg is an isotropic subspace of V . Then Lemma 2.1(c) implies
that [Vg,g] = 0, and g acts quadratically on V . The exponent of O2(H) is then at
most 2, and so O2(H) is elementary abelian. This completes the proof of (d). ✷
Lemma 2.3. Let c and d be elements of D∗. Then the following are equivalent:
(1) c and d commute.
(2) Either Vc = Vd (in which case 〈c〉 = 〈d〉), or Vc ⊥ Vd .
Proof. If Vc = Vd then also CV (c)= (Vc)⊥ = (Vd)⊥ = CV (d), and so 〈c〉 = 〈d〉.
On the other hand, if Vc ⊥ Vd then Lemma 2.1(c) implies that [c, d] = 1. Thus
(2) implies (1). Now assume (1), with 〈c〉 = 〈d〉. Then Vc is d-invariant, and
Vc = [Vc, d], so that [Vc, d] = 0. Thus Vc ⊥ Vd by Lemma 2.1(c). ✷
Lemma 2.4. Let c and d be elements of D∗, and put H = 〈c, d〉. Assume that
[c, d] = 1. Then H is a D∗-group, and there is a non-degenerate subspace W
of V , containing VH , such that one of the following holds:
(1) W = VH = Vc ⊕ Vd , and H ∼= Alt(5).
(2) |W : VH | = |Vc ∩ Vd | = |Rad(VH )| = 2, and H ∼= Alt(4).
(3) |W : VH | = |Rad(VH )| = 4, Vc ∩ Vd = 0, and H ∼= SL(2,3).
Proof. Let W be a non-degenerate subspace of V containing VH , with
dim(W/VH ) as small as possible. Then H acts faithfully on W since, by
Lemma 2.1(c), W⊥ = CV (H). Evidently VH = Vc + Vd , and by Lemma 2.3 we
have Vc = Vd and Vc is not orthogonal to Vd .
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Suppose first that VH is non-degenerate. Then dim(VH ) is even, so W =
Vc ⊕ Vd has dimension 4. Thus H is isomorphic to a subgroup of Sp(4,2) in
this case. On the other hand, suppose that Vc ∩ Vd = 0. Then dim(VH ) = 3 and
dim(Rad(VH )) = 1. In this case we have dim(W/VH ) = 1, so H is isomorphic
to a subgroup of Sp(4,2) in this case as well. It will now be convenient to make
use of the isomorphism of Sp(4,2) with the symmetric group of degree 6. The
two classes of elements of order 3 are conjugate in the automorphism group
of Sym(6), so we may identify c and d with 3-cycles. One then observes that
〈c, d〉 is isomorphic to Alt(4) or Alt(5). If dim(VH )= 3 then H acts as a cyclic
group of order 3 on VH/Rad(VH ), and so H ∼= Alt(4) in this case. Conversely, if
H ∼= Alt(4) then Lemma 2.2(b) implies that Rad(VH ) = 0. Thus, either (1) or (2)
holds in the two cases that we have considered so far.
It remains to consider the case where Vc ∩ Vd = 0 and where Rad(VH ) = 0.
Here we have dim(Rad(VH )) = dim(V˜H ) = 2, and a smallest non-degenerate
subspace W of V containing VH has dimension 6. Set R =O2(H) and set Z =
Z(H)∩R. Then H =R〈d〉 by Lemma 2.2(b), and Z = CH (VH )= CH (W/VH)
by Lemma 2.2(c). In particular, Z acts quadratically on W , and R is quadratic
on VH . Thus R/Z is elementary abelian. By Sylow’s Theorem,H is generated by
two H -conjugates of d , so we haveH/Z∼= Alt(4). Let s be an element ofR which
represents a non-identity coset of Z, and set t = sd . Then [VH, s] = [VH, s]d =
[VH , t] = [VH ,R]. As VH = Vd + [VH ,R], it follows that CVH (s) = CVH (t) =
Rad(VH ). Duality then yields [W/Rad(VH ), s] = [W/Rad(VH ), t] = V˜H . Thus,
s is not quadratic on W , and so s is not an involution. This shows that H is a non-
split central extension of Alt(4) by Z. Setting Z0 = Z ∩ [H,H ], we then have
|Z0| = 2, and H/Z0 ∼= Alt(4) × Z/Z0. As H = O2(H) we then conclude that
H ∼= SL(2,3). Thus, (3) holds in this case. ✷
Corollary 2.5. Let H be a D∗-group.
(a) We have D∗ ∩H = d±H for each d ∈D∗ ∩H .
(b) 〈H,a〉 is a D∗-group for any a ∈D∗ −CD∗(H).
(c) Let K be a proper D∗-subgroup of H . Then H = 〈(D∗ ∩H)−K〉.
Proof. Let E be a subset of D∗ ∩ H , maximal subject to the condition that no
element ofE commutes with all ofE, and denote the complement ofE in D∗ ∩H
by F . (We allow the possibility that E is empty.) Set L= 〈E〉 and M = 〈F 〉. Then
[L,M] = 1 and H = LM . Here VH = VL + VM , and VL is orthogonal to VM
by Lemma 2.3. As H = 〈dH 〉 for some d ∈ D∗, it follows that either VL  VM
or VM  VL. But VL ∩ VM  Rad(VH ), so we conclude that L = 1 or M = 1.
That is, either E or F is empty. Suppose F is empty, and let c ∈D∗ ∩H . Then
[H,c] = 1. Choose d ∈D∗ ∩H so that H = 〈dH 〉. Then, after replacing d by a
suitable H -conjugate, we may take [c, d] = 1, and Lemma 2.4 then shows that
〈c〉 and 〈d〉 are conjugate in 〈c, d〉. Thus, (a) holds in this case. On the other hand,
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if E is empty then H is cyclic of order 3, in which case (a) holds trivially. Thus
(a) holds in any case, and then (b) follows from (a) and from Lemma 2.4.
Finally, let K be as in (c), and set N = 〈(D∗ ∩H)−K〉. Then N is normal
in H , and since (D∗ ∩ H)−K is non-empty, (a) implies that N = H . That is,
(c) holds. ✷
Lemma 2.6. Let a, b ∈D∗ and put K = 〈a, b〉. Assume that K is isomorphic to
Alt(4), and let c ∈D∗ be such that Rad(VK) is not c-invariant. Put L = 〈K,c〉,
and set L= L/CL(V˜L). Then the following hold:
(a) dim(V˜L)= 4 and dim(Rad(VL)) 1.
(b) L is isomorphic to Alt(5) or Alt(6).
(c) Setting N =NL(〈a〉), we have L= 〈KN 〉.
Proof. Since Rad(VK) is not invariant under c, Rad(VK) is not contained in
Rad(VL). As dim(Rad(VK))= 1, we conclude that VK is isomorphic to its image
in V˜L. In particular, it follows that K is isomorphic to Alt(4). On the other hand,
dim(VL/VK)  2, and since V˜L is a non-degenerate symplectic space, we then
have (a). We may identify the index-2 subgroup of the isometry group of V˜L with
Alt(6), in such a way that K is the stabilizer of two points. Since V˜L = [V˜L,L], we
have c¯ /∈ K . Here [K,c] = 1, so Corollary 2.5(b) implies that L is a D∗-group,
and then Corollary 2.5(a) says that 〈a〉 and 〈c〉 are conjugate in L. Thus c¯ is a
3-cycle, and this makes it easy to observe that (b) holds.
Finally, let N be as in (c). Set L0 = (KN), and set E = CL(V˜L). Then E =
O2(L) by Lemma 2.2(b), so by coprime action we have N =NL(〈a¯〉). Using (b),
one may then observe that L0 = L, and so L = L0E. Assuming that L = L0, it
follows that E = 1, and then dim(Rad(VL))= 1, by (a). If E  Z(L) we obtain
L = O2(L) = O2(L0E) = L0, and thus (c) holds in this case. So assume that
E  Z(L). Then E/CE(VL) is isomorphic to V˜L as a module for L. In particular,
E/CE(VL) is irreducible, and |E : CE(a)| = 4. But L0 is invariant under N , so
L0  [CE(a),L0], and thus E = (E∩L0)CE(VL). Then L= (E∩Z(L))L0, and
we again find that L=O2(L)= L0. This proves (c). ✷
Corollary 2.7. Let H be a D∗-group, with VH non-degenerate. Suppose that no
D∗-subgroup of H is isomorphic to Alt(5). Then also no D∗-subgroup of H is
isomorphic to Alt(4).
Proof. Let K be a D∗-subgroup of H with K isomorphic to Alt(4). As VH is
non-degenerate there exists d ∈ D∗ ∩ H such that Rad(VK) is not d-invariant.
Set L = 〈K,d〉. Then Lemma 2.6(b) implies that there exists c ∈ D∗ ∩ L with
〈c, d〉O2(L)/O2(L)∼= Alt(5), and Lemma 2.4 then yields 〈a, b〉 ∼= Alt(5). ✷
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Corollary 2.8. Let H be a D∗-group such that VH is non-degenerate, let X be a
D∗-subgroup of H , and let a ∈D∗ ∩ H . Suppose that there exists b ∈ D∗ ∩ H
such that 〈a, b〉 ∼= Alt(4). Suppose further that for every d ∈ (D∗ ∩H)−X, we
have 〈a, d〉 Alt(4). Then X=H .
Proof. Set D = D∗ ∩ H and assume that X = H . Set K = 〈a, b〉. By
Corollary 2.5(a) we may assume (possibly after conjugation by a suitable element
of H ) that a ∈ X, and then K  X by hypothesis. By Corollary 2.5(c) there
exists c ∈ D − X such that Rad(VK) is not c-invariant. Set L = 〈a, b, c〉. Then
Lemma 2.6(c) implies that L is generated by Alt(4)-subgroups containing a, and
thus LX, and c ∈X. ✷
Lemma 2.9. Let a, b, c ∈ D∗ with 〈a, b〉 ∼= SL(2,3) and with 〈b, c〉 ∼= Alt(4).
Set K = 〈a, b〉 and H = 〈K,c〉, and assume that [Rad(VK),H ] = 0. Then
dim(VH ) = 5, dim(Rad(VH )) = 1, H/O2(H) ∼= Alt(5), O2(H) is elementary
abelian, and O2(H) is a natural module for H/O2(H) of order 16.
Proof. We have dim(VK) = 4 by Lemma 2.4. Also by Lemma 2.4 we have
Vb ∩ Vc = 0, and so dim(VH/VK)  1. As Rad(VK)  Rad(VH ), we have
dim(V˜H )  3, and since V˜H is non-degenerate we conclude that dim(V˜H ) = 4.
Then VH = VK , and so dim(Rad(VH )) = 1. Further, as [K,c] = 1 it follows
from Corollary 2.5(b) that H is a D∗-group, and then Lemma 2.2 implies that
O2(H)= CH (V˜H ). As Sp(4,2) does not contain SL(2,3) we then have Z(K)
O2(H), and since [VK,O2(K)] = Rad(VK), which is of dimension 2, we have
O2(K)O2(H). Set H =H/O2(H). Thus K ∼= Alt(4), and we may identify H
with a subgroup of Alt(6), in such a way that the elements of D∗ ∩H project to
3-cycles in H . In this way both K and 〈b¯, c¯〉 are identified with standard Alt(4)-
subgroups of Alt(6), and so H = 〈K, c¯〉 ∼= Alt(5).
If O2(H) Z(H) then H is generated by two elements of D∗, and then H ∼=
Alt(5) by Lemma 2.4. But we have seen that Z(K)  O2(H), so we conclude
that, in fact, O2(H)  Z(H). By Lemma 2.2(d) O2(H) is elementary abelian,
and it follows from Lemma 2.2(b) that O2(H)/Z(H) and V˜H are isomorphic as
modules for H . As H is generated by the images in H of two elements of D∗,
we have O2(H)= [O2(H),H ]×Z(H). Suppose Z(H) = 1. As H =O2(H) we
then have H/[O2(H),H ] ∼= SL(2,5). This result is contrary to 〈b, c〉 ∼= Alt(4), so
we conclude that Z(H)= 1, and the lemma is thereby proved. ✷
The following lemma will take care of some issues concerning 1-cohomology
groups H 1(G,V ) where G is a D∗-group listed in Theorem B.
Lemma 2.10. Let c, d ∈D∗ , set H = 〈c, d〉, and assume that H is isomorphic to
Alt(4). Let u ∈ (VH )⊥ with u /∈ VH , and set W = VH + 〈u〉. Denote by D the set
of all d ′ ∈D∗ such that [W,d−1d ′] 〈u〉. Then the following hold:
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(a) |D| = 4, and we may write D = {d, d0, d1, d2}, with 〈c, d0〉 ∼= H , and with
〈c, di〉 ∼= SL(2,3) for i = 1,2.
(b) We have Vd ′  VH for any d ′ ∈D− {d}.
Proof. Identify H with Alt(4), taking c = (123) and d = (234). Put X =
{1,2,3,4} and let M be the permutation module for H over F2, identified with
the power set of X, with addition given by symmetric difference. We may then
identify VH with the submodule of even-order subsets of X. For any pair of
elements {i, j }) of X, we write xij for the element of VH corresponding to {i, j }.
Also, write z for the element corresponding to X. We then have Rad(VH )= 〈z〉,
and CW(H)= 〈z,u〉.
For any d ′ ∈ D, Vd ′ is a complement to 〈u〉 in Vd + 〈u〉, and the action of d ′
on (Vd + 〈u〉)/〈u〉 is the same as that of d . There are precisely four complements
to 〈u〉 in Vd +〈u〉, and therefore there are four possible choices for d ′ ∈D. Aside
from d itself, the three choices for d ′ (and for the action of d ′ on W ) may be given
by 3-cycles, as follows:
d0 = (x23, x34 + u,x24 + u), d1 = (x23 + u,x34, x24 + u),
d1 = (x23 + u,x34 + u,x24).
Set R =O2(〈c, d ′〉) and notice that for any d ′ in D we have
[W,R] = [W,cd ′] = [Vc +CW(H), cd ′]= [Vc, cd ′]
= 〈[x12, cd ′], [x23, cd ′]〉.
One may then readily compute that [W,R] = 〈z + u〉 in the case d ′ = d0, and
that [W,R] = 〈z,u〉 for d ′ = di , i = 1 or 2. In particular, (b) holds. Now set
K = 〈c, d ′〉 and notice that, by Lemma 2.4, we have [W,R] = Rad(VK), and the
isomorphism type of K is determined by dim(VK). This proves (a). ✷
Lemma 2.11. Let G be a D∗-group with VG = V , and let H be a D∗-subgroup
of G with VH = V and with VH maximal (under inclusion) for this condition.
Suppose that there exists a D∗-subgroup of G which is isomorphic to Alt(4). Then
dim(V /VH)= dim(Rad(VH ))= 1.
Proof. Let L be a D∗-subgroup of CG((VH )⊥) containing H , and with L
maximal for this condition. By Corollary 2.8, there exists d ∈ (D∗ ∩ G) − L
and a ∈ D∗ ∩ L such that 〈a, d〉 ∼= Alt(4). Applying Corollary 2.5(a) to L, we
may replace 〈a, d〉 by a suitable L-conjugate, if necessary, so as to obtain a ∈H .
Set M = 〈H,d〉. Then VM = VH + Vd , and since Va ∩ Vd = 0, by Lemma 2.4,
we have dim(VM/VH )= 1. Here M is a D∗-group, by Corollary 2.5(b), and the
maximality of VH then yields VM = V . Thus VH is a hyperplane of V , and hence
dim(Rad(VH ))= 1. ✷
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Notation 2.12. For the remainder of this paper, G will be a D∗-group satisfying
V = VG. Set D =D∗∩G. A D∗-subgroup ofGwill then be said to be a D-group.
We defineH to be the set of allD-groupsH such that VH is maximal (with respect
to inclusion) among all proper subspaces VK of V,K a D-group.
3. Unitary groups
Hypothesis 3.1. We have 〈a, b〉 ∼= SL(2,3) for every pair of non-commuting
elements a, b of D.
Theorem 3.2. Assume Hypothesis 3.1. Then G is the full isometry group of a
Hermitian form H on V , with respect to an F4-structure on V , and where H
satisfies the condition that the quadratic form Q :V → F2 given by Q(v) =
H(v, v) has B as its associated bilinear form. Further, if G1 is a D∗-group which
is isomorphic to G, then G and G1 are conjugate in G∗.
We assume Hypothesis 3.1 for the remainder of this section, and we proceed
by induction on n, where dim(V ) = 2n. Observe that if n = 1 then G ∼= Z3 ∼=
GU(1,2), and if n = 2 then there is no subgroup of G∗ isomorphic to SL(2,3),
so that there is no group G satisfying Hypothesis 3.1 in this case. Thus we may
assume that n 3.
Recall the definition of H from Notation 2.12.
Lemma 3.3. Let H ∈H. Then dim(VH )= 2n−2, and one of the following holds.
(i) VH is non-degenerate,H ∼= GU(n−1,2), and VH is a natural module for H .
(ii) dim(Rad(VH )) = 2 and H = O2(H)K , where K is a D-group and K ∼=
GU(n−2,2). Further, V˜H is a natural module for K , and O2(K) is a central
product (with amalgamated centers) of n− 2 quaternion groups.
Proof. As G acts irreducibly on V , by Lemma 2.2(a), there exists d ∈ D such
that Rad(VH ) is not d-invariant, and then Corollary 2.5(b) shows that 〈H,d〉 is a
D-group. Set L= 〈H,d〉. Then have VL = V by the maximality of VH , and thus
dim(V /VH )= 1 or 2. Then also dim(Rad(VH )) 2, and so dim(V˜H ) 2n− 4.
Set H =H/CH(V˜H ), let a, b ∈D ∩H , and set L= 〈a, b〉. Then L Alt(5),
so also L  Alt(5). Then Corollary 2.7 and Lemma 2.4, when applied to the
non-degenerate symplectic space V˜H in place of V , show that H and V˜ satisfy
Hypothesis 3.1. Applying induction in Theorem 3.2, we then have H ∼= GU(V˜H ),
with respect to some F4-structure and some hermitian form on V˜H , consistent
with the symplectic structure on V˜H . As dim(V˜H )  2n− 4 we then have H ∼=
GU(n− i,2), i = 1 or 2. If VH is non-degenerate then dim(V˜H ) = dim(VH ) =
2n− 2, and thus (i) holds in this case. So assume that VH is degenerate.
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Set R = O2(H). Then R = CH (V˜H ), by Lemma 2.2(b). There is then an
element y of order 3 in H such that y¯ ∈ Z(H). Set K = CH (y). Then H =KR,
and Vy ∼= V˜H as modules for K . In particular, we have K ∼= GU(n− i,2), and Vy
is a natural unitary module for K/(K ∩R). If R  Z(H) then also y ∈ Z(H) and
VH = Vy is non-degenerate. Thus R  Z(H). Then L, above, may be chosen so
that L ∼= SL(2,3), with O2(L)  O2(H). In particular, R is non-abelian, and it
then follows from Lemma 2.2(d) that i = 2.
Set Z = Z(H) ∩ R. Then R/Z acts faithfully on VH , and so R/Z may
be identified with an H -submodule of Hom(V˜H ,Rad(VH )). Thus, R/Z is
isomorphic, as H -modules, to a direct sum of one or two copies of V˜H . In
particular, we have CR/Z(y) = 1, and so K ∩ R  Z. Further, we have VH =
Vy ⊕ Rad(VH ), so Vy = VK and there is a Z-invariant complement to VK in V .
This shows that K ∩ Z = 1, and thus K is a complement to R in H . Now VK
is a natural unitary module for K , where K ∼= GU(n− 2,2), and it follows that
K is generated by elements of D∗. But D∗ ∩ G = D, by Corollary 2.5(a), so
D∗ ∩K D and K = 〈D ∩K〉. For any a ∈D∩K we have 〈aH 〉 =H , again by
Corollary 2.5(a). As K is isomorphic to a homomorphic image of H , it follows
that K = 〈aH 〉 , and so K is a D-group.
Choose a non-zero element v of Rad(VH ), and set Rv = [CR(VH/〈v〉),K].
Then VK + 〈v〉 is invariant under RvK . We may choose a non-degenerate
subspace W of V , containing VK + 〈v〉 as a subspace of codimension 1. Notice
that RvK is a D-group. Applying Lemma 2.2(d) to the action of RvK on W , we
conclude that Rv is elementary abelian, and hence Rv = 1. It then follows that
R/Z is a proper H -submodule of Hom(V˜H ,Rad(VH )), and thus R/Z ∼= V˜H . For
a ∈D ∩H , we then have [R,a] a quaternion group, and [R,H ] = 〈[R,a]H 〉 is a
central product of n− 2 quaternion groups, with center Z([R,a]). As the index
in H of [R,H ]K is a power of 2, we then have H = [R,H ]K , and R = [R,H ].
Thus (ii) holds. ✷
Henceforth, we fix a subgroup K = 〈D ∩K〉 of G with K ∼= GU(n− 2,2) or,
if n= 4, with K ∼= Z3 × Z3; and with K H for some H ∈H. (Note that K is
not a D-group if n= 4.) We now define three subsets of H, as follows:
L= {H ∈H: K H },
L1 =
{
L ∈ L: L∼= GU(n− 1,2)}, L2 = {L ∈ L: L=O2(L)K}.
The requirement that the members of L be D-groups has the implication that
L= L2 when n= 3, and that L= L1 when n= 4. Thus, if n= 3 we haveK ∼= Z3
and L∼= SL(2,3) (and never Z3 × Z3), while if n= 4 we have K ∼= Z3 × Z3 and
L ∼= GU(3,2) (and never (Q8 ◦ Q8) : GU(2,2)). Thus, for n = 3 and 4, L as
defined is somewhat impoverished. For this reason, it will be convenient to define
a collection L0 of subgroups of G, taking L0 = ∅ if n 5, and otherwise taking
L0 to be the set of all subgroups L of G having the following properties:
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(1) K  L= 〈D ∩L〉,
(2) L∼= Z3 ×Z3 if n= 3, and
(3) L ∼= SL(2,3) ◦ SL(2,3) if n = 4. Moreover, if n = 4 then dim((VL)⊥) = 2,
(VL)
⊥  VL, and dim(VL)= 6.
We then set
L˜i = L0 ∪Li (i = 1,2) and L˜= L˜1 ∪ L˜2.
Set W = (VK)⊥, and set P = {(VL)⊥: L ∈ L˜}. Notice that dim(W)= 4, and P is
a collection of 2-dimensional subspaces of W .
Lemma 3.4. Let L and M be distinct elements of L˜. Then (VL)⊥ ∩ (VM)⊥ = 0.
Proof. Suppose false, and set X = 〈L,M〉. Then VX = V . Further, we have
X /∈ L, as follows from Lemma 3.3, and so X is not a D-group. Let Y be a
maximal D-subgroup of X. Then Corollary 2.5(b) yields X = YZ where Z =
〈CD∩X(Y )〉. As X = Y we may choose d ∈ CD∩X(Y )−Y . Then VY ∩Vd = 0, by
Lemma 2.3. But VY + Vd  VX = V , so we conclude that Y =H. It follows that
neither L nor M is in H, and so L ∼=M , and either n = 3 (and L is elementary
abelian of order 9) or n= 4 (and L is a central product of two copies of SL(2,3)).
Suppose n = 3. If X contains a D-subgroup X0 isomorphic to SL(2,3) then
X0 ∈H by Lemma 3.3, and then a maximal D-subgroup of X containing X0 is
in H. This is contrary to the result of the preceding paragraph, so we conclude
that X is elementary abelian. As K  L ∩ M , we obtain |X| = 27, and this
is contrary to V = VX. We therefore conclude that n = 4. Then any H ∈ H
is isomorphic to GU(3,2), and the only proper D-subgroups of such an H are
isomorphic to SL(2,3). Since every D-subgroup of X is contained in a member
of H, it follows that for any two-generator D-subgroup Y of L or of M we
have D ∩ X = (D ∩ Y ) ∪ CD∩X(Y ). Thus, X is the commuting product of its
two-generator D-groups. As dim(VX) < 8, the rank of an elementary abelian
subgroup of X is at most 3, so L ∩M is a 2-generator D-group, and we may
take Y = L∩M . Then Z(L)=Z(Y )=Z(M), and condition (3) in the definition
of L0 then yields (VL)⊥ = [V,Z(Y )] = (VM)⊥. Then also VL = VM = VX , and
the definition of L0 yields dim(V˜X)= 4. Then CX(V˜X) is not a 2-group, whereas
CX(V˜X) stabilizes the chain V  VX  Rad(VX) 0. With this contradiction, the
proof of Lemma 3.4 is complete. ✷
Corollary 3.5. We have |L˜| = |P | 5.
Proof. Immediate from Lemma 3.4, since dim(W)= 4, where W = (VK)⊥.
Lemma 3.6. Let L and M be distinct elements of L. Then 〈L,M〉 =G.
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Proof. Set X = 〈L,M〉. We are working here with L and not, as in the preceding
lemma, with L˜, so K  Z(L). Then [L,M] = 1, and then X is a D-group, by
Corollary 2.5. As X /∈ L, we then have VX = V . Assume now that X = G.
Induction on |G| then yields X ∼= GU(n,2), with V a natural module for X.
One may then observe that there are five subgroups of X in L˜, and hence
X = 〈⋃ L˜〉, by Corollary 3.5. Notice that dim(VK)= 2n− 4. Suppose that there
exists d ∈ D − X such that [K,d] = 1, and set Y = 〈K,d〉. Then VY = V , so
Y is contained in some member of L, and then d ∈X. This contradiction shows
that D − X  CD(K), and since 〈D − X〉 = G, by Corollary 2.5(c), we obtain
K  Z(G). This is contrary to K  Z(L), and so the lemma holds. ✷
Lemma 3.7.
(a) We have |L| 2.
(b) Suppose that both L˜1 and L˜2 are non-empty, and let L ∈ L2. Then Z(L) acts
without fixed points on L˜1, by conjugation.
(c) For some choice of K we have L˜ = ∅.
Proof. Observe first of all that dim(V /VK) = 4, by the choice of K . Suppose
first that n = 4. Then K is a D-group, and so K is contained in at least one L ∈ L.
Then L  Z(G), so parts (b) and (c) of Corollary 2.5, with L in the role of H ,
imply that there exists d ∈D − L such that 〈K,d〉 is a D-group. Then 〈K,d〉 is
contained in a second member of L, and thus (a) holds in this case.
Assume that n= 4. Then K = 〈a, b〉, where a and b are commuting elements
of D, with 〈a〉 = 〈b〉. For any d ∈ D, set Cd = 〈CD(Vd)〉. Also, set D = {〈d〉:
d ∈D}, and note that D forms a conjugacy class of subgroups of G. Suppose
that Cd ∼= GU(3,2) for d ∈ D. Then CG(a) contains an elementary abelian
subgroup A of order 81, containing K , and such that A is generated by A ∩D.
Thus A= 〈a, b, c, d〉, with c and d in D. Then Cc and Cd are distinct members
of L, and so (a) holds in this case. Thus, the proof of (a) may be reduced to
showing that Ca ∼= GU(3,2).
Since G is not a commuting product of two proper D-subgroups, by
Corollary 2.5(a), there exists a three-generator D-subgroup containing K , and
then K  L for some L ∈ L. Suppose that L= {L}. Then for all d ∈D − L we
have either [a, d] = 1 or [b, d] = 1. As b /∈ Z(G), Corollary 2.5(c) implies that
there exists d ∈D − L with [b, d] = 1, and then SL(2,3)∼= 〈b, d〉 Ca . As Ca
operates faithfully on (Va)⊥, induction on n shows that Ca is isomorphic to a
D∗-subgroup of GU(3,2). By the preceding paragraph we may assume that Ca 
GU(3,2), and we therefore conclude that Ca = 〈b, d〉. Thus |(D ∩Ca)−L| = 6,
and then |D − L| = 12. As L2 = ∅ for n = 4, we have L ∼= GU(3,2), and so
|D| = 36 and |D| = 18. On the other hand, let K0 be a D-subgroup of L with
K0 ∼= SL(2,3). By Corollary 2.5(c) there exists an element e of D − L with
[K0, e] = 1. Setting L1 = 〈K0, e〉, we have VL1 = V , and then L1 ∼= L. As
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K0 contains four members of D we then have |D|  12 + 12 − 4 > 18. This
contradiction completes the proof of (a).
Now let M ∈ L˜1, and suppose thatM is invariant underZ(L) for some L ∈ L2.
Here (VM)⊥ is a non-degenerate 2-space, and (VL)⊥∩(VM)⊥ = 0, by Lemma 3.4.
But (VL)⊥ = CW(Z(L))= [W,Z(L)], and this shows that, in fact, (VM)⊥ is not
invariant under Z(L). Thus, (b) holds.
Suppose now that L˜1 is empty. Then L = L2, and so (a) yields |L2|  2.
Choose d ∈D ∩K and set H = 〈CL(Vd): L ∈ L〉. Suppose that n > 3. For any
L ∈ L we then have CL(Vd)∼=Q(n−3)8 :GU(n− 3,2). Set U = (Vd)⊥. Induction
on n shows that CL(Vd) is a maximalD-subgroup of H , and that H is isomorphic
to GU(n− 1,2), with U = VH . In particular, we have H ∈H, and we may now
replace K by a subgroup of H , in order to obtain (c).
It now remains to derive a contradiction in the case n = 3. Here no two
elements of D generate an abelian group of order 9, as L˜1 is empty. As above, we
denote by D the set of groups 〈d〉 with d ∈D. Thus, any two distinct members
of D generate a copy of SL(2,3). View D as a set of “points” and H as a set of
“lines”, with incidence given by inclusion. Then each line has four points, any two
points lie on a unique line, and any two lines are incident with at most one point.
Denote by k the number of lines incident with any given point. Then k = |L|, and
Corollary 3.5 implies that k  5. Moreover, as every point is colinear with K , we
have |D| = 3k+ 1.
Let H be a line not in L. Then each point of H is incident with one member
of L, and so k  4. If k = 4 then |D| = 13, whereas 13 does not divide |G∗|.
Thus k = 5. Fix L ∈ L, let t be the involution in Z(L), and set M = 〈CD(t)〉.
As Vt = Rad(VL) is a singular 2-space, we have [Rad(VL),M] = 0, and so also
[V,M] = VL. It follows from Lemma 2.2 that |M/O2(M)| = 3, and then M ∈H
and M = L. Now let L1 ∈ L, and suppose that L1 = (L1)t . As [K, t] = 1, it
follows that [L1, t] = 1, and thus L1 M and L1 = L. Thus t has no fixed-points
on L− {L}.
We have shown that CG(K) contains elements ti (1 i  5) such that each ti
operates on L as a product of two disjoint transpositions, and such that ti and tj
have different fixed points on L for i = j . It follows that 〈ti | 1 i  5〉 induces
an action of Alt(5) on L. Thus 5 is a divisor of both |CG(K)| and of |D|, and so
|G| is divisible by Corollary 2.5. But Corollary 2.5 does not divide |Sp(6,2)|, so
we have a contradiction, proving (c). ✷
Lemma 3.8. |Z(G)| is divisible by 3.
Proof. By Lemma 3.7 we may choose L and M in L˜1 with L = M . Let c ∈
CD∩L(VK) and let d ∈ CD∩M(VK). Then VL = VK ⊕ Vc and VM = VK ⊕ Vd .
But VL = VM by Lemma 3.4, so Vc = Vd , and then Vc + Vd = (VK)⊥ =W . In
particular, V〈c,d〉 is non-degenerate, and so Lemma 2.4 implies that [c, d] = 1.
Then Lemma 2.3 implies that V is the orthogonal direct sum of VK,Vc, and Vd .
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Choose z ∈ Z(K) with VK = [V, z]. If necessary, we may replace c by c−1 in
order to obtain zc ∈ Z(L), and similarly we may assume that zd ∈Z(M). Setting
y = zcd , we then have Vy = V and y ∈ Z(〈L,M〉). If n > 3, L and M are in L,
and then y ∈ Z(G), by Lemma 3.6. So assume that n = 3, and set X = 〈L,M〉.
The pairwise orthogonality of VK,Vc and Vd implies that X is elementary abelian
of order 27. Now choose N ∈ L. Then Corollary 3.5 implies that |NX(N)|  9,
and then, since N ∼= SL(2,3), we have |CX(N)| 3. No non-degenerate 2-space
in V is N -invariant, so Vd is not N -invariant, and so there exists a ∈ D ∩ N
with [a, d] = 1. Replacing K by 〈a〉, we find that N and 〈a, d〉 generate G, by
Lemma 3.6. Thus CX(N) Z(G). ✷
Lemma 3.9. Let y be an element of order 3 in Z(G). Then V = [V,y], and
there is a unique conjugacy class of such elements y of order 3 in G∗. Further,
G= CG∗(y) is isomorphic to GU(n,2).
Proof. We have [V,y] = V since G acts irreducibly on V , by Lemma 2.2. An
obvious induction argument based on Witt’s Lemma establishes the conjugacy
of y with any other fixed-point-free element of G∗ of order 3.
Recall that V is equipped with an alternating bilinear form B . It now follows
that for any elements u and v of V , we have
B(u, v)+B(uy, v)+B(uy2, u)= 0. (∗)
Let F = F4 = {0,1,ω,ω } be the field of four elements. Then V becomes a vector
space over F by defining ωu to be uy and ωu to be uy2 for any u ∈ V . This
structure is of course preserved by CG∗(y). Now identify F with Z2 ⊕ Z2 as
follows:
0 = (0,0), 1 = (1,1), ω= (1,0), ω = (0,1).
Under this identification, multiplication by ω induces the 3-cycle
(1,1)→ (1,0)→ (0,1)
while multiplication by ω induces the opposite 3-cycle. Now define
H :V × V → F
by means of the formula:
H(u,v)= (B(ωu,v),B(ωu,v))
for any u and v in V . It is then easy to check that H is a biadditive, CG∗(y)-
invariant form on V . Further, it is a straightforward exercise, involving the
identity (∗), above, to check that H is Hermitian. The result is then that CG∗(y)
may be identified with GU(n,2). Then also CG∗(y) is generated by two elements
of L, and so CG∗(y)=G. ✷
Notice that, with Lemma 3.9, we have completed the proof of Theorem 3.2.
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4. Alternating groups
Hypothesis 4.1. SL(2,3) does not occur as a D-group, and we have n 2.
Theorem 4.2. Assume Hypothesis 4.1. Then G is isomorphic to either Alt(2n+1)
or Alt(2n + 2), and V is a natural irreducible module for G. Moreover, the
following hold:
(a) If G0 is a D∗-group isomorphic to G, then G0 is conjugate to G in G∗.
(b) If G ∼= Alt(2n + 1) then there is a unique D∗-group G1 containing G with
G1 ∼= Alt(2n+ 2).
We assume Hypothesis 4.1 for the remainder of this section.
Lemma 4.3. Let X be a group such that Z(X) is a non-identity 2-group contained
in [X,X], and with X/Z(X) isomorphic to an alternating group Alt(m) for
some m, m  4. Let d be an element of X of order 3, projecting to a 3-cycle in
X/Z(X). Suppose that there exists a faithful F2[X]-module V with |[V,d]| = 4.
Then m= 4 and X is isomorphic to SL(2,3).
Proof. Put X =X/Z(X) and identify X with Alt(n). Let t¯ be an involution in X.
Then t¯ is the product of an even number 2k of pairwise disjoint transpositions,
and so t¯ lies in a subgroup of X of the form Y1 · · · Yk , where each Yi is a
“standard” Alt(4) subgroup of X (fixing m− 4 points in the standard permutation
representation of X), and where [Yi,Yj ] = 1 for i = j . By Gaschütz’s theorem
we may choose t¯ so that a pre-image t of t¯ in X is not an involution. Denote
by Yi the pre-image of Yi in X, and set Hi = O2(Yi). Then Hi ∼= SL(2,3), and
Yi = Z(X)Hi . Thus, we may reduce to the case where m = 5. Here X = 〈c, d〉
for some conjugate c of d , and so |[V,X]| = 16. But then [V,X] is irreducible,
and V = [V,X] ⊕CV (X), so that [V,Z(X)] = 0. But X acts faithfully on V , by
hypothesis, and so Z(X)= 1. This contradiction proves the lemma. ✷
Lemma 4.4. Let H be a D∗-group with H/O2(H)∼= Alt(5) and with O2(H) = 1.
Then H has a D∗-subgroup isomorphic to SL(2,3).
Proof. Let H be a minimal counter-example, and set R =O2(H). By Lemma 2.4
and Corollary 2.7 there exists a complement K to R in H such that K is a
D∗-group. As H = O2(H) we then have R  Z(H). By minimality of H ,
we have H = 〈K,d〉 for some d ∈ D∗, and by Lemma 2.2 there exists c ∈
D∗ ∩ K such that 〈c, d〉 is isomorphic to Alt(4). Then VK ∩ Vd = 0, and so
dim(VH /VK) 1. Here VK is a non-degenerate subspace of V , of dimension 4.
Since no 2-local subgroup of Sp(4,2) involves Alt(5), it follows that VH = VK ,
and thus VH = VK ⊕Rad(VH ), where dim(Rad(VH ))= 1. Then R is elementary
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abelian, and |Z(H)|  2, by Lemma 2.2(d). Also, Lemma 2.2(c) shows that
the commutator map from VH × R into Rad(VH ) defines an H -isomorphism of
R/Z(H) with V˜H , and so R/Z(H) is a natural module for K . As K is generated
by two elements of D∗, we then have |[R,K]| = 16, and so R = [R,K] is a
natural module for K . Let K0 be an Alt(4)-subgroup of K and let R0 be the K0-
invariant subgroup of R of order 8. Then O2(R0K0) is a central product of two
quaternion groups, and R0K0 has a subgroup isomorphic to SL(2,3). ✷
We now begin the analysis of G and V under Hypothesis 4.1. Recall from
Notation 2.12 that H denotes the set of D-subgroups H of G such that VH = V ,
and with H maximal under inclusion for this condition.
Lemma 4.5. Let H ∈H. Then H ∼= Alt(2n), |V : VH | = 2, H acts indecompos-
ably on V , and V˜H is a natural module for H .
Proof. By assumption we have n  2. As G = 〈dG〉 for any d ∈ D, and as
V = VG, there then exists a pair of non-commuting elements of D. Also, by
assumption, no D-group is isomorphic to SL(2,3), so Lemma 2.4 shows that
there is a D-group isomorphic to Alt(4). Then Lemma 2.11 yields dim(V /VH )=
dim(Rad(VH ))= 1. Suppose n= 2. Then G∗ ∼= Alt(6), and we may identify D∗
with the set of 3-cycles in Alt(6). In this case one verifies by inspection that
H consists of two-generator groups, so H ∼= Alt(4) and we are done. Thus, we
may assume that n  3. By Lemma 2.2, H/O2(H) acts faithfully on the non-
degenerate space V˜H . By induction on n we then have H/O2(H) isomorphic
to Alt(2n − 1) or Alt(2n), and V˜H is a natural module for H/O2(H). By
Lemma 2.4 and Corollary 2.7 H has a D-subgroup K isomorphic to Alt(5), and
it follows from Lemma 4.4 that O2(H) centralizes K . Then O2(H)  Z(H),
and Lemma 4.3 then shows that O2(H)= 1. If H ∼= Alt(2n− 1) then H can be
generated by n− 1 elements of D, and then dim(VH ) 2n− 2. As dim(VH )=
2n− 1, we therefore conclude that H ∼= Alt(2n). ✷
By Lemma 4.5 we may fix a D-subgroup K of G with K ∼= Alt(2n− 1), and
with K contained in an element H ofH. Let L denote the set of all D∗-subgroups
L of G∗ containing K , with |V : VL| = 2 and with L∼= Alt(2n). We observe that
be a set of n− 1 elements of D, and so dim(CV (K)) 2.
Lemma 4.6. Let 0 = u ∈ CV (K) and set C = CG∗(u). Let Lu be the set of all
D∗-subgroups L of C such that K  L∼= Alt(2n). Then
(a) VK is non-degenerate, of dimension 2n− 2.
(b) |Lu| = 2, and |Lu ∩H| = 1.
(c) The group generated by Lu contains a D∗-subgroup isomorphic to SL(2,3).
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Proof. We apply induction in Theorem 4.2. Set W = VC . As K is generated
by n− 1 elements of D∗, it follows that VK is non-degenerate, that dim(VK)=
2(n− 1) and that W = VK + 〈u〉. This yields (a).
Set C0 = CG∗((VK)⊥). Then C0 is the full isometry group of VK with respect
to the restriction to VK of the alternating form B on V . By induction, there is a
single conjugacy class of D∗-subgroups of C0 which are isomorphic to K , and
K is contained in a unique D∗-subgroup L of C0 with L∼= Alt(2n). Notice that
CG∗(VK) is transitive on the non-zero points of (VK)⊥. AsH is non-empty, it then
follows from Lemma 4.5 and from Witt’s Lemma that Lu ∩H is non-empty. In
order to prove (b) it therefore only remains to show that |Lu| 2. For anyM ∈ Lu
we have O2(C)L=O2(C)M , by induction in Theorem 4.2 applied to C/O2(C).
There then exist elements d ∈ D∗ ∩ L and d ′ ∈ D∗ ∩M such that L = 〈K,d〉,
M = 〈K,d ′〉, and with d−1d ′ ∈ O2(C). If d is fixed then Lemma 2.10 shows
that there is a unique such choice for d ′ such that d = d ′, and thus |Lu|  2, as
required for (b).
Set P = 〈L,M〉, where L and M are the two members of Lu. Then L and
M are congruent modulo O2(P ), and so O2(P ) = 1. As P = O2(P ) we have
P  L×O2(P ), and so [O2(P ),L] = 1. Now Lemma 4.4 implies (c). ✷
Lemma 4.7. There are precisely four D∗-subgroups of G∗ containing K and
isomorphic to Alt(2n). Three of these groups lie in L, and one centralizes (VK)⊥.
Proof. As CG∗(K) is transitive on the three non-identity elements of (VK)⊥, the
result is immediate from Lemma 4.6 ✷
Lemma 4.8. Let L1,L2,L3 be the three elements of L, and let M be the
D∗-subgroup of NG∗(VK) containing K and isomorphic to Alt(2n).
(a) For any i , the group Pi = 〈Li,M〉 has a D∗ subgroup isomorphic to SL(2,3).
(b) For any i and j with i = j the group Xi,j = 〈Li,Lj 〉 is isomorphic to
Alt(2n+ 1), and V is a natural module for Xi,j .
(c) The group X = 〈L1,L2,L3〉 is isomorphic to Alt(2n+ 2), and V is a natural
module for X. Moreover X is the unique D∗-subgroup of G∗ containingXi,j
and isomorphic to Alt(2n+ 2).
Proof. Part (a) is immediate from Lemma 4.6(c). In order to prove (b) and (c), we
first observe that the group Y = Alt(2n+2) preserves a non-degenerate alternating
form on a vector space V̂ of dimension 2n over F2. Namely, let M be the
permutation module for Y , of dimension 2n+ 2, and identify M with the power
set of {1,2, . . . ,2n + 2}, with addition given by symmetric difference. Define
B˜ :M ×M → F2 by B˜(S,T )= |S ∩ T | (mod 2). Then B̂ is alternating bilinear,
and induces a non-degenerate form on the non-trivial irreducible constituent V˜
for Y in M . We then identify V˜ with V , and we identify Y with a D∗-group,
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where D∗ ∩ Y is the set of 3-cycles in Y . Let H be the subgroup of Y which fixes
{1,2,3} point-wise. Then H is a D∗-group, and VH is a non-degenerate subspace
of V of dimension 2n− 2. By Witt’s Lemma, and induction in Theorem 4.2, H
is conjugate to K in G∗, and we may therefore take H =K . We observe that Y
contains three overgroups of K which are isomorphic to Alt(2n) and which lie
in L, and thus L is precisely this set of subgroups of Y , by Lemma 4.7. Now (b)
and (c) are readily verified within Y , and we have X= Y . ✷
Lemma 4.9. G is generated by the elements of L which are contained in G.
Proof. Let G0 be the subgroup of G generated by the union of {L ∈ L: L⊆G}.
Then G0 is a D-group. Recall that we have K ⊆ H for some H ∈H, and then
H ∈ L by Lemma 4.5. Suppose that G0 =G. Then by Corollary 2.8 there exists
d ∈D −G0 and c ∈D ∩G0 with 〈c, d〉 ∼= Alt(4). Replacing c if necessary by a
G0-conjugate, we may assume that c ∈K . Put L= 〈K,d〉, and suppose first that
VL = VK . Then L ∼= Alt(2n), by induction on n. Setting P = 〈L,H 〉, we then
have a contradiction, via Lemma 4.8(a), to the fact that SL(2,3) is not a D-group.
Thus VL = VK , and it follows that |V : VL| = 2, so that L ∈H. Then L is in L,
so L⊆G0 and d ∈G0, for a contradiction. ✷
Now Lemmas 4.8 and 4.9 together imply that G is isomorphic to Alt(2n+ 1)
or Alt(2n + 2), and that V is a natural module for G. Further, one observes
that CG∗(VK) is isomorphic to Sym(3), and that this group acts transitively on
the set of groups Xi,j in Lemma 4.8(b). Thus G∗ has just one conjugacy class
each of D∗-subgroups isomorphic to Alt(2n + 1) and to Alt(2n + 2). Finally,
Lemma 4.8(c) shows that there is a unique D∗-group isomorphic to Alt(2n+ 2)
containing a fixed D∗-group isomorphic to Alt(2n+ 1). This completes the proof
of Theorem 4.2.
5. Preliminary results on orthogonal and symplectic groups
We collect here the basic facts that we need concerning the structure of the
orthogonal and symplectic groups, with the aim also of providing elementary
proofs.
Let Q be a quadratic form on a non-zero vector space U over F2. Thus Q
is a mapping from U to F2, such that Q(0) = 0, and such that the mapping
b :U ×U → F2 given by
b(u, v)=Q(u+ v)+Q(u)+Q(v)
is bilinear. We say that b is the bilinear form associated with Q. Evidently, b is
alternating. We define Rad(U,Q) (or simply Rad(U) if no confusion is likely)
to be the set of all u ∈ U such that b(u, v)= 0 for all v ∈ U . A non-zero vector
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u ∈U is singular if Q(u)= 0, and a non-zero subspaceW of U is totally singular
if Q(u) = 0 for all u ∈ W . The quadratic form Q is non-degenerate if Rad(U)
contains no singular vectors. An orthogonal space consists of a pair (U,Q) where
U is a vector space andQ is a non-degenerate quadratic form onU . The Witt index
of (U,Q) is the maximal dimension of a totally singular subspace of U relative
to Q. Two quadratic formsQ and Q′ on U are equivalent if they are conjugate via
an element of GL(U). The group of all isometries of (U,Q) is denoted O(U,Q),
and its commutator subgroup is denoted Ω(U,Q).
Lemma 5.1. Let U be a non-zero vector space over F2.
(a) If dim(U)= 2n+1 then there is, up to equivalence, a unique non-degenerate
quadratic form Q on U . It has a one-dimensional radical, and its Witt index
is n.
(b) If dim(U) = 2n then there are, up to equivalence, precisely two non-
degenerate quadratic forms Q on U , ( = ±), with Witt index n for Q+
and n− 1 for Q−. Both forms have trivial radical.
(c) If dim(U) = 2n and Q is a non-degenerate quadratic form on V then
O(V,Q) has a subgroup H of index 2 which contains no transvections.
Moreover, if n 3, or if n= 2 and Q=Q−, then H =Ω(V,Q).
Proof. The requirement that Rad(U) contain no singular vectors implies
dim(Rad(U))  1, and then dim(Rad(U)) = 1 if and only if dim(U) is odd. If
dim(U) is even, then result 21.2 in [A2] yields (b). So assume that dim(U) =
2n+ 1, and let u be the non-zero vector in Rad(U). Let U0 be a complement to
Rad(U) in U , let R be a non-degenerate quadratic form on U0 with Witt index
n− 1, and let Q be the unique extension of R to U , satisfying Q(u)= 1. Let W0
be a maximal singular subspace of U0, relative to Q. There is then an isotropic
subspace W of U0, containing W0, with dim(W) = n. Let x be a non-singular
vector in W . Then u + x is singular, and there exists a complement U1 to 〈u〉
in U , containing the totally singular subspace W0 +〈u+ x〉. This shows that Q is
equivalent to a form Q′ on U , such that the restriction of Q′ to a complement of
Rad(U) has Witt index n. Now (a) follows from (b).
The first part of (c) is given by result 22.9 in [A2]. Now suppose that n  3
or that n= 2 and Q =Q−. Then O(V,Q) is generated by, and acts transitively
on, its set of transvections, by [A2, 22.5]. The commutator subgroup Ω(V,Q) of
O(V,Q) is then generated by all products tt ′ where t and t ′ are transvections,
and so Ω(V,Q) is the unique subgroup of O(V,Q) of index 2 which contains no
transvections. This completes the proof of (c). ✷
Lemma 5.1(c) is the only result in this paper for which we are unable to
provide an elementary proof, requiring only basic linear algebra or very basic
group theory. The proof given in [A2] uses the theory of Clifford algebras.
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Convention. Henceforth, by a quadratic form we will always mean a non-
degenerate quadratic form.
If (U,Q) is a 2n-dimensional orthogonal space over F2, then the sign of U
(or of Q) is +1 (respectively −1) if a maximal singular subspace of U has
dimension n (respectively n−1). In view of Lemma 5.1, we may writeO2n(2) for
the orthogonal group O(U,Q), and Ω2n(2) for Ω(U,Q), provided that the given
context concerns only the isomorphism class of these groups and does not depend
on the specific form Q. Similarly, we may write O(2n+ 1,2) and Ω(2n+ 1,2)
for O(U,Q) and Ω(U,Q), respectively, if dim(U)= 2n+ 1.
We now return to the consideration of our given symplectic space V , of
dimension 2n.
Lemma 5.2. Assume n 2 and let Q be a quadratic form on V , with associated
bilinear form B . If n= 2 assume that Q has sign −1. Set Ĥ =O(V,Q) and set
H =Ω(V,Q). Denote by S the set of (non-zero) singular vectors, and by N the
set of non-singular vectors, in V . Denote the sign of Q by . We then have
|S| = (2n − )(2n−1 + ) and |N | = 2n−1(2n − ).
Further, let 0 = v ∈ V , set L̂= CĤ (v), and set L= CH (v).
(a) Suppose v ∈ S . Then L̂ ∼= 22(n−1) :O2(n−1)(2), L has index 2 in L̂, and the
orbits for L̂ on S are also orbits for L. These orbits are {v}, (S ∩ v⊥)− {v},
and S − v⊥, of lengths 1,22n−2 + 2n−1 − 1, and 22n−2, respectively.
(b) Suppose v ∈ N . Then L̂ ∼= 2 × Sp(2(n − 1),2) and L ∼= Sp(2(n − 1),2).
The orbits for L̂ on N are {v}, (N ∩ v⊥) − {v}, and N − v⊥, of lengths
1,22n−2−1, and 22n−2− 2n−1, respectively. The two orbits contained in v⊥
are also orbits for L, while N − v⊥ splits into two orbits of equal length,
for L.
Proof. The formulas for |S| and for |N | are easily checked in the case n= 1. For
n > 1 one may write V as an orthogonal direct sum V = V0 ⊕X where V0 is an
orthogonal space of dimension 2n− 2 having the same sign as V , and where X
is an orthogonal space of dimension 2 with sign +1. The formulas for |S| and for
|N | in general may then be obtained by induction.
Let 0 = v ∈ V , and set W = v⊥ and W˜ = W/〈v〉. Suppose first that v ∈ S .
Then Q induces a quadratic form Q˜ on W˜ , of the same sign as Q. Choose
u ∈ V −W , and set U = 〈u,v〉. Then W = 〈v〉 ⊕ U⊥, and the restriction of Q
to U⊥ also has sign . Since every isometry ofU⊥ extends to an isometry of V , by
Witt’s Lemma, we conclude that L̂/CL̂(W˜ ) is isomorphic to O2(n−1)(2). Notice
that the transvection on V with center 〈v〉 and axis W does not preserve Q,
since it fails to preserve the restriction of Q to U . Then Z(L̂) ∩O2(L̂) = 1, by
Lemma 2.2. On the other hand, one observes that any transvection on W with
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center 〈v〉 preserves Q|W . Each such transvection extends to an isometry of V ,
and it then follows from Lemma 2.2 that CL̂(W)=O2(L̂) is elementary abelian,
and that O2(L̂) is isomorphic to W˜ as a module for L̂. In this way we obtain the
desired structure for L̂, and hence also forL. The three orbits for L̂ on S are given
by Witt’s lemma. One observes that an orthogonal transvection t on U⊥ which
centralizes U has fixed-points in all three L̂-orbits, and then, since L̂ = L〈t〉,
each of the three L̂-orbits is also an orbit for L. For any x ∈ V −W , exactly one
element of {x, x+ v} is singular and one non-singular, so |S−W | = 22n−2. From
this, and from |S|, we obtain all three orbit lengths.
Now, instead, let v ∈N . For any automorphism g¯ of the symplectic space W˜ ,
with alternating form B˜ induced by B , there is a well-defined automorphism g
of W given by taking wg to be the unique element w′ of the coset w˜g¯ of 〈v〉
such that Q(w) = Q(w′). Thus L̂/CL̂(W˜ ) may be identified with the subgroup
L0 ∼= Sp(W˜ , B˜) of Aut(W). For any x ∈W we have Q(x) =Q(x+v), so CL̂(W˜ )
acts trivially on W . Thus CL̂(W˜ )= 〈t〉 where t is a transvection with axis W . By
Lemma 5.1(c), t /∈ H , and hence L̂ splits over 〈t〉. Also, Lemma 5.1(c) gives
|Ĥ : H | = 2, so L is a direct factor of L̂, and L ∼= L0. As in the preceding
paragraph, the orbits for L̂ on N are {v}, (N ∩ W) − {v}, and N −W . Since
t centralizes W , the first two of these orbits are also orbits for L. But t is fixed-
point-free on V −W , so N −W splits into two orbits for L, which are fused
by t . Since every coset of 〈v〉 in W contains just one non-singular vector, we have
|N ∩W | = 22n−2, and we obtain the lengths of all three orbits for L̂. ✷
Lemma 5.3. Let Q and H be as in Lemma 5.2, and let v ∈ V with v = 0. Then
CH (v) is a maximal subgroup of H .
Proof. Set L= CH(v), and suppose that there is a proper subgroupM of H such
that M properly contains L. Set X = vM and Ω = vH . Thus, Ω is either S orN ,
in the notation of Lemma 5.2. Moreover, X is a union of L-orbits, and |X| is a
proper divisor of |Ω |. Using the numerical information in Lemma 5.2 one may
check that such an outcome is possible only when n = 3,  = +1, v ∈ N , and
|X| = 7. In this case we have 7|L| dividing |M|, and H ∼= Alt(8), so we arrive at
|H :M| dividing 4, and an evident contradiction. ✷
Lemma 5.4. Let u be a non-zero element of V , and put L = CG∗(u) and
R = O2(L). Set W = u⊥, fix a complement W0 to 〈u〉 in W and choose v ∈
(W0)⊥ − 〈u〉. Set L0 = CL((W0)⊥). Then the following hold:
(a) We have L = RL0, W0 = VL0 , and L0 = Sp(W0,B0), where B0 is the
restriction of B to the non-degenerate space W0.
(b) R is elementary abelian, |Z(L)| = 2, Z(L) = 〈t〉 where [VL, t] = 0, and
R/Z(L)∼=W0 as modules for L0.
(c) If n 3 then R is indecomposable as a module for L0.
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(d) Identify 〈u〉 with F2. Then the map
B̂ :R×R→ F2 given by B̂(x, y)= [v, x, y]
is an alternating bilinear form preserved by L0.
(e) Identify W/W0 with F2. Then the map
Q̂ :R→ F2 given by Q̂(x)= [v, x] +W0
is a quadratic form on R, with associated bilinear form B̂ , and L0 is the full
orthogonal group O(R, Q̂).
Proof. For any linear map λ from W0 to 〈u〉 define g in GL(W) by g|W0 = 1+ λ
and g|〈u〉 = 1. One may then observe that g preserves the restriction of the
alternating form B to W . By Witt’s Lemma, g extends to an isometry of V . In
particular, this shows that CL(W˜ ) = 1. Now (a) and (b) follow from Lemma 2.2,
and from the observation that there exists t ∈ G∗ with [W, t] = 0 and with
[v, t] = u.
Part (d) and the first part of (e) are readily verified, the point being, in (e),
that for any x, y ∈ R we have [v, xy] = [v, x] + [v, y] + [v, x, y]. Evidently L0
preserves Q̂. On the other hand, any isometry α of (R, Q̂) induces an isometry
of the symplectic space R/Z(H) with respect to the form induced by B̂ , and
thus O(R, Q̂) maps onto L0. Since Q̂(x) = Q̂(xt) for any x ∈R, no non-identity
element of O(R, Q̂) centralizes W/〈u〉, and the projection of O(R, Q̂) onto L0
is therefore an isomorphism. Thus, (e) holds in its entirety.
Suppose next that there exists a K-invariant complement R0 to Z(L) in R.
Then L0 preserves the restriction Q̂0 of Q̂ to R0. Here R0 is a natural module
for L0, so L0 is transitive on non-identity elements of R0, and so Q̂0 is either
trivial or totally anisotropic. But W0 is not L-invariant, so Q̂0 is non-trivial. The
only totally anisotropic quadratic space over F2 (or over any finite field) has
dimension 2, so n < 3 in this case. Thus (c) holds. ✷
Lemma 5.5. Assume that n  3, Jet u be a non-zero element of V , and set
C = 〈CD∗(u)〉. Then CG∗(u) is the unique maximal subgroup ofG∗ containingC,
and we have C = CG∗(u) if n > 3.
Proof. Set L = CG∗(u). It then follows from Lemma 5.4 that L = C if n  4
and that |L : C| = 2 if n = 3. By Witt’s Lemma, L has three orbits on V − {0},
consisting of {u}, u⊥ − 〈u〉, and V − u⊥, of lengths 1,22n−1 − 2, and 22n−1,
respectively. In the case n= 3 one observes that a transvection t in L− C has a
fixed point in each of the L-orbits, so the L-orbits are also orbits for C. Now let
M be a proper subgroup of G containing C, and with M  L. Then M fuses u
into just one of the other L-orbits. One observes that then |uM | is not a divisor of
|V − {0}|, and thus no such M exists. ✷
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Lemma 5.6. Assume n  3 and let Q be a quadratic form on V associated
with B . Set L∗ =O(V,Q) and set L=Ω(V,Q). Then L∗ is the unique maximal
subgroup of G∗ containing L.
Proof. Let  denote the sign of the Witt index of Q, and let u and v be singular
and non-singular points, respectively, of V . Note that uL∗ and vL∗ are the two
orbits for L∗ on V − {0}, and that the lengths of these orbits are given by
Lemma 5.2. By Lemma 5.1(c), L∗ = L〈t〉 where t is a transvection, and one
may observe that CV (t) contains both singular and non-singular points. Thus, the
L∗-orbits are also orbits for L. Let M be a subgroup of G∗ containing L and
not contained in L∗, and suppose first that there exists g ∈M with ug = v. Set
C = 〈CL(u)g,CL(v)〉. ThenC  CM(v), and it follows from Lemmas 5.2 and 5.4
that C = 〈CD∗(v)〉. Then Lemma 5.5 yields M =G∗. So assume instead that M
preserves the two L-orbits. There then exists h ∈M − L∗ such that v = vh. But
Lemmas 5.2 and 5.4 show that CL∗(v) is the unique maximal subgroup of CG∗(v)
containing CL(v), so we again conclude that CG∗(v)M and that M =G∗. ✷
Lemma 5.7. Let n  3, let u ∈ V with u = 0, and set C = CG∗(u). Let K be
a D∗-subgroup of C with VK non-degenerate of dimension 2n − 2, and with
K ∼= Ω(VK,QK) for some quadratic form QK on VK . Let L be the set of
D∗-subgroupsL ofC containingK , and such thatZ(C)L/Z(C) is a complement
to O2(C)/Z(C) in C/Z(C). Then L is a set of complements to O2(C), and we
have L = {L1,L2} where VL1 = VK and where L2 acts indecomposably on V ,
with dim(V /VL2)= 1.
Proof. Set R = O2(C), W = VK + 〈u〉, and L1 = CG∗((VK)⊥). Then L1 is a
complement to R in C, as follows from Witt’s Lemma and from Lemma 4.4. For
any d ∈ (D∗ ∩L)−K we have L1 = 〈K,d〉, by Lemma 4.6. Then Corollary 2.8
implies that we may choose c ∈D∗ ∩K and d ∈ (D∗ ∩ L)−K so that 〈c, d〉 ∼=
Alt(4).
Let D denote the set of all elements d ′ in D∗ such that d ′ induces the same
action as d on W/〈u〉. Choose d ′ ∈ D, set X = 〈c, d ′〉, and suppose first that
X ∼= SL(2,3). Let 1 = z ∈ Z(X). Then Lemma 2.4 shows that dim(Vz)= 2, and
thus z /∈ Z(C). But x ∈ R, and L1 acts indecomposably on R, by Lemma 5.4(c).
Thus 〈K,d ′〉 = C in this case. By Lemma 2.10 there is a unique choice of d ′ ∈D
with d = d ′ and with X not isomorphic to SL(2,3). Thus, |L|  2, and it now
suffices to show that there exists L ∈ L such that L is a complement to O2(C)
and such that L acts indecomposably on V .
Extend QK to a quadratic form Q on V , associated with B , with Q(u) = 1.
By Lemma 5.2, the stabilizer L of u in Ω(V,Q) is a complement to O2(C), and
evidently K  L. If L fixes a complement W0 to 〈u〉 in W then K induces the
full symplectic group on W0, so K cannot also preserve the quadratic form Q|W0 .
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Thus, L acts indecomposably on W . Then also CV (L) = [V,L]⊥ =W⊥ = 〈u〉,
and L acts indecomposably on V . ✷
6. Orthogonal and symplectic groups
In this section we assume:
Hypothesis 6.1. Both Alt(5) and SL(2,3) occur as D-groups.
Notice that the presence of a D-group which is isomorphic to SL(2,3) implies
that we have n 3.
We will continue to follow the convention, announced following Lemma 5.1,
that the term “quadratic form” will be used only when the form in question is
non-degenerate.
Theorem 6.2. Assume Hypothesis 6.1, and suppose that G =G∗. Then there is a
quadratic form Q on V with associated bilinear form B , such that G is the group
Ω(V,Q) of index 2 in the full isometry group of V with respect to Q.
Our proof of Theorem 6.2 proceeds by induction on n. Because of this, we will
need to prove the following result, simultaneously.
Theorem 6.3. Assume Hypothesis 6.1, and suppose that G =G∗. Then there exist
subsets D0 and D1 of D, having cardinality 2 and 2n− 4, respectively, such that
〈D0〉 ∼= Alt(5), 〈D0 ∪D1〉 =G, and such that for any d ∈D1 there exists c ∈D0
with 〈c, d〉 ∼= Alt(4).
We begin by showing that Theorem 6.3 follows from Theorem 6.2. Indeed,
assume Theorem 6.2, and assume that G = G∗. Thus, G = Ω(V,Q) for some
quadratic form Q on V with associated bilinear form B . Let W be a non-
degenerate subspace of V of dimension 2n− 2, and such that the restriction of Q
to W has the signature −1. Set K = 〈a ∈D: Va W 〉. There is then a natural
isomorphism of K with Ω(W,Q|W). If n = 3 we have K ∼= Alt(5), so we may
apply induction on n and conclude that there are subsets D0 and D′1 of D, whose
respective cardinalities are 2 and 2n−6, such that 〈D0〉 ∼= Alt(5), 〈D0∪D′1〉 =K ,
and such that for any d ∈D′1 there exists c ∈D0 with 〈c, d〉 ∼= Alt(4).
By Corollary 2.8 there exists d ∈ D − K and c ∈ D ∩ K such that 〈c, d〉 ∼=
Alt(4). By Corollary 2.5(a) we may (and do) assume that c ∈D0. Set L= 〈K,d〉.
Here W = VK , and Lemma 2.4 then yields dim(V /VL)= 1. Thus, we may again
appeal to Corollary 2.8, in order to produce an element d ′ of D − L and an
element c′ of D ∩L, such that 〈c′, d ′〉 ∼= Alt(4). Since (c′)g ∈ 〈c〉 for some g ∈ L,
we may replace d ′ by (d ′)g , if necessary, and obtain 〈c, d ′〉 ∼= Alt(4).
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Set G0 = 〈L,d ′〉 and set D1 = D′1 ∪ {d, d ′}. Suppose that there exist two
elements of D ∩ G0 which generate a copy of SL(2,3). We have VG0 = V ,
so we may then apply Theorem 6.2 to G0 and conclude that G0 = Ω(V,Q0)
for some quadratic form Q0 associated with B . By Lemma 5.1(b) there are, up
to equivalence, only two quadratic forms on V , and it follows easily from the
numerical information in Lemma 5.2 that the orders of the corresponding two
orthogonal groups are not divisors, one of the other. As G0  G we therefore
conclude that G0 =G, and thus Theorem 6.3 holds in this case.
On the other hand, suppose that no two elements of D ∩G0 generate a copy
of SL(2,3). Then the same is true of D ∩ K , and so n = 3 and K ∼= Alt(5).
If Q has the signature +1 then G ∼= Alt(8), and then no two elements of D
generate an SL(2,3). This violates Hypothesis 6.1, so the signature of Q is −1.
Then K is contained in a subgroup J of G, stabilizing a singular point, with
J ∼= 24 : Alt(5), and where O2(J ) is an orthogonal module for K . One observes
that J ∩D contains a pair of elements which generate an SL(2,3), and that there
exists d ∈ (D ∩ J )−K and c ∈D ∩K such that 〈c, d〉 ∼= Alt(4). We may then
take L= J in the preceding argument, and thereby obtain Theorem 6.3.
We now proceed to the proof of Theorem 6.2. By induction on n, we may apply
Theorem 6.3 (and Theorem B) to groups acting on proper subspaces or quotient
spaces of V . Assume Hypothesis 6.1 henceforth.
Lemma 6.4. Let 0 = u ∈ V and put C = CG∗(u). Let K be a D∗-subgroup of C
with K ∼=Ω2(n−1)(2) for some . Then VK is a non-degenerate subspace of V , of
dimension 2n− 2, and there is a quadratic form QK on VK , associated with the
restriction of B to VK × VK , such that K =Ω(VK,QK).
Proof. Set W = VC and denote by B˜ the bilinear form on W ×W induced by B .
Then C/O2(C) is isomorphic to Sp(2(n − 1),2) and C/O2(C) acts faithfully
on W˜ , by Lemma 5.4. As O2(K) = 1, K is isomorphic to its image modulo
O2(C).
Suppose first that K has no D∗-subgroups isomorphic to SL(2,3). Then
Theorem 4.2 (applied to C/O2(C) in place ofG∗, and to W in place of V ) implies
that K is an alternating group. By assumption, K is isomorphic to Ω(W,Q˜) for
some quadratic form Q˜ on W , and we may take Q˜ to have B˜ as its associated
bilinear form. Then Theorem 4.2(a) implies that there is indeed such a quadratic
form Q˜ on V˜C which is preserved by K . In particular, we have V˜K =W .
On the other hand, suppose that K has a D∗-subgroup isomorphic to SL(2,3).
Here Z(K) = 1, so K is not isomorphic to GU(m,2) for any m, and so
Theorem 3.2 implies that K also has a D∗-subgroup isomorphic to Alt(4). Thus,
the pair (K, V˜K) satisfies Hypothesis 6.1, and then induction in Theorem 6.2
implies that also in this case there is a quadratic form Q˜ on W preserved by K ,
with associated bilinear form B˜ . Again, we have V˜K =W .
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Now, in any case, Theorem 6.3 implies thatK is generated by a subsetD∗0 ∪D∗1
with |D∗0 | = 2 and |D∗1 | = 2(n− 1)− 4, and satisfying the conditions laid out in
the conclusion of Theorem 6.3. Setting K0 = 〈D∗0 〉, we then have dim(VK0)= 4,
and then dim(VK) 4 + (2(n− 1)− 4)= 2n− 2. Then W = VK ⊕ 〈u〉, and so
VK is non-degenerate. Set L = CG∗((VK)⊥). Then L ∼= Sp(2(n− 1),2) and, by
induction in Theorem 6.2 there is a single L-conjugacy class of D∗-subgroups
isomorphic to K . This yields the lemma. ✷
Denote by J the set of D-subgroups J of G such that dim(VJ ) = 5 and
J =O2(J )I , where I ∼= Alt(5) and whereO2(J ) is a natural (irreducible) module
for I .
Lemma 6.5. J is non-empty.
Proof. Let K be a D-group with K ∼= SL(2,3), and let L be a maximal
D-subgroup of CG(Rad(VK)) containing K . By Corollary 2.8 there exists c ∈
D − L such that 〈b, c〉 ∼= Alt(4) for some b ∈ L. Then 〈K,c〉 is a member of J
by Lemma 2.9. ✷
Lemma 6.6. Let J ∈ J . Then there exists d ∈D such that O2(J )O2(〈J, d〉).
Proof. Since Rad(Vj ) is not G-invariant, there exists d ∈ D − J such that
Rad(VJ ) is not d-invariant. Set H = 〈J, d〉. Here [J, d] = 1, so H is a D-group,
by Corollary 2.5(b). Further, we have Rad(VJ )  Rad(VH ). But [VJ ,O2(J )] =
Rad(VJ ), while [VH ,O2(H)]  Rad(VH ) by Lemma 2.2. This yields the
lemma. ✷
Recall from Notation 2.12 that H denotes the set of all D-groups H such that
VH is maximal under inclusion, subject to VH = V .
Lemma 6.7. Let J ∈ J . Then one of the following holds:
(i) We have n= 3, and J ∈H.
(ii) There exists H ∈ H with J  H and such that O2(J ) is not contained
in O2(H).
Proof. Fix J and d as in Lemma 6.6, and put L= 〈J, d〉. Then dim(VL/VJ ) 2,
and so dim(VL) 7. If VL = V we obtain (i). So assume VL = V . Then LH
for some H ∈H, and the lemma then follows from Lemma 6.6. ✷
We now defineH∗ to be H if n= 3, and otherwise we take H∗ to be the set of
all elements H ofH such that H contains a member J of J , and such that O2(J )
is not contained in O2(H).
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Lemma 6.8. Let H ∈ H∗. Then dim(VH ) = 2n − 1 and dim(Rad(VH )) = 1.
Moreover, for u the non-zero element of Rad(VH ), one of the following holds:
(i) There are distinct orthogonal forms Q1 and Q2 on V (associated with the
bilinear form B) having the property that Q1(u)=Q2(u) and such that, for
Gi =Ω(V,Qi), we have
H = 〈CD∗∩Gi (u)
〉=O2(CGi (u)
)
.
(ii) We have H = 〈CD∗(u)〉.
Proof. By Lemma 2.11 we have dim(V˜H ) = 2(n − 1) and dim(Rad(VH )) = 1.
Let u be the non-zero element of Rad(VH ) and set C = CG∗(u). Set R =O2(C)
and C = C/R.
Suppose first that n = 3. Then dim(V˜H ) = 4, and H is isomorphic to a
subgroup of Alt(6). As H acts irreducibly on V˜H we then have H ∼= Alt(5) or
Alt(6). Here R is elementary abelian of order 32, and is an indecomposable
module for O2(C/R), by Lemma 5.4. Also, Lemma 4.3 shows that O2(H) is
not of order 2. Assuming that (ii) is false, the only possibilities are then that
H ∈ J , that H ∼= Alt(6), or that H ∼= 25 : Alt(5). The last of these three cases
is excluded by Lemma 2.9 and by the observation that H = O2(H). In either
of the two remaining cases, choose a D-subgroup K of H with K ∼= Alt(5), set
U = VK , and denote by BK the restriction of B to U × U . Then dim(U) = 4,
dim(U⊥) = 2, and there is a quadratic form QK on U , with associated bilinear
form BK , having signature −1, and such that K =Ω(U,QK).
Choose a non-degenerate quadratic formQ′K onU⊥ with Q′K(u)= 0 ifH ∈ J
and with Q(u) = 1 if H ∼= Alt(6). Thus, in either case there are exactly two
choices for Q′K , and the bilinear form associated with QK ′ the restriction of B
to U⊥ × U⊥. Let Q be the quadratic form on V given by QK ⊕ Q′K , with
respect to the direct sum decomposition V = U ⊕ U⊥. Then B is the bilinear
form associated with Q, and evidently Q is preserved by K . The problem is to
show that Q is preserved by H .
Set G0 =Ω(V,Q), set L= CG0(u), and set L0 = [L,L]. Then K  L0  C.
The structure of L0 is given by Lemma 5.2, and it follows from our choice of Q
thatL0 ∼=H . IfH ∈J then, clearly, there is only one subgroup ofC containingK
and isomorphic to H , and thus L0 =H in this case. On the other hand, suppose
that we have H ∼= Alt(6). Then the orbit lengths given by Lemma 5.2(b) show
that L acts indecomposably on V , and then so does L0. Observe that G0 is a
D∗-group, and then so is L0. Then Lemma 5.7 applies, and shows that L0 =H .
Thus, in any case we conclude that H preserves the form Q. Since there are two
choices for Q′K there are also two choices for Q, and so (i) holds.
Now suppose that n  4. More or less the same arguments as above, with
the aid of induction, will then yield the lemma, via the following details. By the
definition of H∗ there exists J ∈ J with J H and with O2(J )O2(H). Then
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J ∼= J . Set DH =D∩H . Then both SL(2,3) and Alt(5) are among the subgroups
of J which are generated by a pair of elements of DH . We may then apply
induction in Theorem 6.2, with H and V˜H in place of G and V . We conclude
that either H = Ω(V˜H , Q˜H ) for some quadratic form Q˜H associated with the
bilinear form B˜ induced by B on V˜H × V˜H , or else H = C.
Assume that H is an even-dimensional orthogonal group, and let K be a
D-subgroup of H such that H =O2(H)K and with K minimal for this property.
As J ∼= J , K is not isomorphic to Alt(8). That is, K is not isomorphic to Ω+6 (2),
and induction in Theorem 6.3 implies that dim(VK)  2n − 2. Then K = H ,
and VK is a complement to 〈u〉 in VH . Further, as R/Z(C) is isomorphic to V˜C
for the action of C, it follows that [R,K] has index 2 in R. Here Z(C)  K
since 0 = [V,Z(C)] = [VH + (VK)⊥,Z(C)] = [(VK)⊥Z(C)]. Thus K is a
complement to O2(H) in H . By Lemma 6.4, K preserves a quadratic form QK
on VK associated with the restriction of B to VK × VK . Let Q′K be a quadratic
form on (VK)⊥ such that Q′K(u) = 0. Just as in the case n = 3, there are two
choices for Q′K . For any fixed choice of Q′K we may extend QK to a quadratic
form Q = QK ⊕Q′K on V , and we find that B is the bilinear form associated
with Q. Set G0 = Ω(V,Q) and set L = CG0(u). Here Q has the same sign as
QK and so L ∼= H , by Lemma 5.2. But, just as in the case n = 3, there is a
unique subgroup of C containing K and which is isomorphic to H . Thus L=H ,
H preserves Q, and (i) holds.
Suppose next that H is not an even-dimensional orthogonal group. Then
H = C. Assume that (ii) does not hold. Then O2(H)  Z(C). Let K now be
a subgroup of H , such that K =Ω(VK,QK) for some quadratic form QK on VK
with associated bilinear form B|VK×VK . As in the preceding paragraph, one then
has Z(C)  K , and K ∼= K . As R  H , we conclude that H is a complement
to R in C. Further, H acts indecomposably on V , as VH has codimension 1 in V .
LetQ′K be either of the two quadratic forms on (VK)⊥ withQ′K(u)= 1. Define
the quadratic form Q =QK ⊕Q′K , as before, set G0 = Ω(V,Q), and set L =
CG0(u). Then L∼=H and L acts indecomposably on V , by Lemma 5.2. Further,
L is a D∗-group. Then Lemma 5.7 yields L=H , and we again obtain (i). ✷
Remark. It is clear from the preceding proof that in outcome (i) of Lemma 6.8,
we either have H = CGi (u) or else n= 3 and H ∼= Alt(6).
Lemma 6.9. Suppose that there exists H ∈ H∗ such that H = O2(CG∗(u)) for
some u ∈ V . Then G=G∗.
Proof. As H = O2(CG∗(u)) we have H = 〈CD∗(u)〉. Now Lemma 6.9 follows
from Lemma 5.5. ✷
We assume henceforth that G =G∗. Fix H1 ∈H∗, and let u1 be the non-zero
element of Rad(VH1). Then Lemmas 6.8 and 6.9 imply that there exist distinct
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non-degenerate quadratic forms Q1 and R1 on V , associated with B , such that
H1 =O2(CΩ(V,Q1)(u1))=O2(CΩ(V,R1)(u1)).
Fix a D-subgroup K of H1 with VK non-degenerate of dimension 2n− 2, and
with K =Ω(VK,QK), whereQK denotes the restriction ofQ1 to VK . Notice that
H1 is maximal among D∗-subgroups of CG∗(u1) (as follows from the detailed
structure of CG∗(u1) given in Lemma 5.4). By Corollary 2.8 there then exists
d ∈D−CD(u) such that 〈c, d〉 ∼= Alt(4) for some c ∈D∩H1. By Corollary 2.5(a)
we may assume, after conjugation in H1, that we have c ∈ K . Set H2 = 〈K,d〉.
Then VH2 = VK + Vd  VK , and VH2 has codimension 1 in V , and so H2 ∈H.
Further, if n > 3 then there exists J ∈ J with J K , and so H2 ∈H∗ in any case.
Denote by u2 the non-zero element of Rad(VH2). We again appeal to Lemma 6.8,
to conclude that there are distinct quadratic forms Q2 and R2 on V , associated
with B , such that H2 = O2(CΩ(V,Q2)(u2)) = O2(CΩ(V,R2)(u2)). Observe that
for any quadratic form Q0 on VK which is preserved by K , the singularity or
non-singularity for Q0 of any vector v ∈ VK is determined by the structure of the
K-stabilizer of v. Thus, there is a unique quadratic form Q0 on VK preserved
by K , and thus all of the forms Qi and Ri (i = 1,2) agree on VK .
Set Q= {Qi,Ri : i = 1,2}, and suppose that |Q| = 4. Then the members ofQ
define, by restriction, all of the possible quadratic forms on (VK)⊥. One of these
forms, say the restriction of Q1, is totally non-singular, and by Lemma 6.8(i)
we then have also R1(u1) = 1. Then R1(u2) = 0, and so R1 agrees with either
Q2 or R2 on (VK)⊥. But then R1 = Q2 or R1 = R2, and we conclude that
|Q| 3 after all. Thus, there is a non-degenerate quadratic form Q on V which is
preserved by both H1 and H2.
Set G0 = 〈H1,H2〉. If n > 3 then Lemma 5.3 shows that G0 =Ω(V,Q). On
the other hand, if n = 3 then we may take H2 ∈ J . Then H2 = CG2(u2), and
again Lemma 5.3 applies and shows G0 = Ω(V,Q). Since G0  G it follows
from Lemma 5.6 that G=G0 or that G=G∗. Notice that sinceG0 = 〈H1, d〉, we
have G0 generated by n elements of D. This completes the proof of Theorem 6.2.
Now Lemma 2.4 and Theorems 3.2, 4.2, and 6.2 yield Theorem B.
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