Introduction
Throughout this paper, A 2 R n n is supposed to be a given matrix with rank(A) n?1.
We consider the problem of computing the smallest singular value n 0 of A and the corresponding left and right singular vectors u = u n 2 R n and v = v n 2 R n , respectively. These quantities are, e.g., of interest in the context of nonlinear parameterized equations F(x; ) = 0; F : R n R ! R n :
(1) A singular point (x ; ) of (1) is de ned as a point at the solution manifold L := f (x; ) 2 R n R : F(x; ) = 0 g of (1) where the partial derivative @ x F(x ; ) =: A 2 R n n is singular. It is well-known, see Golub/Van Loan GVL96] , that n characterizes the distance of A to the nearest singular matrix in the Euclidean or Frobenius norm so, for A = A(x; ) := @ x F(x; ), the value of n (A) = n (x; ) is an indicator of how close (x; ) 2 L is to a singular point. 
where the bordering vectors y; x 2 R n and the number ! 2 R have to be chosen such that B is nonsingular, see, e. If n is moderate then an LU factorization PA = LU may be computed by a backward stable method as Gaussian elimination with partial pivoting, i.e., the computed triangular factors L, U exactly satisfy P(A + A) = LU where k Ak " mach F(n)kAk:
Here A is the backward error and F(n) the error cumulation constant of Gaussian elimination with respect to x, " mach is the machine accuracy, and the norm is always the Euclidean norm of a vector or the spectral norm of a matrix. Let us mention that, in the context of nonlinear equations, the factorization (3) allows to check for a singularity using a so called test function as, e.g., det(A(x; )) which, under some nondegeneracy conditions, changes sign when (x; ) passes a singular point, see, e.g., Wer92] and the literature cited there.
The standard approach described above fails if n is so large that LU factorization is not possible. Then the Gauss solvers S and S T have to be replaced by iterative solvers, typically by Krylov-type solvers as GMRES in the nonsymmetric or MINRES in the symmetric but inde nite case. However, since A becomes more and more singular if (x; ) approaches (x ; ), the iterative solvers will not be able to solve the system at all or in a reasonable time. One possibility to handle this case consist in applying Lanczos's method on the matrix C := 0 A A T 0 which has the eigenvalues i (C) = i (A), see have di culties to approximate them e ciently. Our aim is to stay within the inverse iteration approach but to reformulate it in such a way that no almost singular systems occur and, hence, iterative solvers are an option.
An old way for obtaining su ciently nonsingular systems already used by Wielandt Wie44] and described, e.g., in the old German textbook Zurm uhl Zur53] consists in replacing an appropriate column of A or A T by the right hand side of the corresponding linear system in (4) or (6), respectively. However, we instead prefer bordering A according to (2) which does not disturb the structure of the matrix. This approach will be described on hand of an model algorithm in the following Section 2. There we provide also some useful estimates for the quality of the approximations computed by solving such bordered systems. In Section 3, two cheaper practical algorithms are introduced and analyzed. In the nal Section 4, some numerical examples with a certain matrix from bifurcation problems and with random matrices are given. They show that the method works reliable and that the condition numbers of the arising bordered systems indeed depend on 1 ; : : : ; n?1 but not on n .
The Bordering Approach
When computing simple bifurcation points of (1), Allgower/Schwetlick AS97] proposed an algorithm that simultaneously improves approximations to the left singular vector u n and the right singular vectors v n , v n+1 of a matrix J 2 R n (n+1) with rank(J) n ? 1.
The translation to the case of an (n n)-matrix A leads to the following algorithm. Since the assumptions X 2 6 = 0, Y 2 6 = 0 also guarantee B to be nonsingular in the case rank(A) = n ? 1, we end up with the following su cient condition for B(y; x; 0) being nonsingular.
Corollary 2. Suppose rank(A) n ? 1, and de ne := n = n?1 . Then B(y; x; 0) is nonsingular for any bordering vectors y, x 2 R n that satisfy Y 2 = u T y 6 = 0; X 2 = v T x 6 = 0; and = tan tan < 1:
(17) Since 1, the third condition (17) is quite weak and, e.g., satis ed for any A if both and are smaller than =4 whereas the rst two conditions are generically satis ed for any choice of y and x.
The Moreover, the new directions spanned byx andỹ posses the following properties:
(i) If A is singular, i.e., rank(A) = n ? 1, n = 0, = n = n?1 = 0, then we have X 2 = v T x 6 = 0, Y 2 = u T y 6 = 0, and
(ii) If A is nonsingular, i.e., rank(A) = n, n > 0, 0 < = n = n?1 1, then we have Part (ii): Suppose that A is nonsingular. Then (23) givesx = ?A ?1 y so that 6 = 0.
Moreover, by using the SVD (7) of A and decomposing y according to (11), (12) we obtaiñ The above Lemma 3 shows that, if A is singular, already one improvement step (19) yields the directions of the desired singular vectors u, v. This fact is well known in bifurcation theory. If A is nonsingular then the iteration (19) improves the directions alternatingly by the factor which is smaller than 1 if n?1 > n . This result seems to be new. Moreover, the Lemma shows that the quality of the new directionsx andỹ measured by the angles~ and~ , respectively, depends only on the bordering vectors y and x used in the upper block of B and B T , respectively, and not on the entries of lower blocks. The latter have only to guarantee the unique solvability, i.e., to augment B and B T to a nonsingular matrix.
When applying Corollary 2 and Lemma 3 to the special case ! = 0 of Algorithm 1 we obtain the following convergence theorem. hence, j( ? n )= n j = j%j. It i.e., the typical approximation behavior of a Rayleigh quotient. Note that even the relative error is of order " 2 which is essential because in the applications mentioned in the introduction A is often nearly singular, i.e., n = n (A) is small. When (x k ; y k ) is build with the vectors x k , y k of Algorithm 1 we obtain (x k ; y k ) = j k+1 j = j k+1 j =:
(39) i.e., the generalized Rayleigh quotient is a byproduct of the algorithm, and its computation needs no additional work. By combining the estimates (29), (30) identical with the iterates generated by the inverse iteration processes (4) and (6).
A Practical Algorithm
Consider the case rank(A) = n. In the basic algorithm SVII the x k and y k are updated In a next setting we changed x from x to a neighbored statex and took A :=Ã := @ x F(x; ). Here we have = 84 (Ã)= 83 (Ã) = 3:1e ? 2 and condÃ e + 5. In the two runs the initial borderings have been determined as in the rst setting. The results are displayed in Table 2 The results are summarized in the following Table 3 where the subscripts max, min, av mean the maximal, minimal, and average number over all 10 runs for the given dimension n, respectively. Table 3 . A random, 10 runs for every n Remark 10. During the numerical tests with the random matrices we, moreover, monitored some quantities as tan 2l?1 , tan 2l , and some condition numbers which are of interest from a theoretical point of view.
(i) After termination with y k the last values tan k and tan k?1 were always smaller than 7 10 ?11 whereas we had always j (k) ? n (A)j < 7 10 ?15 as expected in double IEEE arithmetic from the estimates given above.
(ii) For all k we computed the condition numbers cond = 1 (A)= n?1 (A) according to Proposition 8 has been reached within a relative accuracy of order 10 ?10 by Algorithm 3 in all 50 but 14 and by the matrices of Algorithm 2 in all but 19 cases. However, the nal condition number of all matrices B k never exceeded 3 cond (opt) .
