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Las te´cnicas forenses en entornos cloud son el estudio anal´ıtico de la es-
tructura de un sistema de computacio´n en la nube con el fin de, tras la
ocurrencia de un error, encontrar las trazas que llevaron al sistema a ese
punto. La infraestructura de computacio´n en la nube es un cambio de para-
digma en la computacio´n que conlleva grandes retos para los investigadores
debido, principalmente, a las caracter´ısticas que hacen atractiva a esta tec-
nolog´ıa. Sabiendo que este tipo de entorno es problema´tico, especialmente
para la tecnolog´ıa tradicional forense, en primer lugar se estudia este tipo de
entono, la tecnolog´ıa forense tradicional y los problemas y soluciones que se
presentan en este cambio de paradigma, que es la computacio´n en la nube.
Posteriormente se crea un entorno de pruebas en el que se estudian dos pro-
gramas para la deteccio´n de ciberataques a un entorno de DevStack; adema´s,
tambie´n se estudia la capacidad de generar registros de eventos en este tipo
de entornos. Finalmente se analizan las evidencias generadas desde el entono,
en el caso de uno de los programas no se llega a probar la configuracio´n inicial
que se pretend´ıa, el resto de las pruebas resultan satisfactorias. Se concuye
que este tipo de entornos aun necesitan mucho trabajo en el disen˜o e imple-
mentacio´n de muchos tipos herramientas forenses que se utilizan en entornos
tradicionales y necesitan su adaptacio´n al cloud; adema´s se enumeran una
serie de otros posibles entornos de pruebas para las te´cnicas forenses en la




Forensic techniques in cloud environments are the analytical study of
the structure of a cloud computing system in order to, after the occurrence
of an error, find the traces that led the system to that point. The infras-
tructure of cloud computing is a paradigm shift in computing that entails
great challenges for researchers due, mainly, to the characteristics that make
this technology attractive. Knowing that this type of environment is proble-
matic, especially for traditional forensic technology, first of all this type of
environment is studied, the traditional forensic technology and the problems
and solutions that arise in this paradigm shift, which is cloud computing.
Subsequently, a test environment is created in which two programs for the
detection of cyber attacks to a DevStack environment are studied; In addi-
tion, the ability to generate event records in this type of environment is also
studied. Finally, the evidence generated from the environment is analyzed.
In the case of one of the programs, it is not possible to prove the initial
configuration that was intended, the rest of the tests are satisfactory. It is
assumed that this type of environments still need a lot of work in the design
and implementation of many types of forensic tools that are used in traditio-
nal environments and need their adaptation to the cloud; A number of other
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1. Introduccio´n
Las palabras “en la nube”se han convertido en parte de la jerga habitual
y cada vez se utilizan ma´s, pero en muchos casos se desconoce realmente a
que´ se refiere este concepto y aun menos como funciona realmente la compu-
tacio´n en la nube.
El te´rmino nube (cloud) tiene un comienzo difuso que se situ´an en la
de´cada de 1960 [1], siendo esta una idea muy poco madura sobre lo que hoy
en d´ıa se conoce como la nube. Un concepto ma´s aproximado de los comien-
zos del cloud, como actualmente se entiende, se puede situar en 2006, en la
conferencia sobre el motor de bu´squeda de Google: “What’s interesting [now]
is that there is an emergent new model, and you all are here because you are
part of that new model. I don’t think people have really understood how big
this opportunity really is. It starts with the premise that the data services and
architecture should be on servers. We call it cloud computing – they should be
in a “cloud”somewhere.”1[2] En ese mismo mes, 25 d´ıas ma´s tarde, Amazon
lanza la beta de Amazon EC2 (Amazon Elastic Compute Cloud) [3]. Con las
ideas expuestas por Google y la beta de la nube de Amazon se comienza a
atisbar el cambio de paradigma de la computacio´n.
Lo que hoy se conoce como cloud computing es ba´sicamente una cantidad
ilimitada de recursos de los que un usuario o una compan˜´ıa puede disponer de
manera flexible pagando u´nicamente por aquellos que utilice durante el tiem-
po que desee. Esto se realiza mediante la creacio´n y eliminacio´n de ma´quinas
virtuales en grandes datacenters2 controlados por hipervisores[4].
1“Lo que es interesante [ahora] es que hay un nuevo modelo emergente, y todos vosotros
esta´is aqu´ı por que sois parte de ese nuevo modelo. No creo que la gente haya entendido
realmente co´mo de grande es esta oportunidad. Comienza con la premisa de que la ar-
quitectura y los servicios de datos se deber´ıan encontrar en los servidores. Lo llamamos
computacio´n en la nube – deber´ıan estar en una “nube”, en alguna parte”
2Tambie´n conocidos como Centros de Procesamiento de Datos, o por sus siglas CPD,
es un espacio donde las compan˜´ıas almacenan los recursos informa´ticos necesarios para el
procesamiento de sus datos
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Pero, como toda tecnolog´ıa, esta´ sujeta a errores y dichos errores son un
punto de acceso para que los usuarios malintencionados puedan obtener un
beneficio ileg´ıtimo[5]. Es en este punto donde la seguridad en la nube entra
en juego, evitando que parte de esas acciones malintencionadas se lleven a
cabo o, al menos, que el hecho en s´ı sea registrado y se pueda reconstruir el
“escenario del crimen”, para descubrir al atacante. Esta u´ltima parte es lo
que se conoce como te´cnicas forenses digitales, que es el principal punto de
estudio de este documento.
1.1. Motivacio´n y objetivos del proyecto
Las te´cnicas forenses digitales son el estudio anal´ıtico de una infraestruc-
tura tecnolo´gica. Las tecnolog´ıas de computacio´n en el cloud au´n son jo´venes,
empresas y usuarios esta´n comenzando a migrar a la nube sus procesos menos
sensibles, pero la tendencia hacia la migracio´n completa pasa por crear un
entorno ma´s seguro para dichos procesos.
Para conseguir un entorno ma´s seguro es necesaria la implementacio´n de
una estructura de ana´lisis forense y, aunque en la actualidad no existe una
cantidad demasiado amplia de herramientas para llevar a cabo este tipo de
estudio, va apareciendo paulatinamente nuevo software forense.
El objetivo del trabajo es el estudio de estas herramientas, sus capacidades
y limitaciones e incluso si existe la manera de adaptar software forense no
disen˜ado espec´ıficamente para la computacio´n en la nube al ana´lisis de este
entorno de una manera escalable. Para, luego, implementar una simulacio´n
en la que se utilizar´ıa este software forense en un entorno controlado sobre
el que se realizar´ıan ciertos ataques de red.
1.2. Organizacio´n del documento
El trabajo esta´ dividido en dos secciones, una primera, en la que se es-
tudiara´ el entorno de trabajo, as´ı como las te´cnicas forenses digitales en
sistemas informa´ticos comunes y como se han adaptado estos procedimientos
al estudio forense en los entornos cloud. Y una segunda en la que se relatara´
el proceso de creacio´n del entorno de estudio que se implemento´ y las pruebas
que se realizaron sobre e´l.
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Al finalizar la lectura de este documento se tendra´n conocimientos sobre:
Entornos de computacio´n en la nube: definicio´n, arquitectura y modelos
de servicio.
Te´cnicas forenses digitales: proceso y requisitos del ana´lisis.
Aplicacio´n de las te´cnicas forenses en entornos cloud.
Software forense en entornos cloud.
Disen˜o de un laboratorio de computacio´n en la nube.
Resultados y funcionamiento de una serie de herramientas forenses.
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2. Conceptos teo´ricos y Estado
del arte
Previo al estudio del ana´lisis forense en entornos cloud es necesario definir
algunos conceptos de intere´s tanto del modelo del entorno, como del proce-
so de investigacio´n forense informa´tica. Tras estos conocimientos previos se
procedera´ a explicar las actuales te´cnicas forenses en este tipo de entornos y
los problemas a los que se enfrenta.
2.1. El entorno cloud
La computacio´n en la nube es un modelo de servicio en el cual los recur-
sos informa´ticos, masivamente escalables, son repartidos entre los clientes a
trave´s de las tecnolog´ıas de internet[6].
Las principales caracter´ısticas del modelo son [7]:
Uso bajo demanda: el consumidor de recursos cloud puede acceder uni-
lateralmente a dichos recursos. Una vez que el recurso es configurado
es posible automatizar su uso, siendo as´ı innecesario la intervencio´n
humana desde el lado del consumidor o de la del proveedor.
Acceso ubicuo: la habilidad de un servicio para ser utilizado por tecno-
log´ıas heteroge´neas; diversos dispositivos, protocolos, interfaces y tec-
nolog´ıas de seguridad
Multiusuario (comparticio´n de recursos): caracter´ıstica del software que
permite el acceso de mu´ltiples usuarios (tenants) a los mismos recursos
repartie´ndolos entre estos bajo demanda (polling). Esta caracter´ıstica
es obtenida de la capacidad de virtualizacio´n del software utilizado en
los servidores de computacio´n en la nube.
Elasticidad: capacidad de aumentar (o disminuir) los recursos utiliza-
dos por una nube dependiendo de los picos de trabajo, siempre bajo
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configuracio´n del usuario o del proveedor. La elasticidad es la principal
caracter´ıstica que atrae a los consumidores a utilizar esta tecnolog´ıa.
Uso medido: capacidad de la plataforma de calcular los recursos que
esta´n siendo utilizados por cada usuario. Principalmente es utilizado
por el proveedor del servicio para realizar la facturacio´n en funcio´n de
tiempo de uso y cantidad de recurso ocupado.
A parte Thomas Erl [8] especifica otra caracter´ıstica que, si bien no es
ba´sica en el modelo, varias arquitecturas la implementan.
Resiliencia: Colocacio´n de recursos informa´ticos redundantes a fin de
evitar un colapso del servicio a causa de la ca´ıda de uno de los recursos.
Los recursos redundantes pueden pertenecer a la misma nube, pero
encontrarse en emplazamientos f´ısicos diferentes.
2.1.1. Virtualizacio´n
El funcionamiento de un entorno nube esta´ basado en la virtualizacio´n,
que consiste en la asignacio´n de recursos f´ısicos para la posterior instalacio´n
de un sistema operativo [8]. Los sistemas operativos virtualizados funcionan
independientemente unos de otros como si se encontrasen en ma´quina f´ısi-
cas separadas de tal manera que aun encontra´ndose virtualizados dentro de
otro equipo f´ısico o virtual estos, en principio, no pueden acceder a datos del
equipo en el que se encuentran implementados [9].
Para realizar la virtualizacio´n se necesita de un hipervisor1, se pueden en-
contrar 2 tipos de hipervisores [10]:




• Microsoft Hyper-V Server





Figura 2.1: Comparacio´n de los hipervisores nativos y hosted.
En la figura 2.1 se puede ver una comparacio´n de arquitectura entre dos
ma´quinas, una con un hipervisor tipo hosted y otro nativo.
2.1.2. Modelos de despliegue
En primera instancia, para poder adjudicar una responsabilidad sobre
la seguridad de un entorno cloud debemos conocer las distintas maneras en
las que se puede desplegar este tipo de entornos. Los modelos de despliegue
coinciden en la mayor parte de la bibliograf´ıa [4][7][8]:
Nube pu´blica: el despliegue pu´blico de una nube esta´ disponible para
usuarios individuales y grandes empresas que contratan servicios de
virtualizacio´n a proveedores externos.
Nube privada: la infraestructura de nube privada es operada y utilizada
u´nicamente por una compan˜´ıa. El equipo f´ısico se puede encontrar tanto
dentro como fuera de sus instalaciones.
Nube h´ıbrida: combina infraestructuras de distintas nubes gestionadas
por distintas entidades, pero actu´an como una u´nica infraestructura.
Nube de comunidad: es una nube disen˜ada para servir a un propo´si-
to comu´n. Puede ser utilizada por una o por varias compan˜´ıas, estas
comparten preocupaciones comunes como objetivo, pol´ıticas, seguridad,
necesidades de regulacio´n, etc.
1Un hipervisor es una plataforma que permite aplicar diversas te´cnicas de control de
virtualizacio´n para utilizar, al mismo tiempo, diferentes sistemas operativos en una misma
computadora.[10]
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Figura 2.2: Responsabilidad segu´n el modelo de servicio.
2.1.3. Modelos de servicio
Dentro de las nubes con infraestructura pu´blica (pu´blicas e h´ıbridas), el
nivel de responsabilidad depende de hasta que´ punto el usuario tiene nivel
de acceso, como se muestra en la figura 2.2. Al igual que en el punto anterior
la bibliograf´ıa coincide en la clasificacio´n [4][7][8]:
Infraestructura como servicio: (IaaS [Infraestructure as a Service]) pro-
vee de virtualizacio´n de sistemas, almacenamiento, virtualizacio´n de
infraestructura y otros elementos de hardware. El proveedor se encarga
de la infraestructura f´ısica, mientras que el usuario se encarga del resto
de elementos del despliegue.
Plataforma como servicio: (PaaS [Platform as a Service]) provee de
ma´quinas virtuales, aplicaciones, servicios, transacciones y estructuras
de control.
Software como servicio: (SaaS [Software as a Service]) provee de un
sistema operativo con aplicaciones, administracio´n e interfaz de usuario.
Con esto ya se plantan las bases de co´mo definir lo que es la computacio´n
en la nube y como se puede clasificar los distintos tipos de entornos cloud
que existen y quedan resumidos en la figura 2.3
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Figura 2.3: Definiciones de la computacio´n en la nube.
Figura 2.4: Ejemplo de espionaje de tra´fico.
2.1.4. Amenazas a los entornos cloud
Dado que la seguridad es el asunto principal de este estudio hay que
entender los posibles ataques que este tipo de entonos pueden recibir. Siendo
las amenazas ma´s significativas [8]:
Espionaje de tra´fico (Traffic eavesdropping) Tambie´n llamado ataque
man in the middle, o por sus siglas MitM. Los paquetes de datos enviados
entre usuario y la nube son interceptados por un agente malicioso para reunir
datos de manera ileg´ıtima. Este tipo de ataque compromete la validez de los
datos y la relacio´n entre el usuario y el proveedor de los servicios, como se
ve en la figura 2.4.
Intermediario malicioso Los mensajes son interceptados por un agente
malicioso y son modificados amenazando la integridad y la confidencialidad
de estos. Adema´s, la modificacio´n puede llegar a inyectar co´digo malicioso
9
Figura 2.5: Ejemplo de un ataque de intermediario malicioso.
Figura 2.6: Ejemplo de denegacio´n de servicio.
comprometiendo al servidor. Un ejemplo se muestra en la figura 2.5.
Denegacio´n de servicio (DoS) Sobrecarga los recursos informa´ticos del
servidor hacie´ndolo inaccesible para el resto de los usuarios, como en la figura
2.6. Este tipo de ataques se pueden ejecutar de distintas maneras:
La sobrecarga de los servidores se efectu´a mediante peticiones de co-
municaciones repetidas.
Reducir la capacidad de la red mediante la sobrecarga de esta.
Se solicitan mu´ltiples servicios a la nube haciendo que la memoria y el
procesamiento sean consumidos en exceso.
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Figura 2.7: Ejemplo de acceso con autorizacio´n insuficiente.
Autorizacio´n insuficiente El acceso es concedido a un atacante de ma-
nera erro´nea, esto resulta en que el usuario malintencionado recibe capacidad
de acceso a recursos normalmente protegidos. Una versio´n de este ataque se
puede ver en la figura 2.7
Ataque de virtualizacio´n Como se explico´ antes los recursos informa´ticos
virtuales esta´n aislados unos de otros. Este ataque explota las vulnerabili-
dades del hipervisor poniendo en peligro la confidencialidad, integridad y
disponibilidad de los datos almacenados en el servidor.
Superposicio´n de los l´ımites de confianza Un usuario malicioso con
acceso al entorno cloud puede tener acceso a los mismos recursos que otros
usuarios, en este caso el atacante tiene como objetivo estos recursos compar-
tidos de los que dispone poniendo en compromiso la integridad de estos.
2.1.5. Soluciones de creacio´n de entornos cloud
Como se ha visto, existen multitud de modelos de despliegue y servicio
y, por lo tanto, existen multitud de soluciones para cada combinacio´n, tanto
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open source2 como propietarias.
Con los conocimientos que se han adquirido a lo largo de esta seccio´n
se dara´ una descripcio´n de los enfoques ma´s comunes, para posteriormen-
te poder decidir cua´l es la ma´s adecuada para el desarrollo del entorno de
pruebas.
OpenStack
OpenStack es un sistema operativo cloud, que gestiona grandes cantida-
des de recursos computacionales, de almacenamiento y de red a trave´s de un
datacenter controlado por un “dashboard”que dota a los administradores de
capacidades de gestio´n y da a los usuarios la posibilidad de aprovisionarse
de medios a trave´s de una interfaz web[12].
OpenStack es un proyecto de co´digo libre distribuido bajo la licencia
Apache 2.03. Existe una gran cantidad de colaboradores en el desarrollo del
proyecto, lo que permite a este sistema mantenerse actualizado e ir an˜adien-
do complementos de manera continua.
La funcionalidad del proyecto OpenStack se debe a el trabajo continuo
de distintos servicios ejecuta´ndose en servidores distintos de manera coope-
rativa. OpenStack distingue entre 2 tipos de servicios:
Core Services Son los servicios que otorgan una funcionalidad ba´sica a
OpenStack, que vienen descritos en el cuadro 2.1.
Servicios opcionales Son el resto de los servicios que OpenStack puede
albergar, dotan al sistema de muchas otras funcionalidades que complemen-
tan el servicio con otras utilidades. Algunos de estos servicios se pueden ver
en la figura 2.8
2Una licencia de co´digo abierto es una licencia de software que permite que tanto el
co´digo fuente como los archivos binarios sean modificados y redistribuidos libremente y sin
tener que pagar al autor original. Sin embargo, ciertas licencias de co´digo abierto pueden
incorporar algunas restricciones, como el requisito de mantener el nombre de los autores
y la declaracio´n de derechos de autor en el co´digo, o permitir la modificacio´n del co´digo
so´lo para usos personales o la redistribucio´n del software para usos no comerciales.[11]
3La licencia Apache es una licencia de software libre creada en 2004 por Apache Software
Foundation. Es una licencia considerada permisiva[13]. Requiere la conservacio´n del aviso






Almacena objetos de datos
desestructurados, a trave´s
de una API RESTful ba-
sada en HTTP. Tiene una
gran tolerancia a fallos, me-
diante la replicacio´n de da-
tos y una arquitectura esca-
lable.
Keystone Identidad
Proporciona un servicio de
autenticacio´n y autoriza-
cio´n para otros servicios de
OpenStack.
Nova Computacio´n
Gestiona el ciclo de vida de
las instancias en un entorno
OpenStack. Entre sus res-
ponsabilidades se incluyen
la generacio´n, programacio´n




de red como servicio para
otros servicios de OpenS-
tack. Ofrece una API para






to de bloques persistente,




Almacena las ima´genes de
las ma´quinas virtuales. Es-
te servicio es usado durante
el aprovisionamiento de ins-
tancias.
Cuadro 2.1: Core Services de OpenStack
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Figura 2.8: Servicios opcionales OpenStack.
CloudStack
CloudStack de Apache, es un software de co´digo abierto bajo la licencia
Apache 2.0 disen˜ado para desplegar y gestionar grandes redes de ma´quinas
virtuales, como una plataforma de computacio´n en la nube con alta disponibi-
lidad y altamente escalable en modo de infraestructura como servicio (IaaS).
CloudStack es utilizado por varios proveedores de servicio para ofrecer infra-
estructuras pu´blicas de computacio´n en la nube y por varias empresas para
proveerse de servicios cloud en la localizacio´n de la estas.
CloudStack es una “navaja suiza”que incluye todas las herramientas y ca-
racter´ısticas que la mayor´ıa de las organizaciones desean en una nube IaaS:
orquestacio´n computacional, red como servicio, administracio´n de cuentas y
usuarios, una API nativa completa y abierta, contabilidad de recursos y una
interfaz de usuario (UI).[14]
La principal caracter´ıstica de CloudStack es el despliegue de la infraes-
tructura que se describe en la figura 2.9. La infraestructura se compone de:
Regio´n, es la mayor unidad de organizacio´n disponible. Una regio´n se
compone de distintas zonas. Cada regio´n esta´ controlada por su propio
cluster con servidores de gestio´n.
Zona, t´ıpicamente se corresponde con un datacenter, aunque es posible
tener mu´ltiples zonas dentro de un centro. Las zonas permiten aislar
f´ısicamente y an˜aden redundancia.
Pod, suele representar un u´nico rack. Todos los hipervisores de un pod
pertenecen a la misma subred.
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Figura 2.9: Infraestuctura de CloudStack.
Cluster, es una medida que se toma para agrupar hipervisores, todos
los host en el cluster tienen caracter´ısticas similares.
Host, representa a un u´nico ordenador, que tiene un hipervisor insta-
lado.
Almacenamiento primario, provee al sistema de los discos de almace-
namiento virtuales de las ma´quinas que son ejecutadas por los hosts en
su cluster.
Almacenamiento secundario, provee a las zonas con ima´genes de los
sistemas operativos, ima´genes de los discos duros como backup...
OpenNebula
OpenNebula es otra solucio´n de software libre, bajo la licencia Apache
2.0. Administra centros de datos heteroge´neos distribuidos. La plataforma
OpenNebula gestiona la infraestructura virtual de un centro de datos para
construir nubes privadas, pu´blicas e h´ıbridas en modo infraestructura como
servicio (IaaS). Los dos usos principales de OpenNebula son la virtualizacio´n
de centros de datos y la creacio´n de infraestructuras en la nube.
La infraestructura de CloudStack es ana´loga a la de un clu´ster cla´sico,
que se compone de :
Nodo maestro, es la ma´quina real donde esta´ instalado OpenNebula.
Los servicios de OpenNebula en la ma´quina de aplicaciones para el
usuario incluyen el servicio de administracio´n (oned), el programador
(sched), el servidor de interfaz web (servidor Sunstone) y otros compo-
nentes.
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Figura 2.10: Infraestructura de OpenNebula.
Nodos de trabajo, proporcionan los recursos informa´ticos reales necesa-
rios para procesar todos los trabajos enviados por el nodo maestro. Los
hosts habilitados para el hipervisor OpenNebula utilizan un hipervisor
de virtualizacio´n como Vmware, Xen o KVM.
Almacenes de datos, contienen las ima´genes base de las ma´quinas vir-
tuales. Los almacenes de datos deben ser accesibles para el front-end,
esto puede lograrse mediante el uso de una de las diversas tecnolog´ıas
disponibles, como NAS, SAN o almacenamiento de conexio´n directa.
Red de comunicaciones f´ısica permite la interconexio´n entre servidores
de almacenamiento y ma´quinas virtuales en ubicaciones remotas. Tam-
bie´n es esencial que la ma´quina de front-end pueda conectarse a todos
los nodos de trabajo o hosts.
Eucalyptus
HPE Helion Eucalyptus es una solucio´n open source bajo la licencia GPL
v34 para la implementacio´n de una nube privada. Su nombre hace referen-
cia al acro´nimo “Elastic Utility Computing Architecture for Linking Your
4La GPL de GNU se refiere a la licencia general pu´blica de GNU (GNU General Public
License), la licencia implica que el software y su documentacio´n sean de dominio pu´blico
adema´s de obligar a todas las obras derivadas de mantener la misma licencia.[15]
16
Figura 2.11: Infraestructura lo´gica de Eucalyptus.
Programs To Useful Systems”que puede traducirse como “Utilidad de ar-
quitectura de computacio´n ela´stica para vincular sus programas a sistemas
u´tiles”.
Eucalyptus es compatible con la api de Amazon Web Services, por lo tanto
se puede utilizar para montar una infraestructura de nube h´ıbrida[16]. Tiene
la capacidad de balancear la carga de computacio´n entre los recursos privados
y pu´blicos. El diagrama de funcionalidades de Eucalyptus se encuentra en la
figura 2.11.
Amazon Web Services
Amazon Web Services, AWS por sus siglas, ofrece recursos de cloud com-
puting pu´blicos bajo demanda, los recursos son ofrecidos en un modelo de
pago por uso. AWS ofrece varios modelos de servicio, los ma´s importantes se
describen a continuacio´n:
Amazon EC2 Amazon Elastic Cloud Compute, se encarga de gestionar
los recursos de computacio´n, utilizar este servicio permite ahorrar coste en
recursos hardware.
Amazon S3 Amazon Simple Storage Service es un servicio de almacena-
miento en la nube. Permite almacenar y recuperar cualquier cantidad de
datos en cualquier momento. El objetivo de este servicio es maximizar los
beneficios de la escalabilidad. Principalmente se utiliza para almacenar bac-
kups, recuperar datos, ana´lisis de Big Data, aplicaciones en la nube, etc.
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Amazon EBS Amazon Elastic Block Store, proporciona volu´menes de al-
macenamiento a nivel de bloques, persistentes y disen˜ados para ser usados
conjuntamente con las instancias de EC2 en la nube de Amazon. Cada vo-
lumen de Amazon EBS se replica automa´ticamente dentro de una zona de
disponibilidad, con el fin de proporcionar proteccio´n ante fallos de los com-
ponentes, y ofreciendo una alta disponibilidad y durabilidad.
Microsoft Azure
Microsoft Azure, tambie´n conocido como Windows Azure o Azure Servi-
ces Plataform es una solucio´n para la gestio´n de recursos en los servidores de
Microsoft, el equipo controlador tiene un sistema operativo homo´nimo y los
equipos controlados llevan instalado Microsoft Server con una versio´n modifi-
cada del software de virtualizacio´n Hyper-V[17]. Microsoft Azure proporciona






Hospeda y administra apli-
caciones en los centros de
datos de Microsoft, pue-





Se encarga del almacena-
miento duradero en la nube,
almacenando objetos como




Es un servicio de bases de





Acerca datos de Microsoft a
los puntos de distribucio´n,
como por ejemplo los ma-
pas de Bing o datos de ac-
tualizacio´n de una app de



















Aporta una serie de funcio-
nes de red, entre otras per-
mite a los recursos locales y
virtuales tener conectividad
IP, como si se encontrasen
conectados al mismo enru-
tador.
Cuadro 2.2: Servicios de Microsoft Azure
19
2.2. Te´cnicas forenses digitales
Las te´cnicas forenses digitales se definen como el uso de me´todos cient´ıfi-
camente probados para la preservacio´n, coleccio´n, validacio´n, identificacio´n,
ana´lisis, interpretacio´n, documentacio´n y preservacio´n de evidencias deriva-
das de fuentes digitales con el propo´sito de posteriormente reconstruir accio-
nes criminales, o ayudar a anticipar acciones no autorizadas que potencial-
mente interrumpir´ıan el funcionamiento esperado [18].
Existen diversos modelos del proceso forense digital, en este documento se
utilizara´ el modelo en 4 fases descrito por A. Eleyan y D. Eleyan [19] que
se encuentra destinado a su aplicacio´n en entornos cloud. Las fases, que se
muestran en la figura 2.12, son:
1. Identificacio´n: es la fase en el que se reporta el abuso o uso maligno
del dispositivo informa´tico. El proceso forense comienza con la identi-
ficacio´n de la evidencia, que puede ser una imagen del disco duro, un
archivo o los logs (tambie´n llamados archivos de registro) de alguna
aplicacio´n del sistema.
Por lo tanto, este paso se divide a su vez en 2 partes, identificacio´n del
problema e identificacio´n de la prueba.
2. Coleccio´n y preservacio´n: este es la frase principal del proceso forense.
Un error durante esta fase puede afectar al resto del proceso forense. La
evidencia es extra´ıda de del dispositivo afectado mediante un proceso
denominado mirroring.
3. Procesado y ana´lisis: Es el empleo de te´cnicas y herramientas forenses
para detectar y extraer los datos de la evidencia, mientras se protege
su integridad. Si el ana´lisis no llega a una conclusio´n valida se debera´
volver al paso 1.
4. Diseminacio´n de resultados: reporte sobre el proceso realizado, se de-
ben indicar los datos obtenidos, as´ı como el proceso para obtenerlos;
tambie´n, las recomendaciones sobre seguridad que necesita el sistema
a fin de evitar que vuelva a ser v´ıctima del mismo tipo de ataque.
2.2.1. Modelos de te´cnicas forenses digitales
Segu´n el momento de aplicacio´n de las te´cnicas forenses digitales podemos
distinguir entre dos modelos [20]:
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Figura 2.12: Diagrama de flujo del proceso forense.
Te´cnicas forenses reactivas son el me´todo cla´sico de ana´lisis forense
de sistemas, se realizan despue´s de que el crimen haya sido cometido. En
este proceso las evidencias obtenidas son de dos tipos, reactivas, ficheros que
hayan quedado almacenados en memoria, y activas, todo tipo de evidencias
dina´micas como por ejemplo procesos almacenados en memorias vola´tiles
(RAM).
Te´cnicas forenses proactivas es un me´todo ma´s moderno. Se analizan
partes del sistema de manera continua, cuando el sistema es v´ıctima de un
ataque se dispara una alarma y se almacena y preserva la evidencia, ge-
nera´ndose un reporte automa´tico para un ana´lisis futuro. A diferencia del
modelo anterior la preservacio´n es posterior a la coleccio´n, pues el incidente
no ha sido identificado.
2.2.2. Tipos de herramientas forenses
Dependiendo del ataque recibido los procedimientos para la extraccio´n de
la evidencia digital y por tanto las herramientas utilizadas para su obtencio´n
son diferentes.
Ima´genes de disco el proceso de copiar bit a bit de un disco, de una
manera ma´s general, se puede aplicar a cualquier proceso que se considere
un flujo de bits (volu´menes de datos f´ısicos y lo´gicos, flujos de datos en
red. . . ).
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Recuperacio´n de datos rescata datos que de manera normal no pueden
ser le´ıdos, por encontrarse inaccesibles, perdidos, corrompidos, dan˜ados o
formateados.
Ana´lisis de archivos Existen distintos tipos de software para el ana´lisis
de archivos, mientras que unos detectan datos copiados entre documentos,
otros detectan co´digo malicioso introducido en otros archivos, etc.
Extraccio´n de metadatos de documentos Leen los metadatos de los
documentos a fin de conocer ma´s informacio´n sobre ciertos archivos que pue-
den ser utilizados como evidencia informa´tica, como fecha de creacio´n y mo-
dificacio´n, taman˜o del archivo o tipo de archivo entre otros.
Ima´genes de memoria Mediante un principio similar a la creacio´n de
ima´genes de discos se realiza una copia bit a bit de una memoria.
Ana´lisis de memoria estudia los programas y procesos que se estaban
ejecutando en una memoria en el momento que se realizo´ la imagen del disco.
Herramientas forenses de red engloba distintos tipos de herramientas
que leen paquetes de red (sniffers), detectan actividad ano´mala en la red
(intrusion detection sistems) o herramientas de bu´squedas de direcciones IP
que tienen el fin de conocer al atacante que dejo´ la evidencia.
Ana´lisis de logs Ciertas aplicaciones cuando realizan actividades van al-
macenando dichas actividades en archivos de registro o logs, la manera de
almacenar los logs es bastante heteroge´nea. Estas herramientas facilitan la
lectura de los registros de aplicaciones.
Herramientas antiforenses es un grupo de herramientas cuyo objetivo
es frustrar que la evidencia obtenida por cualquiera de las herramientas an-
teriores sea veraz o sea imposible de obtener. Las ma´s habituales son: la
encriptacio´n de datos o protocolos de red; la modificacio´n de metadatos y
aprovecharse de la estructura de archivos del sistema operativo para ocultar
datos o crear archivos que llevan a una seccio´n vac´ıa de un disco, dificultando
la investigacio´n del forense.
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Eliminacio´n segura Eliminan datos de discos por completo, haciendo im-
posible su recuperacio´n. De tal manera que solo si se ten´ıa un conocimiento
previo de la existencia de estos archivos se puede detectar que han sido eli-
minados.
2.3. Ana´lisis forense en entornos cloud
Conociendo co´mo funciona el ana´lisis forense de una manera general y que´
tipo de herramientas y te´cnicas tiene investigador a su disposicio´n, la evolu-
cio´n hacia los entornos en la nube no es trivial, pues los recursos informa´ticos
a los que se intenta acceder no suelen ser accesibles al investigador. Para este
fin, se indica que el modelo ma´s adecuado es el ana´lisis forense de redes5. En
este tipo de ana´lisis la adquisicio´n y la verificacio´n de la evidencia digital es
ma´s ra´pida, debido a procesos automatizados como el hashing, que se pro-
duce cuando se almacenan datos en el entorno cloud [5].
Pero no todos los procesos forenses se pueden realizar siguiendo la te´cnica an-
terior y debe evaluarse otra serie de opciones como la utilizacio´n de ima´genes
de la ma´quina virtual, mediante la toma de “snapshots”6 de las instancias
de la ma´quina [21].
2.3.1. Usos de las te´cnicas forenses en entornos cloud
Podemos definir varios usos de te´cnicas forenses que actualmente se pue-
den realizar en entornos cloud [22]:
Investigacio´n especialemente la investiacio´n de ciberataques, as´ı como su
resconstruccio´n y la constatacio´n de la validez de las pruebas. Tambie´n la
comprobacio´n que las pol´ıticas de entornos multijurisdiccionales y multi-
usuario se esta´n aplicando o la investigacio´n de transacciones, operaciones
o sistemas sospechosos.
Solucio´n de problemas como por ejemplo la recuperacio´n de archivos
o instancias eliminados, la localizacio´n las causas de incidentes, el rastreo
eventos o la resolucio´n de problemas funcionales u operacionales; as´ı como el
manejo de incidentes de seguridad.
5El ana´lisis forense de redes se define como estudio sistema´tico de los flujos de datos
de una red.
6La toma de snapshots es un concepto similar al disk mirroring que se realiza sobre los
equipos tradicionales.
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Monitorizacio´n de registros Coleccio´n, ana´lisis y correlacio´n de diversas
entradas de logs de mu´ltiples sistemas en un entorno cloud.
Recuperacio´n de datos y sistemas tanto datos erronea o malintencio-
nadamente borrados, as´ı como desencripcio´n de datos encriptados cuya clave
ha sido perdida, recuperacio´n de sistemas tras un ataque o la adquisicio´n de
datos que vayan a ser redesplegados, retirados o que tengan que ser desinfec-
tados.
Cumplimiento normativo ayudar a organizaciones a cumplir con la nor-
mativa vigente en materia de proteccio´n de la informacio´n, mantenimiento de
registros para auditor´ıas, notificacio´n a usuarios cuando sus datos han sido
expuestos, etc.
2.3.2. Retos y soluciones de las te´cnicas forenses en
entornos cloud
Existen muchas partes interesadas en el desarrollo de las te´cnicas fo-
renses aplicadas en los entornos cloud, entre estas se encuentran gobiernos,
empresas e investigadores de las especialidades de comunicaciones y tecno-
log´ıas de la informacio´n. Estos retos se pueden clasificar en te´cnicos, legales
u organizativos[23]. Cuando se habla de retos de las te´cnicas forenses aplica-
das en entornos cloud, solamente se habla de aquellos retos intr´ınsecos a la
aplicacio´n de dichas te´cnicas al tipo de entorno en el que se trabaja y no a
las propias limitaciones de las te´cnicas que se apliquen, aunque, los objetivos
del ana´lisis forense tanto dentro como fuera de entornos cloud deber´ıan ser
los mismos.
En el documento del Instituto Nacional de Esta´ndares y Tecnolog´ıa de Es-
tados Unidos referenciado anteriormente[23] se establece una lista de los 65
mayores problemas que existen sobre la aplicacio´n de te´cnicas forenses en
entornos cloud, que se sintetizan a continuacio´n:
Arquitectura dados los diferentes tipos de arquitecturas f´ısicas de nubes
y las diferencias entre distintos proveedores dar con la localizacio´n de las
evidencias resulta complejo, pues pueden tener varios puntos finales desde
donde dotan de servicio a la infraestructura, adema´s de que pueden no haber
previsto la manera de incautar las pruebas sin afectar al resto de usuarios.
Coleccio´n teniendo en cuenta la gran cantidad de informacio´n que se ma-
neja en un entorno cloud no toda ella puede ser presentada como evidencia
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forense y la localizacio´n de esta, la extraccio´n de informacio´n de ma´quinas
virtuales y el mantenimiento de la integridad de los datos en un entorno
multitenant sin violar la privacidad de los otros tenants se convierte en otro
problema.
Ana´lisis el mayor reto del ana´lisis es la reconstruccio´n de los hechos dentro
del entorno, tarea que se vuelve mucho ma´s complicada cuando son varios
proveedores distintos los que ofrecen conjuntamente el servicio. La tarea de
organizar los logs de eventos de manera temporal entre distintos servicios
que no esta´n correctamente sincronizados, encontrar la correlacio´n entre los
eventos o la reconstruccio´n de escenarios a partir de ima´genes y datos del
almacenamiento.
Respuesta a incidentes confianza, competencia e integridad de los datos
recabados por los proveedores del servicio, que actu´an los primeros ante un
incidente y realizan una coleccio´n inicial de los datos.
Retos legales Por lo general en un cibercrimen realizado en un entorno
cloud se pueden encontrar hasta 3 pa´ıses implicados: donde se encuentran los
proveedores, donde se encuentra el atacante y donde se encuentra el atacado,
esto genera una serie de problemas jurisdiccionales que son agravados por
la falta de medios para la comunicacio´n y cooperacio´n internacional durante
la investigacio´n. La adquisicio´n de datos se basa en la cooperacio´n de los
proveedores de servicios cloud adema´s de en su competencia e integridad.
Estandarizacio´n los mayores problemas del trabajo forense en este tipo
de entornos vienen de la mano de la falta de unos esta´ndares de operacio´n,
pra´cticas y herramientas y la falta de interoperabilidad entre los distintos
proveedores.
A parte de estos seis puntos problema´ticos se habla del uso de te´cnicas
antiforenses, de la administracio´n de roles y de la falta, y antigu¨edad, de la
documentacio´n sobre el ana´lisis forense.
Las principales dificultades que se pueden llegar a estudiar en este docu-
mento son identificacio´n, coleccio´n y ana´lisis. Por ser los ma´s directamente
relacionados con el campo de la investigacio´n forense digital y de redes. Por
lo tanto a continuacio´n se ampl´ıa la informacio´n referente a estos campos.
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Identificacio´n
Es la principal fase del proceso forense y empieza definiendo las fuentes
de datos de las que se dispone, que son [24]:
Desarrollador del entorno: Dado que la mayor parte de los procesos del
entorno cloud son realizados de manera online una gran parte de los
artefactos forenses se encuentran en las instalaciones del servidor de
computacio´n.
Proveedor del servicio: En algunos casos el desarrollador del entorno no
es accesible o no facilitara´ los artefactos forenses, el proveedor no dispo-
ne de tantos datos pero normalmente es suficiente como para avanzar
en la investigacio´n.
Cliente: En otras ocasiones, la informacio´n vola´til almacenada en la
memoria RAM del cliente puede contener trazas de informacio´n u´til
para la investigacio´n.
Como se indico´ en apartados anteriores el modelo de servicio indica hasta
donde el usuario puede llegar a tener acceso a evidencias, la figura 2.2 es
un ejemplo de esto. Tambie´n es un dato que ayuda a conocer que´ tipos de
artefactos forenses se pueden llegar a obtener [24]:
Software como servicio: Monitores asignados a usuarios y logs de nivel
de aplicacio´n (acceso, identificacio´n, transacciones, uso, informacio´n de
la cuenta, problemas de rendimiento, volumen de datos...)
Plataforma como servicio: registros espec´ıficos de las aplicaciones de la
plataforma, errores y advertencias del sistema operativo.
Infraestructura como servicio: logs a nivel del sistema, eventos del hiper-
visor, archivos de ma´quinas virtuales (ima´genes de disco duro, memoria
RAM...), capturas de red, backups...
Dependiendo de la implementacio´n del servidor de computacio´n no siem-
pre es posible llegar a acceder a las evidencias, generalmente el acceso a estos
datos es controlado por el desarrollador del entorno y en algunos casos no
se llegan a generar por decisio´n de este. Por ejemplo, la creacio´n de backups
en un servidor de OpenStack (IaaS) es realizada mediante un plugin opcional.
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Coleccio´n
Mientras que la coleccio´n desde el lado cliente se puede realizar utilizan-
do las te´cnicas forenses tradicionales, para obtener los datos procedentes del
servidor solo se dispone de la informacio´n que el proveedor o desarrollador
ofrecen (a trave´s de una API o mediante una solicitud).
En el art´ıculo de Alqahtany et al. se recogen los problemas de la adquisi-
cio´n y ana´lisis forense y sus soluciones, son las siguientes [25]:
Dependencia de los proveedores: Como se ha visto los usuarios e in-
vestigadores son muy dependientes de los proveedores de servicio y de
los desarrolladores del entorno. Esta dependencia genera problemas con
la integridad de los datos y la cadena de confianza con los proveedo-
res. Adema´s, hay varios motivos te´cnicos y econo´micos por los que los
proveedores no dara´n cierta informacio´n, por ejemplo:
• El volumen de datos no permite almacenar backups de todas las
instancias.
• Los proveedores de servicio suelen ocultar la localizacio´n de los
datos.
• En caso de incidente el proveedor de servicio intentara´ primera-
mente restablecer el servicio antes de reunir las evidencias.
• La formacio´n de los investigadores puede no ser suficiente para
mantener la integridad de los artefactos forenses. Por lo tanto, las
evidencias pueden ser cuestionadas en un juicio.
Aislamiento de una instancia: en cualquier escenario de cibercrimen es
necesario aislar el equipo investigado, para evitar que las evidencias
desaparezcan, se adulteren o modifiquen. Hacer esto en un entorno de
computacio´n en la nube no es trivial, pues muchos de los recursos son
compartidos entre las distintas instancias.
Se proponen dos me´todos de aislamiento de instancias, el primero, la
recolocacio´n de la instancia en un nodo aparte; y el segundo, el aisla-
miento de la instancia en una sandbox7.
Procedencia de los datos: La procedencia de los datos juega un rol
importante en la investigacio´n forense en este tipo de entornos. Conocer
la procedencia de los datos permite al investigador conocer quien es
7Un sandbox es un mecanismo de seguridad para disponer de un entorno aislado del
resto del sistema operativo.[26]
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el duen˜o de los datos y cuando y quien accedio´ a ciertos recursos en
un momento concreto. Li et al. proponen un me´todo para registrar la
propiedad y el uso de archivos y recursos[27].
Integridad de los datos: La preservacio´n de los datos es un paso cr´ıtico
en el proceso forense y es crucial que las evidencias permanezcan in-
mutables. En un escenario en el que mu´ltiples actores son presentados
no siempre es posible tener un control absoluto de todos los datos.
Con el objetivo de preservar la integridad se presenta el Mo´dulo de
Plataforma de Confianza (Trust Platform Module o, por sus siglas,
TPM)[28]. Que permite mantener la integridad y la confidencialidad de
los datos. Tambie´n permite autentificar ma´quinas, encriptar hardware,
realizar firmas digitales, almacenamiento seguro de claves y validar la
integridad de la informacio´n.
Sincronizacio´n temporal: La diferencia en las zonas horarias entre los
servidores de la nube y los clientes de la nube puede afectar la integri-
dad, confiabilidad y admisibilidad de la evidencia.
Usar la misma zona horaria, por ejemplo GMT, entre las distintas en-
tidades implicadas puede ayudar a realizar el ana´lisis temporal de los
hechos investigados[29].
Ana´lisis
Es un gran desaf´ıo llevar a cabo un ana´lisis exhaustivo de un escenario
en la nube debido al gran volumen de datos que hay que analizar y la falta
de procesos y evidencias que se pueden encontrar. Adema´s, no existe una so-
lucio´n unificada para la extraccio´n, dado que el usuario puede acceder a sus
recursos desde una gran variedad de dispositivos (Tablets, PCs y tele´fonos
mo´viles).
Adema´s, debido a la naturaleza distribuida y compartida de la nube,
cada evento del crimen puede ocurrir en diferentes pa´ıses. Lo que dificultara´
el establecer el orden lo´gico en que tuvo lugar. Los investigadores podr´ıan
enfrentar una amplia gama de desaf´ıos cuando realicen la etapa de examen
y ana´lisis, incluyendo:
Falta de herramientas forenses: Se sabe que las herramientas forenses
disponibles tienen varias limitaciones y no pueden hacer frente a las
caracter´ısticas distribuidas y ela´sticas de la computacio´n en la nube.
Tambie´n existe una alta demanda de herramientas forenses para que el
proveedor de servicio y los clientes realicen una investigacio´n forense en
28
un entorno cloud. Por lo tanto, es crucial desarrollar herramientas que
puedan utilizarse para identificar, recopilar y analizar evidencias halla-
das en la nube. Se necesita una combinacio´n de herramientas forenses
informa´ticas y forenses de red para obtener datos forenses y luego poder
analizarlos. Las herramientas forenses tradicionales se pueden utilizar
para recopilar los datos activos mientras se mantiene su integridad al
tiempo que se pueden utilizar herramientas forenses de red para reco-
pilar datos adicionales a trave´s de la red, incluidos los logs.
Dykstra y Sherman indican que las herramientas forenses se deben
encontrar desde el plano administrativo[28]. Tambie´n indican que uti-
lizar las herramientas desde el plano de administracio´n es la solucio´n
ma´s equilibrada entre confianza en el proveedor y velocidad de obten-
cio´n de datos. Posteriormente, los mismos, disen˜an una utilidad llama-
da FROST, Forensics Open-Stack Tools (Herramientas Forenses para
Open-Stack) [30] que sienta la base para lo que debieran ser las he-
rramientas posteriormente desarrolladas para ejecutarse desde el plano
administrativo.
Reconstruccio´n de la escena del crimen: Es crucial reconstruir la escena
del crimen para entender co´mo se cometieron las actividades ilegales.
Por ejemplo, cuando un usuario malintencionado cierra su instancia
virtual despue´s de cometer ciertas actividades maliciosas, la recons-
truccio´n de la escena del crimen sera´ imposible.
Geethakumari y Belorkar propusieron un me´todo que permite a los in-
vestigadores repetir el evento del ataque y restaurar el sistema al estado
anterior al ataque mediante el uso de snapshots.[31]
2.3.3. Herramientas forenses en entornos cloud
El cloud es una virtualizacio´n de una red de computadores, por lo tanto,
muchas de las herramientas forenses de redes y de equipos informa´ticos son
va´lidas para este tipo de entornos, pero, como se ha visto, las caracter´ısticas
del cloud hacen ma´s complicado que un software forense tradicional pueda
desenvolverse con normalidad. Por ello se analizara´n una serie de herramien-
tas que pueden ser utilizadas en investigaciones forenses en entornos de nube.
Se estudiara´n una serie de herramientas dedicadas al cloud, ma´s concre-
tamente a la solucio´n OpenStack, debido a que es la que se utilizara´ en el
siguiente cap´ıtulo para el disen˜o del laboratorio de pruebas. Tambie´n se estu-
diara´n otro tipo de herramientas que, si bien, no pertenecen a esta tipolog´ıa
de entorno, han sido utilizados en alguna ocasio´n.
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Wireshark
Wireshark es un analizador de protocolos. El programa se conecta a un
interfaz de red y muestra los paquetes de datos que este´n pasando por dicho
interfaz. Puede reconstruir una sesio´n TCP o UDP. Este software esta´ pensa-
do para trabajar en un equipo real, para su adaptacio´n al cloud es necesario
o bien que se instale en el host para capturar el tra´fico entrante o saliente
del entorno o que se instale en un equipo virtual conectado a todas las redes
virtuales que se necesite analizar[32].
Ceilometer
El proyecto Ceilometer es un servicio de recopilacio´n de datos que da
la capacidad de normalizar y transformar datos en todos los componentes
principales de OpenStack actuales. Ceilometer es un proyecto de telemetr´ıa,
sus datos se pueden utilizar para proporcionar capacidades de facturacio´n,
seguimiento de recursos y alarmas a los clientes en todos los componentes
principales de OpenStack. La principal ventaja de este software en cuanto
a capacidad forense es la capacidad de marcar alarmas de eventos, como
por ejemplo un intento excesivo de accesos a una cuenta (como en caso de
intentar entrar mediante un ataque de fuerza bruta).[33]
Monasca
El proyecto Monasca es una solucio´n de monitorizacio´n, se autodenomi-
na MONaaS (Monitoring as a Service), para la plataforma OpenStack, esta´
compuesto de una multitud de capacidades entre las que se encuentran [34]:
Monasca Persister: Obtiene me´tricas y alarmas y las almacena en una
base de datos.
Predictor de anomal´ıas: es un prototipo au´n, pero se encarga de tomar
me´tricas actuales y pasadas y trata de prever situaciones problema´ticas
en el sistema.
Mecanismo de deteccio´n de me´tricas: Cuando una me´trica sobrepasa
un umbral es capaz de marcar una alarma.
Mecanismo de notificacio´n: cuando una alarma es realizada por el sis-
tema el mecanismo de notificacio´n actu´a, por ejemplo, mandando un
e-mail.
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Interfaz de usuario: Muchas de las capacidades del proyecto son configu-
rables desde Horizon, la interfaz de usuario de OpenStack, y adema´s es
capaz de integrar las me´tricas en Grafana, un software de visualizacio´n
de me´tricas.
Tiene la posibilidad de integrarse con Ceilometer y que Monasca ges-
tione los datos que ceilometer genera.
Snort
Snort es un sistema de deteccio´n de intrusiones de co´digo libre, se compo-
ne de tres subprogramas: un analizador de paquetes (que funciona de manera
ana´loga a Wireshark), un registro (que almacena los paquetes que obtiene
el analizador) y un NIDS (sistema de deteccio´n de intrusiones de red)[35].
Los tres componentes juntos son capaces de analizar el tra´fico de una red y
encontrar situaciones ano´malas en dicha red. Al no tratarse de un software
disen˜ado para la nube se debe realizar una implementacio´n similar a la de
Wireshark.
Congress
Congress es un proyecto de OpenStack para proporcionar pol´ıtica como
servicio (Policy as a Service) a trave´s de cualquier coleccio´n de servicios en
la nube, con el fin de ofrecer normas y obligar su cumplimiento[36]. Congress
dispone de una interfaz web desde la que se puede gestionar. Las pol´ıticas
se pueden configurar para mandar alarmas de situaciones no deseadas en
la nube, por ejemplo, un equipo de un tenant conectado a una red que no
le pertenece, si no tiene permiso para ello; tambie´n permite, por ejemplo,
pausar activamente el equipo que esta´ violando dicha norma.
Freezer
Freezer es una plataforma para gestionar copias de seguridad distribui-
das y recuperacio´n de desastres como servicio. Esta´ disen˜ado para ser multi
sistema operativo (Linux, Windows, OSX, BSD), enfocado en proporcionar
eficiencia y flexibilidad para copias de seguridad basadas en bloques, copias de
seguridad incrementales basadas en archivos, acciones puntuales, sincroniza-
cio´n de trabajos (es decir, sincronizacio´n de copias de seguridad en mu´ltiples
nodos) y muchas otras caracter´ısticas[37]. Esta´ dirigido a ser u´til para todos
los entornos, incluidas grandes nubes. Dispone de una interfaz de usuario




Sentadas las bases teo´ricas, se puede proceder al disen˜o del demostrador
que se utilizara´ para comprobar las capacidades forenses que una serie de
programas pueden llegar a ofrecer. Primeramente se hablara´ que´ utilidades
van a ser usadas y se ampliara´ la informacio´n sobre estas, seguidamente se
describira´ el proceso realizado para la implementacio´n de la prueba y para
finalizar se realizara´ la simulacio´n de un ciberataque y se estudiara´n las
evidencias generadas.
3.1. Descripcio´n del demostrador
A la hora de describir el demostrador es importante escoger un hardware
suficiente para que el equipo pueda funcionar sin problemas y evitar fallos en
el sistema debido a un hardware limitado. Tambie´n es necesario establecer
que ma´quinas virtuales se van a utilizar, el sistema de despliegue y el software
que se utilizara´, as´ı como las configuraciones que se apliquen a los anteriores.
Antes de comenzar el desligue es necesario decidir que componentes van
a ser utilizados, en este caso se va a virtualizar una nube de OpenStack me-
diante DevStack, que introduce una serie de cambios que se explican ma´s
adelante. Sobre ese entorno se an˜adira´n los complementos Monasca, Ceilo-
meter y Congress, que tambie´n se ampliara´ la informacio´n, respecto a lo
indicado en el apartado 2.3.3.
3.1.1. Hardware e hipervisor
Para la maqueta de pruebas se ha escogido virtualizar el entono sobre
un portatil ASUS ROG GL552JX con Windows 10 instalado como sistema
base, que es del que se dispone. El equipo posee 8 Nu´cleos y 16 GB de me-
moria RAM. Se pod´ıa haber optado por un arranque dual para aprovechar al
ma´ximo las especificaciones del equipo, pero son suficientemente altas como
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Figura 3.1: Memoria ma´xima recomendada para virtualizacio´n
Figura 3.2: Ma´ximo de nu´cleos recomendados para virtualizacio´n
para poder escoger instalar un hipervisor y arrancar una o varias ma´quinas
virtuales para la maqueta.
Para la virtualizacio´n del entono se escoge el hipervisor Oracle VM Vir-
tualBox, sin ningu´n motivo en especial (siendo va´lido cualquier otro hiper-
visor de tipo hosted). Antes de decidir cuantos recursos va a utilizar cada
ma´quina en las figuras 3.1 y 3.2 se ven la memoria RAM ma´xima y procesado-
res ma´ximos que se recomienda dedicar a la virtualizacio´n respectivamente;
hay disponibles algo ma´s de 11GB de memoria y exactamente 4 nu´cleos.
Para la virtualizacio´n de las redes se decide utilizar el modo bridged
networking, lo que a nivel de red hace que cada ma´quina virtual se conecte de
manera independiente al enrutador, como se indica en la figura 3.3. Aunque
en realidad esta´n compartiendo la tarjeta de red del anfitrio´n como si de un
bridge se tratase.
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Figura 3.3: Diagrama lo´gico de red del entorno
3.1.2. Sistema operativo y entorno
Para la implementacio´n se ha decidido utilizar DevStack para poder des-
plegar una nube de OpenStack. OpenStack es una infraestructura para la
gestio´n de nodos de computacio´n para poder ofrecer recursos informa´ticos a
trave´s de internet. Como ya se vio´ en la seccio´n 2.1.5 existen una serie de ser-
vicios ba´sicos y otros opcionales, aunque realmente la configuracio´n mı´nima
de OpenStack necesita de 2 nodos, uno para Nova (computacio´n) y otro para
la gestio´n con Keystone (identidad), Glance (ima´genes) y Neutron (redes),
si se esta´ instalando la u´ltima versio´n estable (Stein) en el nodo de gestio´n
se debe instalar adema´s el servicio de colocacio´n [38].
De una manera ma´s general se presenta la figura 3.4, en la que se mues-
tra la arquitectura lo´gica de un entorno real de produccio´n. Adema´s se ha
marcado donde se aplican las te´cnicas forenses que se detallaron en la seccio´n
2.3.2. En primer lugar la coleccio´n se realizara´ mediante un software de mo-
nitorizacio´n, cuyo agente recabara´ datos de los distintos nodos del sistema.
La identificacio´n se realizara´ a nivel de gestio´n, representada por la conexio´n
superior de los nodos. Finalmente se realizara´ un ana´lisis de distintos archi-
vos de registro o logs de los servicios de control situados en el nodo homo´nimo.
Esta solucio´n no se escogio´ por que se tendr´ıan que virtualizar varios
servidores agregando ma´s carga al sistema y aumentando la complejidad de
la instalacio´n. Un ejemplo de la estructura lo´gica de OpenStack aparece en la
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Figura 3.4: Aplicacio´n de las te´cnicas forenses
figura 3.5 en la que se detalla el funcionamiento de varios de los servicios. Es
por ello que se estudian 2 modelos de despliegue de una nube de OpenStack
que se de detallan a continuacio´n.
DevStack es una serie de scripts que despliegan una nube de OpenStack
en uno o varios servidores, para ello a´ısla los distintos servicios ejecuta´ndolos
en unidades de systemd lo que permite que todos funcionen sobre el mismo
nodo, pero tambie´n implica que todos los servicios deben de ser especificados
antes de la instalacio´n.
Devstack no es una implementacio´n de produccio´n y, como tal, tras un
reinicio varios de los componentes dejan de funcionar y los logs no son ac-
cesibles desde un archivo, u´nicamente se accede a ellos desde journald[39].
Lo cual dificulta el trabajo con este sistema pero no lo imposibilita, todas
las pruebas se deban realizar sin apagar el equipo (en un principio se probo´
tomando snapshots de la ma´quina pero algunos complementos se desincro-
nizaban y daban problemas) y para acceder a los logs se hace mediante el
comando journalctl.
PackStack se refiere a un conjunto de mo´dulos “puppet”, que u´nicamen-
te funcionan sobre sistemas basados en RedHat[40]. Se trata de un sistema
ma´s similar al que existir´ıa en un entorno de OpenStack real, pero no dis-
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Figura 3.5: Infraestructura lo´gica de OpenStack
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pone de tantos complementos como los que llega a tener DevStack, que,
pra´cticamente, tiene todos; pues se trata de un entorno de pruebas para los
desarrolladores.
Es por ello que para el sistema operativo se utiliza Ubuntu 16.04, que es
la versio´n ma´s testeada en DevStack rocky [41], que era la u´ltima versio´n
estable cuando se probo´ por primera vez el demostrador.
3.1.3. Programas forenses
Decidida ya la impletacio´n del entorno cloud se pasa a decidir que pro-
gramas forenses se van a utilizar, se decide seguir las indicaciones dadas por
Dykstra y Sherman [30], que indican que las funcionalidades deben encon-
trarse desde el dashboard. En 2.3.3 se habla de varios programas accesibles
desde el dashboard: Monasca, Freezer y Congress. Freezer por tratarse de un
programa para la toma de snapshots se descarta pues el campo de estudio es
ma´s t´ıpico de ingenier´ıa informa´tica que de telecomunicaciones. Por lo tanto
se deciden utilizar los otros dos.
Congress como monitor de pol´ıticas se utiliza para estudiar redes compar-
tidas entre tenants en las que un tenant no autorizado se intenta conectar.
Por el momento, una red compartida en OpenStack es compartida entre to-
dos los tenant; si se quiere crear una red compartida entre 2 de los tenant se
debe an˜adir otro complemento para controlar el acceso.
Por su parte Monasca se utiliza como monitor de me´tricas, monitori-
za me´tricas de Ceilometer mediante Celiosca. En concreto utilizar la me´trica
indentity.authenticate.failure con el fin de detectar un ataque de fuer-
za bruta.
Monitorizacio´n
Como se ve en el apartado 2.3.3, Monasca es una solucio´n de monitoriza-
cio´n para la plataforma. En un entorno OpenStack real, un nodo computacio-
nal se encarga de la gestio´n y ejecuta los principales programas de gestio´n,
as´ı como la base de datos donde se almacenan los datos registrados por el
programa agente (monasca-agent) que se encuentra en el resto de nodos de
computacio´n. Dado que no es un entorno de OpenStack de produccio´n, sino
que es un entorno de desarrollo, DevStack, instalado sobre un solo nodo de
computacio´n todos los programas se encuentran ejecuta´ndose sobre el mismo
nodo; tanto los ba´sicos de funcionamiento de OpenStack como el gestor y los
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Figura 3.6: Infraestructura de monasca
agentes de Monasca.
Como se puede ver en la figura 3.6, la estructura de Monasca se basa
en dos bases de datos que almacenan la configuracio´n y me´tricas, eventos
y alarmas respectivamente, los seis componentes en fila sobre estas son los
programas encargados de comprobar que las alarmas configuradas no se so-
brepasan y de almacenar las me´tricas y alarmas generadas. Sobre estos se
encuentra la cola de mensajes gestionada por Kafka1 y toda la comunicacio´n
entre Kafka, el dashboard, el cliente de linea de comandos, los agentes, el
sistema y las bases de datos se hacen a trave´s de la API REST2 de monasca.
A parte de esto Monasca brinda ma´s funcionalidades que no aparecen en la
figura antes referenciada.
1Apache Kafka es un proyecto de intermediacio´n de mensajes, que proporciona alto
rendimiento y baja latencia para la manipulacio´n de fuentes de datos en tiempo real[42]
2Se traduce como interfaz de programacio´n de aplicaciones de transferencia de estado
representacional, es un estilo de arquitectura de software para sistemas en internet. Es
un conjunto de rutinas que provee acceso a funciones de un software web mediante el
protocolo HTTP
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Figura 3.7: Dashboard de Grafana
Grafana En la instalacio´n de Monasca mediante DevStack se an˜ade al
conjunto de herramientas el software de monitorizacio´n Grafana, una interfaz
web para observar las me´tricas que se almacenan en la base de datos de
Monasca. Esta interfaz web se puede acceder, por lo general, desde el puerto
3000 de donde se encuentra la interfaz de Horizon (servicio que provee a
OpenStack de interfaz web), la url para acceder a grafana tendr´ıa la forma:
http://192.168.0.100:3000. Un ejemplo de la interfaz se puede ver en la
figura 3.7. La mayor´ıa de gra´ficas se encuentran pregeneradas, pero el modo
de an˜adir nuevas gra´ficas es muy intuitivo y la mayor´ıa de los campos son
autocompletados.
Logs Monasca utiliza el complemento monasca-log-api, es una Api REST
que colecciona los registros de los distintos servicios de OpenStack y son re-
gistrados por los agentes. Los agentes que se utilizan pueden ser logstash (uno
o varios archivos de registro) o beaver (u´nicamente un archivo de registro)
que monitorizan los archivos, an˜aden metadatos, se autentifican en keystone
y mandan los datos al gestor de logs; el gestor publica los registros en Kafka,
un gestor de mensajes utilizado por Monasca; una vez los logs se encuentran
en Kafka son transformados para su almacenamiento, publicacio´n y utiliza-
cio´n en me´tricas[43]. El principal problema de este complemento es que, al
encontrarnos en DevStack, los logs de las unidades de systemd no pueden ser
accedidos por los agentes de registro.
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Pero las me´tricas de Monasca son bastante pobres para una investigacio´n
forense, como mucho se podr´ıan detectar los datos de red para detectar una
situacio´n de DoS o DDoS, que a efectos del uso de la red sistema son pra´cti-
camente lo mismo. Por ello se decide incluir los complementos Ceilometer y
Ceilosca
Ceilometer Se trata de una utilidad de monitorizacio´n muy similar a Mo-
nasca, ma´s potente en cuanto a las me´tricas que puede obtener, pero carece
de una api tan potente y acceso desde el dashboard. De entre las me´tricas de
Ceilometer se destaca identity.authenticate.failure que como el nom-
bre indica se produce con intentos de autenticacio´n erro´neos, que puede ser
u´til en un intento de ataque por fuerza bruta.
Ceilosca El nombre es el resultado de la mezcla de las palabras Ceilome-
ter y Monasca, crea una pipeline3 entre Ceilometer y Monasca, no es un
programa en s´ı mismo si no que es un conjunto de archivos que modifican el
funcionamiento de Ceilometer para que sus metricas vayan a parar a Monas-
ca.
Congress
Como se vio en el punto 2.3.3, Congress es un plugin dedicado a auditar
pol´ıticas. Congress se basa en una serie de mecanismos: una serie de drivers
para cada servicio con el que interactu´e y un gestor de pol´ıticas. Los drivers
conectan los servicios de OpenStack con el gestor de pol´ıticas; recogen el
estado del servicio y lo env´ıan al gestor en forma de tablas. Por su parte el
gestor se encarga de comprobar que una serie de reglas (pol´ıticas) se cumplen
pudiendo este actuar de tres formas distintas: proactivamente, evitando que
la pol´ıtica llegue a ser violada; reactivamente, actu´a cuando la regla es rota,
o no actuando, sirviendo como monitor de pol´ıticas.
En este proyecto se ha decidido que Congress audite en modo monitor
una pol´ıtica que proh´ıbe que los usuarios de un proyecto se puedan conec-
tar a la red de otro proyecto salvo que ambos proyectos este´n de acuerdo en
compartir sus redes. Es decir, si un usuario malintencionado se conecta a una
red de un proyecto que no le pertenece (y no ha solicitado compartir dicho
recurso), Congress mandara´ una alerta.
3Es una cadena de procesos, la salida de un proceso va a la entrada del siguiente
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Para la redaccio´n de pol´ıticas Congress utiliza Datalog, un lenguaje de-
clarativo4 derivado de SQL5 y lo´gica de primer orden6 en el que se relacionan
las tablas generadas por los drivers y se realizan operaciones sobre estas para
rellenar una tabla de errores con los datos de las tablas de los drivers.
Defincio´n de pol´ıticas en Congress Una pol´ıtica describe como de-
ber´ıan funcionar los servicios en la nube individualmente o en conjunto. Ma´s
concretamente, decide que´ estados de la nube esta´n permitidos y cuales no.
Para ello el lenguaje de Congress no es una sucesio´n de acciones que se tienen
que tomar, si no un conjunto de estados almacenados en tablas. Dos de estas
tablas, la de error y warning son las que indican que estados son los que
proh´ıbe la pol´ıtica. Un ejemplo de definicio´n de una tabla de estados ser´ıa:
e r r o r ( por t id , ip1 , ip2 ) :−
port ( por t id , ip1 ) ,
port ( por t id , ip2 ) ,
not equal ( ip1 , ip2 ) ;
Como se puede ver es una tabla que muestra errores, en la primera linea
se indican el nombre y los campos de la tabla y se pone un s´ımbolo que
indica que comienza la definicio´n. Como se puede observar en la definicio´n se
toman valores de la tabla llamada “port” buscando puertos con ma´s de una
direccio´n IP y se comprueba que no tenga asociadas ma´s de una direccio´n
IP.
3.1.4. Actores implicados
La instalacio´n de DevStack con los complementos actuales deja un sistema
con 3 proyectos principales y varios usuarios, estos son:
Admin: en este proyecto se encuentra el usuario admin, que como indica
su nombre es el administrador del sistema y muchas de las funciona-
lidades de control so´lo se pueden acceder desde los usuarios en este
proyecto.
4La programacio´n declarativa es un estilo de programacio´n en el que el programador
especifica que´ debe computarse ma´s bien que co´mo deben realizarse los co´mputos.[44]
5SQL es un lenguaje espec´ıfico para la gestio´n de bases de datos relacionales.
6Una lo´gica de primer orden, tambie´n llamada lo´gica predicativa, lo´gica de predicados
o ca´lculo de predicados, es un sistema formal disen˜ado para estudiar la inferencia en los
lenguajes de primer orden. Los lenguajes de primer orden son, a su vez, lenguajes formales
con cuantificadores que alcanzan solo a variables de individuo, y con predicados y funciones
cuyos argumentos son solo constantes o variables de individuo.[45]
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Service: en este proyecto se encuentra un usuario por cada servicio que
existe salvo los usuarios generados por Monasca que se encuentran en
su propio proyecto.
Mini-mon: es el proyecto de los usuarios de Monasca y es desde el
u´nico que se puede acceder a las me´tricas y configurar las alarmas de
este servicio.
Para finalizar la configuracio´n se crean dos proyectos nuevos con un usua-
rio cada uno: alice, del proyecto “defender-users” y eve, del proyecto “evil-
users”. El nombre es bastante claro, alice se trata de un usuario bienintencio-
nado en la nube, al que hay que proteger, y eve es el usuario malintencionado,
que intentara´ aprovecharse de los fallos del sistema para atacar a otros usua-
rios o al mismo sistema.
3.2. Preparacio´n del demostrador
Durante la preparacio´n del demostrador se implemento´ el sistema hasta el
punto en el que se encontrar´ıa justo antes de ser publicado para produccio´n
por lo tanto en esta seccio´n se hablara´ de: la creacio´n de la ma´quina virtual,
la instalacio´n del sistema base y OpenStack y la configuracio´n que se aplicara´
a los distintos componentes.
3.2.1. Especificaciones de la ma´quina virtual
El primer paso para la creacio´n del entorno es la especificacio´n de las
caracter´ısticas de la ma´quina virtual, para ello se utiliza el asistente de Vir-
tualBox, este paso es bastante sencillo, se escoge utilizar 8GB de memoria
RAM y 4 procesadores, se indica que el sistema operativo va a ser un Linux-
Ubuntu de 64 bits y que se va a utilizar un disco virtual de 60GB de taman˜o
fijo, lo que hace que el sistema sea algo ma´s ra´pido. Tras especificar el hard-
ware virtual se configura la red en modo adaptador puente, y se le an˜ade una
imagen ISO del instalador del sistema operativo Ubuntu server 16.04, tener
una interfaz gra´fica lo u´nico que hara´ es consumir recursos, lo cual, no es
interesante.
3.2.2. Instalacio´n del sistema
Tras esto se arranca la ma´quina virtual y se sigue el proceso de instalacio´n,
durante el cual se configuran una serie de para´metros:
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La red se configura con IP esta´tica, en este caso 192.168.0.115/24.
Se instala el servidor SSH para, desde el primer momento, poder esta-
blecer una sesio´n con la ma´quina virtual.
Se instala el servidor mail para que Monasca pueda enviar notificaciones
a trave´s de email.
Cuando el sistema operativo esta´ configurado se procede a la instala-
cio´n de DevStack segu´n esta´ indicado en su documentacio´n[46]. Este proceso
es ba´sicamente copiar y pegar los comandos indicados.Dependiendo de los
complementos del sistema que se quieran instalar se necesitara´ configurar el
archivo local.conf que se encuentra en el Ape´ndice I. Que a continuacio´n se
describe.
local.conf
El archivo local.conf es un archivo tipo INI7 modificado que introduce
un sistema de meta-secciones en cabeceras que lleva informacio´n sobre que
archivos han de ser modificados[12].
A continuacio´n se distinguen las distintas partes del archivo utilizado
[ [ l o c a l | l o c a l r c ] ]
Esta l´ınea es la cabecera de una seccio´n, indica que se describe la com-
posicio´n del archivo .localconf.auo que almacena todas las configuraciones
indicadas por el usuario, no se utiliza ninguna otra cabecera en el archivo,







Esta es la configuracio´n obligatoria de DevStack, se le dan contrasen˜as a
distintos servicios de autenticacio´n de la plataforma, la contrasen˜a de MySQL
y el token de servicio no son necesarios en una configuracio´n mı´nima.
7Los archivos INI son archivos de configuracio´n estandarizados de manera no oficial
que sirven para varios sistemas operativos y software
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LOGFILE=$DEST/ l o g s / s tack . sh . l og




HOST IP=192.168 .0 .115
Las tres primeras l´ıneas indican como se almacena el log ya que de no
hacerlo se mostrar´ıa por pantalla y en caso de error la informacio´n de pantalla
no siempre es suficiente, por lo tanto resulta bastante u´til. Las dos siguientes
indican que se fuerza el uso de Python en su versio´n 3, ya que por defecto se
utiliza la 2 y adema´s se obliga a utilizar una versio´n actualizada del gestor
de paquetes de Python, pip; sin los cuales el programa de instalacio´n daba
muchos problemas con los plugins que se decidieron instalar. En la l´ınea final
se especifica la IP del equipo, ya que de no hacerlo suele dar problemas, a
pesar de que el manual del indique que no es necesario
enab l e p lug in congre s s https : // github . com/ openstack /
congre s s
enab l e p lug in monasca−api https : // github . com/ openstack /
monasca−api
enab l e p lug in c e i l o m e t e r https : // github . com/ openstack /
c e i l o m e t e r s t a b l e / rocky
enab l e p lug in c e i l o s c a https : // github . com/ openstack /
monasca−c e i l o m e t e r s t a b l e / rocky
e n a b l e s e r v i c e c e i l o s c a
Se especifican los plugins que se quieren instalar y el repositorio desde
donde se instalan y finalmente se ejecuta el comando ./stack.sh que tras
un rato dejara´ el sistema operativo con OpenStack instalado, el resultado del
script tras casi 2 horas de ejecucio´n se puede ver en la figura 3.8.
3.2.3. Preparacio´n de los complementos
Con el sistema ya instalado se comprueba que funciona, creando una
instancia de CirrOS, una imagen Linux mı´nima, preparada por defecto para
utilizar en OpenStack como ma´quina de pruebas. Cuando se ha comprobado
que un usuario puede crear sus propias instancias se procede a eliminar todas
las redes, usuarios y proyectos que OpenStack crea a modo de demostracio´n
y desde el software de virtualizacio´n se toma una instanta´nea del sistema
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Figura 3.8: Resultado de la instalacio´n de OpenStack mediante DevStack
para poder apagar la ma´quina virtual sin ocasionar problemas en el entorno.
Tras esto se procede a configurar las redes y usuarios de OpenStack as´ı como
los plugins que se an˜adieron.
Configuracio´n de OpenStack
Lo primero que se realizo´ fue la eliminacio´n desde la interfaz de usuario de
OpenStack el “router1” y la red “private”, que pertenecen al proyecto demo;
a continuacio´n se eliminaron los usuarios demo y alt-demo y los proyectos
con el mismo nombre.
Seguidamente se crearon los proyectos defender users y evil users, el pri-
mero de los proyectos tendra´ como usuario a “alice”, el segundo a “eve”. Y
finalmente se descargaron los ficheros rc8 de ambos usuarios y del adminis-
trador. Un ejemplo del archivo rc se puede encontrar en el Ape´ndice II
Dado que la creacio´n de redes dio problemas cuando se ejecuto´ desde
horizon, la interfaz web, la creacio´n de las redes para cada proyecto se realizo´
desde la consola de la ma´quina en la que se encuentra instalado OpenStack.
8El fichero rc es un archivo que establece las variables de entorno en un sistema linux
para que, desde consola, se pueda interactu´ar con los distintos servicios de OpenStack
46
Figura 3.9: Red del usuario malintencionado
Para la creacio´n de la red de usuarios atacantes se utilizaron los siguientes
comandos:
. e v i l u s e r s−openrc . sh
openstack network c r e a t e e v i l−network−1
openstack subnet c r e a t e e v i l−subnet −1.1 −−network e v i l−
network−1 −−subnet−range 1 0 . 0 . 0 . 6 4 / 2 6
openstack route r c r e a t e e v i l−router−1
openstack route r s e t e v i l−router−1 −−exte rna l−gateway
pub l i c
openstack route r add subnet e v i l−router−1 e v i l−subnet
−1.1
Y para la de usuarios bienintencionados:
. d e f ende r u s e r s−openrc . sh
openstack network c r e a t e defender−network−1 −−share
openstack subnet c r e a t e defender−subnet −1.1 −−network
defender−network−1 −−subnet−range 1 0 . 0 . 0 . 0 / 2 6
openstack route r c r e a t e defender−router−1
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openstack route r s e t defender−router−1 −−exte rna l−
gateway pub l i c
openstack route r add subnet defender−router−1 defender−
subnet −1.1
Como se puede ver en la primera linea de la creacio´n de la red de usuarios
bienintencionados defender-network-1, se utiliza la opcio´n --share, que
es la u´nica configuracio´n que permite que una red pueda ser compartida por
varios tennant. La topolog´ıa generada con los comandos se puede ver en la
figura 3.9 para la primera sucesio´n de comandos y en la figura 3.10 para la
segunda.
Figura 3.10: Red del usuario bienintencionado
Configuracio´n de Congress
La pol´ıtica que se implementa se encuentra en el Ape´ndice III donde viene
descrita a trave´s de los comentarios del archivo. A continuacio´n se explica el
funcionamiento de cada una de las reglas:
project groups by name Esta tabla define una serie de grupos de pro-
yectos que pueden compartir redes y a que´ grupo pertenece cada proyecto,
es definida por el creador de la pol´ıtica, el grupo 1 es propiedad del proyecto
service, el 2 defender users y el 3 de evil users y admin pertence a todos. La
tabla resultante se muestra en el cuadro 3.1.
project group by id Una tabla similar a project groups by name pero









Cuadro 3.1: project groups by name
same group Relaciona los ID de proyectos colocando por parejas, en cada
fila, aquellos que se encuentran en el mismo grupo. La tabla resultante se
muestra en el cuadro 3.2. Se puede ver como admin se encuentra compar-
tiendo grupo con el resto de proyectos y el resto de proyectos se encuentran
aislados unos de otros.
Proyecto A Proyecto B
admin project id service project id
admin project id defender users project id
admin project id evil users project id
Cuadro 3.2: project groups by name
unexpected server to port Almacena servidores conectados a puertos
que no pertenezcan a su grupo de proyectos (por ejemplo una ma´quina del
proyecto service conectada a un puerto perteneciente a evil users), del driver
de Neutron toma todos los puertos conectados a equipos virtuales y con el
driver de Nova lee el ID de proyecto del equipo, comprueba si los ID del
puerto y del equipo pertenecen a la misma fila de la tabla same group.
unexpected server to network Almacena servidores conectados a redes
que no pertenezcan a su grupo de proyectos funciona de manera similar a
unexpected server to port, salvo que en vez de fijarse en puertos se fija
en la red en la que se encuentra el puerto para decidir si la ma´quina virtual
esta´ conectada y si debiera estarlo.
warnig y error Estas tablas almacenan que´ datos de otras tablas deben
de ser mostrados como warning y error, en este caso la tabla de error se
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llena con datos de unexpected server to network, pues, por ejemplo, un
equipo conectado a una red que no le pertenece puede empezar a distribuir
co´digo malicioso o leer mensajes que esta´n siendo enviados. En el caso de
unexpected server to port se marca como una alarma (warning) esta si-
tuacio´n se dara´ en casos en que 3 tennants se encuentren en el mismo grupo
y el tenant A reserva un puerto para el tenant B y el tenant C se conecta a
este, en este momento el tenant A pudiera pensar que los datos que recibe
de la direccio´n que reservo´ para el tenant B son realmente del tenant B y el
tenant C comience a enviar datos falsos incriminando al tenant B.
Cuando el fichero con la pol´ıtica fue correctamente creado se subio´ a
openstack, se cargaron las variables de entorno del usuario admin, en cual-
quiera de los proyectos9 utilizando los siguientes comandos, suponiendo que
el archivo rc del administrador se llame admin openrc.sh y el archivo de
pol´ıtica sea sniffing machines.yaml:
. admin openrc . sh
openstack congre s s p o l i c y create−from− f i l e
s n i f f i n g m a c h i n e s . yaml
Configuracio´n de Monasca
Se ejecuta el comando monasca metric-list desde el usuario mini-mon
que se encarga de las me´tricas del sistema, para conocer de que datos se dis-
pone en un primer momento, el resultado, en parte, se muestra en la figura
3.11. Las me´tricas obtenidas se refieren principalmente a estado y uso del
sistema, con me´tricas referentes al estado de servidores, uso de los procesa-
dores y consumo de datos principalmente. Para ello se ha instalado el plugin
llamado Ceilosca, que configura Ceilometer como fuente de datos de Monasca.
Estos datos, pueden llegar a ser u´tiles en una investigacio´n forense, pero
se prefiere investigar sobre otra fuente de me´tricas del sistema, Ceilometer.
Esta fuente, entre otras medidas, recaba informacio´n de keystone sobre in-
tentos de inicio de sesio´n en el grupo de me´tricas identity.authenticate [47].
En el repositorio de Ceilosca [48] se indican los pasos a seguir para la confi-
guracio´n de me´tricas.
9Congress obliga a que sea el usuario admin quien decida que´ pol´ıticas son utilizadas y
monitoriza que dichas pol´ıticas son cumplidas, aunque no necesita que este se encuentre
trabajando en el proyecto admin
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Figura 3.11: Principio de la lista de me´tricas que, por defecto, se obtienen
tras la instalacio´n del sistema
En primer lugar se configuran los archivos encontrados en /etc/ceilometer,
el archivo monasca field definitions.yaml incluye las me´tricas y campos
que son recogidos por Ceilometer y los trata para que puedan ser le´ıdos por
Monasca, en este caso se prueba con:
i d e n t i t y . au thent i c a t e :
− outcome
− i n i t i a t o r n a m e
− i n i t i a t o r h o s t a d d r
Se supone que outcome variara´ entre e´xito y fracaso,e initiator name e
initiator host addr sera´n el usuario que se intenta conectar y la direccio´n
IP desde la que se conecta. A continuacio´n se modifica pipeline.yaml para
que los datos generados en Ceilometer se manden a Monasca. Posteriormen-
te se reinician los servicios de Ceilometer. Y por u´ltimo se ejecuta el comando
monasca metric-list --dimensions datasource=ceilometer que dara´ la
lista de me´tricas que Ceilometer esta´ mandando a la base de datos, el resul-
tado del comando se muestra en la figura 3.12.
Como se puede ver solo se esta´ almacenando la me´trica image.size,
esto se puede deber a que au´n no se ha registrado ningu´n otro dato de
ninguna me´trica, se introducen varios e´xitos y fallos en autenticacio´n para
que se comiencen a introducir me´tricas. Tras la introduccio´n de credenciales
erro´neas las me´tricas no son an˜adidas, se estudian los logs de Ceilometer y
Monasca y no se encuentra ningu´n indicio, se desconoce el error ocurrido.
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Figura 3.12: Me´tricas recogidas por Ceilometer y enviadas a Monasca
Por lo que se estudiara´ el complemento mediante me´tricas introducidas por
el usuario. Se introduce una me´trica llamada test y varios valores, mediante
el comando monasca metric-create test <valor>.
Alarmas y Notificaciones Las alarmas y notificaciones de Monasca pue-
den ser gestionadas desde el dashboard, entrando como un usuario del proyec-
to mini-mon desde la subpestan˜a alarm definitions, en la pestan˜a monitoring
se puede acceder al sistema de creacio´n de me´tricas. Como se puede ver en la
figura 3.13 se crea una alarma que se activara´ cuando la me´trica test sobre-
pase el valor 200. En la seccio´n detalles se especifica el nombre de la alarma
y su severidad, en este caso se le llama Test-alarm y su severidad es baja, la
severidad se puede establecer en baja, media, alta y cr´ıtica; en cuanto a la
notificacio´n, dado que au´n no se ha establecido ningu´n me´todo de notifica-
cio´n se deja por defecto (sin notificacio´n).
Las notificaciones en Monasca son un me´todo, a parte de la interfaz de
usuario, para que un servicio pueda enviar una alarma. Actualmente hay tres
me´todos de notificacio´n: email, webhook10 y pagerduty11. En este caso sim-
plemente se creara´ una notificacio´n por email a una direccio´n generada en
la pa´gina web 24hour.email12. La configuracio´n de la notificacio´n se puede
ver en la figura 3.14.
Finalmente se an˜ade el me´todo de notificacio´n a la alarma que se creo´
antes y el sistema queda completamente configurado.
10Los weebhooks son llamadas http que env´ıan un mensaje a distintos servicios web.
11Pagerduty es una plataforma SaaS para respuesta a incidentes en el campo de las
tecnolog´ıas de la informacio´n.
12La pa´gina 24hour.email, al igual que muchas otras, se trata de un servicio de mail
ef´ımero en la que la bandeja de entrada solo funciona durante un tiempo limitado
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Figura 3.13: Definicio´n de una alarma sobre la me´trica test
Figura 3.14: Definicio´n de una notificacio´n en Monasca
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Figura 3.15: La red de usuarios bienintencionados se encuentra en modo
compartido
3.3. Generacio´n de evidencias
Con el sistema completamente configurado se procedio´ a la generacio´n
de usa serie de evidencias. En primer lugar se procede a simular el ataque
MitM (Man in the middle), este tipo de ataque previsiblemente se generara´
una alarma en el dashboard de congress y dejara´ un rastro en los archivos
de registro de neutron (redes) y nova (computacio´n). Dado que no existe un
archivo propiamente dicho, ya que DevStack no tiene la misma estructura
que un entorno real; para ello se utilizara´ el programa journalctl. Poste-
riormente se generara´n datos de la me´trica test que sobrepasen el nivel de
alarma y se estudiara´n las alarmas generadas.
3.3.1. Ataque MitM en una red virtual
Como se ve en el apartado 3.2.3 la red del tenant de usuarios bieninten-
cionados se encuentra en modo compartido con el fin de que usuarios del
proyecto admin puedan desplegar instancias en ella. En la figura 3.15 se pue-
de ver que la red se encuentra en modo compartido; por lo tanto entrado en
la interfaz web desde el tennant de usuarios maliciosos se puede ver la otra
red, como en la figura 3.16. No so´lo se puede conocer dicha red si no que
cualquier usuario, sea del tennant que sea, puede desplegar una instancia en
ella. Pero al haber creado la pol´ıtica con Congress se monitoriza que´ tennats
se pueden haber conectado a redes de otros tennants.
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Figura 3.16: La red compartida se ve desde otros tennats
Desde la interfaz, conectado como el usuario eve del tennant evil users se
crea una ma´quina virtual en la red que no pertenece al tennant. La ma´quina
desplegada se puede ver en la figuras 3.17 y 3.18. En este caso se utiliza una
imagen de CirrOS preconfigurada en la instalacio´n de OpenStack, esta ima-
gen principalmente se utiliza para probar que la configuracio´n del sistema es
correcta.
Finalmente se accede a los logs13 de nova y neutron mediante el uso
de los comandos sudo juornalctl -u devstack@n-*, para Nova, y sudo
journalctl -u devstack@q-*, para Neutron, cuyo resultado se encuentra
en los ape´ndices IV y V respectivamente y sera´n analizados en la siguiente
seccio´n. En el caso de un entorno de OpenStack real la incautacio´n de estos
archivos se hubiese realizado tras obtener la alarma, en este caso se realiza
antes porque estos archivos no son almacenados de manera permanente.
13Debido a la longitud de los archivos se ha decidido mostrar u´nicamente las l´ıneas en
las que aparecen las evidencias, con el fin de reducir el taman˜o del ape´ndice.
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Figura 3.17: El usuario malicioso despliega una ma´quina en una red de otro
proyecto
Figura 3.18: Ma´quina desplegada por el usuario malicioso
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3.3.2. Generacio´n de alarmas en Monasca
En un principio se pretend´ıa utilizar el programa THC-Hydra, disponible
en la suite ba´sica de Kali Linux[49]. Hydra es un programa para realizar ata-
ques de fuerza bruta a varios protocolos de nivel de aplicacio´n, entre los que
se encuentra HTTP[50], que es el utilizado por el dashboard de OpenStack,
para ello se habr´ıa replicado un intento de login capturado por otro programa
cambiando la contrasen˜a en cada intento al usuario admin. Esto hubiese ge-
nerado una gran cantidad de medidas de la me´trica identity.authenticate
que se intento´ configurar en el punto 3.2.3 pero dado que la me´trica no se
consiguio´ crear, se paso al estudio de la me´trica artificial “test”.
Dado que solo se tiene la me´trica llamada test para analizar se crean
usa serie de medidas mediante el comando monasca metric-create test
<valor>, como se hizo en el apartado anterior. Adema´s se extraen los logs
de keystone de una serie de intentos de autenticacio´n erro´neos, introducidos
desde la pa´gina de identificacio´n del dashboard para ver que´ evidencias se
pueden extraer, este archivo se encuentra en el ape´ndice VI.
3.4. Deteccio´n, preservacio´n y ana´lisis de evi-
dencias
Tras la generacio´n de las evidencias para los distintos servicios de OpenS-
tack se pasara´ a la deteccio´n, preservacio´n y ana´lisis de estas, se pretende
hallar una alarma en el dashboard de Congress de que ha habido una ma´qui-
na conectada a una red en la que no deber´ıa estar y se mostrara´n otras
evidencias de este ataque que se pueden obtener desde la interfaz web; dado
que esta informacio´n solo se puede hallar hasta que se elimina la ma´quina
virtual, se analizara´n los logs de Nova y Neutron para encontrar evidencias
permanentes y replicables.
En el caso de Monasca, como no se pudo realizar la implementacio´n inicial,
se estudiara´ la generacio´n de las alarmas y posteriormente los logs generados
en Keystone despue´s de realizar un intento fallido de autenticacio´n. En el
caso de que se pudiese haber utilizado Monasca para su deteccio´n en los logs
hubiese aparecido el mismo registro replicado tantas veces como el ataque de
fuerza bruta hubiese fallado.
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Figura 3.19: Alarma generada en el dashboard de Congress
3.4.1. Evidencias en Congress
Tras la creacio´n de la ma´quina que intenta emular un ataque del tipo
MitM se encuentran 2 evidencias desde la interfaz web, una primera en la
figura 3.19, es el dashboard de Congress en el que se muestra la violacio´n de
la pol´ıtica; como se vio en la seccio´n 3.2.3 y en ape´ndice III el orden de los
datos que se muestran son:
1. Nombre del proyecto que posee la ma´quina
2. ID del proyecto que posee la ma´quina
3. Nombre del proyecto duen˜o de la red
4. ID del proyecto duen˜o de la red
5. Nombre la ma´quina
6. ID de la ma´quina
Por otro lado desde la subpestan˜a “compute” en la pestan˜a de adminis-
tracio´n se puede acceder a los datos de la ma´quina haciendo click sobre su
nombre, el cual se ha obtenido mediante la alarma anterior. Desde ah´ı se
puede obtener la fecha de creacio´n y el nombre de su creador, como se puede
ver en la figura 3.20. Adema´s, desde la pestan˜a anterior, se puede obtener un
snapshot de la ma´quina para su posterior ana´lisis.
Estas evidencias, en general, se pueden considerar una primera aproxima-
cio´n del proceso forense, presentan una serie de problemas: en primer lugar
si el usuario malintencionado borra la ma´quina antes de que se detecte la
incidencia por parte de un administrador las alarmas generadas en Congess
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Figura 3.20: Registro de creacio´n en Horizon
desaparecen junto a la informacio´n de la subpestn˜a “compute”, por otro la-
do no se puede generar una instanta´nea si se ha borrado. Para solucionar
los anteriores problemas se plantea la inclusio´n de un registro de alarmas en
Congress[36], en el caso del registro de creacio´n se subsana con la informacio´n
que se obtiene de los logs de Nova y Neutron y por su parte para la toma
de snapshots se puede incluir un complemento anteriormente presentado,
freezer, que permite automatizar la toma de instanta´neas.
3.4.2. Evidencias en Monasca
Para acceder a las evidencias en Monasca se tiene que acceder desde un
usuario del grupo mini-mon, despue´s de la introduccio´n de las me´tricas se
comprueba la subpestan˜a de alarmas como se ve en la figura 3.21 se ha ge-
nerado una alarma de severidad baja; para ma´s informacio´n se accede al
historial de la alarma que se muestra en la figura 3.22. Posteriormente se
accede al servidor de correo y se comprueba si ha llegado el email que hab´ıa
sido configurado, no se encuentra ningu´n email. Aun no habiendo una noti-
ficacio´n por email la alarma ha sido configurada correctamente, por lo que
se supone que el problema se halla en el plugin monasca-notification. Para
certificar que el fallo es del sistema y no de la configuracio´n del mail se prue-
ba a lanzar un webhook a https://www.webhook.site/, una pa´gina que
ofrece una interfaz temporal para probar webhooks. Esta u´ltima opcio´n si-
gue sin funcionar, por lo tanto se supone que el problema es del complemento.
En esta alarma se puede utilizar para encontrar la evidencia en el registro,
pues cada incidencia se almacena con la fecha en la que se ha producido
y se puede visionar con el momento en formato UTC o segu´n la hora del
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Figura 3.21: Alarma activada
Figura 3.22: Historial de los estados de la alarma
explorador utilizado. La notificacio´n mediante email no ha sido generada,
posiblemente por errores en el plugin comentado anteriormente; pero esto
no es tan importante, en comparacio´n con que la alarma no hubiese podido
llegar a generarse.
3.4.3. Evidencias en los registros
Finalmente se analizan los archivos de registros obtenidos mediante el
programa journalctl, en estos registros se pretende encontrar la informa-
cio´n va´lida para un proceso forense que pueda ser llevado ante un tribunal,
por lo tanto lo que se espera, al menos, de estos archivos es que mantengan
su integridad y que su adquisicio´n sea replicable.
En este caso no se puede conseguir ninguno de estos requisitos, dado
que los registros son almacenados de manera vola´til y OpenStack carece de
los medios para validar la integridad de estos logs, por ejemplo se propone
el uso de a´rboles de Merkle14[30] para mantener su integridad. Si se utiliza
OpenStack sin DevStack se almacenan los logs en archivos en el disco duro.
14Los a´rboles de Merkle, Merkle Trees en ingle´s, es una estructura de datos para man-
tener la integridad de logs de apis y cortafuegos. Cada entrada del log se almacena con
su hash y estos hashes se van agrupando en d´ıas, meses, an˜os, instancias y usuarios y se
almacena el hash de la concatenacio´n de sus hashes.
60
Logs de Nova
Los logs de nova es de donde ma´s informacio´n se ha podido extraer para
el ataque MitM en el que el usuario malintencionado “eve” despliega una
instancia en la red del tennant de “alice”. En la primera entrada del log de
nova, en el ape´ndice IV se ve la peticio´n de la ma´quina virtual; de esto se
encarga DevStack@n-api.service que es la unidad de systemd encargada de
la api de Nova, de este log solamente se puede sacar que´ usuario (y a que
tennant pertenece) ha solicitado la creacio´n de la instancia y el id de la ins-
tancia. En este caso el tennat Evil-users con el usuario eve solicita crear la
ma´quina virtual con ID 060a9ccd-d723-4cd7-a5e6.
Las dos siguientes son algo menos interesantes, indican la creacio´n de los
puertos de la instancia, como se puede ver sigue perteneciendo a eve y man-
tiene el mismo ID.
El u´ltimo log, sin lugar a dudas el ma´s interesante, registra la conexio´n
a las redes de la ma´quina virtual, de este log se extrae toda la informacio´n
necesaria, salvo el usuario que solicita crear la ma´quina virtual. En primer
lugar ovs interfaceid indica que interfaz de la instancia se conecta a la red,
por su parte tenant id indica el tenant poseedor de la red, como se puede
observar aparece dos veces con dos valores distintos, por lo tanto se puede
observar que el equipo se encuentra conectado a dos redes de distintos te-
nants.
Con esta informacio´n se puede seguir el rastro que deja eve de la creacio´n
de su instancia malintencionada. En primer lugar se puede ver en el cuarto
log que hay un equipo conectado a dos redes de dos tennats distintos, a partir
de esto se obtiene el ID de la instancia. Con la ID de la instancia se puede
buscar cualquiera de los tres primeros logs mostrados en los que se ve el
nombre de usuario y proyecto al que pertenece el duen˜o de la instancia.
Logs de Neutron
Los logs extra´ıdos de Neutron son menos interesantes. Los registros ma´s
importantes que se han podido sacar son las solicitudes y respuestas de co-
nexio´n de un interfaz a una red. El primero y el tercero del ape´ndice son la
peticio´n que realiza “eve” a neutron para que su instancia conecte un interfaz
a una red. Se puede observar usuario y tenant que realiza la solicitud, el id
de la instancia, el id del tenant al que pertenece la instancia y el id de la red
al que se quiere conectar.
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Por su parte el segundo y cuarto registro son la confirmacio´n de que la
interfaz se ha conectado satisfactoriamente. Se puede observar a falta del
usuario y el tenant que realiza la solicitud: el id de la instancia, la subred a
la que esta´ conectado el id del puerto y la direccio´n ip que le ha otorgado el
DHCP.
Logs de Keystone
En los registros de keystone no se puede sacar una gran cantidad de in-
formacio´n sobre un ataque de fuerza bruta contra el usuario admin.Se puede
distinguir entre dos tipos de solicutudes: la autenticacio´n fallida, correspon-
diente a los cuatro primeros registros, y los de usuario bloqueado, que se
corresponden con los 4 u´ltimos.
Dela inspeccio´n de estos archivos de registro no se puede obtener mucha
informacio´n, lo que s´ı se puede deducir es que OpenStack tiene mecanismos
de proteccio´n contra ataques de fuerza bruta. Si se entra en el archivo situado
en /etc/keystone/keystone.conf se puede encontrar unas lineas que indican:
[ s e cu r i t y co mp l i anc e ]
un ique l a s t pa s sword count = 2
lo ckout dura t i on = 10
l o c k o u t f a i l u r e a t t e m p t s = 2
Lo que se corresponde con los logs registrados, los dos primeros intentos
de acceso se corresponden con autenticacio´n fallida y los siguientes se co-
rresponden con usuario bloqueado. Por lo tanto no se ha podido encontrar
ninguna evidencia del ataque de fuerza bruta, salvo que se ha producido;
pero se ha encontrado que OpenStack ya posee una funcio´n para repeler este
tipo de ataques.
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4. Conclusiones y l´ıneas futuras
La computacio´n en la nube y su oferta de servicios supone un tremendo
ahorro tanto para particulares como para empresas. Las bondades de esta
tecnolog´ıa son las suficientes como para virar el avance de la computacio´n
tradicional hac´ıa la migracio´n de tareas a la nube.
Desde el surgimiento de los primeros servicios de computacio´n en la nube
se ha evolucionado en gran medida, tanto en la diversificacio´n de medios para
virtualizar servidores a trave´s de internet como en la tecnolog´ıa para poder
asegurarlos. La tecnolog´ıa se ha liberalizado, habiendo varias soluciones de
co´digo abierto, con multitud de caracter´ısticas distintas.
La investigacio´n en el estudio de medidas de seguridad ha avanzado en
gran medida y desde la publicacio´n del reporte del N.I.S.T. [23] existen so-
luciones teo´ricas para muchos de los problemas; aunque, desgraciadamente,
existen au´n carencias en la implementacio´n de estas medidas y en los medios
para que los proveedores, desarrolladores e investigadores puedan formarse
en el campo de las te´cnicas forenses y de la seguridad en general.
A lo largo de la descripcio´n del demostrador se han utilizado dos com-
plementos para la plataforma OpenStack que ayudan a solucionar las pro-
blema´tica de deteccio´n e identificacio´n en entornos con una gran cantidad
de datos que gestionar. Monasca, aunque no se ha conseguido mostrar, pre-
tend´ıa identificar ataques de fuerza bruta contra el servicio de autenticacio´n
(keystone); que de otra manera se deber´ıa de haber identificado mediante un
exhaustivo estudio de los logs. Au´n as´ı Monasca se ha mostrado como efectiva
herramienta de monitorizacio´n de recursos y con una correcta configuracio´n
del servicio de telemetr´ıa (ceilometer) se puede conseguir un servicio de alar-
mas a nivel de proveedor bastante completo. En el caso de Congress se ha
conseguido identificar un equipo que pod´ıa estar recibiendo datos de manera
ileg´ıtima de una red virtualizada. Para hacerlo sin este complemento hubiera
sido necesario comprobar tennant por tennant las redes y las ma´quinas que
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posee y las interfaces de red de dichas ma´quinas, tarea que en un entorno
tan ela´stico es necesario automatizar.
En un principio tambie´n se pretendio´ utilizar la herramienta de logs de
Monasca, pero dado las caracter´ısticas de la implementacio´n mediante DevS-
tack esto no fue posible, por lo que finalmente se accedio´ a los registros de
las unidades systemd. La api para logs podr´ıa ser una u´til herramienta para
la coleccio´n de evidencias, pero au´n se carece de medios de ana´lisis eficaces
para la gran cantidad de datos que se generan en la nube.
El proyecto, en general, interesante para asignaturas del grado en In-
genier´ıa de Tecnolog´ıas de Telecomunicacio´n de la rama de telema´tica y el
grado en Ingenier´ıa Informa´tica. Especialmente el funcionamiento de la apli-
cacio´n monasca, en aquellas asignaturas relacionadas con gestio´n. El sistema,
en general, puede ser utilizado como un entorno de simulacio´n de redes de
computadores.
En cuanto a posibles mejoras a lo expuesto en este proyecto y otras l´ıneas
a seguir en el campo de las te´cnicas forenses en entornos cloud podr´ıan ser
las siguientes:
1. Realizar la implementacio´n del mismo entorno de pruebas sobre un
entorno OpenStack sobre varios servidores, simulados o no, para as´ı
poder utilizar mayor cantidad de funcionalidades de los servicios.
2. Desarrollar nuevas normas de deteccio´n de ataques de red mediante el
uso de Congress. Ya sea mediante los drivers ya existentes o la creacio´n
de un nuevo driver para algu´n otro servicio.
3. Utilizar Monasca como servicio de monitorizacio´n de instancias para los
usuarios. Crear uno o varios programas ejecutados en las instancias, que
env´ıen datos a la api de Monasca, un usuario cualquiera puede leer los
datos enviados desde su tennant, o utilizar la api de logs para el mismo
objetivo (centralizar los logs de las instancias de un tennant).
4. Explorar otras herramientas y entornos para la deteccio´n de ataques y
coleccio´n de evidencias en entornos cloud.
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Ape´ndice I - local.conf







LOGFILE=$DEST/ l o g s / s tack . sh . l og




HOST IP=192.168 .0 .105
enab l e p lug in congre s s https : // github . com/ openstack /
congre s s
enab l e p lug in monasca−api https : // github . com/ openstack /
monasca−api
enab l e p lug in c e i l o m e t e r https : // github . com/ openstack /
c e i l o m e t e r s t a b l e / rocky
enab l e p lug in c e i l o s c a https : // github . com/ openstack /
monasca−c e i l o m e t e r s t a b l e / rocky
e n a b l e s e r v i c e c e i l o s c a
e n a b l e s e r v i c e rabb i t
e n a b l e s e r v i c e mysql
e n a b l e s e r v i c e key
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e n a b l e s e r v i c e tempest
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Ape´ndice II - Archivo rc (admin-
openrc.sh)
#!/ usr / bin /env bash
# To use an OpenStack cloud you need to authen t i ca t e
aga in s t the I d e n t i t y
# s e r v i c e named keystone , which r e tu rn s a ∗∗Token∗∗ and
∗∗ S e r v i c e Catalog ∗∗ .
# The ca ta l og conta in s the endpoints f o r a l l s e r v i c e s
the user / tenant has
# a c c e s s to − such as Compute , Image Serv i ce , Ident i ty ,
Object Storage , Block
# Storage , and Networking ( code−named nova , g lance ,
keystone , sw i f t ,
# cinder , and neutron ) .
#
# ∗NOTE∗ : Using the 3 ∗ I d e n t i t y API∗ does not
n e c e s s a r i l y mean any other
# OpenStack API i s v e r s i on 3 . For example , your c loud
prov ide r may implement
# Image API v1 . 1 , Block Storage API v2 , and Compute API
v2 . 0 . OS AUTH URL i s
# only f o r the I d e n t i t y API served through keystone .
export OS AUTH URL=http : / / 1 9 2 . 1 6 8 . 0 . 1 0 5 / i d e n t i t y /v3
# With the add i t i on o f Keystone we have s tandard i zed on
the term ∗∗ p r o j e c t ∗∗
# as the e n t i t y that owns the r e s o u r c e s .
export OS PROJECT ID=2fdec5068eeb4 f3 f9e5 f22a6a8bbc531
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export OS PROJECT NAME=”admin”
export OS USER DOMAIN NAME=”Defau l t ”
i f [ −z ”$OS USER DOMAIN NAME” ] ;
then unset OS USER DOMAIN NAME;
f i
export OS PROJECT DOMAIN ID=”d e f a u l t ”
i f [ −z ”$OS PROJECT DOMAIN ID” ] ;
then unset OS PROJECT DOMAIN ID;
f i
# unset v2 . 0 items in case s e t
unset OS TENANT ID
unset OS TENANT NAME
# In add i t i on to the owning e n t i t y ( tenant ) , OpenStack
s t o r e s the e n t i t y
# performing the ac t i on as the ∗∗ user ∗∗ .
export OS USERNAME=”admin”
# With Keystone you pass the keystone password .
echo ” Please ente r your OpenStack Password f o r p r o j e c t
$OS PROJECT NAME as user $OS USERNAME: ”
read −s r OS PASSWORD INPUT
export OS PASSWORD=$OS PASSWORD INPUT
# I f your c o n f i g u r a t i o n has mu l t ip l e r eg ions , we s e t
that in fo rmat ion here .
# OS REGION NAME i s op t i ona l and only v a l i d in c e r t a i n
environments .
export OS REGION NAME=”RegionOne”
# Don ’ t l eave a blank var i ab l e , unset i t i f i t was
empty
i f [ −z ”$OS REGION NAME” ] ;
then unset OS REGION NAME;
f i
export OS INTERFACE=pub l i c
export OS IDENTITY API VERSION=3
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Ape´ndice III - politica.yaml
−−−
name : Sn i f f ingMach ines
d e s c r i p t i o n : >
I d e n t i f i c a maquinas en redes de proyectos a l o s que
no pertenecen , a menos que d ichos proyectos se
con f i gu r en como parte de l mismo grupo , entonces se
e spera in t e r−op e r ab i l i dad .
r u l e s :
−
comment : >
Se d e f i n e a l proyecto admin como p e r t e n e c i e n t e a
todos l o s grupos de proyectos .
r u l e : >
pro ject groups by name (1 , ’ admin ’ )
−
r u l e : >
pro ject groups by name (2 , ’ admin ’ )
−
r u l e : >
pro ject groups by name (3 , ’ admin ’ )
−
comment : >
Se d e f i n e a l proyecto s e r v i c e como p e r t e n e c i e n t e
a l primer grupo .
r u l e : >
pro ject groups by name (1 , ’ s e r v i c e ’ )
−
comment : >
Se d e f i n e a l proyecto d e f e n d e r u s e r s como
p e r t e n e c i e n t e a l segundo grupo .
r u l e : >
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pro ject groups by name (2 , ’ d e f ende r u s e r s ’ )
−
comment : >
Se d e f i n e a l proyecto e v i l u s e r s como
p e r t e n e c i e n t e a l t e r c e r grupo .
r u l e : >
pro ject groups by name (3 , ’ e v i l u s e r s ’ )
−
comment : >
Transforma l a tab la pro ject groups by name en
p r o j e c t g r o u p s b y i d
r u l e : >
p r o j e c t g r o u p s b y i d ( group id , p r o j e c t i d ) :−
pro ject groups by name ( group id , project name ) ,
keystonev3 : p r o j e c t s (name=project name , id=
p r o j e c t i d )
−
comment : >
Def ine una tab la de grupos de proyectos , ent r e
l o s que se espera in t e r−op e r ab i l i dad .
r u l e : >
same group ( p ro j e c t a , p r o j e c t b ) :−
p r o j e c t g r o u p s b y i d ( group id , p r o j e c t a ) ,
p r o j e c t g r o u p s b y i d ( group id , p r o j e c t b )
−
comment : >
I d e n t i f i c a VMs conectadas a puertos que no
pertenecen a su grupo de proyectos .
r u l e : >
u n e x p e c t e d s e r v e r t o p o r t ( s e r v e r p r o j e c t i d ,
p o r t p r o j e c t i d , s e r v e r i d , server name ) :−
neutronv2 : por t s ( id=por t id , t enan t id=
p o r t p r o j e c t i d , network id=network id ,
d e v i c e i d=s e r v e r i d ) ,
nova : s e r v e r s ( id=s e r v e r i d , name=server name ,
t enant id=s e r v e r p r o j e c t i d ) ,
not same group ( p o r t p r o j e c t i d ,
s e r v e r p r o j e c t i d )
−
comment : >
I d e n t i f i c a VMs conectadas a redes que no
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pertenecen a su grupo de proyectos .
r u l e : >
unexpec t ed se rve r to ne twork ( s e r v e r p r o j e c t i d ,
ne twork pro j e c t id , s e r v e r i d , server name ) :−
neutronv2 : por t s ( id=por t id , network id=
network id , d e v i c e i d=s e r v e r i d ) ,
nova : s e r v e r s ( id=s e r v e r i d , name=server name ,
t enant id=s e r v e r p r o j e c t i d ) ,
neutronv2 : networks ( id=network id , t enan t id=
n e t w o r k p r o j e c t i d ) ,
not same group ( s e r v e r p r o j e c t i d ,
n e t w o r k p r o j e c t i d )
−
comment : >
Advierte sobre l a s VMs p e r t e n e c i e n t e s a
u n e x p e c t e d s e r v e r t o p o r t .
r u l e : >
warning ( s e rve r pro j e c t name , s e r v e r p r o j e c t i d ,
port pro ject name , p o r t p r o j e c t i d ,
server name , s e r v e r i d ) :−
u n e x p e c t e d s e r v e r t o p o r t ( s e r v e r p r o j e c t i d ,
p o r t p r o j e c t i d , s e r v e r i d , server name ) ,
keystonev3 : p r o j e c t s (name=serve r pro j e c t name ,
id=s e r v e r p r o j e c t i d ) ,
keystonev3 : p r o j e c t s (name=p o r t p r o j e c t i d , id=
port pro j ec t name )
−
comment : >
Marca un e r r o r en l a s VMs p e r t e n e c i e n t e s a
unexpec t ed se rve r to ne twork .
r u l e : >
e r r o r ( s e rve r pro j e c t name , s e r v e r p r o j e c t i d ,
network project name , ne twork pro j e c t id ,
server name , s e r v e r i d ) :−
unexpec t ed se rve r to ne twork ( s e r v e r p r o j e c t i d ,
ne twork pro j e c t id , s e r v e r i d , server name )
,
keystonev3 : p r o j e c t s (name=serve r pro j e c t name ,
id=s e r v e r p r o j e c t i d ) ,
keystonev3 : p r o j e c t s (name=network project name ,
id=n e t w o r k p r o j e c t i d )
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Ape´ndice IV - Log de Nova
jun 30 14 : 28 : 17 OpenStack devstack@n−api . s e r v i c e
[ 2 6 0 5 5 ] : DEBUG nova . compute . ap i [ None req−cd261f50−
e8a2−41d4−a35b−9ce1b4862ed6 e v i l−use r s eve ] [
i n s t ance : 060 a9ccd−d723−4cd7−a5e6−3f590bc145fb ]
b lock dev ice mapping [ BlockDeviceMapping (
attachment id=<?>,boot index =0, c o n n e c t i o n i n f o=None ,
c r e a t e d a t=<?>, d e l e t e o n t e r m i n a t i o n=False , d e l e t ed
=<?>, d e l e t e d a t =<?>, d e s t i n a t i o n t y p e =’volume ’ ,
device name=None , dev i c e type=None , d i sk bus=None ,
gues t fo rmat=None , id=<?>, image id =’123d2dd1−0221−41
f7−bdba−c5d7e726a6e2 ’ , i n s t anc e=<?>, i n s t anc e uu id
=<?>,no dev i ce=False , snapshot id=None , sourc e type =’
image ’ , tag=None , updated at=<?>,uuid=<?>,volume id=
None , vo lume s i z e =1, volume type=None ) ] {{( pid =26058)
b d m v a l i d a t e s e t s i z e a n d i n s t a n c e /opt/ s tack /nova/
nova/compute/ api . py :1465}}
jun 30 14 : 28 : 30 OpenStack nova−compute [ 2 6 7 6 ] : DEBUG
nova . network . neutronv2 . api [ None req−cd261f50−e8a2
−41d4−a35b−9ce1b4862ed6 e v i l−use r s eve ] [ i n s t ance :
060 a9ccd−d723−4cd7−a5e6−3f590bc145fb ] S u c c e s s f u l l y
c r ea ted port : 15 f1b97d−def9−4b18−b751−7c51e5d8cd69
{{( pid =2676) c r ea t e po r t m in i ma l /opt/ stack /nova/
nova/network/ neutronv2 / api . py :544}}
jun 30 14 : 28 : 33 OpenStack nova−compute [ 2 6 7 6 ] : DEBUG
nova . network . neutronv2 . api [ None req−cd261f50−e8a2
−41d4−a35b−9ce1b4862ed6 e v i l−use r s eve ] [ i n s t ance :
060 a9ccd−d723−4cd7−a5e6−3f590bc145fb ] S u c c e s s f u l l y
c r ea ted port : 57377 e4a−25f8−463d−902b−4e27a9c4df38
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{{( pid =2676) c r ea t e po r t m in i ma l /opt/ stack /nova/
nova/network/ neutronv2 / api . py :544}}
jun 30 14 : 28 : 49 OpenStack nova−compute [ 2 6 7 6 ] : DEBUG
nova . network . ba s e ap i [ None req−cd261f50−e8a2−41d4−
a35b−9ce1b4862ed6 e v i l−use r s eve ] [ i n s t ance : 060
a9ccd−d723−4cd7−a5e6−3f590bc145fb ] Updating
i n s t a n c e i n f o c a c h e with network in fo : [{” p r o f i l e ” :
{} , ” d e t a i l s ” : {” bridge name ” : ”br−i n t ” , ”
datapath type ” : ” system ” , ” p o r t f i l t e r ” : true , ”
ovs hybr id p lug ” : f a l s e } , ”qbg params ” : nu l l , ”
vn i c type ” : ”normal ” , ” type ” : ” ovs ” , ”
p r e s e r v e o n d e l e t e ” : f a l s e , ”meta ” : {} , ” a c t i v e ” :
f a l s e , ”devname ” : ” tap15f1b97d−de ” , ” o v s i n t e r f a c e i d
” : ”15 f1b97d−def9−4b18−b751−7c51e5d8cd69 ” , ” address
” : ” f a : 1 6 : 3 e : 3 a : 9 6 : 9 8 ” , ”network ” : {” id ” : ”62 dc482a
−90d7−4d0d−a781−e5323d575591 ” , ”meta ” : {”
phys i ca l ne twork ” : nu l l , ” i n j e c t e d ” : f a l s e , ”
t enant id ” : ” bc4cbec89d664578823d06a5c149d131 ” , ”mtu
” : 1450 , ” tunneled ” : t rue } , ” br idge ” : ”br−i n t ” , ”
l a b e l ” : ” e v i l−network−1”, ” subnets ” : [{” ve r s i on ” : 4 ,
” c i d r ” : ” 1 0 . 0 . 0 . 6 4 / 2 6 ” , ” route s ” : [ ] , ”dns ” : [ ] , ”
gateway ” : {” address ” : ” 1 0 . 0 . 0 . 6 5 ” , ” ve r s i on ” : 4 , ”
meta ” : {} , ” type ” : ”gateway ”} , ” i p s ” : [{”
f l o a t i n g i p s ” : [ ] , ” address ” : ” 1 0 . 0 . 0 . 7 9 ” , ” ve r s i on
” : 4 , ”meta ” : {} , ” type ” : ” f i x e d ”} ] , ”meta ” : {”
dhcp se rve r ” : ” 1 0 . 0 . 0 . 6 6 ”}} ]} , ” id ” : ”15 f1b97d−def9
−4b18−b751−7c51e5d8cd69 ” , ”qbh params ” : n u l l } , {”
p r o f i l e ” : {} , ” d e t a i l s ” : {” bridge name ” : ”br−i n t ” , ”
datapath type ” : ” system ” , ” p o r t f i l t e r ” : true , ”
ovs hybr id p lug ” : f a l s e } , ”qbg params ” : nu l l , ”
vn i c type ” : ”normal ” , ” type ” : ” ovs ” , ”
p r e s e r v e o n d e l e t e ” : f a l s e , ”meta ” : {} , ” a c t i v e ” :
f a l s e , ”devname ” : ” tap57377e4a −25” , ” o v s i n t e r f a c e i d
” : ”57377 e4a−25f8−463d−902b−4e27a9c4df38 ” , ” address
” : ” f a : 1 6 : 3 e : 6 9 : aa : c1 ” , ”network ” : {” id ” : ”1b1e99bb−
d64f−49de−b953−0010d63d7bfe ” , ”meta ” : {”
phys i ca l ne twork ” : nu l l , ” i n j e c t e d ” : f a l s e , ”
t enant id ” : ”063671 b275cc43348863ebd3d12d7a11 ” , ”mtu
” : 1450 , ” tunneled ” : t rue } , ” br idge ” : ”br−i n t ” , ”
l a b e l ” : ” defender−network−1”, ” subnets ” : [{” ve r s i on
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” : 4 , ” c i d r ” : ” 1 0 . 0 . 0 . 0 / 2 6 ” , ” route s ” : [ ] , ”dns ” :
[ ] , ”gateway ” : {” address ” : ” 1 0 . 0 . 0 . 1 ” , ” ve r s i on ” : 4 ,
”meta ” : {} , ” type ” : ”gateway ”} , ” i p s ” : [{”
f l o a t i n g i p s ” : [ ] , ” address ” : ” 1 0 . 0 . 0 . 5 4 ” , ” ve r s i on
” : 4 , ”meta ” : {} ,
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Ape´ndice V - Log de Neutron
jun 30 14 : 28 : 26 OpenStack neutron−s e r v e r [ 2 6 6 0 7 ] : DEBUG
neutron . api . v2 . base [ req−cd261f50−e8a2−41d4−a35b−9
ce1b4862ed6 req−c9f82173−5ee f−4d15−aa50−1949a9305cb7
e v i l−use r s eve ] Request body : { ’ port ’ : { ’
s e cu r i t y g roups ’ : [ ’ 8 67 de525−9843−414c−9465−78
baba17e762 ’ ] , ’ admin state up ’ : True , ’ d ev i c e i d ’ :
’060 a9ccd−d723−4cd7−a5e6−3f590bc145fb ’ , ’ t enant id ’ :
’ bc4cbec89d664578823d06a5c149d131 ’ , ’ network id ’ :
’62 dc482a−90d7−4d0d−a781−e5323d575591 ’}} {{( pid
=26732) prepare r eques t body /opt/ stack / neutron /
neutron / api /v2/ base . py :715}}
jun 30 14 : 28 : 30 OpenStack neutron−dhcp−agent [ 2 8 0 0 7 ] :
INFO neutron . agent . dhcp . agent [− ] Tr igger
r e l o a d a l l o c a t i o n s f o r port admin state up=True ,
a l l o w e d a d d r e s s p a i r s = [ ] , b inding : h o s t i d =, binding :
p r o f i l e =, b inding : v i f d e t a i l s =, b inding : v i f t y p e=
unbound , b inding : vn i c type=normal , c r e a t e d a t
=2019−06−30T12 : 2 8 : 2 7 Z , d e s c r i p t i o n =, d e v i c e i d =060
a9ccd−d723−4cd7−a5e6−3f590bc145fb , dev ice owner =,
ext ra dhcp opt s =[ ] , f i x e d i p s =[{ ’ i p addre s s ’ :
’ 1 0 . 0 . 0 . 7 9 ’ , ’ subnet id ’ : ’3 bec2d63−f f 20−4e87−bf30−
ca3c84378888 ’ } ] , id=15f1b97d−def9−4b18−b751−7
c51e5d8cd69 , mac address=fa : 1 6 : 3 e : 3 a : 9 6 : 9 8 , name=,
network id=62dc482a−90d7−4d0d−a781−e5323d575591 ,
p o r t s e c u r i t y e n a b l e d=True , p r o j e c t i d=
bc4cbec89d664578823d06a5c149d131 , rev i s ion number =1,
s e c u r i t y g r o u p s =[ ’867 de525−9843−414c−9465−78
baba17e762 ’ ] , s t a tu s=DOWN, tags =[ ] , t enan t id=
bc4cbec89d664578823d06a5c149d131 , updated at
83
=2019−06−30T12 : 2 8 : 2 8 Z
jun 30 14 : 28 : 30 OpenStack neutron−s e r v e r [ 2 6 6 0 7 ] : DEBUG
neutron . api . v2 . base [ req−cd261f50−e8a2−41d4−a35b−9
ce1b4862ed6 req−7e7c8781−4df5−4c01−9b57−ed946a fb5 f6c
e v i l−use r s eve ] Request body : { ’ port ’ : { ’
s e cu r i t y g roups ’ : [ ’ 8 67 de525−9843−414c−9465−78
baba17e762 ’ ] , ’ admin state up ’ : True , ’ d ev i c e i d ’ :
’060 a9ccd−d723−4cd7−a5e6−3f590bc145fb ’ , ’ t enant id ’ :
’ bc4cbec89d664578823d06a5c149d131 ’ , ’ network id ’ :
’1 b1e99bb−d64f−49de−b953−0010d63d7bfe ’}} {{( pid
=26732) prepare r eques t body /opt/ stack / neutron /
neutron / api /v2/ base . py :715}}
jun 30 14 : 28 : 33 OpenStack neutron−dhcp−agent [ 2 8 0 0 7 ] :
INFO neutron . agent . dhcp . agent [− ] Tr igger
r e l o a d a l l o c a t i o n s f o r port admin state up=True ,
a l l o w e d a d d r e s s p a i r s = [ ] , b inding : h o s t i d =, binding :
p r o f i l e =, b inding : v i f d e t a i l s =, b inding : v i f t y p e=
unbound , b inding : vn i c type=normal , c r e a t e d a t
=2019−06−30T12 : 2 8 : 3 2 Z , d e s c r i p t i o n =, d e v i c e i d =060
a9ccd−d723−4cd7−a5e6−3f590bc145fb , dev ice owner =,
ext ra dhcp opt s =[ ] , f i x e d i p s =[{ ’ i p addre s s ’ :
’ 1 0 . 0 . 0 . 5 4 ’ , ’ subnet id ’ : ’03 ebac02−8f 5 f −474c−954e−
a1c1ac9504cd ’ } ] , id =57377e4a−25f8−463d−902b−4
e27a9c4df38 , mac address=fa : 1 6 : 3 e : 6 9 : aa : c1 , name=,
network id=1b1e99bb−d64f−49de−b953−0010d63d7bfe ,
p o r t s e c u r i t y e n a b l e d=True , p r o j e c t i d=
bc4cbec89d664578823d06a5c149d131 , rev i s ion number =1,
s e c u r i t y g r o u p s =[ ’867 de525−9843−414c−9465−78
baba17e762 ’ ] , s t a tu s=DOWN, tags =[ ] , t enan t id=
bc4cbec89d664578823d06a5c149d131 , updated at
=2019−06−30T12 : 2 8 : 3 2 Z
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Ape´ndice VI - Log de Keystone
jun 30 16 : 22 : 21 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : DEBUG keystone . s e r v e r . f l a s k .
r e q u e s t p r o c e s s i n g . r e q l o g g i n g [ None req−d14ea651
−817f−4dea−81e2−941 a f90a190 f None None ]
REQUEST METHOD: ‘POST‘ {{( pid =3527) l o g r e q u e s t i n f o
/opt/ s tack / keystone / keystone / s e r v e r / f l a s k /
r e q u e s t p r o c e s s i n g / r e q l o g g i n g . py :27}}
jun 30 16 : 22 : 21 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : DEBUG keystone . s e r v e r . f l a s k .
r e q u e s t p r o c e s s i n g . r e q l o g g i n g [ None req−d14ea651
−817f−4dea−81e2−941 a f90a190 f None None ] SCRIPT NAME:
‘/ i d en t i t y ‘ {{( pid =3527) l o g r e q u e s t i n f o /opt/
s tack / keystone / keystone / s e r v e r / f l a s k /
r e q u e s t p r o c e s s i n g / r e q l o g g i n g . py :28}}
jun 30 16 : 22 : 21 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : DEBUG keystone . s e r v e r . f l a s k .
r e q u e s t p r o c e s s i n g . r e q l o g g i n g [ None req−d14ea651
−817f−4dea−81e2−941 a f90a190 f None None ] PATH INFO:
‘/ v3/auth/ tokens ‘ {{( pid =3527) l o g r e q u e s t i n f o /opt
/ s tack / keystone / keystone / s e r v e r / f l a s k /
r e q u e s t p r o c e s s i n g / r e q l o g g i n g . py :29}}
jun 30 16 : 22 : 21 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : WARNING keystone . s e r v e r . f l a s k . a p p l i c a t i o n [
None req−d14ea651−817f−4dea−81e2−941 a f90a190 f None
None ] Author i zat ion f a i l e d . La s o l i c i t u d que ha
hecho r e q u i e r e a u t e n t i c a c i o n . from 1 9 2 . 1 6 8 . 0 . 1 0 5 :
keystone . except ion . Unauthorized : La s o l i c i t u d que ha
hecho r e q u i e r e a u t e n t i c a c i o n .
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jun 30 16 : 22 : 25 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : DEBUG keystone . s e r v e r . f l a s k .
r e q u e s t p r o c e s s i n g . r e q l o g g i n g [ None req−8a6b3786−
dcac−43ba−a4c8−58da7a990c50 None None ]
REQUEST METHOD: ‘POST‘ {{( pid =3526) l o g r e q u e s t i n f o
/opt/ s tack / keystone / keystone / s e r v e r / f l a s k /
r e q u e s t p r o c e s s i n g / r e q l o g g i n g . py :27}}
jun 30 16 : 22 : 25 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : DEBUG keystone . s e r v e r . f l a s k .
r e q u e s t p r o c e s s i n g . r e q l o g g i n g [ None req−8a6b3786−
dcac−43ba−a4c8−58da7a990c50 None None ] SCRIPT NAME:
‘/ i d en t i t y ‘ {{( pid =3526) l o g r e q u e s t i n f o /opt/ s tack
/ keystone / keystone / s e r v e r / f l a s k / r e q u e s t p r o c e s s i n g /
r e q l o g g i n g . py :28}}
jun 30 16 : 22 : 25 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : DEBUG keystone . s e r v e r . f l a s k .
r e q u e s t p r o c e s s i n g . r e q l o g g i n g [ None req−8a6b3786−
dcac−43ba−a4c8−58da7a990c50 None None ] PATH INFO: ‘/
v3/auth/ tokens ‘ {{( pid =3526) l o g r e q u e s t i n f o /opt/
s tack / keystone / keystone / s e r v e r / f l a s k /
r e q u e s t p r o c e s s i n g / r e q l o g g i n g . py :29}}
jun 30 16 : 22 : 25 OpenStack devstack@keystone . s e r v i c e
[ 3 5 2 3 ] : WARNING keystone . s e r v e r . f l a s k . a p p l i c a t i o n [
None req−8a6b3786−dcac−43ba−a4c8−58da7a990c50 None
None ] Author i zat ion f a i l e d . The account i s locked
f o r user : 310 a9c2d72bf43e fa8df8c6d95ce0ddf . from
1 9 2 . 1 6 8 . 0 . 1 0 5 : keystone . except ion . AccountLocked : The
account i s locked f o r user : 310
a9c2d72bf43e fa8df8c6d95ce0ddf .
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