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Osborne and Warner have given a formula for the multiplicity of an integrable 
discrete.series representation in L’(G/T) when G is real rank one semi-simple Lie 
group and r is a discrete subgroup of co-finite volume. We simplify and evaluate 
this formula to show that for most G (as above) the multiplicity is the formal 
degree of the representation times the volume of G/r. When it is not we give a 
simple interpretation of the difference. 
Let G be a simple R-rank one Lie group with finite center. Let K be a 
maximal compact subgroup. We assume that rank K = rank G. Let r be a 
discrete subgroup such that vol(T\G) ( +co. We assume that r is torsion 
free. In these circumstances the set of square integrable irreducible unitary 
representations of G, 8,(G), is non-empty. The formula of Osborne and 
Warner [13], alluded to in the title, is a formula for the multiplicity of an 
integrable irreducible unitary representation of G in L*(flG), denoted by 
iV(T, w). If I’\G is compact then N(T, o) = d, vol(r\G), where d, is the 
formal degree of w; this result is essentially due to Langlands [ 111. The 
formula of Osborne and Warner, which is derived via the Selberg trace 
formula, contains some minor errors and in addition is fairly complicated. In 
Sections 1 and 2 we correct those errors and simplify the formula. Part of 
the simplification involves determining the value of the coefficients, M, in 
the notation of Section 2, of certain distributions. Since we later show that 
these distributions contribute 0 to the formula most of the time, this 
calculation is mainly of use for SU(2, l), SL(2, R), and in those situations 
where the distribution does not vanish on the function inserted in the trace 
formula. 
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The main results of Sections 1 and 2 are that N(T, o) = d, vol(T\G) for 
o E 6Yl(G) except when G = SL(2,R) or SU(2n, l), n > 1. When 
G = SU(2, 1) there is a correction term involving the number of cusps and a 
term involving a sum of volumes for which we give in [7] a cohomological 
interpretation. When G = SU(2n, l), n > 2, the term involving the number of 
cusps does not appear and the correction term involves only the 
cohomological data. 
In Section 3 we prove a limit formula analogous to those of [8]. This 
shows that if G is linear and o E gi(G) then N(T, w) can be made as large 
as desired. 
In a forthcoming paper [7] we will apply these results to the sheaf 
cohomology of certain complex manifolds. In particular we use them to 
prove a vanishing theorem for compactifications of quotients of the two ball. 
1. PRELIMINARIES 
Let G be a non-compact simple Lie group with finite center, g its Lie 
algebra. We shall assume that the real rank of G is one. Let Tc G be a 
discrete subgroup such that r is torsion free (we shall assume something 
stronger later) and vol(T\G) is finite. vol will always denote volume with 
respect to an invariant measure; which measure will be clear from context. It 
is known that L’(T\G) is the orthogonal direct sum of two G-invariant 
subspaces L:(T\G) and Li(T\G) such the action of G on the former is that 
of a continuous direct integral and the action of G on the latter is a direct 
sum of irreducible unitary representations with finite multiplicities. 
We denote by B(G) the set of equivalence classes of irreducible unitary 
representations of G. If w  E B(G) then N(T, w) will denote the multiplicity 
with which o occurs in Ls(T\G). Let B,(G) denote those classes which 
contain one representative w  such that g+ (z,(g)(u), V) E LP(G) for some 
v # 0. 
In [ 131 Osborne and Warner have given a formula for N(T, o) when 
LL) E &Y,(G). Their formula as it stands is mildly incorrect and lacking in 
explicitness for the applications we have in mind. To describe the formula it 
is necessary to recall some of the structural facts of G and T\G. 
Let K be a maximal compact subgroup of G, 8 the associated Cartan 
involution, f 0 p the associated Cartan decomposition, and B(X, I’) the 
Killing form of g. Let a be a maximal abelian subalgebra of p; a is one- 
dimensional since R-rank G = 1. Let @ be the set of roots of (g, a). Choose 
an order for Cp and let g = go @ CnsO+ g, @ Case+ g-, be the root space 
decomposition. go = centralizer of a. Let ;1 be the unique simple positive root; 
then Cp’ = {A, 2A). Let n, = gA and nzA = g2*. This last subspace may be 0. 
If N = exp(n, @ n,,) and A = exp(a) then G = KAN is an Iwasawa decom- 
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position. Let P, =MAN (44 the centralizer of A in K) be the associated 
minimal parabolic. The G-conjugates of P, are the proper parabolic 
subgroups of G. A parabolic subgroup P is called Z-cuspidal if N(P)/ 
Zn N(P) is compact. Here N(P) is the unipotent radical of P which we may 
assume is G-conjugate to N. Let P, = {P, ,..., P,} be a complete set of Z- 
conjugacy classes of Z-cuspidal parabolic subgroups of G. The elements of 
Pr will be called cusps. 
We shall assume from now on that Z is net (hence torsion free), that is, 
the group generated by the eigenvalues of Z contains no roots of unity. For 
this take any convenient linear representation of G. A consequence of this is 
that Zn P = Zn N(P) for any Z-cuspidal parabolic. See [5]. 
We will normalize Haar measure as follows: K and M will have volume 1. 
All discrete groups will have counting measure. On a and any subspace of n 
we will put the measure induced by the Euclidean structure (X, Y) = 
4(X, SY). If Vc n is a subspace then exp( v) will have the measure 
induced by exp. On G we will put the standard Haar measure ],f( g) dg = 
L4N J-Fan) ep(‘oga) dkdadn, fE C:(G) da, dk, dn as above and 
p(H) = 4 tr(ad(ZZ)] n). 
To correct the formula in [ 131 it is necessary to recall part of the 
argument leading up to the formula. 
For Pi E Pr let Pi =MiAiNi with M, = kiMk,:‘, and Ni = kiNkl:‘, with 
ki E K. It is true that N(P,) = N[. Let 1, be the root which corresponds to 1. 
For t E R set Ui(t) = exp Ml, where Hi E ai is such that ni(Hi) = ]Li], ] * ] 
the norm on a* induced by (,). a will always denote a K-finite matrix entry 
of a fixed w  E gl(G). a&) = lK a(kxk-‘) dk, x E G. When we are 
considering a fixed Pi the subscript will be dropped from the notation. For 
each s E C set 
where 
Z;(s) = jym jrnN,,N, ,,,~,_,,, aK(ai(t) nyn-‘a,(-t))(e2’P”“+S’) dn dL 
I I L 
Here IPI = IPile 
We will analyze each Z;(s) separately and so we suppress the i. 
At first we consider only fE C,“(G), and we set Z” = Z-f-7 N. One knows 
that N is a simply-connected nilpotent group such that if N is not abelian 
then [N, N] = N,, = exp(n,,) = center of N. In what follows 2 = center of 
N. If 
ZV) = jr,w ,rx,‘l fevedn 
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then by a standard argument concerning the Selberg trace formula 
Z(f) = vol(T’\N) c f(r) 
YEI-‘nZ-[I) 
+ z vov-p$J j, pw ‘1 dn. (1) 
IVlr’ Y 
Here (~}r, denotes the P-conjugacy class of y, N, the centralizer of y in N, 
r; = NY n r’. 
We make some preliminary observations. We set NA = exp(n,); then the 
projection onto the first factor in the decomposition N = N,N,, is an 
isomorphism between N/N,, and N,. This N,,, the structure of an abelian 
group compatible with the additive structure of n,. If r, is the image of r’ 
under this mapping then exp- ‘(r,) E nn is a lattice which we also denote by 
r,. Also if n = n, n2 and z = n’, 5, are in N then n and n’ are N-conjugate if 
and only if n, = 6,. Thus the non-central N-conjugacy classes of r’ are 
parameterized by r,. Moreover the center of r’ is r’ n Z which we denote 
by ha At this point we assume Z # N. 
As to P-conjugacy, fix a P-conjugacy class {y} and consider those r’- 
conjugacy classes {y,},..., (y,} h h w  ic are N-conjugate to {y). As in [ 171 this 
set is finite. For n EN define 4,(n) = nyn-‘y-l; then one sees easily that dY 
defines an isomorphism between Ny\N and N,,. Thus N, is a normal 
subgroup of N and $,, is independent of the N-conjugacy class of y. The 
significance of 9, is the following lemma pointed out to us by Larry Corwin. 
LEMMA 1. The number of r’-conjugacy classes which contain a represen- 
tative N-conjugate to y is exactly the index of $,(T’) in r,, = Z n r’. 
Proof. If nyn-’ = yi E r’ for some i= l,..., q then nyn-‘y-’ = 
4,(n) E rzA. Moreover, if n,yn;‘= 5n2yn;‘t-’ with r Er’, then #in,)= 
n,yn;‘y-’ = rn,yn;‘s-‘y-’ = #,iW; thus 4,<n,> = $,h> m%&UT). If 
n,yn;‘y-‘= (n,yn;‘y-‘)( 7 - r r ‘y-l) with tE r’ then since n,yn;‘y-’ E 
N,, = Z we have n,yn;‘y-’ = z(n2yn;‘y-‘)yz-‘y-’ and n,yn;* and 
n2 yn; ’ are indeed P-conjugate. 
We transport via the isomorphism 4;’ the integral on N,, to Ny\N 
keeping in mind that we have fixed the Haar measures on N,, and NAN. 
Thus there is a constant C(y) independent of the N-conjugacy class of y such 
that forfE C,(N,\N), we have 
Moreover if we let N = Ny\N and f = r;\r’ then f\fi is compact and 
vol(f\iiq= C(y) v0i(fqrf)\N,,). (2) 
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Note also that we have a tibration T’\N -+ fi# with fiber ryn\NY. Thus 
vol(T’\N) 
vol(r:\N,) = C(y) vol(~,(Z-‘)\N,,) ’ 
If S(n) =~(ny*n-’ ) for some y* N-conjugate to y then y* = yy, with 
YI E r2,. By checking the definition of 4, it is easy to see that for u E N,, 
UYlY = &‘(UY,) Y(4yL(uYx’ 
= f?q’(u) y*(&‘(u))-’ = uy*. 
Thus the orbital integrals in (1) are constant on the N-conjugacy classes. 
Thus the total contribution to (1) from the non-central conjugacy classes is 
c 
W~‘\N)[~, (r’): Z-z,1 C(Y) 
C(Y) voWy(~‘)\N,J I 
f (UY) due 
YWy N2.i 
Thus, using (2), (1) becomes 
I(f) = vol(Z-‘\N) 2 f(Y) 
YErl~-lll 
+ c vW’~,\N,,) - ’ (N2Aft~~) du 1. 
YETA 
This should be compared with the formulas on page 295 of [ 131. At this 
point one can proceed as in [ 131 to calculate lim,,,+(d/ds)(s~&)). 
Before stating the formula of Osborne-Warner we need further notation. 
Let m(d) = dim nA and m(U) = dirnnzA. 
Define 
and 
L&(s) = xEr;~,o, (IXJJ-(m(l)‘2+m(*A))(‘+s). 
Here of course (1 . (1’ = --B( . ,8 . ). Let C(T,,) be the constant term of &A 
at s = 0. Let R(rA) be the residue c, at s = 0. Define in the obvious notation 
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C,,(T) = 2 vol(rn Ni\Nj)C(Tf,). 
i=l 
We next recall some facts about the discrete series of G. We assume rank 
G = rank K. Let X,, be a unit vector in n, if m(U) = 0, in ttzl if m(U) > 0. 
Set 
x= fiIAI-‘x,, 
Y=-~I/-‘ex, if m(2A) = 0, 
x= (&q-‘&, 
Y= - (&II>-’ ex, if m(2I) > 0. 
Fix a maximal torus T c K such that T contains the one parameter group 
generated by X - Y. Let @g be the positive roots of the pair (G, 7’) and @,’ 
the positive roots of the pair (K, T>. We assume @)B c @L. Set 
6, = (f) ,LO; a, 6, = + CaEcpi a, q(. > = ll,,,;< a9 a>, and w,A - > = 
n,Eo$ . , a). Set @,’ = @i - @i and 6, = 6, - 6,. 
The set of unitary characters of T which we denote by f can be identified 
with a lattice L, G fit *, t the Lie algebra of T. For r E L,, I& E f is 
defined by <,(exp H) = e T(H) for HE t. If t, = exp(s(X- Y)), s E R then 
&(ts) = emk(‘js defines an integer k(r). Let Li = (7: z E L,, (z, a) # 0 for 
all a E @i }. Then for each t E Lk Harish-Chandra has associated an 
element of Zz(G), (z,, H,) whose formal degree d, is given by 
d, = C;’ ] w&r)]. Here C, = (2n)“~ (2”~) ccK(BK), with mG = dim(G/K)/2, 
nG = (dim(G/K) - 1)/2. If m(U) > 0 set @G+(2k) = {a: a(X- Y) = 0, 
a E 4% 1. Let GA = CIaEs~-a~c2n, (k(a))-‘) (-l)“-‘. Let Ml = -Ci(r) e 
(m(4 + WW . @‘)” . 4 . I’(m(A)/2), r(.) the classical gamma function. 
(The astute reader will notice a difference between this MA and the one 
defined on page 307 of [ 131, a factor of ]n]/2. This is due to the fact that the 
Haar measure used by Arthur in [2] is different from our normalizations. 
The results of [ 131 have to be adjusted accordingly. See also [ 1 I.) 
Let M,, = C,,(T) . K,, . C,,, C,, a constant depending only on G to be 
discussed (see the remark following Corollary 7) later. Let E(S) = sgn w&r). 
Let 
dzl = 0 if m(A) 5s O(4) or m(U) = 0 
= 1 if g = su(2n, 1). 
We are now ready to state the theorem of Osborne and Warner. 
THEOREM 2. Let G be an R-rank one semi-simple Lie group with finite 
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center and no compact factors. Let T c G be a discrete subgroup such that r 
is torsion free and rn P = N(P) n r for every r-cuspidal parabolic P. Let 
w E Zl(G) and let t E L; be such that (n,, H,) E w. Then 
N(Z-, w) = d, vol(flG) + (--l)‘Q s(t) MA ] 2 de+4 sgWW))/ 
WEW* 
+ (-l)mG’* &CT.) ~2,4f** 
x c det(w) ~(wz)“‘~“* 
I +VEW, 
It is this formula that we will explicate in the next section. 
2. EVALUATION OF THE ERROR TERM 
We first study C,,(r). C,,(r) h as a non-zero coefficient only if 
Q = su(2n, 1) and thus m(U) = 1. Hence r& is an infinite cyclic group 
generated by ni, i= l,..., r. Thus by checking the definition one sees that 
C,,(T) = i vol(Tn Ni\Ni)(2)()1 nilI -‘*“‘)(<(2n)). 
i=l 
Here we have used the fact that if Q = su(2n, 1) then m(A)/2 = 2n - 1. Here 
4 = Riemann zeta function. Using the fact that 242n) = (2a)*“/(2n)! B,, B, 
the n th Bernoulli number and the fact that vol(T’,,\Nf,) = 1) nb I(, we have the 
following proposition. 
PROPOSITION 3. Z~Q = su(2n, 1) then 
To evaluate the other error term we see that it is necessary to compute the 
residue of r;(s) at s = 0, with r;(s) = CXsr;-toj llX[l ~~~m~~~tZm~2~~~stm~~~~. 
Let {q ,..., E,(~) } be an orthonormal base of n, relative to (,) and let 
L = Span,{&, ,..., E,,,(~)}. Then 
rgs) = ~(~1 = C ll~(z)Il -*((m(.U + *mW))s + m(A))/*, 
ZEL-(0) 
where A: n, -+ n, is a linear isomorphism such that A(L) = r, . 
Let C,(s) = 2 . ~z.L-,ol (‘AA(Z), Z)-‘, ‘A = transpose of A with respect 
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to (,). Then cl(s) = &((m(n) + 2m(2A))/2) s + (m(n)/2). Now c,(s) has a 
pole at s = m(A)/2 with residue 
2?Cmbw2 
(det(‘AA))“* T(m(A)/2) ’ 
see [ 151. Thus the residue of c,(s) at s = 0 is 
(det(‘AA))“* ?I~(‘)‘* W(~>/wG) + 2mP>)* 
Since we are giving n, the trivia1 Lie algebra structure we have 
(det(‘AA))“* = det A = vol(T,\N,). Combining this with the remarks before 
Theorem 2 we see that 
M,=-ik vol(T n N,\N,) 
2 i= 1 vol(r;,\N:,) vol(T;\lv~) = - r’2s 
Before obtaining our final formula we make the following observations. 
LEMMA 4. Let 7 be as above and let g = su(n, l), n even. Set 
E(s) = CWoWK det(w)(k(wz))mG-’ (nueeiczn, (wz, a)). Then there is a non- 
zero constant c such that E(7) = c(w,(z)/w,(b,)). Thus if 7 is @,+-dominant 
then ~(7) E(7) = c . (-l)‘(‘) dim ETpaK, where Eresx is the irreducible 
representation of f with highest weight 7 - 6, and n(7)= 
card {a: a E @,’ , (a, 7)(0}. Here card denotes cardinality. 
Proof. If P(A) is any polynomial on t* then 2 weW, det(w)p(wA) is 
projection onto the I+‘,-anti-invariant polynomials. As is well-known, any 
anti-invariant polynomial is a product of a symmetric polynomial and 
%(J)). 
This result is usually proved for semi-simple K (see [6]) but the reader 
can easily convince himself that it is true for reductive K provided cuK is 
interpreted as 0 if K is abelian. An easy check for su(n, 1) shows that 
mG - 1 + card(Qg(2L)) = card (Pi. 
Since it easy to see that sgn oJz)/sgn ~47) = (-l)n(r), to complete the 
proof of the lemma we need only show that c # 0. To do this we make an 
explicit calculation in su(n, 1) @ C = sl(n + 1, C). If K is taken as 
and a is taken as 
W 0 
0 det-’ 
0 I1 Span, - 
( ) 0 110 
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then t can be taken to be diagonal matrices with trace zero and purely 
imaginary entries and k(r) N (7, cq,). a, = E, - E, + 1, where a N b if and only 
if there is a c # 0 such that a = cb and ci of a diagonal matrix is aii. 
Moreover, cPGf(21) is the set (ei-Ejll <i<j<n- 1). Let 
W, = (s: s E W,, s(aJ = a,}. Let < be a set of representatives for W,/W,. 
Then E(7) = Cr &sw, det(w) det(t)(k(t7))mG-’ (Ilas6+(2A) (~47, a)). Since 
r-I uEo+(21) (~47, a> = dettw) noce+(2A) (T7, a> for w E W,. We have E(7) = 
carWW Cs deWW)P- tLscp+(2A) (<7, a)). We may take for (<} the 
set of permutations (i, n), 1 < i < n. We denote (i, n) by si. 
Thus 
i=l /=I 
We next observe that 26, = Cj”= 1 (n - 2j + 1) cj and mG - 1 = n - 1. Thus 
(24, si(ao))mc-’ = (n - 2i + 1),-l. M oreover, it is straightforward to check 
that 
n-l 
= (-l)(“-‘)-(i-l) ((i - l)! ((n - 1) - (i - I))!)-‘. 
Thus 
Ecw 
II-1 
%WKK) 
- z. (n-2i- 1)+-l (-l)(n-l)-i. 
Thus E(2dK)/o,(26,) - u((n - 1)/2), where 
u(x) = 1:: (x - i)‘-’ (n 5 ’ )(--I)‘“-“-‘. 
Now 
n-1 
u(x)= c 
i=O 
(n i ’ )(-1)(n-lj-i 5’ (n-j ’ )(-I)’ jlX(n-l)-l. 
I=0 
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Thus, changing the order of summation, 
n-1 
u(x) = x 
( i 
y1 (-1) 
n-l 
I x(“-l)-r \- n-1 
l=O {?I ! i 
i (+-“-’ il. 
Since 
n-1 
C (-l)(n-1)-i (“y’)jr= yy)v 
r=n-1 
i=O r<n-1; 
see, for example, [9 p. 651. We have u(x) = (-I)“-’ (n - l)!. We obtain 
This completes the proof of the lemma. 
LEMMA 5. Unless g = sl(2, R) or 42, 1) we haue 
wz det(w) sgn(k(wr)) = 0. 
x 
Proof: We first note that k(r) = C(<, a,) for some constant C and some 
a, E @G+. See [2, Sect. 71. Let 
W,={w:wE wK,w(ao)=ao}. 
Then 
* = ,z det(w) sgn(k(wr)) = 2 c det(ts) sgn(tsr, ao). 
K sswlJ\w, IEW@ 
For t E W,, (tss, czo) = (~7, a,). Thus 
*= c s E WO\WK Ws) v&7, ao> ( ,zo deW). 
Now one checks (Bourbaki [6], Mostow [ 12, Sect. 191) that if (G, K) is a 
non-compact rank one symmetric pair (with G simple) and g # sl(2, R), 
g # 42, 1) then every root is perpendicular to a simple compact root. Thus 
except for the two cases listed in the hypothesis W, contains an element t 
such that det(t) # 1. Hence Ct. wg det(t) = 0. 
We assemble the foregoing in a theorem. 
THEOREM 6. Let G, r, and (u be as in the hypothesis of Theorem 2 and 
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suppose that r is K-dominant. Let P,,..., P, be the cusps of Il Let 
2m, = dim(G/K). Then 
N(T, co) = d, vol(l-\G) - 
(-l)mc E(t) r 
2 ,z det(4 w k(wr) 
K 
+ ~,,K(-l)n(~) jj vol(rnNi\Ni) 
dim(E,_,J, 
i=l vol(z&\N;JmG 
where all notation is as before and IC is a non-zero constant. 
COROLLARY 7. Zf g # sl(2, R) or su(%n, 1) then 
N(T, co) = d, vol(T\G). 
The case g = sl(2, R) has been dealt with classically and we shall discuss 
42, 1) in detail in a forthcoming paper [7]. 
Remarks. (1) We note that 
vol(T,\N,) vol(T;\N;) 
vol(T;,\Nf,)*” = vol(r;,\Nfn)*“-’ 
which gives the same result as Hemperly [IO] for SU(2, 1) and 
r = - 2~~5, + S,, s a positive integer. See also [7]. 
(2) The constant K is an amalgam of various constants, the most 
elusive of which are the ones coming from Barbasch [3]. K can be negative 
as is seen by comparing these results with Hemperly’s [lo]. We note also 
that the constants indicated [3] do not apply to our choice of Haar measure. 
The coefftcient of dim ErpSK has cohomological interpretation in terms of a 
compactification of flG/K. See [ 71. 
3. A LIMIT FORMULA 
In this section G, r, and w  are as in the hypothesis of Theorem 6. A tower 
of subgroups, {r,}, will be a sequence of subgroups of r such that r1 = I-, ri 
is normal and of finite index in ri, and 0 2, ri = { 1 }. If G is linear such a 
sequence always exists. We are going to consider lim,,+ o. N(T,., w)/ 
vol(T,\G). If r is co-compact then lim,,+ co N(Ti, w)/vol(T,\G) = d,. This is 
because N(T,, o) = vol(T,\G) d,. When r is not co-compact and G is not 
covered by Theorem 6 then we must consider the behavior of 
N(Ti, o) - vol(T,\G) d,. The key to this is the following easy lemma. 
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LEMMA 8. Let X be a set and let r, and Tz be two groups acting on X 
such that 
(1) r2 is a normal subgroup of rl. 
(2) card(r,\X) + card(r,\X) + (rI: r2] < +CO. 
Let p: r,\X -+ r,\X be the natural map and fix x,, E X. Let ( [x, I,..., Ix,] I= 
p-l([x,]). Then 
[r,: r,] = 4 card(rxO/rxO n r,). 
Here TX0 = ( y: yx, = x0}. For a proof see [ 14, Proposition 1.311. 
We are going to apply this to X = (P: P is a r-cuspidal parabolic 
subgroup}. Then ri\X = cusps of ri, i = l,..., r, {ri} as above. 
LEMMA 9. Let PI,..., P, be representatives for the cusps of r,. Then 
card(cusps of ri) = [ri : r] . i [I’-{ n ri : r{] -I, 
/=I 
wherer:={y:yEr,, yPly-‘=PI}. 
Proof. Apply Lemma 8 to each cusp. 
Remark. Since P is a parabolic subgroup of G it is its own normalizer, 
therefore ri n ri = ri n P,. 
THEOREM 10. Let {ri} be a tower of subgroups of G and let w E Z’,(G). 
Then 
Proof. According to Theorem 6 there are constants a, j3, and k 
independent of ri such that 
where ri is the number of cusps of ri. 
Now Lemma 9 shows that 
ari 
i%m VOl(T,\G) 
= 0 since i lima [r{ n ri: r:] = + 00. 
+ 
For the second term we fix a r,-cusp Q and let P, ,..., P, be the r,-cusps r,- 
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conjugate to Q. If N, = N(P,) (unipotent radical) then vol(L’,n N,\N,)/ 
vol(L’, n Ni,\NiJk does not depend on Z, I= l,..., s. This is because ri is 
normal in L’, and P, ,..., P, are all r,-conjugate to Q. Applying Lemma 8, we 
have 
s= [rinQ:I-,nQ]-’ [ri:I-,]. 
Thus if Q, ,..., Q, are the cusps of ri and M, = N(Q,), I= l,..., r, then the 
second part of the error term becomes 
ri:r*1p 21: 
vol v, c-7 M,\M,) 
I= I vOl(ri n b~&\kf~,)~ ’ 
Here we have used the fact that 
~01(r, n M,\M,) = [q n Q,] vol(r, n M,\M,). 
The theorem follows upon noting that 
lim 
i-tm 
vol(r, n M~,\M~,) = + 00. 
COROLLARY 11. If G is an R-rank one linear group and w E B,(G) then 
N(r, w) can be made arbitrarily large for suitable choices of lT 
Remark. (1) If one only wished to make N(T, o) # 0 for some r and 
w  E Z’i(G) then, as remarked by Nolan Wallach, the fact that a Poincare 
series associated to an Li-matrix entry of w  converges is sufficient to show 
such a r exists. 
(2) Barbasch and Moscivici have shown that the formula of Osborne 
and Warner is valid for discrete series other than those in Z’,(G), for 
“suitably” regular cu [4]. Thus our calculations apply in these cases. 
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