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Chapter 1: Introduction
1.1 Metastable Markov Jump Processes
Metastability is a ubiquitous phenomenon that arises in nature and society.
For example, in biochemistry, a macromolecule can change its shape in response to
changes in its environment (temperature, PH, etc). Each possible shape is called a
conformation. A macromolecule can stay in one conformation for a relatively long
period of time before it abruptly changes to another conformation. Other complex
systems manifesting metastability include lattice spin models at low temperature,
genetic population dynamics [10], and financial crises.
A popular choice of mathematical model for studying the long-term behav-
ior of metastable systems is a parameter-dependent Markov jump process with a
finite state space and exponentially distributed holding times. The dynamics of the
process is described by the generator matrix L. Each off-diagonal entry Lij is the
transition rate from state i to state j, which often takes the form of
Lij  exp (−Uij/ε), i.e. lim
ε→0
ε lnLij = −Uij, (1.1)
where Uij ≥ 0 is the exponential factor and ε > 0 is a small parameter. Transitions




so that the generator matrix L has zero row sums. The nonnegative numbers −Lii
are the escape rates from states i.
Long-term behavior of stochastic processes with rare transitions has been at-
tracting attention of mathematicians for the last fifty years [2, 17, 22, 23]. Freidlin
and Wentzell [17] developed the Large Deviation Theory in their study of random
perturbations of dynamical systems. They showed that the long-term behavior of a




can be effectively modeled by a Markov chain whose states correspond to the stable
attractors of ẋt = b(xt).
To estimate the exponential factor Uij, they described the large deviations of







defined on the space of absolute continuous paths φ, and the quasi-potential
Uij = inf{IT (φ) | φ(0) ∈ Ki, φ(T ) ∈ Kj, T > 0}, (1.4)
which characterizes the difficulty of the passage from attractor i to attractor j. Here
Ki and Kj are two compact sets corresponding to the two distinct attractors.
A Markov jump process with pairwise transition rates of the form of Eq.
(1.1) can be represented, up to exponential order, by a weighted directed graph
G(S,A, U), where the set of vertices S is the set of states, the set of arcs A includes
only those arcs (i→ j) such that Lij > 0, and U = {Uij | (i→ j) ∈ A} is the set of
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arc weights representing exponential factors of the transition rates. An arc (i→ j)
is a directed edge going from vertex i to vertex j, and the vertices i and j are called
tail and head, respectively.
The following is assumed throughout the dissertation.
Assumption 1.1.1. All Markov jump processes under consideration have finite
states and are irreducible.
Irreducibility means that it is possible to get to any state from any state. A
state i is said to communicate with state j if it is possible to get to i from j and
vice versa. A communicating class C is a maximal set of states such that every
pair of states in C communicates with each other. A communicating class is closed
if it is impossible to leave the class, otherwise it is open. In terms of the graph G
representing a Markov jump process, irreducibility is equivalent to G being a single
communicating class, i.e. strongly connected. Assumption 1.1.1 guarantees the





We emphasize that reversibility is not assumed. In other words, the process is
not required to satisfy the detailed balance equation πiLij = πjLji. This is desirable
since many real-world processes are best described by an irreversible model. In
some scenarios, even if the model is reversible, if we are interested in the long-term
dynamics of a very metastable model, it is often hard to sample from simulations.
Adding external forces might help accelerate the sampling, but it also renders the
model irreversible.
3
1.2 Metastability via Spectral Analysis
It is well known that long-term dynamics of a metastable system is largely
governed by the spectral properties of its generator. The case of reversible Markov
processes has been well understood over the last decades. The key is the self-
adjointness of the generator. Using the classic potential theory as a tool, Bovier et
al. [2–5] derived sharp estimates for low-lying spectra of reversible Markov processes,
defined a hierarchy of metastable sets, as well as identified the link between eigen-
values and expected exit times. As is also known, the slowest relaxation processes
are described by the dominant eigenvalues and eigenvectors of the generator, and
the Markov State Model offers an efficient tool for their computation [23]. Using
the minimum spanning tree, Cameron [7] proposed an efficient algorithm to com-
pute asymptotic estimates of eigenvalues and eigenvectors of the generator, which
is suitable for large and complex networks. However, all these methods fall short
in the case of irreversible Markov processes. The goal of this dissertation is to de-
velop a program capable of analyzing both reversible and irreversible Markov jump
processes, at both qualitative and quantitative levels.
We begin by discussing some fundamental spectral properties of the generator
matrix L with transition rates given by Eq. (1.1). The zero row sum property of the
generator matrix L indicates that λ0 = 0 is an eigenvalue, and the corresponding
right eigenvector is ϕ0 = 1, a column vector with every entry equals to 1. Since
πTL = 0, the corresponding left eigenvector is ψ0 = π, the invariant distribution.
Because π is unique, λ0 = 0 is a simple eigenvalue.
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Let λ1, λ2, · · · , λn−1 be the nonzero eigenvalues of −L, indexed in increasing
order of their magnitudes. Due to the diagonal dominance of −L and positivity of
its diagonal entries, all nonzero eigenvalues have positive real parts, i.e., Re(λk) > 0
for k = 1, 2, · · · , n− 1. This can be shown by applying Gershgorin’s circle theorem.
It is clear from the form of Lij (Eq. 1.1) that all nonzero Re(λk) are exponentially
small and converge to zero as the parameter ε goes to zero.
In the case where all λk’s are real and distinct, one can write the probability
distribution p(t), governed by the Fokker-Planck equation dp/dt = pLT , in the
following form




Keep in mind that the eigenvalues λk, corresponding right and left eigenvectors ϕk
and ψk, and the invariant distribution π are all functions of the small parameter ε.
The inverses of the nonzero eigenvalues separate the time horizon into several time
spans, such that the asymptotic behavior of the process is qualitatively different
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That is to say, the kth eigen-component of the probability distribution p(t) will
remain significant until the timescale surpasses λ−1k .
In many real-world applications, direct calculations of the eigenvalues and
eigenvectors of the generator matrices are often forbidden, due to the curse of di-
mensionality and issues related to floating-point arithmetic when ε is very small.
Yet it is of considerable practical interest to be able to estimate the eigenvalues
and eigenvectors as precisely as possible since these are the quantities controlling
metastable behavior. For reversible Markov processes, using the minimum spanning
tree, [7] developed a graph-algorithmic approach to computing the asymptotic es-
timates of eigenvalues and eigenvectors of the generator matrices starting from the
low-lying group. This dissertation extends substantially, the graph-algorithmic ap-
proach in [7] to tackle both reversible and irreversible Markov processes, which has
its root in the fundamental results established by Freidlin and Wentzell, in particu-
lar, Wentzell’s asymptotic estimates of eigenvalues using so-called optimal W-graphs
and the so-called Freidlin’s hierarchy of Markov chains.
1.3 Main Results
We highlight the main results. For more details and further references, see the
respective sections. Parts of these results are published in [8, 19].
In Chapter 2, under the assumption that all optimal W-graphs are unique
(Assumption 2.2.2), we derive the following results:
(1) In section 2.2, we obtain refined asymptotic estimates of eigenvalues includ-
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ing pre-factors when the transition rates are of the specific form: Lij =
κij exp(−Uij/ε). This refinement is based on Wenzell’s incisive expressions
for asymptotic estimates of eigenvalues in terms of optimal W-graphs when
the transition rates Lij are of the order of exp(−Uij/ε) (Eq. (1.1)).
(2) In section 2.3, we establish a so-called weak nested property of optimal W-
graphs, which describes a hierarchical structure of the collection of optimal
W-graphs. It says that when one connected component of an optimal W-
graph collapses into another one of its connected components in a certain
manner, the resulting graph is the subsequent optimal W-graph having one
sink less. This weak nested property is a red thread that connects most of our
results.
(3) In section 2.4, we discuss how the weak nested property of optimal W-graphs
can help us visualize the typical evolution of a metastable system across a
sequence of exponentially increasing timescales. In particular, how the sets of
sinks W ∗k of optimal W-graphs can be seen as the sets of metastable states for
the time spans (λ−1k , λ
−1
k−1).
(4) In section 2.5, we propose a greedy/dynamic programming algorithm (Algo-
rithm 1) for constructing the hierarchy of optimal W-graphs as well as extract-
ing the exponential factors of the asymptotic estimates of eigenvalues. This
algorithm is conceptually recursive, it exploits the weak nested property of op-
timal W-graphs, and it is inspired by the ideas of contraction and expansion
of cycles from Chu-Liu/Edmond’s algorithm for finding optimal branching.
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The correctness of this algorithm is proved under a no-symmetry assumption
(Assumption 2.5.1).
To handle the case with symmetry, in Chapter 3, we introduce the concepts of the
hierarchy of Typical Transition Graphs (T-graphs) and the associated sequence of
Characteristic Timescales.
(5) In section 3.1, we define the hierarchy of T-graphs and the associated charac-
teristic timescales inductively via an Algorithm 2, which is a modification of
Algorithm 1 and is recursive as well. T-graphs record all typical transitions
as well as their effective transition rates up to the associated characteristic
timescales, and this hierarchy is strongly nested. T-graphs differ from opti-
mal W-graphs in two critical ways, they contain communicating classes and
vertices in T-graphs also carry weights.
(6) In section 3.2, we discuss how the collection of closed communicating classes
encountered by Algorithm 2 during the construction of T-graphs coincides
with Freidlin’s hierarchy of Markov chains. Hence, the hierarchy of T-graphs
unifies the hierarchy of optimal W-graphs and Freidlin’s hierarchy of Markov
chains.
(7) In section 3.3, we discuss why the closed communicating classes in each T-
graph can be viewed as metastable classes between two characteristic timescales,
and how we can calculate estimates of metastable distributions on these closed
communicating classes using vertex weights of the respective T-graphs.
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(8) In section 3.4, under the assumption that all optimal W-graphs are unique,
we construct asymptotic estimates of eigenvectors using T-graphs, where we
once again harness the power of the weak nested property. The asymptotic
estimates of left eigenvectors are expressed in terms of the metastable distribu-
tions on the collapsing and absorbing closed communicating classes, while the
asymptotic estimates of right eigenvectors are expressed as indicator functions
of the collapsing connected components.
(9) In section 3.5, we propose a non-recursive implementation scheme for con-
structing the hierarchy of T-graphs (Algorithm 2) which is object-oriented.
Chapter 4 is devoted to applications.
(10) In section 4.1, we apply the concept of T-graphs to inspect how an external
control parameter can bias the random walk of a Kinesin motor and predict
the timescales when the motor is most likely to accomplish the first forward
motion for various ranges of values of the control parameter.
(11) In section 4.2, we apply Algorithm 1 (optimal W-graphs) to conduct zero-
temperature asymptotic analysis of the stochastic network representing the
energy landscape of Lennard-Jones cluster of 75 atoms (LJ75 network). The
energy landscape of LJ75 has a double-funnel structure, and the process of
physical interest is the transition from the second lowest minimum to the
global minimum. Algorithm 1 allows us to extract the exponential factor of
the associated exit rate as well as predict the most likely zero-temperature
9
transition path by tracing the unique directed path from the second lowest
minimum to the global minimum in the associated optimal W-graph.
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Chapter 2: A Greedy Graph Algorithm for Computing Asymptotic
Eigenvalues
Optimal W-graphs were introduced by Wentzell [17,24] when deriving asymp-
totic estimates of eigenvalues of the generator matrix L. The significance of Wentzell’s
result is that it translates the problem of estimating eigenvalues to that of finding
the hierarchy of optimal W-graphs, which is nevertheless a rather challenging com-
binatoric optimization problem. Under the assumption that all optimal W-graphs
are unique, in section 2.2, we obtain refined asymptotic estimates of eigenvalues
when pre-factors of transition rates are known; in section 2.3, we establish the weak
nested property of optimal W-graphs; and in section 2.4, we discuss how the weak
nested property can be used to describe escape behaviors. Illuminated by the phys-
ical insights behind the weak nested property, and further inspired by the ideas of
contraction and expansion of cycles, in section 2.5, we propose a greedy/dynamical
programming algorithm for constructing optimal W-graphs and extracting exponen-
tial factors of the asymptotic estimates of eigenvalues.
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2.1 Optimal W-graphs
Let G(S,A, U) be the weighted strongly connected directed graph associated
with the generator matrix L. A spanning subgraph of G includes a subset of arcs of
G and all its vertices. Therefore, we can identify a spanning subgraph with its set
of arcs.
Definition 2.1.1. (W-graph) A W-graph with k sinks is a spanning subgraph of
G such that
(i) each vertex either emits exactly one arc or none, and there are k vertices
(sinks) emitting none;
(ii) it contains no cycles.
For all k = 1, 2, · · · , n, the strong connectivity of G ensures the existence of a
W-graph with k sinks (note that a W-graph with n sinks is a spanning subgraph with
no arcs). A cycle is oriented with each of its vertices emitting as well as receiving
exactly one arc. A W-graph with k sinks is essentially a forest with k in-trees (thus
n − k arcs). In each in-tree, there is a unique directed path leading from any non-
root vertex to its root (sink). Denote by G(k) the collection of all possible W-graphs
with k sinks.
Definition 2.1.2. (Optimal W-graph) g∗k is an optimal W-graph with k sinks if
and only if




where V(g) = ∑(i→j)∈g Uij, k = 1, 2, · · · , n.
We emphasize that Eq. (2.1) minimizes over all feasible choices of sinks and
















Figure 2.1: Left: the underlying graph G. Middle: a W-graph with two sinks, 2 and
3, its total weight is 7. Right: the unique optimal W-graph with two sinks, 3 and
4, its total weight is 4. Blue and yellow vertices correspond to sinks and non-sinks,
respectively.
2.2 Asymptotic Estimates of Eigenvalues
In 1972, Wentzell established the following asymptotic estimates of eigenvalues
in terms of the optimal W-graphs [24].
Theorem 2.2.1. (Wentzell, 1972) Let 0,−λ1,−λ2, · · · ,−λn−1 be the eigenvalues of
a generator matrix L with off-diagonal entries of the order of exp(−Uij/ε), indexed
so that 0 < |λ1| ≤ |λ2| ≤ · · · ≤ |λn−1|. Then as ε→ 0,
Re(λk)  exp(−∆k/ε), (2.2)
where ∆k = V(g∗k)− V(g∗k+1).
Theorem 2.2.1 implies that ∆1 ≥ ∆2 ≥ · · · ≥ ∆n−1.
Assumption 2.2.2 below enables us to derive a variety of fundamental results.
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Assumption 2.2.2. All optimal Wgraphs g∗k are unique.
Under Assumption 2.2.2, ∆k’s are strictly decreasing, i.e., ∆1 > ∆2 > · · · >
∆n−1. Hence, for ε sufficiently small, all λk’s are real and distinct. If in addition,
pre-factors of transition rates are known, specifically, if Lij = κij exp(−Uij/ε), then
refined estimates of eigenvalues can be obtained.
Theorem 2.2.3. Under Assumption 2.2.2, let 0 > −λ1 > −λ2 > · · · > −λn−1 be the
eigenvalues of a generator matrix L with off-diagonal entries equal to κij exp(−Uij/ε).
Then there exits ρ > 0 such that,
λk = αk exp(−∆k/ε) (1 + o(exp(−ρ/ε))) , (2.3)









The proof of Theorem 2.2.3 is provided in Appendix A. The key is the connec-
tion between the coefficients of the characteristic polynomial of L and the collection
of W-graphs with the corresponding number of sinks.
2.3 Weak Nested Property of Optimal W-graphs
In this section, we will establish a weak nested property of optimal W-graphs
under Assumption 2.2.2. This property is pivotal, not only does it serve as a step-
ping stone in our algorithm design, but it also facilitates deeper understandings of
metastable behavior.
An in-tree of a W-graph gk is an induced subgraph of gk. It includes a subset
of vertices of gk and all the arcs of gk whose endpoints belong to the vertex subset.
Therefore, we can identify an in-tree of a W-graph with its set of vertices.
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For a subset of vertices X ⊂ S, denote by A(g;X) the subset of arcs of g with
tails in X. Denote by W ∗k the set of sinks of the optimal W-graph g
∗
k.
Theorem 2.3.1. Under Assumption 2.2.2, the collection of optimal W-graphs {g∗k}nk=1
is a hierarchy satisfying the following properties:
(i) There is a unique in-tree S+k of g
∗
k+1 whose sink s
+
k is not a sink of g
∗
k, i.e.,
W ∗k = W
∗
k+1 \ {s+k }.
(ii) A(g∗k;S \ S+k ) = A(g∗k+1;S \ S+k ), i.e., all the arcs of g∗k with tails not in S+k




k \ {s+k }) and A(g∗k+1;S+k \ {s+k }) do
not necessarily coincide.
(iii) There is a single arc (pk → qk) in g∗k with tail pk in S+k and head qk in another
in-tree S−k of g
∗
k+1.
Theorem 2.3.1 is illustrated in Figure 2.2. The optimal W-graph g∗k is obtained






k+1 via an arc (pk → qk), and (2) possibly




k collapses, all flow
there is absorbed by S−k and gravitates to the sink s
−
k . The arc (pk → qk) is like a
bottleneck.
The proof of Theorem 2.3.1 is provided in Appendix B. The main technique
















Figure 2.2: An illustration of the weak nested property of optimal W-graphs. The
ovals symbolize in-trees of the optimal W-graphs. Arcs in the gray components
remain the same. Blue and yellow vertices correspond to sinks and non-sinks, re-
spectively.
2.4 Metastability and Optimal W-graphs
When all optimal W-graphs are unique (Assumption 2.2.2), the hierarchy of
sink sets W ∗k ’s can be seen as a hierarchy of sets of metastable states. Specifically,
for the time span (λ−1k+1, λ
−1




k+1 are metastable, in the
sense that if a process starts from a state belonging to some in-tree of g∗k+1, then
with probability tends to 1 as ε → 0, the process will be found at the sink of that
in-tree on any timescale t ∈ (λ−1k+1, λ−1k ).





and starts emitting flow. Almost instantaneously (compared with the timescale of
the order of λ−1k ), the flow is absorbed by the in-tree S
−
k and is passed to its sink
s−k .
Any timescale t ∈ (λ−1k , λ−1k−1), however, is not large enough for any sink in
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W ∗k+1 other than s
+




k−1), a process starting
from any in-tree of g∗k+1 other than S
+
k will be stuck in that in-tree, and will spend
most of its time at the sink. Hence, W ∗k = W
∗
k+1\{s+k } becomes the set of metastable
states for the subsequent time span (λ−1k , λ
−1
k−1).
To further quantify such metastable behavior, we invoke Lemma 3.3 and
Lemma 3.4 from Chapter 6 of [17]. Let Px be the law of the Markov jump pro-
cess Xt starting from x. The first passage time of a subset W of S is τW = inf{t ≥
0 | Xt ∈ W}. Denote by G(W ) the collection of W-graphs with set of sinks W . For
x /∈ W and y ∈ W , let Gx,y(W ) denote the subset of G(W ) consisting of those with
a path leading from x to y.
For a process starting from x /∈ W ∗k , the probability that at the first passage






















1, if x leads to y in g∗k,
0, otherwise.
(2.5)
The expected first passage time of W ∗k is estimated by Eq. (2.6).












Since the numerator of the RHS of Eq. (2.6) sums over a subset of W-graphs
with k + 1 sinks, Ex[τW ∗k ] ≤
exp(−V(g∗k+1)/ε)
exp(−V(g∗k)/ε)
 λ−1k . In fact, one can deduce from the
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weak nested property of optimal W-graphs that
Ex[τW ∗k ]

 λ−1k , if x ∈ S+k ,
 λ−1k , if x /∈ S+k .
(2.7)
2.5 The Construction of Optimal W-graphs
2.5.1 The Ideas
We know from last section that under Assumption 2.2.2, a process starting
from the in-tree S+k spends most of its time at the sink s
+
k prior to its exit from S
+
k
on the timescale t  λ−1k . Let t+k denote the expected holding time at the sink s+k ,
depending on whether t+k  λ−1k or t+k  λ−1k , the process will most likely behave
quite differently prior to its exit.
(a) t+k  λ−1k . The process first appears to be frozen at s+k . As timescale reaches
the order of λ−1k , it suddenly takes a direct jump from s
+
k to some qk in S
−
k .




k  λ−1k  L−1s+k qk . The transition rate Ls+k qk is the
highest among all possible exits from s+k , or equivalently, (s
+
k → qk) has the
smallest weight Us+k qk
among all outgoing arcs from s+k .
(b) t+k  λ−1k . The process first performs rotations within S+k which pass the
sink s+k . Assume for simplicity, all rotations are along a single cycle c. As
timescale reaches the order of λ−1k , it suddenly breaks through the cycle c via
a jump pk → qk, where qk is in S−k and pk can be any vertex in the cycle c,
not necessarily s+k . The cycle c can be viewed as a super-state in S
+
k , and the
18
process exits S+k through this super-state.
Guided by the physical insights above, we exploit the weak nested property
and make the following educated guess regarding the structure evolution of optimal
W-graphs.
(a’) A direct jump s+k → qk. In this case, g∗k is simply obtained by adding the arc
(s+k → qk) to g∗k+1.
(b’) Rotations along a cycle c prior to an exit jump pk → qk. In this case, (1) the
exit arc (pk → qk) shall be in g∗k; (2) except for the arc with tail pk, all arcs
in the cycle c shall be in g∗k; (3) arcs of g
∗
k+1 whose tails do not belong to the
cycle c shall all be inherited by g∗k.
Starting from the optimal W-graph g∗n which consists of no arcs, we will build
the optimal W-graphs one upon another, in the order of g∗n−1, · · · , g∗2, g∗1, by means
of adding and rearranging arcs. We will identify a W-graph with its set of arcs since
a W-graph is a spanning subgraph of G.
Let A0 denote the subset of A consisting of all the minimum weight outgoing
(min-outgoing) arcs from each vertex of G. Assume for simplicity that every vertex
has a unique min-outgoing arc and no two min-outgoing arcs are of the same weight,
then A0 contains exactly n arcs. Let A0(1 : l) denote the subset of A0 consisting of
the first l minimum weight arcs. (Note A0(1 : 0) = ∅.)
We start with two sets B = ∅ and B0 = A0, one at a time, we transfer the
minimum weight arc (min-arc) in B0 to B, stop if either a cycle c is formed in B or
there is only one arc left in B0. Suppose we have made n− k1 transfers right before
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we stop. It is easy to see that g∗k = A0(1 : n − k) for k = k1, · · · , n − 1. If k1 = 1,
we are done, all optimal W-graphs are found trivially. However, if k1 > 1, we have
encountered a cycle c, and the optimal W-graphs with sinks fewer than k1 are yet
to be found.
To proceed, we borrow the ideas of contraction and expansion of cycles from
Chu-Liu/Edmonds’ algorithm [12] for finding optimal branching, the directed analog
of the minimum spanning tree problem. Chu-Liu/Edmonds’ algorithm can be used
to find the optimal W-graph with one sink. However, we want the full hierarchy
of optimal W-graphs, in other words, we need to solve a sequence of combinatoric
optimization problems. The beauty here is that when the ideas of contraction and
expansion fuse with the weak nested property, constructing the hierarchy of optimal
W-graphs can be done in a single sweep.
The cycle c will be contracted into a super-vertex v
(1)
c , which resembles a
super-state. The asymptotic dynamics of the resulting coarse-grained Markov jump
process will be represented by a smaller graph G(1). G(1) will inherit most of the
vertices and arcs from G, except that (1) it replaces the subset of vertices in the cycle
c with the super-vetex v
(1)
c ; (2) all the arcs with both endpoints in c are discarded;
and (3) arcs with tails in c will have to change their weights. The super-vertex
v
(1)
c of G(1) is allowed to emit multiple arcs with the same head. The logic behind
contraction is that if we find the optimal W-graphs g
∗(1)
k of G
(1) with sinks fewer
than k1, we can then expand the super-vertex v
(1)
c back to the cycle c and cut off a
certain arc in the cycle to obtain g∗k. In essence, such an algorithm is recursive.
20
2.5.2 The Recursive Structure of OptWgraphs()
The pseudocode for constructing the hierarchy of optimal W-graphs is pre-
sented in Algorithm 1, whose main body is the recursive function OptWgraphs().
A flowchart that helps visualize Algorithm 1 is presented in Figure 2.4. To focus
on asymptotic analysis, Algorithm 1 presents only the procedures involving expo-
nential factors. The computation of pre-factors αk can be easily embedded into the
pseudocode if needed.
Let r be the depth of recursion and G(r) be the corresponding underlying
graph. Assumption 2.5.1 below assures that there is always a unique minimizer in
line 8 of Algorithm 1.
Assumption 2.5.1 (No symmetry). Assume the input graph G is such that, in all
depth of recursion of Algorithm 1, every vertex of G(r) has a unique min-outgoing
arc and no two min-outgoing arcs are of the same weight.
Assumption 2.5.1 is stronger than Assumption 2.2.2. No symmetry ensures
all optimal W-graphs exist uniquely, but uniqueness of optimal W-graphs can not
guarantee no symmetry. Figure 2.3 demonstrates a simple example.
In each recursion of Algorithm 1, the two global variable ∆ and k̄ serve as
thresholds. The set of min-outgoing arcs are divided into two subsets, those with
weights no greater than ∆ constitute the optimal W-graph with k̄ sinks, and the
rest are candidate arcs for building optimal W-graphs with fewer sinks. ∆ and k̄
need to be updated each time before the program enters another recursion. The


















Figure 2.3: An example illustrating that unique optimal W-graphs does not imply
no symmetry. Left: an underlying graph G with symmetry, there are two min-
outgoing arcs from the vertex 2. Middle and right: the unique optimal W-graphs g∗2
and g∗1. Blue and yellow vertices correspond to sinks and non-sinks, respectively.
the respective underlying graphs. After exiting the while-loop, if no cycle is formed,
then the program has arrived at the bottom of recursion and will start backtracking
to the top. Otherwise, it contracts the cycle found in B and enters one more level
of recursion. We point out that the increments ∆k are indifferent to the depth of
recursion, meaning, ∆k = V(g∗(r)k )− V(g
∗(r)
k+1) for all r.
2.5.3 The Functions Contract W() and Expand W()
The pseudocodes for the functions Contract W() and Expand W() are presented
in page 25. The function Expand W() is essentially an implementation of (b’) in
Section 2.5.1. Inside the function Contract W(), vertex i of G is mapped to the
vertex i(1) of G(1), and i(1) = i if and only if vertex i is not in the cycle c, otherwise
i(1) = v
(1)
c (the super-vertex). In the following, we explain the reason behind the
arc-weight-updating procedure of the function Contract W().
In Algorithm 1, all arcs in the cycle c are min-outgoing arcs of G. Denote the
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Algorithm 1 Optimal W-graphps
Initialization (global variables): r = 0, ∆ = 0, k̄ = n;
Input: G(S,A, U);
Output: {g∗k}k0−11 , {∆k}k0−11 ;
1: function OptWgraph ( G )
2: Prepare the set of min-outgoing arcs A0;
3: B = {(i→ j) ∈ A0 | Uij ≤ ∆}; B0 = A0 \B;
4: k0 = k̄;
5: k = k0;
6: while no cycle found in B & |B0| > 1 do
7: k = k − 1;
8: (pk → qk) = arg min(i→j)∈B0 Uij;
9: ∆k = Upkqk ;
10: B0 = B0 \ {(pk → qk)};
11: B = B ∪ {(pk → qk)};
12: g∗k = B;
13: end while
14: if no cycle found in B then
return {g∗k}k0−11 , {∆k}k0−11 ;
15: else
16: r = r + 1;
17: k̄ = k + 1;
18: ∆ = ∆k;
19: Find the cycle c formed in B;
20: Call G(1) = Contract W( G, c );
21: Call
(
{ g∗(1)k }k1−11 , {∆k}k1−11
)
= OptWgraphs( G(1) ); . k1 = k̄.
22: for 1 ≤ k ≤ k1 − 1 do
23: Call g∗k = Expand W( g
∗(1)
k , c );
24: end for
















































Contract W() Contract W()Contract W()
Expand W() Expand W() Expand W()
Figure 2.4: The flowchart of Algorithm 1. The underlying graphs of each recursion
are in the top row. The final depth of recursion is r̂. Green boxes contain the
optimal W-graphs obtained from the while-loop. Red boxes signal the detection
of cycles after exiting the while-loop, and trigger the program to contract cycles
and enter one more level of recursion. Yellow boxes contain the optimal W-graphs
obtained through expansions.
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Input: G(S,A, U), c;
Output: G(1)(S(1), A(1), U (1));
1: function Contract W( G, c )
2: S(1) = S ∪ {v(1)c };
3: for i ∈ S do
4: i(1) = i;
5: γ(i) = 0;
6: if i ∈ c then
7: S(1) = S(1) \ {i};
8: i(1) = v
(1)
c ;
9: γ(i) = UyJ(y) − UiJ(i);
10: end if
11: end for
12: A(1) = ∅; U (1) = ∅;
13: for (i→ j) ∈ A do
14: if i(1) 6= j(1) then . Otherwise, i(1) = j(1) = v(1)c .




= γ(i) + Uij; . Update weights.











1: function Expand W( g
(1)
k , c )
2: g∗k = ∅;
3: p = y;
4: for (i(1) → j(1)) ∈ g∗(1)k do
5: g∗k = g
∗
k ∪ {(i→ j)};
6: if i(1) == v
(1)
c then
7: p = i;
8: end if
9: end for
10: g∗k = g
∗




min-outgoing arc from i by (i→ J(i)) and its weight by UiJ(i). Let y be the tail of
the maximum weight arc in the cycle c, i.e., y = arg maxi∈c UiJ(i).
Cyclic behavior of a process before exit can be captured asymptotically by
the cycle c. Consider the restricted dynamics of rotations along the cycle c with a
|c| × |c| generator matrix Lc defined as follows:
∀i, j ∈ c, Lcij =

LiJ(i), if j = J(i),
−LiJ(i), if j = i,
0, otherwise.
(2.8)






 exp (−γ(i)/ε) , where γ(i) = UyJ(y) − UiJ(i), i ∈ c. (2.9)
When a process is rotating along the cycle c, the exit via (p→ q), where p ∈ c
and q /∈ c, has an effective rate of
πc(p)Lpq  exp (−(γ(p) + Upq)/ε) . (2.10)
Once we contract the cycle c into the super-vertex v
(1)
c , the arc (p → q) in G
will resemble itself as an arc in G(1) with tail v
(1)
c and head q. Moreover, it should
have an updated weight of γ(p) + Upq. On the other hand, for any arc in G which
is not an exit arc from the cycle c, we should not change its weight.
Theorem 2.5.2. Under Assumption 2.5.1, OptWgraphs() correctly finds the hier-
archy of optimal W-graphs {g∗k}n−11 and the sequence of increments of total weights
{∆k}n−11 .
The proof of Theorem 2.5.2 is provided in Appendix C.
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2.5.4 An Illustrative Example
Figure 2.5 presents a simple example illustrating the key steps of Algorithm 1
in a format that is compatible with the flowchart (Figure 2.4). The input graph G
has four vertices, labeled 1, 2, 3, 4, and nine arcs with weights written near by. The
final depth of recursion is r̂ = 2. No symmetry presents at every recursion level.
First, the optimal W-graphs g∗3 of G is obtained without recursion (level zero).
It consists of the smallest min-outgoing arc (1 → 2) of G, and ∆3 = U12 = 1.
When the second smallest min-outgoing arc (2→ 1) of G is added to g∗3, we do not
obtain the optimal W-graph g∗2, instead, the cycle {1, 2} is formed. The graph G
then contracts the cycle {1, 2} into the super-vertex {1, 2}, resulting in the graph
G(1). Arcs coming out from the super-vertex {1, 2} of G(1) are originally arcs exiting
the cycle {1, 2} in G, and during the contraction procedure, those of them exiting
via the vertex 1 need to increase their weights by 2 − 1 = 1. Specifically, the arcs
(1 → 3) and (1 → 4) of G, represented as ({1, 2} → 3) and ({1, 2} → 4) in G(1),
have weights 2 + 1 = 3 and 3 + 1 = 4 in G(1), respectively. All other arcs in G(1) are
inherited from G without modifying weights.
We then enter recursion level one, working on the graphG(1) with three vertices
and seven arcs. The optimal W-graph g
∗(1)
2 is obtained, which consists of the smallest
min-outgoing arc ({1, 2} → 3) of G(1), and ∆2 = U (1){1,2}→3 = 3. When the second
smallest min-outgoing arc (3 → {1, 2}) is added to g∗(1)2 , we do not obtain the
optimal W-graph g
∗(1)
1 , instead, the cycle {{1, 2}, 3} is formed. The graph G(1) then
contracts the cycle {{1, 2}, 3} into the super-vertex {1, 2, 3}, resulting in the graph
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G(2). Arcs coming out from the super-vertex {1, 2, 3} in G(2) are originally arcs
exiting the cycle {{1, 2}, 3} in G(1), and during the contraction procedure, those of
them exiting via the super-vertex {1, 2} need to increase their weights by 4− 3 = 1.
Specifically, the arc ({1, 2} → 4) of G(1), represented as ({1, 2, 3} → 4) in G(2), has
weight 4 + 1 = 5 in G(2). All other arcs in G(2) are inherited from G(1) without
modifying weights.
We then enter recursion level two, working on the graph G(2) with two vertices
and three arcs. The optimal W-graph g
∗(2)
1 is obtained, which consists of the smallest
min-outgoing arc ({1, 2, 3} → 4) of G(2), and ∆1 = U (2){1,2,3}→4 = 5. Here we have
arrived at the bottom of recursion and will start backtracking to the top.
During the backtracking process, super-vertices are expanded back to cycles
and one arc in each cycle needs to be cut off. First, the optimal W-graph g
∗(2)
1
is expanded to the optimal W-graph g
∗(1)
1 at recursion level one, where the arc
({1, 2, 3} → 4) is mapped back to the arc ({1, 2} → 4), and the arc ({1, 2} → 3) in














2, the arc ({1, 2} → 3) is mapped back to the arc (1 → 3), and the arc
(1 → 2) in the cycle {1, 2} is cut off. From g∗(1)1 to g∗1, the arcs (3 → {1, 2}) and
({1, 2} → 4) are mapped back to the arcs (3 → 2) and (1 → 4), respectively, and











































































Contract W() Contract W()
Expand W()
Expand W()
Figure 2.5: An illustrative example of Algorithm 1. Green arcs are min-outgoing
arcs from each vertex/super-vertex. Red arcs form the cycles encountered in each
recursion. Arc weights colored in red indicate strictly increasing after contractions.
Blue and yellow vertices correspond to sinks and non-sinks respectively.
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Chapter 3: T-graphs and Asymptotic Eigenvectors
Assumption 2.5.1 (no symmetry) in Section 2.5.2 is rather restrictive. Many
models arising from applications often present symmetry. In fact, Algorithm 1
performs properly for any input graph G that is strongly connected if we do the
following: (1) in line 2 of Algorithm 1, when there are multiple min-outgoing arcs
from the same vertex, select one arbitrarily to put into A0; and (2) in line 8 of
Algorithm 1, when there are more than one minimizer in B0, pick one arbitrarily to
be (pk → qk). In general, Algorithm 1 produces a hierarchy of optimal W-graphs
which satisfies the weak nested property. If optimal W-graphs are not unique,
different runs of Algorithm 1 could produce different hierarchies of optimal W-
graphs, however, the collections of increments {∆k}n−11 are always the same.
Nonetheless, optimal W-graphs do not capture possible cyclic behavior before
exits, nor do they inform us about the effective exit rates. In this chapter, we
introduce the concepts of the hierarchy of Typical Transition Graphs (T-graphs) and
the associated sequence of Characteristic Timescales. A T-graphs g(Γh) records all
typical transitions (in the logarithmic asymptotic sense) as well as their effective
transition rates up to the characteristic timescale t(Γh)  exp(Γh/ε).
In section 3.1, the hierarchy of T-graphs and the associated characteristic
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timescales are defined inductively via Algorithm 2, which is indeed a modification
of Algorithm 1. It is worth noting that Algorithm 2 makes no assumption on its
input graph. In other words, the hierarchy of T-graphs is well defined for any
weighted directed graph G.
Although the constructions of T-graphs share many of the key steps with
the constructions of optimal W-graphs, T-graphs differ from optimal W-graphs by
two distinctive features. First, T-graphs contain communicating classes. Secondly,
vertices in T-graphs also carry weights. In section 3.2, we identify the closed commu-
nicating classes in T-graphs with Freidlin’s hierarchy of Markov chains. In section
3.3, we discuss why the closed communicating classes in each T-graph can be viewed
as metastable classes between two characteristic timescales, and how the weights on
vertices can be used to estimate metastable distributions on these closed communi-
cating classes.
Under the assumption that all optimal W-graphs are unique, we construct
asymptotic estimates of eigenvectors using T-graphs in section 3.4, where the weak
nested property is further exploited. Metastable distributions on the collapsing
and absorbing closed communicating classes are used to construct asymptotic esti-
mates of left eigenvectors, while the asymptotic estimates of right eigenvectors are
expressed as indicator functions of the collapsing connected components.
In section 3.5, we describe an object-oriented, non-recursive implementation
scheme for constructing the hierarchy of T-graphs.
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3.1 The Hierarchy of Typical Transition Graphs and Characteristic
Timescales
A T-graph g(Γh) is a weighted directed graph with weights on both arcs and
vertices. When vertex weights are ignored, it is a spanning subgraph of G(S,A, U),
i.e., it has vertex set Sh = S, arc set Ah ⊂ A and arc weights Uij. Each vertex i in
g(Γh) also carries a weight δh(i). An arc (i → j) in Ah has an effective weight of
δh(i)+Uij, indicating an effective transition rate of the order of exp(−(δh(i)+Uij)/ε).
We will identify a T-graph g(Γh) with its arc set Ah and vertex-weight vector
δh by denoting g(Γh) = (Ah, δh). Index h = 0, 1, · · · , ĥ, where the total number
of T-graphs ĥ is not know ahead. By construction, (1) Γ0 = 0 and the T-graph
g(Γ0) = (∅,0); and (2) Γh < Γh+1, Ah ( Ah+1, and δh ≤ δh+1 (entry-wise). In this
sense, the hierarchy of T-graphs are strongly nested.
3.1.1 The Recursive Structure of Tgraphs()
The pseudocode for constructing the hierarchy of T-graphs is presented in
Algorithm 2, whose main body is the recursive function Tgraphs(). A flowchart
that helps visualize Algorithm 2 is presented in Figure 3.1.
In Algorithm 2, A0 is the subset of A consisting of all min-outgoing arcs from
each vertex, including multiples. Each while-loop of Algorithm 2 processes a batch
of min-arcs Bmin, while each while-loop of Algorithm 1 processes a single min-arc.
Adding multiple arcs to B simultaneously may create multiple closed communicating
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classes, accordingly, we trace them all in Algorithm 2. γ in Algorithm 2 is an
auxiliary variable for calculating the vertex-weight vector δh. It is the same as the
γ inside the function Contract W()
Similar to Algorithm 1, in each recursion of Algorithm 2, the two global vari-
ables Γ and h serve as thresholds. The set of min-outgoing arcs are divided into two
subsets, those with weights no greater than Γ constitute the T-graph corresponding
to the hth characteristic timescale, and the rest are candidates arcs for building the
T-graphs corresponding to subsequent characteristic timescales. Γ and h need to
be updated each time before the program enters another recursion. The T-graphs
obtained from the while-loop consist of only min-outgoing arcs of the respective
underlying graphs. After exiting the while-loop, if all vertices belong to a single
communicating class, then the program has arrived at the bottom of recursion and
will start backtracking to the top. Otherwise, it contracts all the closed commu-
nicating classes found in B and enters one more level of recursion. We point out
that the exponential factors Γh of the characteristic timescales are indifferent to the
depth of recursion.
3.1.2 The Functions Contract T() and Expand T()
The pseudocodes for the functions Contract T() and Expand T() are presented
in pages 37 and 38. The function Contract T() essentially follows the same principle
as the function Contract W(), however, instead of contracting a single cycle, it con-
tracts multiple closed communicating classes. Vertex i of G is mapped to the vertex
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Algorithm 2 T-graphps
Initialization (global variables): r = 0, Γ = 0, h = 0;
Input: G(S,A, U);
Output: {g(Γh)}ĥh0 , {Γh}ĥh0 ;
1: function Tgraphs ( G )
2: Prepare the set of min-outgoing arcs A0;
3: B = {(i→ j) ∈ A0 | Uij ≤ Γ}; B0 = A0 \B;
4: h0 = h;
5: h = h0;
6: while no closed communicating classes found in B & |B0| > 0 do
7: h = h+ 1;
8: Γh = min(i→j)∈B0 Uij;
9: Bmin = {(i→ j) ∈ B0 | Uij = Γh};
10: B0 = B0 \Bmin;
11: B = B ∪Bmin;
12: Ah = B;
13: δh = 0;
14: g(Γh) = (Ah, δh);
15: end while
16: if all vertices belong to a single communicating class c then





= Contract T( G, c ); . Ĝ is a singleton.
19: δĥ = γ;
return {g(Γh)}ĥh0+1, {Γh}ĥh0+1;
20: else
21: r = r + 1;
22: h = h;
23: Γ = Γh;





= Contract T( G, {cd}d01 );





= Tgraphs( G(1) ); . h1 = h.
28: for h1 + 1 ≤ h ≤ ĥ do
29: Call g(Γh) = Expand T( g





































Figure 3.1: The flowchart of Algorithm 2. The underlying graphs of each recursion
are in the top row. The final depth of recursion is r̂. Green and blue boxes contain
the T-graphs obtained from the while-loop. In particular, blue boxes signal the
detection of closed communicating classes in the last T-graph obtained from the
while-loop and the condition for if is not satisfied, which then trigger the program to
contract all closed communicating classes encountered and enter another recursion.
Yellow boxes contain the T-graphs obtained through expansions.
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i(1) of G(1), and i(1) = i if and only if vertex i is not in any closed communicating
class cd encountered by Algorithm 2, otherwise i
(1) = v
(1)
cd (a super-vertex) for some
d.
The critical difference between these two contraction functions is that the
function Contract T() also returns the auxiliary variable γ which is used to update
the arc weights. In fact, the arc-weight-updating procedure specifies a recurrence




= γ(r−1)(i(r−1)) + U
(r−1)
i(r−1)j(r−1)





′)) + Uij. (3.1)
Different from the function Expand W(), the function Expand T() preserves all
the arcs in the closed communicating classes so as to capture cyclic behavior. More-
over, it requires the crucial input of the auxiliary variable γ to compute the vertex-
weight vector δh, and such vertex-weight-updating procedure specifies a recurrence










From the construction of Algorithm 2, we know that for any h, a recursion level
rh can be found such that the T-graph g
(rh)(Γh) contains no closed communicating
classes. Consequently, the vertex-weight vector δ
(rh)
h = 0, thus any arc (i
(rh) → j(rh))











On the other hand, an arc (i(rh) → j(rh)) of the T-graph g(rh)(Γh) will be
















Input: G(S,A, U), {cd}d01 ;
Output: G(1)(S(1), A(1), U (1)), γ;
1: function Contract T( G, {cd}d01 )
2: S(1) = S ∪ {v(1)cd }d01 ;
3: for i ∈ S do
4: i(1) = i;
5: γ(i) = 0;
6: for 1 ≤ d ≤ d0 do
7: if i ∈ cd then
8: S(1) = S(1) \ {i};
9: i(1) = v
(1)
cd ;





15: A(1) = ∅; U (1) = ∅;
16: for (i→ j) ∈ A do
17: if i(1) 6= j(1) then . Otherwise, i(1) = j(1) = v(1)cd for some d.




= γ(i) + Uij; . Update weights.





return G(1)(S(1), A(1), U (1)), γ; . Return also γ.
23: end function
3.1.3 An Illustrative example
Figure 3.2 presents a simple example illustrating the key steps of Algorithm 2
in a format that is compatible with the flowchart (Figure 3.1). The input graph G
has four vertices, labeled 1, 2, 3, 4, and nine arcs with weights written near by. The
final depth of recursion is r̂ = 2. Symmetry presents at both recursion levels.
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Input: g(1)(Γh), {cd}d01 , γ;
Output: g(Γh);
1: function Expand T( g(1)(Γh), {cd}d01 , γ )
2: Ah = ∅;
3: for (i(1) → j(1)) ∈ g(1)(Γh) do
4: Ah = Ah ∪ {(i→ j)};
5: if i(1) == i then
6: δh(i) = δ
(1)
h (i); . γ(i) = 0
7: end if
8: end for
9: for 1 ≤ d ≤ d0 do
10: Ah = Ah ∪ {(i→ j) ∈ cd};
11: for i ∈ cd do . i(1) = v(1)cd






15: g(Γh) = (Ah, δh);
return g(Γh);
16: end function
First, the T-graph g(Γ1) is obtained without recursion (level zero). It consists
of the two smallest min-outgoing arcs (1→ 2) and (2→ 1), and Γ1 = U12 = U21 = 1.
These two arcs form the closed communicating class {1, 2}. The graph G then
contracts the communicating class {1, 2} into the super-vertex {1, 2}, resulting in
the graph G(1). Arcs coming out from the super-vertex {1, 2} in G(1) are originally
arcs exiting the communicating class {1, 2} in G. Since all arcs in the communicating
class {1, 2} are of equal weights, no arcs in G(1) increase their weights, and all vertices
in g(Γ1) have weights 0.
We then enter recursion level one, working on the graphG(1) with three vertices
and seven arcs. First, the T-graph g(1)(Γ2) is obtained, which consists of the first
min-outgoing arc ({1, 2} → 3) of G(1), and Γ2 = U (1){1,2}→3 = 2. Since no closed
communicating classes are formed, all vertices in g(1)(Γ2) have weights 0.
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When the two second smallest min-outgoing arcs (3 → {1, 2}) (multiples)




3→{1,2} = 5. The T-graph g
(1)(Γ3) contains a closed communicating class
{{1, 2}, 3}. The graph G(1) then contracts this communicating class into the super-
vertex {1, 2, 3}, resulting in the graph G(2). Arcs coming out from the super-vertex
{1, 2, 3} in G(2) are originally arcs exiting the communicating class {{1, 2}, 3} in
G(1). Since arcs in the communicating class {{1, 2}, 3} are of different weights, arcs
exiting via the super-vertex {1, 2} need to increase their weights by 5 − 2 = 3.
Specifically, the arc ({1, 2} → 4) of G(1), represented as ({1, 2, 3} → 4) in G(2), has
weight 3 + 3 = 6 in G(2). All other arcs in G(2) are inherited from G(1) without
modifying weights. Meanwhile, in the T-graph g(1)(Γ3), the super-vertex {1, 2}
needs to increase its weight to 0 + 5− 2 = 3, and other vertices keep their weights
unchanged.
We then enter recursion level two, working on the graph G(2) with two vertices
and three arcs. The T-graph g(2)(Γ4) is obtained, which consists of the two smallest
min-outgoing arcs ({1, 2, 3} → 4) and (4→ {1, 2, 3}) of G(2), and Γ4 = U (2){1,2,3}→4 =
U
(2)
4→{1,2,3} = 6. The T-graph g
(2)(Γ4) is a single communicating class {{1, 2, 3}, 4},
so we have arrived at the bottom of recursion and will start backtracking to the
top. Since all arcs in the communicating class {{1, 2, 3}, 4} are of equal weights, all
vertices in g(2)(Γ4) have weights 0.
During the backtracking process, super-vertices are expanded back to com-
municating classes. At the same time, each vertex in the respective communicat-
ing classes will be assigned a weight. First, the T-graph g(2)(Γ4) is expanded to
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the T-graph g(1)(Γ4) at recursion level one, where the arcs ({1, 2, 3} → 4) and
(4→ {1, 2, 3}) are mapped back to the arcs ({1, 2} → 4) and (4→ 3), respectively,
and the full communicating class {{1, 2}, 3} is recovered. Vertex 3 is assigned a
weight of 0+5−5 = 0 and the super-vertex {1, 2} is assigned a weight of 0+5−2 = 3.
Next, at recursion level zero, the T-graphs g(1)(Γ2), g
(1)(Γ3), and g
(1)(Γ4) are
expanded to the T-graphs g(Γ2), g(Γ3), and g(Γ4), respectively. All expansions
recover the full communicating class {1, 2}. The arc ({1, 2} → 3) of G(1) is mapped
back to the arc (1→ 3) of G, the two arcs (3→ {1, 2}) of G(1) are mapped back to
the arcs (3 → 2) and (3 → 1) of G, respectively, and the arc ({1, 2} → 4) of G(1)
is mapped back to (1 → 4) of G. In the T-graph g(Γ2), both vertices 1 and 2 are
assigned a weight of 0 + 1− 1 = 0. In the T-graphs g(Γ3) and g(Γ4), both vertices
1 and 2 are assigned a weight of 3 + 1− 1 = 3.
3.2 Communicating Classes in T-graphs and Freidlin’s Hierarchy of
Markov Chains
In this section, we discuss the relationship between the communicating classes
in T-graphs and Freidlin’s hierarchy of Markov Chains.
Let {c(r)d }drd=1, where r = 0, · · · , r̂, be the collection of closed communicating
classes encountered in the rth recursion of Algorithm 2. For each c
(r)
d , let Cr,d
be its full expansion in G, so Cr,d contains no super-vertices. The collection of
closed communicating classes {Cr,d}drd=1 share the same birth timescale t(Γhr+1) 



































































































Contract T() Contract T()
Expand T() Expand T()
Figure 3.2: An illustrative example of Algorithm 2. Green arcs are min-outgoing arcs
from each vertex/super-vertex. Vertex weights are put inside the brackets near by.
Arc and vertex weights colored in red indicate strictly increasing after contractions
and expansions. Blue and yellow vertices correspond to recurrent and transient
states, respectively. The closed communicating classes encountered by Algorithm
2 are {1, 2}, {1, 2, 3}, and {1, 2, 3, 4}. The closed communicating classes in each
T-graph are: {1, 2}, {3}, and {4} in g(Γ1); {3} and {4} in g(Γ2); {1, 2, 3} and {4}
in g(Γ3); and {1, 2, 3, 4} in g(Γ4).
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In the illustrative example of Figure 3.2, d0 = 1, C0,1 = {1, 2}; d1 = 1,
C1,1 = {1, 2, 3}; and d2 = 1, C2,1 = {1, 2, 3, 4}.
Corollary 3.2.1 below is a direct consequence of the construction procedures
of Algorithm 2.
Corollary 3.2.1. (i) If d 6= d′, then Cr,d ∩ Cr,d′ = ∅.
(ii) If r < r′, then either Cr,d ∩ Cr′,d′ = ∅ or Cr,d ( Cr′,d′.
In early 1970s, Freidlin proposed to describe the long-term behavior of a
metastable process via a hierarchy of cycles [14, 15, 17] in the case of no symme-
try. This hierarchy can be mapped to a tree. In the reversible case, this tree is a
complete binary tree [6]. Later, in 2014, Freidlin extend this approach to the case
with symmetry [16], where the hierarchy of cycles are replaced by the hierarchy of
Markov chains. Each Markov chain in Freidlin’s hierarchy is born on a particular
timescale, which is the inverse of its rotation rate. [18] introduces the notion of
hierarchy of Markov chains in a general setting and calculate the metastable dis-
tributions. There, transition rates are not required to be of exponential order (or
have any specific asymptotic behavior), rather, the Markov chains are assumed to be
asymptotically regular, a certain asymptotic relation between the ratios of transition
rates.
In our setting of transition rates (Eq. (1.1)), Freidlin’s hierarchy of Markov
chains can be constructed as follows. Every vertex i ∈ S is a rank-0 Freidlin’s
Markov chain (singleton). Let gF be the spanning subgraph of G(S,A, U) with arc
set ÃF = A0, where A0 is the subset of A consisting of all min-outgoing arcs from
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each vertex of G, including multiples. All the communicating classes in gF are called
rank-1 Freidlin’s Markov chains. If all the vertices of G belong to a single rank-1
Freidlin’s Markov chain, then the process terminates.
Otherwise, let {c̃l}l0l=1 denote the sub-collection of closed rank-1 Freidlin’s
Markov chains. Apply the contraction rules of Contract T() to {c̃l}l0l=1 with G








F ). Let g
(1)
F be the spanning
subgraph of G
(1)
F with arc set Ã
(1)
F , where Ã
(1)
F is the subset of A
(1)
F consisting of all
min-outgoing arcs from each vertex of G
(1)
F , including multiples. All the communi-
cating classes in g
(1)
F are called rank-2 Freidlin’s Markov chains. If all the vertices of
G
(1)
F belong to a single rank-2 Freidlin’s Markov chain, then the process terminates.
Otherwise, let {c̃(1)l }l1l=1 denote the sub-collection of closed rank-2 Freidlin’s Markov
chains. Again, apply the contraction rules of Contract T() to {c̃(1)l }l1l=1 with G
(1)
F









Such a recursive procedure will terminate at G
(m̂)
F for some finite number
m̂ ≥ 1. Let {c̃(m)l }lml=1, where m = 0, · · · , m̂, denote the sub-collection of closed
rank-(m+ 1) Freidlin’s Markov chains. For each c̃
(m)
l , let C̃m,l be its full expansion
in G. Note that the collection of rank-(m + 1) Freidlin’s Markov chains {C̃m,l}lml=1
may have various birth timescales, in other words, they are not necessarily in sync.
Figure 3.3 shows a simple example.
The following Corollary 3.2.2 is a direct consequence of the above construction.
Corollary 3.2.2. (i) If l 6= l′, then C̃m,l ∩ C̃m,l′ = ∅.




















Figure 3.3: An example of Freidlin’s hierarchy of Markov Chains. The two rank-1
Freidlin’s Markov chains {1, 2} and {3, 4} have birth timescales of order of exp(1/ε)
and exp(2/ε), respectively. Green arcs are min-outgoing arcs from each vertex.
Figure 3.4 illustrates the hierarchy of Freidlin’s Markov chains for the graph




Cr, where Cr = {Cr,d}drd=1 , be the collection of all closed com-




collection of all closed Freidlin’s Markov chains in each rank. For r = 0, · · · , r̂, let
C̃r = {C̃m,l ∈ C̃ | birth timescale of C̃m,l  exp(Γhr+1/ε)} be the rth synchronized
sub-collection of C̃.
Corollary 3.2.3. (i) Cr = C̃r; (ii) C̃ =
r̂−1⋃
r=0
C̃r; (iii) C = C̃.
In each communicating class, a subset of states are called main states [14] in
the sense that if a process is wondering inside this communicating class, then with
probability of order one, it will be found at some main state.
3.3 Metastability and T-graphs
The collections of closed communicating classes in T-graphs are central to the









































closed: {1, 2, 3}.
Rank-3
closed: {1, 2, 3, 4}.
Figure 3.4: Freidlin’s hierarchy of Markov Chains for the graph G in Figure 3.2.
The closed Freidlin’s Markov chains in each rank are {1, 2}, {1, 2, 3}, and {1, 2, 3, 4},
coincide with the closed communicating classes encountered by Algorithm 2. (See
Figure 3.2.) Green arcs are min-outgoing arcs from each vertex/super-vertex. Blue
and yellow vertices correspond to recurrent and transient states respectively.
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nicating classes in the T-graph g(Γh), including singletons. Then {Mh,b}bhb=1 can be
seen as the collection of metastable classes for the time span (t(Γh), t(Γh+1)). On
one hand, with probability tends to one as ε → 0, depending on where it starts,
a process will be observed wondering inside one of the Mh,b’s on any timescale
t ∈ (t(Γh), t(Γh+1)). On the other hand, every metastable class Mh,b has a birth
timescale no greater than t(Γh) and an exit rate no smaller than t
−1(Γh+1).
On each metastable class Mh,b, there exists a metastable distribution µMh,b ,
which is valid from the timescale it is born till the timescale it collapses. The
asymptotic estimate of µMh,b can be calculated using the vertex-weight vector δh by
Eq. (3.5),
µMh,b(i)  exp(−δh(i)/ε), ∀i ∈Mh,b. (3.5)





µMh,b(i)Lij  exp{− min
(i→j)∈Ah,b
(δh(i) + Uij)/ε}, (3.6)
where Ah,b = {(i→ j) ∈ A | i ∈Mh,b, j /∈Mh,b}.
By construction, the number of closed communicating classes in the hierarchy
of T-graphs are non-increasing, i.e., bh ≥ bh+1, where h = 0, · · · , ĥ− 1. In the case
where bh > bh+1, there are (bh − bh+1) closed communicating classes collapsing on
the timescale t(Γh+1)  exp(Γh+1/ε). In other words, (bh − bh+1) of the metastable
classes {Mh,b}bhb=1 have exit rates of the order of exp(−Γh+1/ε). Moreover, for all
integers k such that bh − 1 ≥ k ≥ bh+1, increments ∆k = Γh+1, so Re(λk) 
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exp(−Γh+1/ε) (Theorem 2.2.1), and all feasible optimal W-graphs g∗k are covered by
the T-graph g(Γh+1).
3.4 Asymptotic Estimates of Eigenvectors
Sharp asymptotic estimates of right eigenvectors were obtained in [3] for a
certain class of reversible Markov chains. These results are readily applicable to the
type of Markov jump processes considered here under the assumption of reversibil-
ity and uniqueness of optimal W-graphs. In this case, the kth right eigenvector is
approximated by the indicator function of the collapsing in-tree S+k . In this sec-
tion, we show that such approximation can be extended to the case of irreversible
processes. Furthermore, with the knowledge of metastable distributions on closed
communicating classes of T-graphs, we are able to obtain asymptotic estimates of
left eigenvectors.
When all optimal W-graphs are unique, the increments ∆k’s are distinct and
asymptotic estimates of eigenvalues are given by λk  exp(−∆k/ε), k = 1, · · · , n−1
(Theorem 2.2.1 and 2.2.3). Moreover, for each k there exists a unique index h(k)
such that the numbers of closed communicating classes in the T-graphs g(Γh(k)−1)
and g(Γh(k)) are k + 1 and k, respectively, and the increment ∆k = Γh(k). The
optimal W-graphs g∗k+1 and g
∗
k are covered by the T-graphs g(Γh(k)−1) and g(Γh(k)),
respectively. Denote by C+k and C
−
k the closed communicating classes in g(Γh(k)−1)
containing the sinks s+k and s
−
k , respectively, then C
+
k ⊂ S+k and C−k ⊂ S−k , and the
sinks s+k and s
−






Theorem 3.4.1. Under Assumption 2.2.2, let µC+k
and µC−k
be the metastable dis-
tributions on C+k and C
−




(i), i ∈ C+k ,
−µC−k (i), i ∈ C
−
k ,
0, i ∈ S \ (C+k ∪ C−k ),
ϕ̃k(i) =

1, i ∈ S+k ,
0, i ∈ S \ S+k ,
(3.7)
for k = 1, · · · , n− 1, are asymptotic estimates of the left and right eigenvectors ψk
and ϕk in the sense that there exist ρ1, ρ2 > 0 such that
(i) ψ̃Tk ϕ̃k′ = 1{k=k′} + o(exp(−ρ1/ε));
(ii) (a) ψ̃Tk Lϕ̃k = −λk (1 + o(exp(−ρ2/ε));
(b) If k > k′, then lim
ε→0
ε ln(|ψ̃Tk Lϕ̃k′|) < −∆k;
(c) If k < k′, then lim
ε→0
ε ln(|ψ̃Tk Lϕ̃k′|) ≤ −∆k′.
The proof of Theorem 3.4.1 is provided in Appendix D, which makes use of
the weak nested property of optimal W-graphs (Theorem 2.3.1).
3.5 A Non-Recursive Implementation Scheme for Constructing T-
graphs
Although conceptually, the recursive structure of Algorithm 2 resonates with
the hierarchical structure of T-graphs, practically, it is neither convenient nor effi-
cient for implementation. In this section, we describe a non-recursive implementa-
tion scheme which is essentially object-oriented. Note that we had proposed a non-
recursive implementation scheme for constructing optimal W-graphs (Algorithm 1)
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in [8]. There it was used to obtain sharp asymptotic estimates of eigenvalues and
trace in-trees. However, the implementation scheme in [8] was not object-oriented.
The hierarchy of T-graphs can be thought of as a collection of typical “por-
traits” of a metastable system on each characteristic timescale. As the system jumps
from one phase to the next, its “portrait” advances from one T-graph to the next.
Two critical observations can be made regarding the evolution of T-graphs: (1) arcs
are only allowed to grow out of closed communicating classes (i.e. each newly grown
arc should originate from a closed communicating class and head to a vertex outside
of this closed communicating class); (2) the growth of each new arc will either result
in a path leading to a different closed communicating class (exit), or result in a
larger closed communicating class containing the origin closed communicating class
(loop).
Furthermore, let us think of T-graphs as being composed of three types of
objects: vertices, communicating classes, and arcs. As the system evolves, the
statuses of these objects change accordingly, achieving compatibility with the global
structure of the current T-graph. So what should the statuses encode, so that by
keeping track of them we will be able to grow T-graphs efficiently?
A vertex should monitor which communicating class it currently belongs to,
how much weight it currently carries, and the set of recurrent main states (termini)
a process starting from this vertex can reach on current timescale.
A communicating class is constructed on its birth timescale. It remains closed
until the timescale on which it collapses (or is exited). Accordingly, its birth
timescale and exit rate should be recorded, as well as how it is exited. In ad-
49
dition, it should record the set of member vertices, the corresponding metastable
distribution, and the main states.
A candidate arc (i→ j) considered to be added to the T-graphs is first screened
for qualifications in accordance with observation (1) above, namely, i and j do not
communicate and i currently belongs to a closed communicating class. If qualified,
it will compete with other qualified arcs in achieving minimum effective weight. A
convenient data structure for such a selection is a min-heap. Once selected, this arc
will either be an exit arc or lead to a loop. In the first case, the communicating
class containing the tail i collapses, its exit rate and exit path are recorded, and
all its member vertices have to update their set of termini. In the second case, a
larger communicating class is born and its birth timescale is recorded. A breath-
first-search can be used to find its member vertices, and simultaneously, update the
weights of these vertices as well as which communicating class they currently belong
to.
Computation costs lie mostly in maintaining the min-heap, constructing new




4.1 Biasing the Random Walk of a Biomolecular Motor
In this section, we apply the concept of T-graphs to analyze the random walk
of a molecular motor. The example considered is based on Astumian’s model [1].
Bimolecular motors are molecules that convert chemical free energy (often
provided by ATP hydrolysis) into directed motion and into the performance of work
on the environment. The sequence of conformational changes of a molecule can
be described as a random walk. According to its chemical state, the free energy
landscape of a motor fluctuates. The transition rates from state i to state j on each
free energy landscape are of the form






where Fi and Fij are the free energy at state i and the barrier separating i and j,
respectively, kB is Boltzmann constant, T is the absolute temperature, and A is a
pre-factor. Here Uij = Fij − Fi and ε = kBT .
At chemical and thermal equilibrium, the corresponding Markov jump process
is reversible and there is no biased motion. However, when the chemical reaction
(ATP hydrolysis) is out of equilibrium due to the excess of ATP, the corresponding
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Markov jump process is no longer reversible and the motor will move preferentially
in one direction.
Now let us look at a specific example. Kinesin is a biomolecular motor moving
on a microtubule that is polar with two distinguishable ends, “front” and “back”.
Experimental evidence indicates that kinesin moves on its track in a “walking”
motion where the two heads move hand-over-hand. In a very simple picture, we
can talk about four states: 1 = {right head front, left head back}, 2 = {right head
attached, left head free}, 3 = {right head back, left head front}, 4 = {right head free,
left head attached}. Cycling through the states in the order 1 → 2 → 3 → 4 → 1
leads to a step forward, while cycling in the order 1 → 4 → 3 → 2 → 1 leads to a
step backward.
Consider an external control parameter ψ(t) which is identified with the effect
of ATP hydrolysis. In Astumian’s model [1], ψ(t) fluctuates between two values, +Ψ
and −Ψ. Correspondingly, the free energy landscape switches between two shapes,
shown as red and blue curves in Figure 4.1. When ψ(t) = +Ψ, state 2 is globally
most stable; when ψ(t) = −Ψ, it is state 4.
To distinguish between the two chemical states, we double the state space to
{1+, 2+, 3+, 4+, 1−, 2−, 3−, 4−}. The resulting eight-state random walk is represented
as the graph G in Figure 4.2. The arc weights are synthetic, made up based on the
shape of the energy landscapes. The transition rates between +Ψ and −Ψ are of
the order of exp(−ζ/ε).
When ζ is tuned to the interval (6, 9.5), the corresponding hierarchy of T-
graphs is shown in Figure 4.2. It predicts that the motor will most likely accomplish
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Figure 4.1: The time-dependent free energy landscape of Kinesin. The forward
motion, shown with the arrows, occurs for a certain range of values of ζ, where
the switching rate between +Ψ and −Ψ is of the order of exp(−ζ/ε). (Courtesy of
Professor Maria Cameron.)
the first forward motion on the timescale of the order of exp(ζ/ε), as is shown in
the T-graph g(Γ5), and the typical walking style is 4+ 
 1+ → 2+ → 2− 
 3− →
4− → 4+, which suggests frequent oscillations between 4+ and 1+ as well as between
2− and 3− before relaxations to 2+ and 4−, respectively.
Figure 4.3 presents the T-graphs on the timescales when the Kinesin motor
is most likely to accomplish the first forward motion for various ranges of values of
ζ. When ζ lies in these three intervals, (4.5, 5), (5, 5.5), and (5.5, 6), the Kinesin
motor is expected to accomplish the first forward motion on the timescale of order
of exp(6/ε), which is the smallest timescale among all ranges of values of ζ. On one
hand, smaller values of ζ (less than 4.5) will lead to frequent switching between the
two chemical states, which hinders transitions within each free energy landscape. On
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the other hand, larger values of ζ (greater than 6) will impede transitions between
the two chemical states, and the motor is confined within one free energy landscape
for a long period of time. Note that in Figure 4.3, although the T-graphs g(Γ5) when
ζ ∈ (5, 5, 5) and when ζ ∈ (5.5, 6) look the same, they are actually different. When
ζ ∈ (5, 5, 5), the oscillations 4+ 
 4− and 2−
 2+ happen before the transitions
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Figure 4.2: The hierarchy of T-graphs of the eight-state random walk model of the
Kinesin motor when ζ ∈ (6, 9.5). Blue and yellow vertices correspond to recurrent
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Figure 4.3: The T-graphs on the timescales when the Kinesin motor is most likely
to accomplish the first forward motion for various ranges of values of ζ. Brown
arcs reprepresent the slowest transitions. Blue and yellow vertices correspond to
recurrent and transient states, respectively.
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4.2 Asymptotic Analysis of The LJ75 Network
In this section, we apply Algorithm 1 (optimal W-graphs) to conduct zero-
temperature asymptotic analysis of the stochastic network representing the energy
landscape of Lennard-Jones cluster of 75 atoms (LJ75 network)
1. Vertices in this
network correspond to local potential minima, while arcs represent transition states
between them. We will refer to the local minima by their indices in the full dataset of
593, 320 minima provided by D. Wales. The energy landscape of LJ75 has a double-
funnel structure [25] (Figure 4.4). The global minimum, a Marks decahedron with
the point group D5h, lies at the bottom of the deep and narrow funnel. The second
lowest minimum, an icosahedrally packed non-symmetric structure (its point group
is C1), locates at the wide and shallow funnel.
The process of physical interest is the transition from the second lowest mini-
mum to the global minimum. The indices of these minima are 92 and 1 respectively
in Wales’s dataset. Algorithm 1 allows us to (1) extract the exponential factor of
the associated exit rate (since exit rates are asymptotically equivalent to the eigen-
values), and (2) identify the most likely zero-temperature transition path by tracing
the unique directed path from minimum 92 to minimum 1 in the associated optimal
W-graph.
The LJ75 network is reversible. The pairwise transition rates in this network
can be modeled using a harmonic approximation [26]. In this case, the off-diagonal





















Figure 4.4: The disconnectivity graph of the energy landscape of LJ75. (Courtesy
of Professor David Wales.)
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whereOi andOij are the point group orders of the local minimum i and the transition
state (ij) separating the local minima i and j respectively, while Π+νi and Π+νij
are the products of the positive eigenvalues of the Hessian matrices of the potential
V at the minimum i and the transition state (ij) respectively, and Vi and Vij are
the values of the potential at i and (ij) respectively. Here Uij = Vij −Vi and ε = T .
The LJ75 dataset contains 593, 320 local minima and 452, 315 transition states.
Wales’s network of LJ75 is disconnected as some saddles are not found. We will
restrict our attention to the largest connected component containing the two deepest
potential minima, 1 and 92, which consists of 169, 523 vertices and 226, 377 transition
states (the number of arcs is twice as large).
The collection of exponential factors ∆k extracted by Algorithm 1 for the LJ75
network is shown is Figure 4.5. As one can observe, there are no notable gaps
separating these exponential factors. The exponential factor corresponding to the
escape process from the icosahedral funnel to the decahedron funnel is extracted
at k = 4395, where the collapsing sink is s+4395 = 92 and the absorbing sink is
s−4395 = 1. The pre-factor and increment found by Algorithm 1 are α4395 = 147.2
and ∆4395 = 7.897, so the estimated transition rate from minimum 92 to minimum
1 for very low temperature is
λ4395 ≈ 147.2 exp(−7.897/T ). (4.3)
The bottleneck transition (p4395 → q4395) is found to be arc (25811 → 73992). The
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Figure 4.5: The exponential factors ∆k for the LJ75 network, where k =
1, · · · , 169522 and the eigenvalues λk of the generator matrix are of the order of
exp(−∆k/ε). (Courtesy of Professor Maria Cameron.)
full transition path predicted by the optimal W-graph g∗4395 is presented in Figure
4.6. The in-tree S+4395 contains 92883 vertices and the closed communicating class
C+4395 contains 28032 vertices.
A more detailed study on spectral analysis and clustering of the LJ75 network
can be found in [8].
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Figure 4.6: The energy along the asymptotic zero-temperature path (the MinMax
path) connecting the two lowest minima 1 and 92 of LJ75. The energy at the global
minimum 1 is assumed to be zero. The numbers next to each minimum are their
indices in D. Wales’s dataset. (Courtesy of Professor Maria Cameron.)
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Chapter 5: Conclusion
In this dissertation, we proposed a graph-algorithmic approach to the study
of metastable behavior in Markov jump processes with exponentially small transi-
tion rates. In particular, we propose efficient algorithms to compute the asymptotic
estimates of eigenvalues and eigenvectors via constructing optimal W-graphs (Algo-
rithm 1) and T-graphs (Algorithm 2).
We started from Wentzell’s asymptotic estimates of eigenvalues using opti-
mal W-graphs. Under the assumption that all optimal W-graphs are unique (As-
sumption 2.2.2), first, we obtained refined asymptotic estimates of eigenvalues when
pre-factors of transition rates are known (Theorem 2.2.3). Secondly, we established
a weak nested property of optimal W-graphs (Theorem 2.3.1). Thirdly, we pro-
posed a greedy/dynamical programming Algorithm 1 for constructing the hierarchy
of optimal W-graphs as well as extracting the exponential factors of the asymptotic
estimates of eigenvalues. It can be used to obtain refined asymptotic estimates of
eigenvalues if the pre-factors of the transition rates are given.
To handle the case with symmetry, we introduced the hierarchy of T-graphs
and the associated sequence of characteristic timescales, which are defined induc-
tively via Algorithm 2. The hierarchy of T-graphs unifies Wentzell’s hierarchy of
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optimal W-graphs and Freidlin’s hierarchy of Markov chains. We showed that closed
communicating classes in T-graphs can be seen as metastable classes between two
characteristic timescales, and estimates of metastable distributions can be calculated
using vertex weights of the respective T-graphs (section 3.3). Under the assumption
that all optimal W-graphs are unique, we derived asymptotic estimates of eigenvec-
tors (Theorem 3.4.1). An object-oriented, non-recursive implementation scheme for
constructing the hierarchy of T-graphs was also proposed (section 3.5).
We applied the proposed algorithms to systems arising from chemical physics.
First, we applied the concept of T-graphs to investigate how an external control
parameter can bias the random walk of the molecular motor Kinesin. Secondly, we
applied Algorithm 1 to conduct zero-temperature asymptotic analysis of the LJ75
network. In particular, it allowed us to predict the most likely zero-temperature
transition path from the second lowest minimum to the global minimum and esti-
mate the transition rate.
In the near future, we hope to explore applications to other complex real-world
systems exhibiting metastability. One possible application area is in finance, in
particular, pricing options with long maturity using eigenfunction expansion [9,11].
Choosing the state space and estimating the transition rates from available data are
two critical steps in setting up the model and require further study.
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Appendix A: Proof of Theorem 2.2.3
The following notations will be used throughout the proof.
• The two nonnegative integers k and l constitute a conjugate pair in the sense
that k + l = n.
• S l = {i1i2 · · · il | distinct im ∈ [n] for m = 1, · · · , l}, where [n] = {1, 2, · · · , n}.
• Ol = {i1i2 · · · il ∈ S l | i1 < i2 < · · · < il}.
• The permutation σ : S l → Ol maps every sequence i1i2 · · · il ∈ S l to an order
sequence in Ol. Denote by |σ(i1, i2, · · · , il)| the number of inversions in σ. The
map σ is onto but not one to one.
• Associated with the permutation map σ, there is an equivalent relationship be-
tween two sequence in S l: i1i2 · · · , il ∼ j1j2 · · · , jl if and only if σ(i1i2 · · · il) =
σ(j1j2 · · · jl). Hence, Ol = S l/ ∼.
• For any i1 · · · il ∈ Ol, denote by Li1···il the submatrix of L such that the set of
row and column indices that remain is {i1, · · · , il}.
• H(l) is the collection of subgraphs of G(S,A, U) consisting of spanning sub-
graphs with exactly l arcs (no self-loops) emanated from distinct vertices. G(k)
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is the collection of all possible W-graphs with k sinks, and G(k) ( H(l).
• For any i1 · · · il ∈ Ol, denote by H({i1, · · · , il}) the sub-collection of H(l)
consisting of spanning subgraphs with exactly l arcs (no self-loops) emanated
from each of the vertices {i1, · · · , il}. The sub-collections H({i1, · · · , il}) are
disjoint for different sequences i1 · · · il ∈ Ol, and
H(l) = ∪i1···il∈OlH({i1, · · · , il}). (A.1)
Proof. The proof of Theorem 2.2.3 consists of the following three steps.
Step 1: The characteristic polynomial of the generator matrix L is















(−1)|σ(j1,··· ,jl)|Li1j1 · · ·Liljl . (A.3)
Step 2: Evoking the zero row sum property of the generator matrix L, we further


















(−1)l, if g ∈ G(k),
0, if g ∈ H(l) \ G(k).
(A.6)







n−l = t(t+ λ1) · · · (t+ λn−1), (A.7)




(1 + o(exp(−ρ/ε))). (A.8)
Eq. (A.8) is precisely Eq. (2.3).
Now we present each step in detail.
Step 1:
Consider instead the following polynomial with n variables t1, t2, · · · , tn,
PL(t1, t2, · · · , tn) = det(diag{t1, t2, · · · , tn} − L)





Ci1···iltil+1 · · · tin , (A.9)
where {il+1, · · · , in} = {1, · · · , n} \ {i1, · · · , il}. Now replace all ti by t, we recover






To compute Ci1···il , write
PL(t1, · · · , tn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ti1 − Li1i1
. . . ∗
til − Lilil
til+1 − Lil+1il+1
∗ . . .
tin − Linin
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= PLi1···il (ti1 , · · · , til)PLil+1···in (til+1 , · · · , tin) + constant. (A.11)
It is clear from Eq.(A.11) that
Ci1···il = PLi1···il (0, · · · , 0) = det (−Li1···il) . (A.12)
Eq.(A.10) and (A.12), together with the Leibiniz formula give Eq.(A.3).
Step 2:
Setp 2.1:
Consider each product term Li1j1 · · ·Liljl in Eq.(A.3), where i1 · · · il ∈ Ol, i1 · · · il ∼
j1 · · · jl. Suppose i1 · · · il and j1 · · · jl agree on exactly s entries, say
im1 = jm1 , · · · , ims = jms , (self-loops) (A.13)
ims+1 6= jms+1 , · · · , iml 6= jml , and ims+1 · · · iml ∼ jms+1 · · · jml ∈ S l−s. (A.14)
Note that s can take any integer from 0 to l except for l − 1.
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If s ≤ l − 2, the set of arcs {(ims+1 → jms+1), · · · , (iml → jml)} along with the
subset of vertices {ims+1 , · · · , iml} constitute a subgraph in which every vertex has
exactly one incoming and one outgoing arc. Such a subgraph can only be made up
of cycles of length no smaller than two.
Now bring in the zero row sum property of the generator matrix L to replace
any diagonal entries (i.e. im = jm) appear in the product term. Specifically,
Li1j1 · · ·Liljl









Lims+1jms+1 · · ·Limljml
= (−1)s
∑
d1 6=im1 ,··· ,ds 6=ims
Lim1d1 · · ·LimsdsLims+1jms+1 · · ·Limljml . (A.15)
Graphically, we break each self-loop at im, then add the subset of arcs in A originated
from im.
For each product term in Eq.(A.15), the associated set of arcs {(im1 → d1), · · · , (ims →
ds), (ims+1 → jms+1), · · · , (iml → jml)} constitutes an spanning subgraph belonging
to H({i1, · · · , il}), and it contains at least cycles composed by the subset of arcs
{(ims+1 → jms+1), · · · , (iml → jml)}. Easy to observe that
∑
j1···jl∼i1···il




for some scalers ag.




(1) If g ∈ G(k), then g contains no cycles, Π(g) can only come from the product
term Li1i1 · · ·Lilil (i.e. s = l) after breaking all self-loops. Since
















d1 6=i1,··· ,dl 6=il
Li1d1 · · ·Lildl , (A.17)
we must have ag = (−1)l for all g ∈ G(k).
(2) If g ∈ H(l) \ G(k), then g contains at least one cycle of length no smaller than
two. Suppose g contains h ≥ 1 cycles, ct = {(it1 → jt1), · · · , (itmt → jtmt)}, t =
1, · · · , h, we can write




Each Π(ct) can come from product terms containing Lit1jt1 · · ·Litmtjtmt or Lit1it1 · · ·Litmt itmt
(after breaking all self-loops). In general, Π(g) can come from product terms
of the following form,
(Li1i1 · · ·Lilil)
(
Li11j11 · · ·Li1m1j1m1
)δ1
(
Li11i11 · · ·Li1m1 i1m1
)δ1 · · ·
(
Lih1 jh1 · · ·Lihmhjhmh
)δh
(
Lih1 ih1 · · ·Lihmh ihmh
)δh , (A.19)
where δt ∈ {0, 1}, t = 1, · · · , h. To proceed, we need the following lemma.
Lemma A.0.1. Let {j1, · · · , jl} = {1, · · · , l}, l ≥ 2. Suppose {(1→ j1), · · · , (l→
jl)} forms a cycle of length l, then |σ(j1 · · · jl)| = l − 1.
Proof. Prove by induction. For l = 2, the only possible situation is j1j2 = 21,
and clearly |σ(21)| = 1. Assume the lemma is true for l = k ≥ 2, consider
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l = k + 1 ≥ 3. Suppose along the cycle c = {(1 → j1), · · · , (k + 1,→ jk+1)},
1 is the next to i1, i.e., (i1 → 1) ∈ c. Since l ≥ 3, i1 6= j1. Now in the
sequence j1 · · · jl, swap j1 and 1. Graphically, we redirect the arc (i1 → 1) to
(i1 → j1) and the arc (1→ j1) to the self-loop (1→ 1). As a result, we obtain
the set of arcs D = {(1 → 1), (2 → j2), · · · , (i1 → j1), · · · , (k + 1,→ jk+1)},
and D \ {(1 → 1)} forms a cycle of length k ≥ 2. Therefore, by induction
|σ(j1 · · · jk+1)| = 1 + (k − 1) = k.





















i.e. ag = 0 for all g ∈ H(l) \ G(k).
Step 3:
Since the roots of the characteristic polynomial PL(t) = det(tI −L) are eigen-
values of L, we can also write
PL(t) = t(t+ λ1) · · · (t+ λn−1), (A.21)
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λi1 · · ·λil , for l = 1, · · · , n− 1. (A.22)





i1···il∈Ol λi1 · · ·λil∑






Since Lij are of the form κij exp(−Uij/ε), all summations in Eq. (A.23) are domi-
nated by their respective slowest decaying terms as ε→ 0. According to Assumption
2.2.2, all optimal W-graphs are unique, so all λk’s are real and distinct for ε suffi-
ciently small. Hence for each k, there exits positive ρ1 and ρ2 such that
Cl
Cl−1
= λk(1 + o(exp(−ρ1/ε))) =
Π(g∗k)
Π(g∗k+1)
(1 + o(exp(−ρ2/ε)). (A.24)




(1 + o(exp(−ρ/ε)), for all k = 1, · · · , n− 1. (A.25)
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Appendix B: Proof of Theorem 2.3.1
Proof. (i) Since g∗k has only k sinks, there must exists an in-tree of g
∗
k+1 whose
sink is not a sink of g∗k. Let us denote this in-tree by S
+
k and its sink by s
+
k .
Uniqueness is the consequence of (ii).
(ii) Suppose A(g∗k;S \ S+k ) 6= A(g∗k+1;S \ S+k ). Since |A(g∗k;S \ S+k )| = |A(g∗k+1;S \
S+k )| = n − |S+k | − k, and in g∗k+1 there is no arc between S+k and S \ S+k , we
can swap the subset of arcs A(g∗k+1;S \ S+k ) and A(g∗k;S \ S+k ) of g∗k+1 and g∗k,











k ) ∪ A(g∗k+1;S \ S+k ). (B.2)
From our assumption, ĝk+1 6= g∗k+1 and ĝk 6= g∗k. Then the unique optimality
of g∗k+1 and g
∗
k commands that
V(ĝk+1) > V(g∗k+1) =⇒ V
(




A(g∗k+1;S \ S+k )
)
, (B.3)
V(ĝk) > V(g∗k) =⇒ V
(




A(g∗k;S \ S+k )
)
. (B.4)
However, Eq.(B.3) and Eq.(B.4) are in contradiction with each other.
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(iii) Suppose in g∗k there are l ≥ 2 arcs from S+k to S \ S+k . Then the subset
of vertices S+k can be divided into l disjoin subsets X1, · · · , Xl, such that
the induced subgraph g∗k|Xh is an in-tree and there is a single arc from Xh
to S \ S+k for all h = 1, · · · , l. Without loss of generality, let s+k belong to
X1, then |A(g∗k+1;S+k \ X1)| = |A(g∗k;S+k \ X1)| = |S+k | − |X1|, since S+k \ X1
includes neither sinks of g∗k+1 nor sinks of g
∗
k. Furthermore, in g
∗
k+1 there is no
arc between S \S+k and S+k \X1, and in g∗k there is no arc between S+k \X1 and




k \X1) and A(g∗k;S+k \X1)
of g∗k+1 and g
∗




k+1;S \ (S+k \X1)) ∪ A(g∗k;S+k \X1), (B.5)
ḡk = A(g
∗
k;S \ (S+k \X1)) ∪ A(g∗k+1;S+k \X1). (B.6)
Since l ≥ 2, A(g∗k+1;S+k \ X1) 6= A(g∗k;S+k \ X1), so ḡk+1 6= g∗k+1 and ḡk 6= g∗k.
Then the unique optimality of g∗k+1 and g
∗
k commands that


























However, Eq.(B.7) and Eq.(B.8) are in contradiction with each other.
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Appendix C: Proof of Theorem 2.5.2
The following notations will be used throughout the proof.
• For a vertex i(r) ∈ S(r), denote by (i(r) → J(i(r))). its unique min-outgoing
arc in G(r)
• c(r) is the cycle encountered in the rth recursion of Algorithm 1. Since all the
arcs of c(r) are min-outgoing arcs in G(r), we will identify c(r) with its set of
vertices.
• y(r) the tail of the maximum weight arc in the cycle c(r).
• Denote by g̃(r)k the graphs produced by Algorithm 1 in the rth recursion, where
r = 0, · · · , r̂ and k = 1, · · · , kr − 1.
It is clear from the construction of Algorithm 1 that g̃
(r)
k ∈ G(r)(k), i.e. they
are W-graphs of G(r), also the hierarchy of {g̃(r)k } satisfies the weak nested property.




k for all r and k, it is suffice to prove the following
two lemmas.

















k , where 0 ≤ r ≤ r̂ − 1 and 2 ≤ k ≤ kr+1 − 1.
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1 , where 0 ≤ r ≤ r̂ − 1.




k trivially for k = 1, · · · , kr̂ − 1.
From the bottom, let inductions proceed in the reverse direction of the construction
procedure of Algorithm 1. Specifically, from r = r̂ − 1 to r = 0 and from k = 1











To prove Lemma C.0.2, we first need to justify the following Claim C.0.4.
Claim C.0.4. Under the assumptions of Lemma C.0.2, the subset of vertices in c(r)
is covered by one in-tree of the optimal W-graph g
∗(r)
k , where k = 2, · · · , kr+1 − 1.
Proof of Claim C.0.4: Suppose c(r) is covered by more than one in-trees of g
∗(r)
k .
Since by construction c(r) is covered by one in-tree of g̃
(r)






(r) is covered by one in-tree of g
∗(r)
k−1. From the weak nested
property of optimal W-graphs, we infer that c(r) intersects exactly two in-trees of
g
∗(r)




2 respectively, such that T
(r)
1 is to be
absorbed by T
(r)













There exist an arc (u(r) → J(u(r))) of c(r), with u(r) ∈ T (r)1 and J(u(r)) ∈ T (r)2 ,
such that (u(r) → J(u(r)) ∈ g∗(r)k−1 but (u(r) → J(u(r))) /∈ g
∗(r)
k .
(1) If u(r) is not a sink of g
∗(r)




k contains an arc





. However, replacing the arc (u(r) →
v(r)) by (u(r) → J(u(r))) creates no cycles while the total weight decreases, a




(2) If u(r) is a sink of g
∗(r)
k , then u
(r) is the sink of the in-tree T
(r)





k , find a lowest vertex p
(r) ∈ c(r) ∩ T (r)2 , meaning, from p(r)
the unique directed path leading to the sink of T
(r)
2 passes no other vertices
belonging to c(r), so the arc (p(r) → J(p(r))) /∈ g∗(r)k . (At this point, we do not
know yet whether such a lowest vertex exists uniquely.) Because of the weak





k−1, then we know from construction that except for the arc (p
(r) → J(p(r))),
all arcs in c(r) belong to g̃
(r)












2 ), we conclude that for any vertex i
(r) ∈ c(r) ∩ T (r)2 such that
i(r) 6= p(r), the min-outgoing arc (i(r) → J(i(r))) belongs to the in-tree T (r)2 . So
p(r) is indeed the lowest and the in-tree T
(r)
2 contains the section from J(u
(r))
to p(r) of the cycle c(r).
Next look at the in-tree T
(r)
1 , for any vertex i
(r) ∈ c(r) ∩ T (r)1 such that i(r) 6=
u(r), the min-outgoing arc (i(r) → J(i(r))) must belong to the in-tree T (r)1 .
Otherwise, we can replace all arcs of g
∗(r)
k originated from such i
(r) by their min-
outgoing arcs (i(r) → J(i(r))) without creating any cycle while the total weight
decreases. To see why there is no cycle resulting from such an operation, if
there were any cycle formed, it must pass some redirected arcs, more precisely,
a section of the cycle c(r), which will inevitably lead to the sink u(r). Indeed,
the in-tree T
(r)
1 covers the section from J(p
(r)) to u(r) of the cycle c(r).
To sum up, (i) except for the two arcs (p(r) → J(p(r))) and (u(r) → J(u(r))),
all arcs in c(r) belong to g
∗(r)
k ; (ii) except for the arc (p
(r) → J(p(r))), all arcs
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in c(r) belong to g
∗(r)
k−1, or equivalently g̃
(r)
k−1.
(a) If p(r) is not a sink of g
∗(r)










. However, replacing the arc
(p(r) → z(r)) by (p(r) → J(p(r))) creates no cycles while the total weight
decreases, a contradiction to the unique optimality of g
∗(r)
k ,
(b) If p(r) is a sink of g
∗(r)
k , then p
(r) is the sink of the in-tree T
(r)
2 . Due to
the weak nested property, p(r) is also a sink of g
∗(r)
k−1, or equivalently g̃
(r)
k−1,




must be the case.
Adding to g
∗(r)
k the arc (u
(r) → J(u(r))), we obtain a W-graph ĝ(r)k−1 ∈











A unique W-graph ĝ
(r+1)



















k−1 . From construction and the opti-
mality of g
∗(r+1)
























k are not obtained trivially from G
(r), the con-
struction procedures assure us that
V(g̃(r)k−1)− V(g̃
(r)



























































a contradiction to the unique optimality of g
∗(r)
k .
Now we are ready to prove Lemma C.0.2.
Proof of Lemma C.0.2: First look at the W-graph g̃
(r)
k . It is clear from construction
that c(r) is covered by one in-tree of g̃
(r)
k , for k = 2, · · · , kr+1−1, and a unique lowest




(1) If p̃(r) is not a sink of g̃
(r)
k , then g̃
(r)
k contains an arc (p̃









(2) If p̃(r) is a sink of g̃
(r)
k , then by construction p̃
(r) = y(r).
Next look at the optimal W-graph g
∗(r)
k . From Claim C.0.4 we know that c
(r)
is covered by one in-tree of g
∗(r)
k , for k = 2, · · · , kr+1 − 1. It can be argue similarly
as in (2) of the proof of Claim C.0.4 that a unique lowest vertex p(r) ∈ c(r) exists
such that except for the arc (p(r) → J(p(r))), all arcs in c(r) belong to g∗(r)k .
(1) If p(r) is not a sink of g
∗(r)
k , then g
∗(r)
k contains an arc (p








(2) If p(r) is a sink of g
∗(r)
k , then we must have p
(r) = y(r). Otherwise, replacing
the arc (y(r) → J(y(r))) by (p(r) → J(p(r))) creates no cycles while the total
weight decreases, a contradiction to the unique optimality of g
∗(r)
k .
A unique W-graph ĝ
(r+1)
k ∈ G(r+1)(k) can be found such that g
∗(r)














k . From construction and the
unique optimality of g
∗(r+1)


















, if p(r) is not a sink of g
∗(r)
k ,
0, if p(r) = y(r) is a sink of g
∗(r)
k ,
> V(g∗(r+1)k ) =V(g̃
(r+1)

















, if p̃(r) is not a sink of g̃
(r)
k ,





Now add the constant V(c(r))−U (r)
y(r)J(y(r))













+ V(c(r))− U (r)
p(r)J(p(r))





, if p(r) = y(r) is a sink of g
∗(r)
k ,












+ V(c(r))− U (r)
p̃(r)J(p̃(r))









a contradiction to the unique optimality of g
∗(r)
k .
Proof of Lemma C.0.3: The proof essentially follows the same lines as the proof





no need to worry about Claim C.0.4), just replace the index k by 1 in the proof of
Lemma C.0.2, everything will go through.
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Appendix D: Proof of Theorem 3.4.1
Proof. (i) Since the two sinks s+k and s
−
k are the unique main states of C
+
k and
C−k , respectively, there exits ρ1 > 0 such that for all k
µC±k
(s±k ) = 1 + o(exp(−ρ1/ε)) (D.1)
µC±k
(i) = o(exp(−ρ1/ε)), i ∈ C±k \ {s±k }. (D.2)
Let


















(i) = 1 + o(exp(−ρ1/ε)). (D.3)




k ∩ S+k′ = ∅ since S+k collapses first.
(a) If S+k ( S
+













(i) = o(exp(−ρ1/ε)). (D.4)
(b) If S+k ∩ S+k′ = ∅, then S−k ∩ S+k′ = ∅ as well, so (I) = 0.
(3) If k < k′, then S+k′ collapses first and any vertex in S
+
k′ can not be a sink
of the optimal W-graph g∗k+1, in particular, can not be s
±
k . Thus
(I) = o(exp(−ρ1/ε)). (D.5)
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(ii) From the weak nested property, (pk → qk) is the unique typical exit from C+k ,
there exits ρ2 > 0 such that for all k, the exit rate from C
+
k satisfies
e(C+k ) = µC+k
(pk)Lpkqk(1 + o(exp(−ρ2/ε)))
= λk(1 + o(exp(−ρ2/ε))). (D.6)
Moreover, the exit rate from C−k is exponentially smaller, i.e.
e(C−k ) e(C+k ). (D.7)
Let










(i)Lij (ϕ̃k′(j)− ϕ̃k′(i)) .













Since pk ∈ C+k and qk /∈ S+k , A = µC+k (pk)Lpkqk(1 + o(exp(−ρ2/ε))). B is no
greater than the exit rate from C−k , i.e. B ≤ e(C−k ). Thus from Eqs. (D.6),
(D.7) and (D.8) we deduce that
(II) = λk(1 + o(exp(−ρ2/ε))). (D.9)






k ∩ S+k′ = ∅ since S+k
collapses first.
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(a) If S+k ( S
+



















Since pk ∈ C+k and qk ∈ S−k ( S+k′ , |A|  e(C+k ). |B| is no greater than
the exit rate from C−k , i.e. |B| ≤ e(C−k ). Thus from Eqs. (D.7) and
(D.10) we deduce that
|(II)|  e(C+k ). (D.11)















Since pk ∈ C+k and qk /∈ S+k′ , A  e(C+k ). B is no greater than the exit
rate from C−k , i.e. B ≤ e(C−k ). Thus from Eqs. (D.7) and (D.12) we
deduce that
|(II)|  e(C+k ). (D.13)
Since e(C+k )  λk, |(II)|  e(C+k ) is equivalent to limε→0 ε ln(|ψ̃
T
k Lϕ̃k′|) < −∆k.
(3) If k < k′, then ∆k > ∆k′ and S
+
k′ collapses first, so
e(C+k ) e(C+k′). (D.14)
There are three cases: S+k′ ( S
+




k , or S
+
k′ ∩ (S+k ∪ S−k ) = ∅.
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(a ) If S+k′ ( S
+
k , then C
−





























=A+B − C. (D.15)
Since pk′ ∈ S+k′ and qk′ /∈ S+k′ , |A| is no greater than the exit rate from C+k′ ,
i.e. |A| ≤ e(C+k′). Since S+k′ ∩ S−k = ∅, B  e(C+k ). Since C−k ∩ S+k′ = ∅,
C is no greater than the exit rate from C−k , i.e. C ≤ e(C−k ). Thus from
Eqs. (D.7), (D.14) and (D.15) we deduce that
|(II)|  e(C+k′). (D.16)
(b) If S+k′ ( S
−
k , then C
+





























=A−B − C. (D.17)
Since S+k′ ( S
−
k , A is no greater than the exit rate from C
+
k , i.e. A ≤
e(C+k ). Since pk′ ∈ S+k′ and qk′ /∈ S+k′ , |B| is no greater than the exit rate
from C+k′ , i.e. |B| ≤ e(C+k′). Since S+k′ collapses into its complement, the
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reverse flow from S+k′
c
to S+k′ will have exponentially smaller rates, i.e.
C  e(C+k′). Thus from Eqs. (D.14) and (D.17) we deduce that
|(II)|  e(C+k′). (D.18)















Since S+k′ ∩S−k = ∅, A e(C+k ). Since S+k′ ∩C−k = ∅, B is no greater than
the exit rate from C−k , i.e. B ≤ e(C−k ). Thus from Eqs. (D.7), (D.14)
and (D.19) we deduce that
|(II)|  e(C+k′). (D.20)
In summary, |(II)|  e(C+k′) if k < k′. Since e(C+k′)  λk′ , |(II)|  e(C+k′) is
equivalent to lim
ε→0
ε ln(|ψ̃Tk Lϕ̃k′ |) ≤ −∆k′ .
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C; // the communicating class it currently belongs to
δ; // the weight it currently carries





Γ; // exponential factor of its birth timescale
s; // a representative main state
S; // member vertices
µ; // exponential factors of metastable distribution
θ; // equals to 0 if currently it is closed, otherwise equals to 1
E; // exponential factor of its exit rate
Cto; // the collection of communicating classes its exit arcs entering







U ; // weight (static)
key[1]; // equals to 1 if i and j currently communicate, otherwise equals to 0
key[2]; // equals to 0 if currently i.C is closed, otherwise equals to 1
key[3]; // equals to U + i.δ (effective weight)
key[4]; // equals to i.C
key[5]; // equals to 1 if i.ms ⊂ j.ms (loop), otherwise equals to 0 (exit)
};
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Algorithm 3 A non-recursive construction of Tgraphs
Initialization: S, A, Γ = 0, δ, h = 0, l = 0, TTlist[] = ∅, m = 0, Clist[] = ∅;
Output: {g(Γh)}ĥ0 , {Γh}ĥ0 ;
1: function obj Tgraphs( )
2: while A 6= ∅ do
3: a0 = A.top() . Copy top
4: if a0.key[1] + a0.key[2] > 0 then break . No qualified arcs
5: else
6: Γnext = a0.key[3];
7: if Γnext > Γ then
8: for i ∈ S do δ(i) = i.δ;
9: end for
10: Γh = Γ; g(Γh) = (l, δ); . Record a new T-graph
11: h = h+ 1; Γ = Γnext;
12: end if
13: C0 = a0.key[4]; Loops = ∅; Exits = ∅;
14: do
15: a = A.pop(); . Pop top.
16: l = l + 1; TTlist[l] = [a.i; a.j; a.U ];
17: if a.key[5] == 0 then Exits ∪ = a;
18: else Loops ∪ = a;
19: end if
20: anext = A.top();
21: while anext.key[1] + anext.key[2] == 0 & anext.key[3] == Γ &
anext.key[4] == C0
22: if Exits 6= ∅ then
23: C0.θ = 1; C0.E = Γ; . Collapse
24: for a ∈ Exits do
25: C0.Cto ∪ = a.j.C; C0.msto ∪ = a.j.ms;
26: end for
27: for i ∈ C0.S do i.ms = C0.msto;
28: end for
29: end if
30: if Loops 6= ∅ then . A new communicating class.
31: Cnew = GrowNewC( C0, Loops ); m = m+ 1; Clist[m] = Cnew;
32: end if
33: Update arc key();
34: end if
35: end while
36: for i ∈ S do δ(i) = i.δ;
37: end for . Record the last T-graph





1: function GrowNewC( C0, Loops )
2: Cnew = new C(); . Born.
3: Cnew.Γ = Γ; Cnew.s = C0.s; Cnew.θ = 0; Cnew.S = C0.S;
4: for i ∈ C0.S do
5: i.C = Cnew; Cnew.µ(i) = i.δ;
6: end for
7: Cleak = C0.Cto; Cnext = ∅;
8: for a ∈ Loops do
9: Cnext ∪ = a.j.C;
10: end for
11: while Cnext 6= {C0} do
12: Cnnext = ∅;
13: for C ∈ Cnext do
14: Cnew.S ∪ = C.S;
15: for i ∈ C.S do
16: i.C = Cnew; i.δ = i.δ + Γ− C.E; Cnew.µ(i) = i.δ;
17: end for
18: for C̃ ∈ C.Cto do
19: if C0.s ∈ C̃.ms then Cnnext ∪ = C̃;




24: Cnext = Cnnext;
25: end while
26: if Cleak 6= ∅ then . Collapse.
27: Cnew.θ = 1; Cnew.E = Γ; Cnew.Cto = Cleak;
28: for C ∈ Cleak do
29: Cnew.ms ∪ = C.ms;
30: end for
31: for i ∈ Cnew.S do






1: function Update arc key( )
2: for a ∈ A do
3: a.key[1] = (a.i.C == a.j.C);
4: a.key[2] = a.i.C.θ;
5: a.key[3] = a.i.δ + a.U ;
6: a.key[4] = a.i.C;
7: a.key[5] = (a.i.ms ⊂ a.j.ms);
8: end for




[1] R. D Astumian, Biasing the Random Walk of a Molecular Motor. 2005 J. Phys.:
Condens. Matter 17 S3753.
[2] A. Bovier and F. den Hollander, Metastability: A Potential-Theoretic Approach.
Monograph, Grundlehren der mathematischen Wissenschaften, Springer,
2015/16.
[3] A. Bovier, M. Eckhoff, V. Gayrard, and M. Klein, Metastability and Low Lying
Spectra in Reversible Markov Chains. Comm. Math. Phys. 228 (2002), 219-255.
[4] A. Bovier, M. Eckhoff, V. Gayrard, and M. Klein, Metastability in Reversible
Diffusion Processes 1. Sharp Estimates for Capacities and Exit Times. J. Eur.
Math. Soc. 6 (2004), 399-424.
[5] A. Bovier, V. Gayrard, and M. Klein, Metastability in Reversible Diffusion
Processes 2. Precise Estimates for Small Eigenvalues. J. Eur. Math. Soc. 7
(2005), 69-99.
[6] M. K. Cameron, Computing Freidlin’s Cycles for the Overdamped Langevin
Dynamics. J. Stat. Phys. 152, 3 , 493-518 (2013)
[7] M. K. Cameron, Computing the Asymptotic Spectrum for Networks Represent-
ing Energy Landscapes Using the Minimal Spanning Tree. Networks and Het-
erogeneous Media, vol. 9, number 3, Sept. 2014.
[8] M. K. Cameron and T. Gan, Spectral Analysis and Clustering of Large Stochas-
tic Networks. Application to the Lennard-Jones-75 Cluster. Molecular Simula-
tion 42(2016), Issue 16: Special Issue on Nonequilibrium Systems, 1410-1428,
arXiv:1511.05269
90
[9] R. Cont and P. Tankov, Financial Modeling with Jump Processes. Chapman &
Hall / CRC Press, 2004
[10] D. Dawson and A. Greven, Spatial Fleming-Viot Models with Selection and
Mutation. Lecture Notes in Mathematics 2092. Springer, 2014
[11] D. Davydov and V. Linetsky, Pricing Options on Scalar Diffusions: An Eigen-
function Expansion Approach. Operations Research 51 (2003) 185-209.
[12] J. Edmonds, Optimum Branchings. Journal of Research of the National Bureau
of Standards - B. Mathematics and Mathematical Physics, Vol. 71 B, No. 4,
October- December, 1967.
[13] W. E, W. Ren, and E. Vanden-Eijnden. Energy Landscapes and Rare Events. In
Proceedings of the International Congress of Mathematicians, Vol. I (Beijing,
2002), pages 621-630. Higher Ed. Press, Beijing, 2002.
[14] M. I. Freidlin, Sublimiting Distributions and Stabilization of Solutions of
Parabolic Equations with Small Parameter. Soviet Math. Dokl. 18 4, 1114-1118
(1977)
[15] M. I. Freidlin, Quasi-Deterministic Approximation, Metastability and Stochas-
tic Resonance. Physica D 137, 333-352 (2000)
[16] M. I. Freidlin, On Stochastic Perturbations of Dynamical Systems with a
“Rough” Symmetry. Hierarchy of Markov chains. J. Stat. Phys. 157, 6,1031-
1045, (2014)
[17] M. I. Freidlin and A. D. Wentzell, Random Perturbations of Dynamical Systems.
3rd ed, Springer-Verlag Berlin Heidelberg, 2012.
[18] M. Freidlin and L. Koralov, Metastable Distributions of Markov Chains with
Rare Transitions. Submitted to Journal of Statistical Physics, arXiv:1607.07866
[19] T. Gan and M. Cameron, A Graph-Algorithm Approach for the Study of
Metastability in Markov Chains. J Nonlinear Science. Accepted Dec. 15 2016,
arXiv:1607.00078
[20] B. Gaveau and L. S. Schulman, Theory of Nonequilibrium First-Order Phase
Transitions for Stochastic Dynamics. J. Phys. 33 (2000), 4837-4850.
91
[21] J. B. Kruskal, On the Shortest Spanning Subtree of a Graph and the Travel-
ing Salesman Problem. Proceedings of the American Mathematical Society 7
(1956): 48 - 50.
[22] E. Olivieri and M. E. Vares, Large Deviations and Metastability. Cambridge,
2004.
[23] C. Schutte and M. Sarich. Metastability and Markov State Models in Molecular
Dynamics: Modeling, Analysis, Algorithmic Approaches. Volume 24 of Courant
Lecture Notes. American Mathematical Society, December 2013.
[24] A. D. Wentzell, On the Asymptotics of Eigenvalues of Matrices with Elements
of Order exp{−Vij/2(ε2)}. Soviet Math. Dokl. 13, No. 1 (1972), 65-68.
[25] D. J. Wales, Energy Landscapes: Applications to Clusters, Biomolecules and
Glasses. Cambridge University Press, 2003.
[26] D. J. Wales, Discrete Path Sampling. Mol. Phys., 100 (2002), 3285-3306
92
