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THE DIRICHLET-CONORMAL PROBLEM WITH HOMOGENEOUS AND
INHOMOGENEOUS BOUNDARY CONDITIONS
HONGJIE DONG AND ZONGYUAN LI
Abstract. We consider the mixed Dirichlet-conormal problem on irregular do-
mains in Rd. Two types of regularity results will be discussed: the W1,p regu-
larity and a non-tangential maximal function estimate. The domain is assumed
to be Reifenberg-flat, and the interfacial boundary is either Reifenberg-flat of co-
dimension 2 or is locally sufficiently close to a Lipschitz function of m variables,
where m = 1, . . . , d − 2. For the non-tangential maximal function estimate, we also
require the domain to be Lipschitz.
1. Introduction
In this paper, we continue our discussion in [5] on the mixed Dirichlet-conormal
boundaryvalueproblems. OnadomainΩ ⊂ Rd, we consider the following second-
order symmetric divergence form elliptic equation, with two types of boundary
conditions prescribed on two different parts of the boundary:
Lu = f +Di fi in Ω,
Bu = fini + gN on N ,
u = gD on D.
(1.1)
Here, the boundary is decomposed into two non-empty and non-intersection por-
tionsN andD, separated by their interfacial boundary Γ:
∂Ω = N ∪D, Γ := N ∩D.
The elliptic operator L and the associated conormal derivative operator B are
defined as
Lu := Di(ai j(x)D ju + bi(x)u) + bˆi(x)Diu + c(x)u,
Bu := (ai jD ju + biu)ni,
(1.2)
where n = (ni)
d
i=1
is the outer normal direction and ai j = a ji. We always assume for
some constants Λ ∈ (0, 1] and K > 0,
Λ|ξ|2 ≤
d∑
i, j=1
ai j(x)ξ jξi ≤ Λ−1|ξ|2, ∀ξ ∈ Rd and x ∈ Ω, |bi| + |bˆi| + |c| ≤ K.
Unlike the purely Dirichlet or conormal boundary value problem, solutions to
(1.1) can be non-smooth near Γ even if the domain, coefficients, and boundary data
are all smooth. For example, the function u = Im
√
z (with z = x + iy) is harmonic
in the upper half-plane with zero Dirichlet data on the positive real axis and zero
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Neumann data on the negative real axis, but u is only in C1/2 andW1,4−ε. Our aim
is to find minimum smoothness assumptions on Ω and the separation Γ = N ∩D,
such that certain “optimal regularity” is achieved.
When ∂Ω, Γ, and all the coefficients are sufficiently smooth, there are quite a
few results in the literature concerning the optimal regularity. See, for example,
the W1,4−ε-regularity on half space and the more general result of Ws,p-regularity
on smooth domains in [17]. In [16], the optimal B3/2
2,∞-regularity on C
1,1 domains
was obtained. For more details and history, see [5] and the references therein.
On irregular domains, it turns out that the only requirement for reaching the
optimal regularity is certain “flatness” of ∂Ω and Γ. Indeed, for the problem
with homogeneous boundary condition, i.e., (1.1) with gN = gD = 0, in [5] we
proved the W1,4−ε regularity for weak solutions, assuming both ∂Ω and Γ to be
Reifenberg flat (see Assumptions 2.2 and 2.5(a)). The boundaries of Reifenberg
flat domains are only flat in the sense that they are close to hyperplanes in the
Hausdorff distance, not in the sense the regularity. Typically such domains can
have fractal structures. Our result in [5] is a generalization of the W1,p regularity
of purely Dirichlet or conormal problem with “partially VMO” coefficients in [8]
and [9]. The first objective of the current paper is to generalize the result in [5]
by allowing Γ to be perturbations of Lipschitz graphs, not just hyperplanes. See
Theorem 2.8.
The second objective of the paper is to study the extension problem of the
inhomogeneousboundarydata gN and gD. Stronger than theusual trace spaces,we
consider almost everywheredefinedboundarydata: gN ∈ Lq(N) and gD ∈W1,q(D).
We aim to derive an Lq non-tangential maximal function estimate for the Laplace
equation. Such non-tangential maximal function estimate also implies the unique
solvability: for any gN ∈ Lq(N) and gD ∈ W1,q(D), we can find a unique harmonic
function satisfying the boundary conditions in the sense of “non-tangential limit”.
In this direction, the study of the above problem is an extension of that of
the Neumann problem with Lq data or the Dirichlet problem with W1,q data on
Lipschitz domains, for which the results were obtained in [10] for q = 2 and in
[6] for q < 2 + ε. Note that the range q < 2 + ε is optimal. Due to the failure
of the usual L2-method, the corresponding estimate for the mixed problem was
raised as an open problem in [11]. Initiated in [2], one approach is to assume an
additional geometric condition on the domain such that the optimal regularity of
the non-tangential maximal function is above L2, hence the classical L2-method
still applies. See also [15]. Such geometric assumption clearly excludes smooth
domains. The other approach started from the L1-solvabilitywith boundary data in
Hardy spaces. In this direction, the best result so far is the unique L1+ε-solvability
obtained in [19]. For this, they allowed Ω to be any Lipschitz domain and Γ to
be very rough: merely Ahlfors regular of Hausdorff dimension close to d − 2, in
addition to the so-called “corkscrew conditions” onD. Following [19], recently an
explicit solvability range q < d/(d− 1) was obtained in [3], assuming ∂Ω ∈ C1,1 and
Γ to be a Lipschitz graph.
In the current paper, we prove that for m = 0, . . . , d − 2, the Lq non-tangential
maximal function estimate holds when q ∈ (1, (m+2)/(m+1)), under the conditions
that ∂Ω is Lipschitz and Reifenberg flat, and Γ is a perturbation (measured by the
Hausdorff distance) of a Lipschitz graph inm variables,m ∈ [0, d−2]. See Theorem
2.11. In particular, whenm = d−2, our result generalized the one in [3] by allowing
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rougher ∂Ω and Γ. In another special case when m = 0, i.e., Γ is Reifenberg flat of
co-dimension 2, the optimal range q < 2 − ε is achieved.
In this paper, we only consider the non-tangential maximal function estimate for
the Laplace equation. In a subsequent work, we plan to discuss the perturbation
theory where elliptic operators with variable coefficients are considered, with the
aim to generalize the corresponding result for the conormal problem in [7].
The rest of the paper is organized as follows. In Section 2, we will set up the
problems and then give our main results: Theorem 2.8 for W1,p-estimate of weak
solutions and Theorem 2.11 for the Lq non-tangential maximal function estimate.
In Sections 3 and 4, we give the proof of Theorem 2.8, where Section 3 is for the
estimates on the half space and Section 4 is for the perturbation argument. Finally,
we prove Theorem 2.11 in Section 5. In the proof, Corollary 4.2 from the previous
homogeneous boundary data part plays a key role in improving the regularity.
2. Problem set up and main results
To begin with, let us give all the definitions of domains which we will be
discussing throughout this paper.
Assumption 2.1 (M-Lipschitz). There exists some constant R0 > 0, such that, for
any x0 ∈ ∂Ω, there exists a Lipschitz function ψ0 : Rd−1 → R such that in some
coordinate system (upto rotation and translation),
ΩR0 (x0) := Ω ∩ BR0(x0) = {x ∈ BR0(0) : x1 > ψ0(x′)} and |Dψ0(x′)| <M a.e.
Assumption 2.2 (γ-flat). There exists a constant R1 > 0, such that, for any x0 ∈
∂Ω and R ∈ (0,R1], in some coordinate system (upto rotation and translation)
depending on x0 and R, we have
{x : x1 > x10 + γR} ∩ BR ⊂ ΩR(x0) ⊂ {x : x1 > x10 − γR} ∩ BR.
Clearly, γ-Lipschitz implies γ-flat. However, the following example shows that
Lipschitz and Reifenberg-flat do not imply small Lipschitz.
Example 2.3. We construct a curve by gluing infinitely many congruent copies of
a “S”-shaped curve, while the k-th copy is of size 2−k. The “S”-shaped curve is
designed as follows. We start from a horizontal line segment with length 1/2. Then
on its right end we connect a line segment with slope 1/m and length 1/4. Repeat
this process until we link m + 1 line segments together, where the jth segment has
slope ( j − 1)/m and length 2− j. The last step is to extend it symmetrically beyond
the right end point.
By choosing m large enough, the curve is ε-flat, while the Lipschitz constant is
at least tan(pi/8).
As shown in [13], any small Reifenberg flat domain is aW1,p-extension domain
for every p ∈ [1,∞]. Hencewe have all the Sobolev inequalities up to the first order.
In the following, we state a local Poincace´ inequality for functions vanishing only
on part of the boundary, which can be found in [5, Corollary 3.2 (b)]. Throughout
the paper, forD ⊂ ∂Ω and p ∈ [1,∞), we denote the spaceW1,pD to be the closure of
C∞c (Ω \ D) under the usualW1,p-norm.
Lemma 2.4 (Poincare´ inequality with mixed boundary condition). Let γ ∈ [0, 1/48]
and Ω ⊂ Rd be a Reifenberg flat domain satisfying Assumption 2.2 (γ). Let x0 ∈ Ω,
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R ∈ (0,R1/4], and D ⊂ ∂Ω with D ∩ BR(x0) , ∅. If there exist z0 ∈ D ∩ BR(x0) and
α ∈ (0, 1) such that
BαR(z0) ⊂ BR(x0),
(
∂Ω ∩ BαR(z0)
)
⊂
(
D∩ BR(x0)
)
,
then, for any u ∈W1,2D (Ω), we have
‖u‖L2(ΩR(x0)) ≤ CR‖Du‖L2(Ω2R(x0)),
where C = C(d, α).
The assumptions for the interfacial boundary Γ are given as follows.
Assumption 2.5 ((γ,m)-flat separation). Let Ω be a domain satisfying either As-
sumption 2.1 or 2.2, with ∂Ω divided into two non-intersecting portionsD andN .
Let Γ be the boundary (relative to ∂Ω) ofD. We call Γ a (γ,m)-flat separation if for
any x0 ∈ Γ and R ∈ (0,R1], the following holds.
(a) When m = 0, the coordinate system given in the previous assumption
satisfies (
∂Ω ∩ BR(x0) ∩ {x : x2 > x20 + γR}
)
⊂ D,(
∂Ω ∩ BR(x0) ∩ {x : x2 < x20 − γR}
)
⊂ N .
(b) When 1 ≤ m ≤ d−2, there is a Lipschitz function φ : Rm → Rwith Lipschitz
constant M, such that the coordinate system satisfy(
∂Ω ∩ BR(x0) ∩ {x : x2 > φ(x3, . . . , xm+2) + γR}
)
⊂ D,(
∂Ω ∩ BR(x0) ∩ {x : x2 < φ(x3, . . . , xm+2) − γR}
)
⊂ N .
Now we formulate our first main results. Recall the elliptic operator L and its
associated conormal derivative operator B in (1.2). For any constant λ, we denote
Lλ := L − λ. The following problem will be discussed:
Lλu = f +Di fi in Ω,
Bu = fini on N ,
u = 0 on D.
(2.1)
We consider weak solutions to (2.1).
Definition 2.6 (W
1,p
D -weak solution). ForΩ,N ,D, Γ given as before, and p ∈ [1,∞),
we call u ∈W1,pD a weak solution to (2.1), if for any ζ ∈ C∞c (Ω∪N) (or equivalently,
W
1,p/(p−1)
D (Ω)),∫
Ω
(−ai jD ju − biu)Diζ + (bˆiDiu + cu)ζ dx =
∫
Ω
fζ dx −
∫
Ω
fiDiζ dx.
Since there is no boundary term in the integral form, the weak solution is still
well defined for very rough ∂Ω. In particular, we can still discuss weak solution for
Reifenberg flat domains where n is not point-wise defined and there is no notion
of the trace space.
For the leading coefficients, the following small BMO condition will be consid-
ered.
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Assumption 2.7 (θ-BMO). There exists R1 ∈ (0, 1] such that for any x ∈ Ω and
r ∈ (0,R1], we have
−
∫
Ωr(x)
|ai j(y) − (ai j)Ωr(x)| dy < θ.
In the above assumption and thoughout this paper, we use the following nota-
tion for the average:
( f )Ωr(x) = −
∫
Ωr(x)
f (y) dy :=
1
|Ωr(x)|
∫
Ωr(x)
f (y) dy.
In one of our main results, the following sign condition will be assumed: L01 ≤ 0
is satisfied in the weak sense, if∫
Ω
(−biDiζ + cζ) ≤ 0, ∀ζ ∈ C∞c (Ω), ζ ≥ 0.
We also denote the following index p∗:
p∗ :=
pd/(p+ d) when p > d/(d − 1),1 + ε when p ≤ d/(d − 1),
where ε can be any positive constant. In this paper, for simplicity, when λ > 0 we
use the following notation
U := |Du| +
√
λ|u|, F :=
∑
i
| fi| + 1√
λ
| f |.
Nowwe state our first main result regarding equations with homogeneous bound-
ary conditions.
Theorem 2.8. For any integer m ∈ [0, d− 2] and constant p ∈ (2(m+ 2)/(m+ 3), 2(m+
2)/(m + 1)), we can find positive constants (γ0, θ0) = (γ0, θ0)(d, p,M,Λ), such that if
Assumptions 2.2 (γ0), 2.5 (γ0,m), and 2.7 (θ0) are satisfied, the following hold.
(i) There exists λ0 = λ0(d, p,M,Λ,R1,K) such that for any ( fi)di=1 ∈ (Lp(Ω))d and f ∈
Lp(Ω), the problem (2.1) with λ > λ0 has a unique solution u ∈ W1,pD (Ω). The solution
satisfies the estimate
‖U‖Lp(Ω) ≤ C‖F‖Lp(Ω),
where C = C(d, p,M,Λ) is a constant.
(ii) On a bounded domainΩ, if L01 ≤ 0 in the weak sense, then for any ( fi)di=1 ∈ (Lp(Ω))d
and f ∈ Lp∗(Ω), (2.1) with λ = 0 has a unique solution u ∈W1,pD (Ω) satisfying
‖u‖W1,p(Ω) ≤ C
( d∑
i=1
‖ fi‖Lp(Ω) + ‖ f ‖Lp∗ (Ω)
)
,
where C is a constant independent of u, f , and fi.
The following example in [5] shows that the symmetry of A is required for the
W1,p-regularity when p is away from 2.
Example 2.9. In R2+ := {(x, y) : y > 0}, let u(x, y) = Im(x + iy)s with s ∈ (0, 1/2). We
have
Di(ai jD ju) = 0 on R
2
+, u = 0 on ∂R
2
+ ∩ {x > 0}, ai jD juni = 0 on ∂R2+ ∩ {x < 0},
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where
(ai j)
2
i, j=1 =
[
1 cot(pis)
− cot(pis) 1
]
.
Since Du is of order rs−1, near the origin we have Du ∈ Lp only for p < 21−s . Note
that 21−s < 4 and
2
1−s ց 2 as sց 0.
Next we formulate the problem with inhomogeneous boundary data. To make
sense of the boundary condition, we introduce the following concepts.
Definition 2.10. Let β > 0 be a constant. For a domain Ω and a point x ∈ ∂Ω, we
define the non-tangential approach region at xwith opening β as
Γβ(x) := {y ∈ Ω : |x − y| ≤ (1 + β) dist(y, ∂Ω)}.
The corresponding non-tangential maximal function is defined as
N(u)(x) := sup
Y∈Γβ(x)
|u(y)|.
In this paper, we will omit the dependence of the opening β.
For some q ∈ [1,∞), we consider the following boundary value problem
∆u = 0 in Ω,
∂u
∂n = gN on N ,
u = gD on D,
N(Du) ∈ Lq(∂Ω).
(2.2)
For gN ∈ Lq(N) and gD ∈ W1,q(D), we call u a solution to (2.2), if u ∈ W1,2(∂Ω) is a
weak solution in the usual sense, and N(Du) is controlled. For such solution, the
Dirichlet boundary condition is satisfied in the sense of non-tangential limit and the
conormal boundary condition is satisfied in the sense of “Lq-weak non-tangential
limit”. See, for instance, [11, Theorem 1.8.1].
The second main result of the paper is the following theorem.
Theorem 2.11. Let Ω ⊂ Rd be a bounded domain satisfying Assumption 2.1(M). For
any q ∈ (1, m+2m+1 ), we can find sufficiently small γ1 = γ1(d, q,M) > 0, such that if Ω and Γ
satisfy the Assumptions 2.2 (γ1) and 2.5 (γ1,m), then for any gN ∈ Lq(N), gD ∈W1,q(D),
there exists a unique solution u to the problem (2.2) satisfying
‖N(Du)‖Lq(∂Ω) ≤ C‖gN‖Lq(N) + C‖gD‖W1,q(D),
where C = C(d,M,R0,R1, diam(Ω), q) is a constant.
3. Harmonic function on half space
Let φ be a Lipschitz function Rm → R with φ(0) = 0. Let
R
d
+ := {x1 > 0}, B+R := BR(0) ∩ {x1 > 0}.
Throughout this section, for m = 0, . . . , d − 2, we use the notation
Γ := {x1 = 0, x2 = φ(x3, . . . , xm+2)}, D := {x1 = 0, x2 > φ}, N := {x1 = 0, x2 < φ}.
When m = 0, we just set φ = 0. The main result in this section is the following
reverse Ho¨lder inequality.
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Theorem 3.1. Let u ∈W1,2(B+
R
) be a weak solution to the following problem with λ > 0:
−∆u + λu = 0 in B+R,
∂u
∂x1
= 0 onN ∩ BR,
u = 0 onD∩ BR,
Then for any p < 2(m+2)m+1 , we have u ∈W1,p(B+R/2) satisfying
(Up)
1/p
B+
R/2
≤ C(U2)1/2
B+
R
,
where C = C(d, p,M).
The casem = 0was proved in [5, Theorem 4.1]. In the following, we first prove a
lemma which contains the result when m = d− 2. From this lemma, we can derive
the case whenm is in between. In this section, we do not distinguish the geometric
objects on Rm+2 or Rd.
Lemma 3.2. On Rm+2, let u ∈W1,2(B+R) be a weak solution to
−∆u = f in B+
1
,
∂u
∂x1
= 0 onN ∩ B1,
u = 0 onD∩ B1,
(3.1)
where f ∈ L2(B+
1
). Then for any p ∈
[
2, 2(m+2)m+1
)
, we have u ∈W1,p(B+
1/2
) and
‖∇u‖Lp(B+
1/2
) ≤ C(m, p)(‖∇u‖L2(B+
1
) + ‖ f ‖L2(B+
1
)).
Proof. The case when m = 0 is proved in [5, Lemma 4.3]. Here we only consider
the case when m ≥ 1. In the following, we construct a problem on the half space
R
m+2
+ , which coincides with (3.1) in B
+
1/2
. Hence the Besov space regularity in [3,
Theorem 3.3] applies. For this, first we take zero extension of u onRm+2+ \B+1 . Then
let
η ∈ C∞c (B1), η = 1 in B1/2, even in x1.
Now uη ∈W1,2(Rm+2+ ), and solves
−∆(uη) = fη − 2∇u · ∇η − u∆η in Rm+2+ ,
∂(uη)
∂x1
= 0 on N ,
uη = 0 on D.
We have
‖∇u‖Lp(B+
1/2
) = ‖∇(uη)‖Lp(B+
1/2
)
. ‖∇(uη)‖B1/2
2,∞(R
m+2
+ )
(3.2)
. ‖ fη − 2∇u · ∇η − u∆η‖L2(Rm+2+ ) (3.3)
. ‖ f ‖L2(B+
1
) + ‖u‖W1,2(B+
1
)
. ‖ f ‖L2(B+
1
) + ‖∇u‖L2(B+
1
). (3.4)
Here, (3.2) is due to the Besov-Sobolev embedding, where p < 2(m+2)m+1 is required,
[3, Theorem 3.3] is applied to obtain (3.3), and the estimate (3.4) is obtained by ap-
plying the usual Poincare´ inequality on Lipschitz domains with the homogeneous
Dirichlet condition imposed on part of the boundary (see Lemma 2.4). 
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Now we turn to the proof of the main result of this section.
Proof of Theorem 3.1. Asmentioned before,we only need to provewhen 0 < m < d−
2. For simplicity, here we introduce the notation x = (x¯, xˆ), where x¯ := (x1, . . . , xm+2)
and xˆ := (xm+3, . . . , xd), and for p, q ∈ [1,∞] we denote
‖u‖Lpx¯Lqxˆ =
∥∥∥‖u‖Lq
xˆ
∥∥∥
L
p
x¯
.
The proof is similar to that of [5, Theorem 4.1]. By applying Agmon’s idea as in the
proof of [5, Theorem 4.1] and scaling, it suffices to prove when λ = 0,R = 1. Also,
since the case when p ≤ 2 is trivial, in the following we assume 2 < p < 2(m+2)m+1 .
We first rewrite (3.1) as an equation in the x¯-variables: for every |xˆ| < 1/2,
∆x¯u(·, xˆ) = −∆xˆu(·, xˆ) in B+2/3,
∂u
∂x1
= 0 onN ∩ B2/3,
u = 0 onD∩ B2/3.
Now, a properly rescaled version of Lemma 3.2 leads to
‖Dx¯u(·, xˆ)‖Lp(B+
1/2
) . ‖Dx¯u(·, xˆ)‖L2(B+
2/3
) + ‖∆xˆu(·, xˆ)‖L2(B+
2/3
), ∀ |xˆ| < 1/2.
Taking Lp norm for xˆ ∈ B1/2, we obtain
‖Dx¯u‖Lp(B+
1/2
) . ‖Dx¯u‖Lp
xˆ
L2x¯(B
+
3/4
) + ‖∆xˆu‖Lp
xˆ
L2x¯(B
+
3/4
). (3.5)
Due to the translation invariance in xˆ, we can differentiate both the equation and
boundary conditions in the xˆ-direction. Hence we obtain the following estimate
by applying the Caccioppoli inequality k times:
‖DDkxˆu‖L2(B+s ) ≤
C(d, k)
|t − s|k ‖Du‖L2(B+t )
for 0 < s < t ≤ 1 and k ∈ {0, 1, 2, . . .}. From this and the anisotropic Sobolev
embedding (see, for instance, [1, Sec. 18.12]),
‖Dx¯u‖L2x¯Lpxˆ(B+r ) + ‖Dxˆu‖Lp(B+r ) + ‖D
2
xˆu‖Lp(B+r ) ≤ C(d, p, r)‖Du‖L2(B+1 ), ∀r ∈ (0, 1),
where p ∈ (2, 2(m+2)/(m+1)). Combining this, (3.5), and theMinkowski inequality,
we reach the desired estimate. 
4. Proof of Theorem 2.8: regularity ofW1,2-weak solutions
The key step in proving Theorem 2.8 is the regularity result Proposition 4.1
stated below. The following equation with bi = bˆi = c = 0 will be discussed:
L
(0)
λ
u := Di(ai jD ju) − λu = f +Di fi in Ω,
ai jD juni = fini on N ,
u = 0 on D.
(4.1)
Proposition 4.1. For any p ∈ (2, 2(m+2)m+1 ), we can find positive constants γ0 and θ0
depending on (d, p,M,Λ), such that if Assumptions 2.2 (γ0), 2.5 (γ0,m), and 2.7 (θ0) are
satisfied, the following holds. For any W1,2D (Ω) weak solution u to (4.1) with λ > 0 and
fi, f ∈ Lp(Ω) ∩ L2(Ω), we have u ∈W1,pD (Ω) and
‖U‖Lp(Ω) ≤ C
(
R
d(1/p−1/2)
1
‖U‖L2(Ω) + ‖F‖Lp(Ω)
)
. (4.2)
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Furthermore, if we also assume f ≡ 0, then we can take λ = 0. In this case, the following
estimate holds:
‖Du‖Lp(Ω) ≤ C
(
R
d(1/p−1/2)
1
‖Du‖L2(Ω) + ‖ fi‖Lp(Ω)
)
.
In the above, the constant C depends on d, p, M, and Λ.
We give the following corollary which will be useful for the inhomogeneous
boundary condition case later.
Corollary 4.2. Let 0 < r < R ≤ diam(Ω). Consider a harmonic function in ΩR with the
corresponding mixed boundary conditions on ∂Ω ∩ BR. Under the assumptions for p,Ω,
and Γ as in Proposition 4.1, we have for any r < R,
‖Du‖Lp(Ωr) ≤ C(R − r)−d/p
′‖Du‖L1(ΩR),
where p′ satisfies 1/p + 1/p′ = 1 and C = C(d, p,M,Λ,R1).
The proof is standard,whichwewill only sketch here. Wemay certainly assume
that r ≥ R/2. By using a covering argument (with balls of radius (R− r)/2 centered
at, say x1, . . . , xk ∈ Ωr), we first localize the result in Proposition 4.1 to obtain an
L2 − Lp estimate: for j = 1, . . . , k,
(|Du|p)1/p
Ω(R−r)/4(x j)
≤ C
(
(|Du|2)1/2
Ω(R−r)/2(x j)
+ (|u|2)1/2
Ω(R−r)/2(x j)
)
.
To remove the L2-norm of u on the right-hand side, we apply the Poincare´ inequal-
ity. When Ω(R−r)/2(x j) ∩ D = ∅, we replace u with u − (u)Ω(R−r)/2(x j), which locally
satisfies the same equation with the conormal boundary condition, and then apply
the usual Poincare´ inequality. Otherwise, we need to apply the Poincare´ inequality
in Lemma 2.4. Finally, to replace ‖Du‖L2 with ‖Du‖L1 , we use Ho¨lder’s inequality
and an iteration argument. Summing in j, we get the desired estimate.
The remainder of this section will be mostly devoted to the proof of Proposition
4.1. We first sketch the idea. By constructing a cut-off function and applying
a reflection technique, at all small scales we decompose the solution into two
parts (Lemma 4.4). One part (up to rotation) solves the problem in Theorem 3.1,
hence can reach the optimalW1,
2(m+2)
m+1 −ε-regularity. The other part deals with all the
perturbation terms measured by aW1,2-estimate.
Next we “interpolate” these two part to reach the regularity of u in between,
by applying the level set argument introduced in [4]. The key idea is to use a
measure theoretical lemma called “crawling of the ink spots” in [12]: from the
decomposition and a Chebyshev-type inequality, we first deduce a local property
at certain small scales R, regarding the level set of the maximal function (Lemma
4.5). Then the “crawling of the ink spots” lemma leads to a global decay estimate of
the measure of the level sets (Corollary 4.6). From this decay estimate, the desired
Lp-estimate can be obtained by an integral representation of the Lp norm and the
Hardy-Littlewood maximal function theorem.
The proof follows similar steps as in [5, Section 5], where detailed computation
can be found. Essentially the new ingredient here is the construction of a cut-off
function when proving Lemma 4.4.
4.1. A reverse Ho¨lder inequalities. Using the local Sobolev-Poincare´ inequality
in Lemma 2.4 and Gehring’s Lemma, we first improve the regularity of a weak
solution fromW1,2 toW1,2+ε.
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Proposition 4.3 (Reverse Ho¨lder’s inequality). Let γ ∈ (0, 1/48], p > 2, and the
integer m ∈ [0, d − 2]. Assume on Rd, Ω, and Γ satisfy Assumptions 2.2 (γ) and 2.5
(γ,m), and the function u ∈W1,2D (Ω) satisfies (4.1) with fi, f ∈ Lp(Ω)∩L2(Ω). Then there
exist constants p0 ∈ (2, p) and C > 0, depending only on d, p, M, and Λ, such that for any
x0 ∈ Rd and R ∈ (0,R1], the following hold. When λ > 0, we have(
U
p0
)1/p0
BR/2(x0)
≤ C
(
U
2)1/2
BR(x0)
+ C
(
F
p0
)1/p0
BR(x0)
.
When λ = 0 and f ≡ 0, we have(
|Du|p0
)1/p0
BR/2(x0)
≤ C
(
|Du|2
)1/2
BR(x0)
+ C
(
| fi|p0
)1/p0
BR(x0)
,
where U, F, Du, and fi are the zero extensions of U, F, Du, and fi to R
d.
The proof can be simply adapted from the one of [5, Lemma 3.4], which we omit
here.
4.2. Decompositionof solutions. In this subsection, weprove the following lemma.
Lemma4.4. Suppose that u ∈W1,2D (Ω) satisfies (4.1)withλ > 0 and fi, f ∈ Lp(Ω)∩L2(Ω),
where p > 2. Then under Assumptions 2.2 (γ), 2.5 (γ,m), and 2.7 (θ) with γ <
1/(32
√
d + 3) and θ ∈ (0, 1), for any x0 ∈ Ω and R < R1, there exist nonnegative
functions W,V ∈ L2(ΩR/32(x0)) such that
U ≤W + V in ΩR/32(x0).
Moreover, we have for any q < 2(m+2)m+1 ,
(W2)1/2
ΩR/32(x0)
≤ C
(
(θ
1
2µ′ + γ
1
2µ′ )(U2)1/2
ΩR(x0)
+ (F2µ)
1
2µ
ΩR(x0)
)
, (4.3)
(Vq)
1/q
ΩR/32(x0)
≤ C
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1
2µ
ΩR(x0)
)
. (4.4)
Here µ is a constant satisfying 2µ = p0, where p0 = p0(d, p,M,Λ) > 2 comes from
Proposition 4.3, and µ′ satisfies 1/µ + 1/µ′ = 1. The constant C only depends on d, p, q,
M, and Λ.
Proof of Lemma 4.4. When dist(x0, Γ) ≥ R/16, we either only deal with the interior
case or the case with purely Dirichlet/conormal boundary condition (depending
on BR/16(x0)∩N = ∅ or BR/16(x0)∩D = ∅). The interiorW1,p-estimates for equations
with VMO coefficients are by now standard,while the corresponding estimates for
purely Dirichlet/conormal problems on Reifenberg flat domains can be found in
[8, 9]. Also, one may refer to [5, page 22]. In the following, we focus on the case
when dist(x0, Γ) < R/16, where the boundary condition is “mixed”.
Pick a point y0 ∈ Γwith dist(y0, x0) < R/16. Nowwe take the coordinate system
associated with y0 and R/4 as in Assumptions 2.2 and 2.5, so that y0 = 0. Denote
ΩR/4 := Ω ∩ BR/4,
Ω+R/4 := ΩR/4 ∩ {x1 > γR/4}, Ω−R/4 := ΩR/4 ∩ {x1 < γR/4},
Γ+ := {x1 = γR/4, x2 > φ − γR/4} ∩ BR/4,
Γ− := {x1 = γR/4, x2 < φ − γR/4} ∩ BR/4.
We take
W := |Du| +
√
λ|u| and V := 0 on Ω−R/4. (4.5)
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Due to Ho¨lder’s inequality, Assumption 2.2, and Proposition 4.3, we obtain
(W2IΩ−
R/4
)1/2
ΩR/32(x0)
≤
|Ω−
R/4
∩ΩR/32(x0)|1/(2µ′)
|ΩR/32(x0)|1/(2µ′)
|(W2µIΩ−
R/4
)
1/(2µ)
ΩR/32(x0)
≤ C(d,M)γ1/(2µ′)(U2µ)1/(2µ)
ΩR/32(x0)
≤ C(d, p,M,Λ)γ1/(2µ′)
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
. (4.6)
In the following, we mainly focus on constructing W and V on Ω+
R/4. For this, we
introduce a cut-off function χ ∈ C∞(Rd):
χ = 0 on {x2 > φ − γR/2} ∩ {x1 < γR/2},
χ = 1 on {x2 < φ − γR} ∪ {x1 > 2γR},
0 ≤ χ ≤ 1, |Dχ| ≤ 4
√
1+M2
γR .
We have the following two estimates:
(|(1 − χ)U|2)1/2
ΩR/4
≤ C1γ1/(2µ′)
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
, (4.7)
(|uDχ|2)1/2
ΩR/4
≤ C2γ1/(2µ′)(U2)1/2ΩR(x0), (4.8)
where C1 = C1(d, p,Λ) and C2 = C2(d, p,M,Λ). The estimate (4.7) is a direct conse-
quence of Ho¨lder’s inequality and Proposition 4.3, by noting that
|ΩR/4 ∩ supp(1 − χ)| ≤ C(d)γRd.
The estimate (4.8) can be obtained as follows: we first decompose
supp{Dχ} ∩ΩR/4 ⊂
⋃
z∈Dgrid
Ω
2
√
d+3γR(z),
where
Dgrid :=
{
z ∈ Rd : z = (γR/4, kγR) for k = (k2, . . . , kd) ∈ Zd−1,
whereΩ√d+3γR(z) ∩ {x2 > φ − 3γR/2} ∩ΩR/4 , ∅
}
.
Note that on each Ω
2
√
d+3γR(z), the conditions of Lemma 2.4 are satisfied with a
uniform α ≥ α(d,M) > 0. Hence we can apply Lemma 2.4 to obtain
‖uDχ‖L2(Ω
2
√
d+3γR
(z)) .
1
γR
‖u‖L2(Ω
2
√
d+3γR
(z)) . ‖Du‖L2(Ω
4
√
d+3γR
(z)).
Using γ < 1/(32
√
d + 3) and the definition ofDgrid, we have Ω4√d+3γR(z) ⊂ ΩR(x0).
Since each point is covered by at most N(d) such balls, (4.8) is proved.
A straightforward but tedious calculation gives the following equation for χu
on Ω+
R/4.
Di(ai jD j(χu)) − λχu = Dig(1)i +Dig
(2)
i
+ g(3)
i
Diχ + g
(4)
i
Diχ˜ + g(5) in Ω+R/4,
ai jD j(χu)ni = g
(1)
i
ni + g
(2)
i
ni on Γ
−,
χu = 0 on Γ+,
(4.9)
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where
g
(1)
i
= ai juD jχ + fiχ, g
(2)
i
= (−εiε ja˜i jχ˜D ju˜ + εiχ˜ f˜i)IEx∈Ω−
R/4
,
g(3)
i
= ai jD ju − fi, g(4)i = (εiε ja˜i jD ju˜ − εi f˜i)IEx∈Ω−R/4 ,
g(5) = χ f + χ˜ f˜ IEx∈Ω−
R/4
+ λχ˜u˜IEx∈Ω−
R/4
.
Here we denote the reflection operator and reflected function as
E(x1, x2, . . . , xd) := (γR/2 − x1, x2, . . . , xd), f˜ := f ◦ E,
and similarly for a˜i j, χ˜, and u˜. We also use the following notation for sign functions
εi :=
−1 if i = 1,1 if i , 1.
The function χu satisfies (4.9) in the weak sense: the usual integral identity is
satisfied if we take any test function ψ ∈W1,2
∂Ω+
R/4
\Γ−(Ω
+
R/4
).
Nowwe are in position of constructing the decomposition. By the Lax-Milgram
lemma, the following equation has a unique solution w ∈W1,2
∂Ω+
R/4
\Γ−(Ω
+
R/4):
Di(ai jD jw) − λw = Di((ai j − ai j)D j(χu)) +Dig(1)i +Dig
(2)
i
+ g
(3)
i
Diχ + g
(4)
i
Diχ˜ + g
(5)
in Ω+
R/4,
ai jD jw · ni = (ai j − ai j)D j(χu)ni + g(1)i ni + g
(2)
i
ni on Γ
−,
w = 0 on ∂Ω+
R/4
\ Γ−,
(4.10)
where we take ai j := (ai j)ΩR/4 . Taking the difference between (4.9) and (4.10), we
obtain that v := χu − w satisfies
Di(ai jD jv) − λv = 0 in Ω+R/4,
ai jD jv · ni = 0 on Γ−,
v = 0 on Γ+.
We define
W := |Dw|+
√
λ|w|+|D((1−χ)u)|+
√
λ|(1−χ)u|, V := |Dv|+
√
λ|v| on Ω+R/4. (4.11)
By our construction (4.5) and (4.11), clearlywe haveU ≤W+V onΩR/32(x0) ⊂ ΩR/4.
Now we estimateW. By (4.7) and (4.8), we have
(|D((1− χ)u)|2)1/2
ΩR/32(x0)
+
√
λ(|(1 − χ)u|2)1/2
ΩR/32(x0)
. (|D((1− χ)u)|2)1/2
ΩR/4
+
√
λ(|(1 − χ)u|2)1/2
ΩR/4
. γ1/(2µ
′)
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
. (4.12)
The estimate for |Dw| +
√
λ|w| requires more work. For simplicity, here we denote
Ŵ := |Dw| +
√
λ|w|.
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Testing (4.10) by w, using the ellipticity condition and Ho¨lder’s inequality, and
then rearranging terms, we obtain
(Ŵ2)Ω+
R/4
.
(
(|(ai j − ai j)D j(χu)|2)1/2Ω+
R/4
+ (|uDχ|2)1/2
Ω+
R/4
+ (|χF|2)1/2
ΩR/4
+ (|IEx∈Ω−
R/4
U|2)1/2
ΩR/4
)
(Ŵ2)1/2
Ω+
R/4
+
(
(|Isupp(Dχ)U|2)1/2Ω+
R/4
+ (|Isupp(Dχ)F|2)1/2Ω+
R/4
)
(|wDχ|2)1/2
Ω+
R/4
+
(
(|IEx∈Ω−
R/4
U|2)1/2
Ω+
R/4
+ (|IEx∈Ω−
R/4
F|2)1/2
Ω+
R/4
)
(|wDχ˜|2)1/2
Ω+
R/4
.
(4.13)
Applying the decomposition argument in the proof of (4.8) and the Poincare´ in-
equality in Lemma 2.4 again, we have
(|wDχ|2)1/2
Ω+
R/4
+ (|wDχ˜|2)1/2
Ω+
R/4
. (|Dw|2)1/2
Ω+
R/4
. (4.14)
Notice that here we do not need to increase the domain of integration since we can
take zero extension of w outside Ω+
R/4
, which is still a W1,2 function on the upper
half space.
Substituting (4.14) back into (4.13) and then applying Ho¨lder’s inequality, (4.8),
and Proposition 4.3, we obtain
(|Ŵ|2)1/2
Ω+
R/4
.(|(ai j − ai j)D j(χu)|2)1/2Ω+
R/4
+ (|uDχ|2)1/2
Ω+
R/4
+ (|χF|2)1/2
ΩR/4
+ (|IEx∈Ω−
R/4
U|2)1/2
ΩR/4
+ (|Isupp(Dχ)U|2)1/2Ω+
R/4
+ (|Isupp(Dχ)F|2)1/2Ω+
R/4
+ (|IEx∈Ω−
R/4
F|2)1/2
Ω+
R/4
.(|(ai j − ai j)|2µ′)1/(2µ
′)
Ω+
R/4
(|Du|2µ)1/(2µ)
Ω+
R/4
+ (|uDχ|2)1/2
ΩR/4
+ (F2µ)
1/(2µ)
ΩR/4
+ (|IEx∈Ω−
R/4
+ Isupp(Dχ)|2µ′)1/(2µ
′)
ΩR/4
(U2µ)
1/(2µ)
ΩR/4
.(θ1/(2µ
′) + γ1/(2µ
′))(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
. (4.15)
Hence we reach (4.3) by combining (4.6), (4.12), and (4.15):
(W2)1/2
ΩR/32(x0)
. (|WIΩ−
R/4
|2)1/2
ΩR/32(x0)
+ (|WIΩ+
R/4
|2)1/2
ΩR/32(x0)
. (|WIΩ−
R/4
|2)1/2
ΩR/32(x0)
+ (Ŵ2)1/2
Ω+
R/4
+ (|D((1− χ)u)|2)1/2
ΩR/32(x0)
+
√
λ(|(1− χ)u|2)1/2
ΩR/32(x0)
. (θ1/(2µ
′) + γ1/(2µ
′))(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
.
The estimate for V follows from a linearly transformed and rescaled version of
Theorem 3.1, (4.8), and (4.15). SinceV ≤ Ŵ+ |D(χu)|+
√
λ|χu|, for any q ∈
(
2, 2(m+2)m+1
)
,
(Vq)
1/q
ΩR/32(x0)
≤(Vq)1/q
Ω+
R/8
. (V2)1/2
Ω+
R/4
.(|D(χu)|2)1/2
Ω+
R/4
+
√
λ(|χu|2)1/2
Ω+
R/4
+ (Ŵ2)1/2
Ω+
R/4
.(U2)1/2
ΩR(x0)
+N(θ1/(2µ
′) + γ1/(2µ
′))(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
.(U2)1/2
ΩR(x0)
+N(F2µ)
1/(2µ)
ΩR(x0)
.
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Hence Lemma 4.4 is proved. 
4.3. Level set argument andproof of Proposition 4.1. In this subsection, we prove
Proposition 4.1, by deriving a decay estimate of the following two level sets:
A(s) := {x ∈ Ω :MΩ(U2)1/2 > s},
B(s) := {x ∈ Ω : (γ1/(2µ′) + θ1/(2µ′))−1MΩ(F2µ)1/(2µ) +MΩ(U2)1/2 > s}.
HereMΩ is theHardy-Littlewoodmaximal operator onΩ, by taking zero extension
outside: for f ∈ L1
loc
(Ω) and x ∈ Ω,
MΩ( f )(x) := sup
r>0
−
∫
Br(x)
FIΩ.
By the Hardy-Littlewood theorem, for any f ∈ Lq(Ω) with q ∈ [1,∞), we have
|{x ∈ Ω :MΩ( f )(x) > s}| ≤ C
‖ f ‖q
Lq(Ω)
sq
, (4.16)
where C = C(d, q).
Asmentioned before, we first prove the following local property at certain small
scales.
Lemma 4.5. Under the conditions of Lemma 4.4, for any q ∈ [2, 2(m+ 2)/(m+ 1)), there
exists a constant C depending on (d, p, q,M,Λ), such that for all κ > 2d/2 and s > 0, the
following holds: if for some R < R1, x0 ∈ Ω,
|ΩR/128(x0) ∩A(κs)| ≥ C
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
)
|ΩR/128(x0)|, (4.17)
thenΩR/128(x0) ⊂ B(s).
Proof. It suffices to prove the contrapositive of the statement with s = 1: suppose
that there exists a point z0 ∈ ΩR/128(x0), z0 < B(1), we aim to prove that there exists
some constant C = C(d, p, q,M,Λ), such that
|ΩR/128(x0) ∩A(κ)| < C
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
)
|ΩR/128(x0)|. (4.18)
We decompose
ΩR/128(x0) ∩A(κ)
= {y ∈ ΩR/128(x0) : sup
r∈Aκy
r > R/64} ∪ {y ∈ ΩR/128(x0) : sup
r∈Aκy
r ≤ R/64},
where
Aκy := {r : (U2)1/2Br(y) > κ}.
We claim {y ∈ ΩR/128(x0) : supr∈Aκy r > R/64} = ∅. By contradiction, if there exists
one such y, take any r ∈ Aκy, r > R/64. From Br(y) ⊂ B2r(z0) and z0 < B(1), we obtain
(U2)1/2
Br(y)
≤ 2d/2(U2)1/2
B2r(z0)
≤ 2d/2MΩ(U2)1/2(z0) ≤ 2d/2 ≤ κ.
This contradicts the definition of Aκy. We are left to estimate |{y ∈ ΩR/128(x0) :
supr∈Aκy r ≤ R/64}|. For any y in this set and r ∈ Aκy, by noting that Br(y) ⊂ BR/32(z0),
we applyLemma 4.4 onΩR/32(z0) to obtain the decompositionU ≤ V+W, satisfying
(W2)1/2
ΩR/32(z0)
≤ C(γ1/(2µ′) + θ1/(2µ′)), (Vq)1/q
ΩR/32(z0)
≤ C, (4.19)
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where the constant C = C(d, p, q,M,Λ). Here, to reach (4.19) from (4.3) and (4.4),
we used the fact that z0 < B(1). Now, by r ∈ Aκy and U ≤ V +W on BR/32(z0), we
have for any point in {y ∈ ΩR/128(x0) : supr∈Aκy r ≤ R/64},
κ < (U2)1/2
Br(y)
≤MΩ(|WIΩR/32(z0)|2)1/2(y) +MΩ(|VIΩR/32(z0)|2)1/2(y).
Hence, we get
|{y ∈ΩR/128(x0) : sup
r∈Aκy
r ≤ R/64}|
≤|{MΩ(|WIΩR/32(z0)|2)1/2 > κ/2}| + |{MΩ(|VIΩR/32(z0)|2)1/2 > κ/2}|
≤C
(
(κ/2)−2‖W‖2
L2(ΩR/32(z0))
+ (κ/2)−q‖V‖q
Lq(ΩR/32(z0))
)
(4.20)
≤C|ΩR/32(z0)|(κ−2(γ1/µ′ + θ1/µ′) + κ−q) (4.21)
≤C
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
)
|ΩR/128(x0)|,
where we applied (4.16) to obtain (4.20), and used (4.19) to reach (4.21). The
constant C = C(d, p, q,M,Λ). This proves (4.18) and hence the lemma. 
The local property in Lemma 4.5 leads to the following global estimate by using
the “crawling of the ink spots” lemma in [12]. For any x0 ∈ A(κs), we shrink the
ball ΩR/128(x0) from R = R1 until the first time (4.17) holds. By (4.16), (4.22), (4.23),
and the Lebesgue differentiation theorem, such R exists and R ∈ (0,R1). Now
we cover A(κs) by such balls which are almost disjoint (using the Vitali covering
lemma). On each ball ΩR/128(x0), by Lemma 4.5 we have ΩR/128(x0) ⊂ B(s). Since
this is an almost disjoint cover ofA(κs), the following corollary is proved.
Corollary 4.6. Under the same hypothesis of Lemma 4.5, for any q ∈ [2, 2(m+2)/(m+1)),
there exists a constant C depending on (d, p, q,M,Λ), such that for any κ > max{2d/2, κ0}
and
s > s0(d, p, q,M,Λ,R1, κ, γ, θ, ‖U‖L2(Ω))
:=
( 3‖U‖2
L2(Ω)
Cκ2(κ−q + κ−2(γ1/µ′ + θ1/µ′))|BR1/128|
)1/2
, (4.22)
we have
|A(κs)| ≤ C
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
)
|B(s)|,
where κ0 is a constant satisfying
C
(
κ
−q
0
+ κ−20 (γ
1/µ′ + θ1/µ
′
)
)
< 1. (4.23)
Now we give the proof of Proposition 4.1.
Proof of Proposition 4.1. For anyW1,2-solution u, in order to prove u ∈W1,p and the
estimate (4.2), it suffices to prove
lim
S→∞
p
∫ S
0
|A(s)|sp−1 ds ≤ C
(
R
d(1−p/2)
1
‖U‖p
L2(Ω)
+ ‖F‖p
Lp(Ω)
)
. (4.24)
For this, wewill applyCorollary 4.6with constants q = p/2+(m+2)/(m+1)(> p > 2µ)
and (κ, γ, θ) to be determined later satisfying
γ < 1/(32
√
d + 3), θ ∈ (0, 1), κ > max{2d/2, κ0}.
16 HONGJIE DONG AND ZONGYUAN LI
Changing the integral variable in (4.24) from s to κs, applying (4.16) and Corollary
4.6, we obtain
p
∫ S
0
|A(s)|sp−1 ds = pκp
∫ S/κ
0
|A(κs)|sp−1 ds
≤C0κp
∫ s0
0
‖U‖2
L2(Ω)
(κs)2
sp−1 ds + Cκp
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
) ∫ S/κ
s0
|B(s)|sp−1 ds
≤C1(Rd(1−p/2)1 ‖U‖
p
L2(Ω)
+ ‖F‖p
Lp(Ω)
)
+ Cκp
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
) ∫ S/(2κ)
0
|A(s)|sp−1 ds,
where C0 = C0(d, p), C1 = C1(d, p, q,M,Λ, κ, γ, θ), and C = C(d, p, q,M,Λ). Here for
the last inequality, we used the relation
B(s) ⊂ A(s/2) ∪
{
(γ1/(2µ
′) + θ1/(2µ
′))−1MΩ(F2µ)1/(2µ) > s/2
}
and the Hardy-Littlewood theorem, then we changed the integral variable from s
to s/2. Now (4.24) is proved if we first choose κ large enough and then choose γ
and θ small enough to absorb the last term on the right-hand side involvingA(s),
and finally pass S to the infinity. 
4.4. Proof of Theorem 2.8. We close this section by giving the proof of our first
main result Theorem 2.8. First, from Proposition 4.1, we can deduce the following
a priori estimate for the original equation (2.1), without the L2 norm on the right-
hand side.
Corollary 4.7. Let p ∈ (2, 2(m+2)/(m+1)),γ0, θ0 be the constants from Proposition 4.1,
and u ∈W1,pD be a weak solution the equation (2.1)with fi, f ∈ Lp(Ω). Under Assumptions
2.2 (γ0), 2.5 (γ0,m), and 2.7 (θ0), there exists a positive constant λ1 depending on
(d, p,M,Λ,R1,K) such that if λ > λ1, the following estimate holds:
‖U‖Lp(Ω) ≤ C‖F‖Lp(Ω),
where C = C(d, p,M,Λ).
The proof of the above corollary is the same as [5, Corollary 5.2], which we
will sketch below. We first localize by considering the equation for uζ, where
ζ ∈ C∞0 (Bε(x0)) with x0 ∈ Ω and ε/R1 sufficiently small. To apply Proposition 4.1,
notice that uζ still satisfies a mixed Dirichlet-conormal problem in the form of
(4.1), if we move all the lower order terms on both the equation and the conormal
boundary condition to the right-hand side. Now we can absorb the L2 norm in
(4.2) by applying Ho¨lder’s inequality and choosing ε sufficiently small. Then we
use the partition of unity and choose λ sufficiently large to remove the cut-off and
absorb the Lp norms of Du and u on the right-hand side as usual.
Now we are ready to give the proof of Theorem 2.8.
Proof of Theorem 2.8. We first prove (i).
Case 1: p = 2. This is by applying the Lax-Milgram lemma directly. In this case,
actually we only need to choose λ > λ2(d,K,Λ) for a sufficiently large λ2, without
imposing any regularity assumptions on the coefficients and domain.
Case 2: p ∈ (2, 2(m + 2)/(m + 1). For λ > λ0 := max{λ1, λ2}, we have both
W1,2-solvability and W1,p-a priori estimate Corollary 4.7. Hence we only need to
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prove the existence ofW1,p solutions. We first prove the solvabilty for (4.1), noting
that the only problem here is Lp 1 L2 since our domain can be unbounded. This
is solved by approximation. We approximate f and fi by f
(n) and f (n)
i
strongly
in Lp(Ω) with f (n), f (n)
i
∈ Lp ∩ L2. Associated to these right-hand side functions,
we can find solution u(n) ∈ W1,2D (Ω) . By Proposition 4.1, we have u(n) ∈ W1,p(Ω).
Furthermore, by Corollary 4.7 {u(n)}n is a Cauchy sequence in the space W1,p(Ω).
Clearly the limit u ∈W1,p(Ω) must be a solution to (4.1).
From this, the original problem (2.1) can be solved by applying the method of
continuity to the family of operators tL
(0)
λ
+ (1− t)Lλ (and the corresponding mixed
boundary condition).
Case 3: p ∈ (2(m + 2)/(m + 3), 2). This can be obtained from Case 2 by duality.
Such argument can be found in [5, Proof of Theorem 2.4].
Nowweprove (ii). We need to lower the integrability condition for f and reduce
the large λ condition to the usual sign condition L01 ≤ 0. For the first one, we solve
the follow divergence form equation for f ∈ Lp∗ (Ω):
divϕ = f in Ω, where ϕ = (ϕi)
d
i=1 ∈W1,p∗N (Ω).
Such ϕi exists due to [5, Lemma 7.2], and it satisfies
‖ϕi‖Lp(Ω) ≤ C(diam(Ω),R1, d, p,M)‖ f ‖Lp∗ (Ω).
Then we solve the equation with right-hand side Di( fi + ϕi). Finally, we apply
the Fredholm alternative to obtain the unique solvability as well as the estimate,
noting that on bounded domain the weak maximum principle holds. 
5. Inhomogeneous boundary data
In this section, we consider the inhomogeneous boundary value problem (2.2)
and prove Theorem 2.11. For this, we first solve the problem in L1+ε by applying
[19, Theorem 1.1]. Then we improve the regularity of this solution with the help
of the reverse Ho¨lder inequality in Corollary 4.2.
5.1. Notation. LetΩ be a Lipschitz domain locally represented by x1 > ψ0(x′). For
x = (x1, x′) ∈ R ×Rd−1, we denote the lifting up and the projection maps as
Ψ0(x
′) := (ψ0(x′), x′), Pd−1(x1, x′) := x′.
By the definition, for any (γ,m)-flat Γ, the projectionPd−1Γ locally is also (γ,m)-flat,
of co-dimension 1.
We consider two types of neighborhoods on the boundary: surface cubes and
surface balls. We say that Q ⊂ ∂Ω is a surface cube if Q = Ψ0(Q′), where Q′ is a
cube in Rd−1. For surface cubes, we denote kQ := Ψ0(kQ′). We also consider the
“cylinder” over Q:
T(Q) := {y ∈ Ω : dist(y,Q) < rQ,P(y) ∈ P(Q)}, where rQ = diam(Q).
For any point x ∈ ∂Ω, we denote
∆r(x) := Br(x) ∩ ∂Ω
to be the surface ball and
δ(x) := dist(x, Γ).
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In this section, we need the following truncated non-tangential maximal functions:
Nr( f )(x) := sup
y∈Γβ(x)∩Br(x)
| f (y)|, Nr( f )(x) := sup
y∈Γβ(x)∩Bcr (x)
| f (y)|. (5.1)
5.2. An L1+ε-solvability. In this part we check that our assumptions on Γ imply
those in [19, Theorem 1.1]. As a corollary, the following L1+ε-solvability holds.
Lemma 5.1. Let m ∈ {0, 1, . . . , d − 2} and Ω ⊂ Rd be a bounded domain satisfying
Assumption 2.1(M). Then we can find γ = γ(d,M), such that if Γ is (γ,m)-flat, the
following hold.
(a) For any p > 1, (2.2) has at most one solution.
(b) There exists some constant q0 = q0(d,M) > 1, such that for any gN ∈ Lq0(N) and
gD ∈W1,q0(D), the problem (2.2) has a unique solution u satisfying
‖N(Du)‖Lq0 (∂Ω) ≤ C‖gN‖Lq0 (N) + C‖gD‖W1,q0 (D),
where C = C(d,M,R0,R1, diam(Ω)) is a constant.
For this, first we can simply check that if Γ is (γ,m)-flat, then D satisfies the
corkscrew condition relative to ∂Ω in [19] with the parameter 2/(1 − γ). Now fix
any small ε > 0, we are going to find the constant γ(ε, d), such that (γ,m)-flat
implies Ahlfors (d − 2 + ε)-regular.
For any x ∈ Γ and r ∈ (0,R1], due to the definition of (γ,m)-flatness at radius r, it
can be easily verified that the surface ball ∆r(x) ∩ Γ can be covered by C/γd−2 balls
of radius γr, with C depending only on (d,M). Iterating k times, we get (C/γd−2)k
number of balls of radius γkr, the union of which covers ∆r(x) ∩ Γ. Thus,
Hd−2+ε(∆r(x) ∩ Γ) ≤ sup
k
{C0(C/γd−2)k(γkr)d−2+ε} = sup
k
{C0(Cγε)krd−2+ε}.
If we take γε < 1/C, the above quantity is less than C0rd−2+ε. This means that
Γ is Ahlfors (d − 2 + ε)-regular. Now we have verified the conditions for [19,
Theorem 1.1], and thus Lemma 5.1 holds.
5.3. A reverse Ho¨lder inequality on boundary. On a surface cube Q0 lying in a
coordinate chart, consider a function v satisfying
∆v = 0 in Ω,
∂v
∂n = 0 on N ∩Q0,
v = 0 on D∩Q0,
N(Dv) ∈ Lq1(∂Ω),
(5.2)
where q1 ∈ (1, q) is some constant. In this subsection, we prove the following result
which plays a key role in proving Theorem 2.11.
Proposition 5.2. Suppose that v satisfies (5.2). Then for any q < (m+ 2)/(m+ 1), we can
find sufficiently small γ1 > 0, such that if Ω and Γ satisfy the Assumptions 2.2(γ1) and
2.5(γ1,m), then for any surface cube with 8Q ⊂ Q0, we have N(Dv) ∈ Lq(Q) satisfying(
−
∫
Q
N(Dv)q
)1/q
. −
∫
8Q
N(Dv). (5.3)
We start with the following lemma which relates the boundary norm and the
interior norm, for harmonic functions with purely Dirichlet or conormal boundary
data.
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Lemma 5.3. Suppose that v is a harmonic function in T(2Q) with either ∂v/∂n = 0 or
v = 0 on 2Q, then we have NrQ(Du) ∈ L2(Q) satisfying(
NrQ(Dv)
2
)1/2
Q
≤ C(|Dv|2)1/2
T(2Q)
,
where C = C(d,M) is a constant.
See [14, Lemma 4.4, 4.8]. The proof is by localizing the global L2-result in [10],
noting that for any x ∈ Qwe have Γβ(x) ∩ BrQ(x) ⊂ T(2Q). Using the above lemma,
we can prove the following weighted estimate for harmonic functions with mixed
boundary condition. Notice that N(Dv) ∈ Lq1 guarantees that Dv is an almost
everywhere defined Lq1 function on ∂Ω.
Lemma 5.4. Suppose that v satisfies (5.2). In any surface cube Q with 2Q ⊂ Q0 and
4Q ∩ Γ , ∅, for any ε′, we have∫
Q
|Dv(y)|2δ(y)1−ε′ dy .
∫
T(2Q)
|Dv(z)|2δ(z)−ε′ dz.
In this statement, the case +∞ ≤ +∞ is allowed.
Proof. We first construct a non-intersecting decomposition Q \ Γ = ⋃ jQ j, where
the surface balls {Q j} j satisfy
c′′δ(y) ≤ rQ j ≤ c′δ(y), ∀y ∈ ∂Ω, (5.4)∑
χT(2Q j) ≤ C(d,M, c′′), (5.5)
where c′ = 1/(4
√
d) and c′′ = 1/(16
√
d). This can be done by considering the usual
Whitney decomposition
⋃
jQ
′
j
of P(4Q) \ P(Γ) on the coordinate plane Rd−1, then
“lifting up” back to surface cubes by the mapΨ0. Such decomposition can also be
found in [14, Lemma 4.9].
Nowsince c′ < 1/4,we have 4Q j∩Γ = ∅, whichmeans only one type of boundary
condition is prescribed on 4Q j. Then applying Lemma 5.3, we obtain∫
Q j
NrQj
(Dv)2 ≤ Cr−1Q j
∫
T(2Q j)
|Dv|2,
whereNrQj is the truncatednon-tangentialmaximal operator defined in (5.1). Using
(5.4), the point-wise inequality |Dv(y)| ≤ NrQj (Dv)(y) for each y ∈ Q j, and δ(y) ≈
δ(z) ≈ rQ j for each y ∈ Q j and z ∈ T(2Q j), we have∫
Q j
|Dv(y)|2δ(y)1−ε′ ≤ C
∫
T(2Q j)
|Dv(z)|2δ(z)−ε′ .
The lemma is proved by simply summing over j and using (5.5). 
Now we are in the position of proving Proposition 5.2.
Proof of Proposition 5.2. We first claim that for any surface cube Qwith 4Q ⊂ Q0,(
−
∫
Q
|Dv|q
)1/q
. −
∫
4Q
N(Dv). (5.6)
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Case 1: 4Q ∩ Γ = ∅. Noting that q < (m + 2)/(m + 1) < 2, we apply Ho¨lder’s
inequality, Lemma 5.3, and a rescaled version of Corollary 4.2 with p = 2 to obtain(
−
∫
Q
|Dv|q
)1/q
.
(
−
∫
Q
NrQ (Dv)
q
)1/q
.
(
−
∫
Q
NrQ(Dv)
2
)1/2
.
(
−
∫
T(2Q)
|Dv|2
)1/2
. −
∫
T(4Q)
|Dv| . −
∫
4Q
|N(Dv)|.
Here in the first and the last inequality, we used the point-wise inequality in the
form
|Dv(y)| ≤ |NrQ(Dv(ψ0(y′), y′))| ≤ |N(Dv(ψ0(y′), y′))|, ∀y = (y1, y′) ∈ T(4Q).
Case 2: 4Q∩Γ , ∅. In this case, we estimate as follows, with p ∈ (1, 2(m+2)/(m+
1)) and ε′ to be chosen later:(
−
∫
Q
|Dv|q
)1/q
≤
(
−
∫
Q
|∇v|2δ1−ε′
)1/2( ∫
Q
δ(ε
′−1)/(2/q−1)
)1/q−1/2
(5.7)
.
(
−
∫
T(2Q)
|∇v|2δ−ε′
)1/2(
−
∫
Q
δ(ε
′−1)/(2/q−1)
)1/q−1/2
(5.8)
.
(
−
∫
T(2Q)
|∇v|p
)1/p(
−
∫
T(2Q)
δ(−ε
′) 11−2/p
)1/2−1/p(
−
∫
Q
δ(ε
′−1)/(2/q−1)
)1/q−1/2
(5.9)
. −
∫
T(4Q)
|∇v| . −
∫
4Q
N(Dv). (5.10)
Here, for the inequalities (5.7) and (5.9) we applied Ho¨lder’s inequality. In (5.8),
we applied Lemma 5.4. In order to obtain (5.10), we used Corollary 4.2. To make
sure the two integrals in (5.9) involving δ cancel, we only require that they are both
finite. For this, we fix
p =
m + 2
m + 1
+ q and ε′ = 2 − 1/q − 2/p
so that
−ε′
1 − 2/p > −2,
ε′ − 1
2/q − 1 > −1.
Nowwe reach (5.6). Note that the only difference between (5.6) and (5.3) is that we
only controlled Dv instead of N(Dv). But for harmonic functions actually they are
equivalent. For t ∈ (1/2, 2), since v ∈W1,q(∂T((1+ t)Q) and T((1+ t)Q) is a Lipschitz
domain, we can apply the classical Lq-estimate of the Dirichlet regularity problem
in [10] to obtain(
−
∫
Q
NrQ/2(Dv)
q
)1/q
.
(
−
∫
∂T(1+t)Q
|DTu|q
)1/q
.
(
−
∫
∂T(1+t)Q
|Du|q
)1/q
,
where DT is the tangential derivative, and we also used the fact that
Γβ(x) ∩ BrQ/2(x) ⊂ T(1 + t)Q, ∀x ∈ Q and t > 1/2.
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Now we can take the average for t ∈ (1/2, 2) and apply Corollary 4.2 to obtain(
−
∫
Q
NrQ/2(Dv)
q
)1/q
.
(
−
∫
T(2Q)
|Dv|q
)1/q
+
(
−
∫
2Q
|Dv|q
)1/q
.
(
−
∫
T(4Q)
|Dv|
)
+
(
−
∫
2Q
|Dv|q
)1/q
. −
∫
4Q
N(Dv) +
(
−
∫
2Q
|Dv|q
)1/q
. (5.11)
The estimate for NrQ/2(Dv) is easier. For z ∈ Ω, consider the region
Λβ(z) := {y ∈ ∂Ω : z ∈ Γβ(y)}.
Since ∂Ω is Lipschitz, for any z ∈ Γβ(x) with x ∈ Q, |z − x| ≥ rQ/2, we have
|Λβ(z) ∩ 2Q| ≥ Crd−1 ≥ C|Q|, (5.12)
where C = C(d,M) is a constant. Hence, for any x ∈ Q and z ∈ Γβ(X) ∩ BcrQ/2(x), we
have
|Dv(z)| ≤ −
∫
Λβ(z)∩2Q
N(Dv) . −
∫
2Q
N(Dv),
where in the last inequality, we used (5.12). Taking sup in z ∈ Γβ(x) ∩ BcrQ/2(x), we
obtain
N
rQ/2(Dv)(x) . −
∫
2Q
N(Dv), ∀x ∈ Q.
Now taking Lq-average for x ∈ Q, we have(
−
∫
Q
N
rQ/2(Dv)q
)1/q
. −
∫
2Q
N(Dv). (5.13)
Combining (5.11) and (5.13), then applying (5.6) with Q replaced by 2Q, we have(
−
∫
Q
N(Dv)q
)1/q
≤
(
−
∫
Q
NrQ/2(Dv)
q
)1/q
+
(
−
∫
Q
N
rQ/2(Dv)q
)1/q
. −
∫
4Q
N(Dv) +
(
−
∫
2Q
|Dv|q
)1/q
. −
∫
8Q
N(Dv).
The proposition is proved. 
5.4. Proof of Theorem 2.11. Wefirst state an interpolation result that will be useful
in our proof. It can be simply deduced from [18, Theorem 3.2]. See also Remark
3.3 in the same paper.
Theorem 5.5 ([18]). Let Q0 be a surface cube and F ∈ L1(Q0). Let p1 > 1 and f ∈ Lp2(Q0)
for some 1 < p2 < p1. Suppose that for each (dyadic) surface cube Q ⊂ 14Q0, there exist
two integrable functions FQ and RQ on Q such that |F| ≤ |FQ| + |RQ| on Q, and(
−
∫
Q
|RQ|p1
)1/p1
≤ C1
(
−
∫
16Q
|F| + sup
Q′⊃Q
−
∫
Q′
| f |
)
,
−
∫
Q
|FQ| ≤ C2 sup
Q′⊃Q
−
∫
Q′
| f |.
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Then F ∈ Lp2(1/4Q0) and(
−
∫
1/4Q0
|F|p2
)1/p2
≤ C
(
−
∫
Q0
|F| + (−
∫
Q0
| f |p2)1/p2
)
,
where C = C(d,M, p1, p2,C1,C2).
Essentially this is the boundary version of the argument used by us earlier in
Section 4.
Before giving the proof of Theorem 2.11, we first make some reduction. SinceD
is aW1,q-extensiondomain, we can extend gD ∈W1,q(D) to gD ∈W1,q(∂Ω). Also, we
can extend gN ∈ Lq(N) by zero to gN ∈ Lq(∂Ω). According to [11, Corollary 2.12], the
followingLqDirichlet regularity problemhas a unique solution for any 1 < q < 2+ε:
−∆u = 0 in Ω,
u = gD on ∂Ω,
N(Du) ∈ Lq(∂Ω),
with
‖N(Du)‖Lq(∂Ω) . ‖gD‖W1,q(∂Ω) . ‖gD‖W1,q(D).
Hence, without loss of generality, we can assume gD = 0 and gN ∈ Lq(∂Ω).
Proof of Theorem 2.11. From Lemma 5.1, we can find some q0 slightly larger than 1
and a solution to the mixed problem with gN ∈ Lq ⊂ Lq0 and gD = 0, satisfying
‖N(Du)‖Lq0 (∂Ω) . ‖gN‖Lq0 (N). (5.14)
We are left to show that this solution satisfiesN(Du) ∈ Lq for any q ∈ (1, (m+2)/(m+
1)) and
‖N(Du)‖Lq(∂Ω) . ‖gN‖Lq(N),
if we choose the parameters γ1 in the Assumptions 2.2 and 2.5 sufficiently small.
For any surface cubes Q0 and Q with 16Q ⊂ Q0, we take a cutoff function
η ∈ C∞c (16Q) with η = 1 in 8Q, and solve the following equation
∆w = 0 in Ω,
∂w
∂n = ηgN on N ,
w = 0 on D,
N(Dw) ∈ Lq0 (∂Ω).
Again by Lemma 5.1 such w exists and satisfies the following estimate(
−
∫
8Q
N(Dw)q0
)1/q0
.
(
−
∫
16Q
|gN |q0
)1/q0
.
Then v := u −w satisfies (5.2) with Q0 replaced by 8Q. Hence from Proposition 5.2
with q replaced by some q + ε ∈ (q, (m + 2)/(m + 1)), we have(
−
∫
Q
N(Dv)q+ε
)1/(q+ε)
. −
∫
8Q
N(Dv) . −
∫
8Q
N(Du) + −
∫
8Q
N(Dw)
. −
∫
8Q
N(Du) +
(
−
∫
8Q
N(Dw)q0
)1/q0
. −
∫
8Q
N(Du) +
(
−
∫
16Q
|gN |q0
)1/q0
.
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Now we apply Theorem 5.5 with
F = N(Du)q0 , FQ = 2
q0−1N(Dw)q0 , RQ = 2q0−1N(Dv)q0 ,
f = |gN |q0 , p1 = (q + ε)/q0, p2 = q/q0
to obtain N(Du) ∈ Lq(Q0/4) with(
−
∫
Q0/4
N(Du)q
)1/q
.
(
−
∫
Q0
N(Du)q0
)1/q0
+
(
−
∫
Q0
|gN |q
)1/q
.
Since the choice of the surface cubeQ0 is arbitrary, the theorem is proved by using
a covering argument, (5.14), and Ho¨lder’s inequality. 
References
[1] Oleg V. Besov, Valentin P. Il′in, and Sergey M. Nikol′skiı˘. Integral representations of functions and
imbedding theorems. Vol. II. V. H. Winston & Sons, Washington, D.C.; Halsted Press [John Wiley &
Sons], New York-Toronto, Ont.-London, 1979. Scripta Series in Mathematics, Edited by Mitchell
H. Taibleson.
[2] Russell Brown. The mixed problem for Laplace’s equation in a class of Lipschitz domains. Comm.
Partial Differential Equations, 19(7-8):1217–1233, 1994.
[3] R. M. Brown and L. D. Croyle. Estimates for the Lq-mixed problem in C1,1-domains. arXiv e-prints,
page arXiv:1902.08843, Feb 2019.
[4] L. A. Caffarelli and I. Peral. On W1,p estimates for elliptic equations in divergence form. Comm.
Pure Appl. Math., 51(1):1–21, 1998.
[5] Jongkeun Choi, Hongjie Dong, and Zongyuan Li. Optimal regularity for a Dirichlet-conormal
problem in Reifenberg flat domain. to appear inAppl. Math. Optim., https://doi.org/10.1007/s00245-
019-09600-2, arXiv:1904.00545, Mar 2019.
[6] Bjo¨rn E. J. Dahlberg and Carlos E. Kenig. Hardy spaces and the Neumann problem in Lp for
Laplace’s equation in Lipschitz domains. Ann. of Math. (2), 125(3):437–465, 1987.
[7] Martin Dindosˇ, Jill Pipher, and David Rule. Boundary value problems for second-order elliptic
operators satisfying a Carleson condition. Comm. Pure Appl. Math., 70(7):1316–1365, 2017.
[8] HongjieDong andDoyoonKim.Higher order elliptic andparabolic systemswith variably partially
BMO coefficients in regular and irregular domains. J. Funct. Anal., 261(11):3279–3327, 2011.
[9] Hongjie Dong andDoyoonKim. The conormal derivative problem for higher order elliptic systems
with irregular coefficients. In Recent advances in harmonic analysis and partial differential equations,
volume 581 of Contemp. Math., pages 69–97. Amer. Math. Soc., Providence, RI, 2012.
[10] David S. Jerison and Carlos E. Kenig. The Neumann problem on Lipschitz domains. Bull. Amer.
Math. Soc. (N.S.), 4(2):203–207, 1981.
[11] Carlos E. Kenig. Harmonic analysis techniques for second order elliptic boundary value problems, vol-
ume 83 of CBMS Regional Conference Series in Mathematics. Published for the Conference Board of
the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence,
RI, 1994.
[12] N. V. Krylov andM. V. Safonov. A property of the solutions of parabolic equationswithmeasurable
coefficients. Izv. Akad. Nauk SSSR Ser. Mat., 44(1):161–175, 239, 1980.
[13] Antoine Lemenant, Emmanouil Milakis, and Laura V. Spinolo. On the extension property of
Reifenberg-flat domains. Ann. Acad. Sci. Fenn. Math., 39(1):51–71, 2014.
[14] KatharineA.Ott andRussellM.Brown. Themixedproblem for theLaplacian in Lipschitz domains.
Potential Anal., 38(4):1333–1364, 2013.
[15] Irina Mitrea andMarius Mitrea. The Poisson problemwith mixed boundary conditions in Sobolev
and Besov spaces in non-smooth domains. Trans. Amer. Math. Soc., 359(9):4143–4182, 2007.
[16] Giuseppe Savare´. Regularity and perturbation results for mixed second order elliptic problems.
Comm. Partial Differential Equations, 22(5-6):869–899, 1997.
[17] Eliahu Shamir. Regularization of mixed second-order elliptic problems. Israel J. Math., 6:150–168,
1968.
[18] Zhongwei Shen. The Lp boundary value problems on Lipschitz domains. Adv. Math., 216(1):212–
254, 2007.
24 HONGJIE DONG AND ZONGYUAN LI
[19] J. L. Taylor, K. A. Ott, and R. M. Brown. The mixed problem in Lipschitz domains with general
decompositions of the boundary. Trans. Amer. Math. Soc., 365(6):2895–2930, 2013.
Division of Applied Mathematics, Brown University, 182 George Street, Providence, RI 02912,
USA
E-mail address: hongjie dong@brown.edu
Division of Applied Mathematics, Brown University, 182 George Street, Providence, RI 02912,
USA
E-mail address: zongyuan li@brown.edu
