A combination of Car-Parrinello molecular dynamics (CP-MD) and high-level ab initio quantum chemical calculations has been used to calculate the electronic absorption spectrum of formamide at finite temperatures. Thermally broadened spectra have been obtained by averaging over a large number of single-point multireference configuration interaction excitation energies calculated for geometries sampled from a CP-MD simulation. Electronic excitation spectra of possible contaminants ammonia and formamidic acid have also been computed. Ammonia exhibits a strong peak in the shoulder region of the experimental formamide spectrum at 6.5 eV, and formamidic acid has a strong absorption above 7.5 eV. The calculations reproduce the shape of the experimental absorption spectrum, in particular, the low-energy shoulder of the main peak, and demonstrate how finite-temperature electronic absorption spectra can be computed from first principles.
Introduction
A major goal of current research in molecular biology is the determination and understanding of protein structure. X-ray crystallography can determine protein structure at the atomic level. However, many proteins cannot be crystallized, and there may be differences between the crystal and solvated structures. These disadvantages coupled with time-resolved spectroscopy, which can monitor the evolution of protein structure, have led to continued interest in spectroscopic probes of protein structure. 1, 2 Electronic circular dichroism (CD) spectroscopy is used extensively as a measure of the helical content of proteins. Theoretical calculations of protein CD hold the key to establishing and quantifying the link between the measured spectra and the underlying structural information. To date, the most accurate theoretical calculations of protein circular dichroism spectroscopy use small amides as models of the backbone chromophore. 3 This role as a model for the repeating unit in the protein backbone has motivated many studies into the electronic structure of amides. In particular, many theoretical and experimental investigations of the excited states of formamide in the gas phase [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and in solution 4, [15] [16] [17] [18] [19] [20] [21] [22] have been reported. In addition to characterizing the spectroscopy of an important system, these studies provide a basis for improving our understanding and simulation of the spectroscopy of proteins.
In the gas phase, 13 the electronic spectrum of formamide is dominated by an intense band at 7.4 eV, often labeled the V 1 band, arising from a π nb π* (nonbonding π orbital to antibonding π* orbital) transition. At about 5.5 eV is a much weaker band arising from the nπ* (lone pair on an oxygen to an antibonding π* orbital) transition. The spectrum is also characterized by a number of sharp peaks that are attributed to Rydberg excitations. At a higher energy is the Q band that was originally assigned to a π b π* excitation, although later work has shown it to arise from a superposition of Rydberg excitations. 14 In recent years, there has been a number of theoretical studies of the excited states of formamide employing a range of methodologies. Multireference configuration interaction (MRCI) calculations were reported by Hirst et al. 10 These provided an accurate description of the Rydberg states, but the predicted π nb π* excitation energy was too high. This was attributed to Rydberg-valence mixing and was not improved significantly with the use of a larger active space. Rydbergvalence mixing occurs because the average state MRCI calculation includes a number of Rydberg states in addition to the valence nπ* and π nb π* states. The Rydberg states are optimized at the "cost" of the valence states, resulting in the valence states being too diffuse with corresponding energies that are too high. The complete active space selfconsistent field with multiconfigurational perturbation theory (CASSCF/CASPT2) study of Serrano-Andrés and Fülscher overcame this problem with a two-step procedure comprising a calculation of the Rydberg state energies followed by a subsequent calculation with the Rydberg states "deleted" to determine the valence state properties. 11 These calculations predicted a value of 7.41 eV for the π nb π* excitation energy, in agreement with experimental results.
These calculations represent each electronic transition with a single energy and oscillator strength. The direct calculation of electronic spectra represents an important challenge for theory. Broadening of the spectral lines can occur through thermal and electronic effects, resulting in the spectral bands observed in experimental results. The electronic spectrum of formamide has been simulated using a combination of molecular dynamics and quantum chemical calculations to model the thermal broadening of the spectral lines. Doltsinis and Sprik 14 used a combination of Car-Parrinello molecular dynamics (CP-MD) and time-dependent density functional theory (TDDFT) to calculate the electronic spectrum of formamide at room temperature. However, the sampling of configuration space in this study was poor, and the TDDFT Rydberg excitation energies were lacking the important Rydberg corrections. Later work 15 used classical molecular dynamics simulation with TDDFT to model the electronic spectra of a number of amides, including formamide. Both of these studies reproduced important spectral features observed in experimental results but failed to explain certain characteristics of the experimental spectra such as the lowenergy shoulder of the main peak around 7.4 eV.
In this work, we reinvestigate the excited states of formamide with MRCI. An improved description of thermal broadening is achieved by averaging over a large number of finite temperature configurations sampled from CP-MD simulations. The thermally averaged results using CP-MD will be compared in detail to those obtained using a classical force field. To partially mimic nuclear quantum effects which smear out the distribution function of the atomic nuclei, we have also carried out CP-MD simulations at increased temperatures 23, 24 and studied the effect on the absorption spectrum. Furthermore, we discuss for the first time the absorption spectra of the possible contaminants ammonia and formamidic acid.
Computational Details

CP-MD
25,26 simulations of formamide have been carried out at three different temperatures, 300, 400, and 500 K. The calculations were performed in a periodically repeated orthorhombic unit cell of size 10 × 8 × 10 Å using the BLYP exchange-correlation functional 27, 28 and a plane-wave basis truncated at 70 Ry in conjunction with TroullierMartins pseudopotentials. 29 The system was first brought to thermal equilibrium in a thermostated run over more than 2 ps using a Nosé-Hoover chain 30, 31 for each degree of freedom. In the production run of about 15 ps in length, a single Nosé-Hoover chain was used for the whole system to reproduce the canonical ensemble. The propagation of both the fictitious electronic and the nuclear degrees of freedom was carried out with a time step of 4 au; a fictitious mass of 400 au was ascribed to the former. Analogous CP-MD simulations were performed for gas-phase ammonia using the same settings as those for formamide. Merely the unit cell was changed to a simple cubic box of length 9 Å. From each production run, a set of 100 molecular structures was extracted at intervals of 1000 MD steps (roughly 100 fs).
Classical molecular dynamics simulations were performed using the CHARMM program 32 with the CHARMM22 allhydrogen parameters. 33 All simulations had a time step of 1 fs and consisted of a heating time of 6 ps in which the temperature was raised from 0 to 300 K followed by an equilibrium period of 12 ps. In the first simulation, denoted class-short, 100 structures were drawn at 20 fs intervals from a 200 ps simulation. The second set of 100 structures, denoted class-long, were taken from 10 independent 200 ps simulations at 2 ps intervals. These classical simulations are described in more detail elsewhere. 15 We would like to emphasize at this point that we obtain thermally broadened electronic excitation spectra by averaging over 100 vertical excitation spectra calculated at the different geometries sampled from a ground-state trajectory. A full quantum-mechanical treatment would also require calculation of the overlap between the nuclear wave functions of the ground state and all excited states. However, this is currently unfeasible for the large number of electronic states and structures considered here.
Excited-state calculations were performed using the MOL-PRO suite of programs. 34 Reference orbitals for the MRCI calculations were obtained from state averaged multiconfigurational self-consistent field calculations (MCSCF). The MP2/6-31+G** equilibrium geometry with C s symmetry from an earlier study 10 was used. The (9,0;16,6) active space comprising nine a′ and zero a′′ closed orbitals with seven a′ and six a′′ active orbitals was chosen. The active a′ orbitals include the n, 3s, 3p x , 3p y , 3d xy , 3d x 2 -y 2 , and 3d z 2 orbitals, while the active a′′ orbitals are the π b , π nb , π*, 3p z , 3d xz , and 3d yz orbitals (with formamide in the xy plane). In the MRCI calculations, 10 A′ states and nine A′′ states were calculated using the projection procedure introduced by Knowles and Werner. 35 However, these calculations give poor excitation energies and properties for the nπ* and π nb3s states. The source of this problem lies with the MCSCF reference calculation, which predicts the nπ* state to lie above the π nb 3s state. To obtain accurate values for these states, a second state averaged MRCI calculation over the two lowest A′′ states was performed. The d-aug-cc-pVDZ and d-aug-cc-pVTZ basis sets [36] [37] [38] were used for these calculations. Structures drawn from molecular dynamics simulations have C 1 symmetry. For these calculations, the projection procedure was employed to determine the lowest 20 states. Again, the poor MCSCF reference led to problems for the nπ* and π nb 3s states. The excitation energies and transition dipole moments for the nπ*, π nb 3s, and n3s states were taken from separate state averaged MRCI calculations over the four lowest states. All calculations used the d-augcc-pVDZ basis set.
In addition to formamide, calculations have also been performed to assess the effect of likely contaminants on the absorption spectrum. The excited states of formamidic acid have been computed at the ground-state equilibrium MP2/ 6-31+G** structure with C s symmetry. A similar protocol to formamide was used, with the (9,0;16,6) active space and d-aug-cc-pVDZ basis set. For formamidic acid, averaging over structural snapshots drawn from MD simulations was not performed and a spectrum was generated by representing transitions with a Gaussian function with a bandwidth of 0.2 eV to mimic the thermal broadening. Ammonia was also studied at the MRCI/d-aug-cc-pVDZ level. An active space of (2;10) was chosen and the lowest five states computed using the projection procedure. The electronic absorption spectrum was generated on the basis of 100 snapshots drawn from the CP-MD simulation. Table 1 shows the computed excitation energies and permanent and transition dipole moments for the equilibrium (C s ) structure computed with the d-aug-cc-pVDZ basis set. The main focus of studies of amide excited states is the π nb π* state because this transition dominates the electronic absorption and CD spectra. The calculations predict an excitation energy of 7.33 eV. This lies close to the value from the experiment of 7.4 eV. Previous studies have shown accurate calculation of this excited state to be problematic because of Rydberg-valence mixing. 10, 11 Our calculations differ from this previous work because a much larger basis set is used.
Results and Discussion
In particular, the d-aug-cc-pVDZ contains a number of diffuse basis functions that are appropriate for describing Rydberg states. This indicates that the Rydberg-valence mixing and associated poor description of the π nb π* excited state is an artifact of the small basis set. This is reasonable because a large basis set should be sufficiently flexible to describe both Rydberg and valence states and, in conjunction with MRCI with a large active space, should be accurate. The calculations predict π nb π* to be the most intense, although the computed oscillator strength is less than the estimated experimental value in solution. 11 The other important valence state is the nπ* state. This state is weak and difficult to characterize in experiments. The predicted excitation energy of 5.76 eV is in agreement with experimental and previous calculations. 11, 19 Most of the intensities for the remaining Rydberg states are low. The exceptions are the π nb 3s and n3p states on the low-energy side of the π nb π* state and n3p, π nb 3p, and n3d excitations on the high-energy side. Table 2 shows results for the larger d-aug-cc-pVTZ basis set. There is little change in the calculated excitation energies. However, for some of the higherlying Rydberg states, there are some significant changes in the computed dipole moments. This indicates that there are not sufficient basis functions in the smaller basis set to describe these states. Overall, there is good agreement between the absorption spectra predicted with the two basis sets, and the smaller d-aug-cc-pVDZ basis set is used in subsequent calculations. Figure 1 shows the computed spectra based on CP-MD simulations at 300, 400, and 500 K with the experimental spectrum reported by Gingell et al. 13 shown in bold. At 300 K, the spectrum generally has the correct shape with an intense band at the correct energy arising predominantly from the π nb π* transition. The calculated spectrum also shows the formation of a shoulder between 6 and 7 eV comprising π3s and n3p transitions. Although, the bands arising from these excitations are distinct and have not merged. On the highenergy side of the π nb π* band, there is little evidence of the sharp Rydberg bands observed in experimental results. The calculations only include the lowest 20 states, so there is no attempt to describe the spectrum above 8.5 eV. However, the main deficiency in the computed spectrum is that the π nb π* band is too narrow. At the higher temperatures, there is significant further broadening on the π nb π* band. At 500 K, there is reasonable agreement between the calculated and experimental spectra. Furthermore, the π3s and n3p bands merge, producing a broad shoulder on the low-energy side of the π nb π* band. On the high-energy side of the π nb π* band, the sharp bands corresponding to Rydberg excitations can be distinguished. We should bear in mind, at this point, that in the CP-MD simulations the atomic nuclei are treated as classical particles. Compared to a full quantum-mechanical description, the thermal distribution of classical nuclei is too narrow. However, it has been demonstrated previously 23, 24 that nuclear quantum fluctuations can be emulated very well by CP-MD simulations at a higher temperature. It is not clear a priori, though, how to map the temperature of a classical simulation onto the real (quantum) temperature. Our observation that the classical simulation at 500 K yields closer agreement with experimental results than the lower temperature simulations seems to indicate that the 500 K run gives the best description of experimental conditions at 300 K. Figure 2 shows spectra computed from classical and CP-MD simulations at 300 K. The classical-short spectrum can be compared directly to the CP-MD spectrum because the structural sampling is the same. The general shape of the spectra are similar with the features evident in the CP-MD spectrum also present in those from the classical simulation. The π nb π* band is slightly lower in energy and is also broader. There is also some further broadening in the spectrum from the longer simulation. Analysis of the MD trajectories shows that there are some significant differences in the structural parameters between the CP-MD and classical simulations. In particular, the C-N bond length is significantly shorter in the classical MD simulation. However, the prediction of the gross features of the spectrum appear not very sensitive to the quality of the simulation. Table 3 shows the ensemble average predictions of the nπ* and π nb π* excitation energies. These predicted excitation energies are sensitive to the simulation, with some significant differences arising between classical and CP-MD simulations. For all simulations, there is a decrease in the excitation energy compared to the values at the planar minimum energy structure. This has been attributed to the structure of the excited-state being nonplanar. Consequently, the nonplanar structures drawn from the simulation will tend to stabilize the excited state relative to the ground-state, resulting in a red shift. 15 However, this red shift is smaller than the typical values reported in earlier work. Formamidic acid is formed by a proton transfer from the NH 2 group to the CdO group. In the gas phase, the barrier for this process is very large, but it is lowered significantly by hydrogen bonding. 39 Because formamidic acid is a possible contaminant, we have also computed its electronic spectrum to determine whether it accounts for remaining deficiencies in the computed spectrum. Table 4 shows the properties of the computed excited states. The calculations show that formamidic acid has a number of intense transitions, in particular, for the π nb π* and π nb 3p states. The π nb π* transition is blue-shifted by 0.41 eV. A much larger change is observed for the 1A′′ state, which is calculated to lie at 6.77 eV compared to 5.76 eV for formamide. This state is also labeled nπ*; however, the lone pair orbital is now associated with the nitrogen atom. Like formamide, there are also a number of additional Rydberg states with significant oscillator strengths. Figure 3 shows the electronic spectrum for formamidic acid. The spectrum indicates that formamidic acid would make little contribution to the spectrum on the low-energy side of the formamide π nb π* band. However, formamidic acid does have intense transitions on the high-energy side of the formamide π nb π* band.
It is interesting to note that the electronic spectrum of formamide in solution does show an intense band above 7.8 eV 5 . This band is not accounted for by condensed-phase ab initio calculations of formamide. 19, 20 Formamidic acid is more likely to be present in solution and may provide a possible explanation for this band.
Ammonia is another contaminant that is likely to be present. Figure 3 shows a simulated 300 K spectrum for ammonia at low energies. This spectrum is based on MRCI/ d-aug-cc-pVDZ on the 100 snapshots drawn from a CP-MD simulation. The spectrum shows that ammonia has an intense transition in the 5.5-7 eV region of the spectrum. This coincides with the low-energy shoulder of the π nb π* band of formamide. In the experiment, 13 the effects of ammonia contamination were removed; however, it is likely that some residual effects remain. Another possible contaminant is dimers of formamide. Calculation of the excited states of a formamide dimer at the MRCI level (even with C 2h symmetry) with a suitable basis set and active space is currently beyond our computational resources. 
