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PROMOTION OPERATOR ON RIGGED CONFIGURATIONS OF TYPE A
ANNE SCHILLING AND QIANG WANG
ABSTRACT. In [14], the analogue of the promotion operator on crystals of type A under
a generalization of the bijection of Kerov, Kirillov and Reshetikhin between crystals (or
Littlewood–Richardson tableaux) and rigged configurations was proposed. In this paper,
we give a proof of this conjecture. This shows in particular that the bijection between
tensor products of type A(1)n crystals and (unrestricted) rigged configurations is an affine
crystal isomorphism.
1. INTRODUCTION
Rigged configurations appear in the Bethe Ansatz study of exactly solvable lattice mod-
els as combinatorial objects to index the solutions of the Bethe equations [5, 6]. Based on
work by Kerov, Kirillov and Reshetikhin [5, 6], it was shown in [7] that there is a statistic
preserving bijectionΦ between Littlewood-Richardson tableaux and rigged configurations.
The description of the bijection Φ is based on a quite technical recursive algorithm.
Littlewood-Richardson tableaux can be viewed as highest weight crystal elements in a
tensor product of Kirillov–Reshetikhin (KR) crystals of type A(1)n . KR crystals are affine
finite-dimensional crystals corresponding to affine Kac–Moody algebras, in the setting
of [7] of type A(1)n . The highest weight condition is with respect to the finite subalge-
bra An. The bijection Φ can be generalized by dropping the highest weight requirement
on the elements in the KR crystals [1], yielding the set of crystal paths P . On the corre-
sponding set of unrestricted rigged configurations RC, the An crystal structure is known
explicitly [14]. One of the remaining open questions is to define the full affine crystal struc-
ture on the level of rigged configurations. Given the affine crystal structure on both sides,
the bijectionΦ has a much more conceptual interpretation as an affine crystal isomorphism.
In type A(1)n , the affine crystal structure can be defined using the promotion operator pr,
which corresponds to the Dynkin diagram automorphism mapping node i to i+ 1 modulo
n+1. On crystals, the promotion operator is defined using jeu-de-taquin [15, 17]. In [14],
one of the authors proposed an algorithm pr on RC and conjectured [14, Conjecture 4.12]
that pr corresponds to the promotion operator pr under the bijection Φ. Several necessary
conditions of promotion operators were established and it was shown that in special cases
pr is the correct promotion operator.
In this paper, we show in general that Φ ◦ pr ◦ Φ−1 = pr (i.e., Φ is the intertwiner
between pr and pr):
P
Φ
−−−−→ RC
pr
y
ypr
P −−−−→
Φ
RC.
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Thus pr is indeed the promotion on RC and Φ is an affine crystal isomorphism.
Another reformulation of the bijection from tensor products of crystals to rigged con-
figurations in terms of the energy function of affine crystals and the inverse scattering
formalism for the periodic box ball systems was given in [8, 9, 11, 12, 13].
This paper is organized as follows. In Section 2, we review the definitions of crys-
tal paths and rigged configurations, and state the main results of this paper. Theorem 2.38
shows that pr is the analogue of the promotion operator on rigged configurations and Corol-
lary 2.39 states that Φ is an affine crystal isomorphism. In Section 3, we explain the outline
of the proof and provide a running example demonstrating the main ideas. Sections 4 to 9
contain the proofs of the results stated in the outline. Further technical results are delegated
to the appendix.
Acknowledgements. We would like to thank Nicolas Thie´ry for his support with MuPAD-
Combinat [4] and Sage-Combinat [10]. An extended abstract of this paper appeared in the
FPSAC 2009 proceedings [18].
2. PRELIMINARIES AND THE MAIN RESULT
In this section we set up the definitions and state the main results of this paper in Theo-
rem 2.38 and Corollary 2.39. Most definitions follow [1, 7, 14].
Throughout this paper the positive integer n stands for the rank of the Lie algebra An.
Let I = [n] be the index set of the Dynkin diagram of type An. Let H = I × Z>0 and
define B to be a finite sequence of pairs of positive integers
B = ((r1, s1), . . . , (rK , sK))
with (ri, si) ∈ H and 1 ≤ i ≤ K .
B represents a sequence of rectangles where the i-th rectangle is of height ri and width
si. We sometimes use the phrase “leftmost rectangle” (resp.“rightmost rectangle”) to mean
the first (resp. last) pair in the list. We use Bi = (ri, si) as the i-th pair in B.
Given a sequence of rectanglesB, we will use the following operations for successively
removing boxes from it. In the following subsections, we define the set of paths P(B) and
rigged configurations RC(B), and discuss the analogous operations defined on P(B) and
RC(B). They are used to define the bijection Φ between P(B) and RC(B) recursively.
The proof of Theorem 2.38 exploits this recursion.
Definition 2.1. [1, Section 4.1,4.2].
(1) If B = ((1, 1), B′), let lh(B) = B′. This operation is called left-hat.
(2) If B = ((r, s), B′) with s ≥ 1, let ls(B) = ((r, 1), (r, s− 1), B′). This operation
is called left-split. Note that when s = 1, ls is just the identity map.
(3) If B = ((r, 1), B′) with r ≥ 2, let lb(B) = ((1, 1), (r− 1, 1), B′). This operation
is called box-split.
2.1. Inhomogeneous lattice paths. Next we define inhomogeneous lattice paths and present
the analogues of the left-hat, left-split, box-split operations on paths.
Definition 2.2. Given (r, s) ∈ H, define Pn(r, s) to be the set of semi-standard Young
tableaux of (rectangular) shape (sr) over the alphabet {1, 2, . . . , n+ 1}.
Recall that for each semi-standard Young tableau t, we can associate a weight wt(t) =
(λ1, λ2, . . . , λn+1) in the ambient weight lattice, where λi is the number of times that i
appears in t. Moreover, Pn(r, s) is endowed with a type An-crystal structure, with the
Kashiwara operator ea, fa for 1 ≤ a ≤ n defined by the signature rule. For a detailed
discussion see for example [3, Chapters 7 and 8].
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Definition 2.3. Given a sequence B as defined above,
Pn(B) = Pn(r1, s1)⊗ · · · ⊗ Pn(rK , sK).
As a set Pn(B) is a sequence of rectangular semi-standard Young tableaux. It is also
endowed with a crystal structure through the tensor product rule. The Kashiwara operators
ea, fa for 1 ≤ a ≤ n naturally extend from semi-standard tableaux to a list of tableaux
using the signature rule. Note that in this paper we use the opposite of Kashiwara’s tensor
product convention, that is, all tensor products are reverted. For b1⊗b2⊗· · ·⊗bK ∈ Pn(B),
wt(b1 ⊗ b2 ⊗ · · · ⊗ bK) = wt(b1) + wt(b2) + · · · + wt(bK). For further details see for
example [1, Section 2].
Definition 2.4. Let λ = (λ1, λ2, . . . , λn+1) be a list of non-negative integers. Define
Pn(B, λ) = {p ∈ Pn(B) | wt(p) = λ}.
Example 2.5. Let B = ((2, 2), (1, 2), (3, 1)). Then
p = 1 2
2 3
⊗ 1 2 ⊗
1
2
4
is an element of P3(B) and wt(p) = (3, 4, 1, 1).
We often omit the subscript n, writing P instead of Pn, when n is irrelevant or clear
from the discussion.
Definition 2.6. Let λ = (λ1, λ2, . . . , λn+1) be a partition. Define the set of highest weight
paths as
Pn(B, λ) = {p ∈ Pn(B, λ) | ei(p) = ∅ for i = 1, 2, . . . , n}.
We often refer to a rectangular tableau just as a “rectangle” when there is no ambiguity.
For example, the leftmost rectangle in p of the above example is the tableau
1 2
2 3
.
For any p ∈ P(B), the row word (respectively column word) of p, row(p) (respec-
tively col(p)), is the concatenation of the row (column) words of each rectangle in p from
left to right.
Example 2.7. The row word of the p of Example 2.5 is row(p) = row( 1 2
2 3
)·row( 1 2 )·
row(
1
2
4
) = 2312 · 12 · 421 = 231212421, and similarly the column word is col(p) =
213212421.
Definition 2.8. We say p ∈ P(B) and q ∈ P(B′) are Knuth equivalent, denoted by
p ≡K q, if their row words (and hence their column words) are Knuth equivalent.
Example 2.9. Let B′ = ((2, 2), (3, 1), (1, 2)), and
q = 1 2
2 3
⊗
1
2
4
⊗ 1 2 ∈ P(B′)
then p ≡K q.
4 A. SCHILLING AND Q. WANG
The following maps on P(B) are the counterparts of the maps lh, lb and ls defined on
B. By abuse of notation, we use the same symbols as on rectangles.
Definition 2.10. [1, Sections 4.1,4.2].
(1) Let b = c⊗ b′ ∈ P((1, 1), B′). Then lh(b) = b′ ∈ P(B′).
(2) Let b = c ⊗ b′ ∈ P((r, s), B′), where c = c1c2 · · · cs and ci denotes the i-th
column of c. Then ls(b) = c1 ⊗ c2 · · · cs ⊗ b′.
(3) Let b =
b1
b2
.
.
.
br
⊗ b′ ∈ P((r, 1), B′), where b1 < · · · < br. Then
lb(b) = br ⊗
b1
.
.
.
br−1
⊗ b′.
2.2. Rigged configurations. A general definition of rigged configuration of arbitrary types
can be found in [14, Section 3.1]. Here we are only concerned with type An rigged con-
figurations and review their definition.
Given a sequence of rectangles B, following the convention of [14] we denote the mul-
tiplicity of a given (a, i) ∈ H in B by setting L(a)i = #{(r, s) ∈ B | r = a, s = i}.
The (highest-weight) rigged configurations are indexed by a sequence of rectangles B
and a dominant weight Λ. The sequence of partitions ν = {ν(a) | a ∈ I} is a (B,Λ)-
configuration if
(2.1)
∑
(a,i)∈H
im
(a)
i αa =
∑
(a,i)∈H
iL
(a)
i Λa − Λ,
where m(a)i is the number of parts of length i in partition ν(a), αa is the a-th simple root
and Λa is the a-th fundamental weight. Denote the set of all (B,Λ)-configurations by
C(B,Λ). The vacancy number of a configuration is defined as
p
(a)
i =
∑
j≥1
min(i, j)L
(a)
j −
∑
(b,j)∈H
(αa|αb)min(i, j)m
(b)
j .
Here (·|·) is the normalized invariant form on the weight lattice P such that Aab = (αa|αb)
is the Cartan matrix (of type An in our case). The (B,Λ)-configuration ν is admissible if
p
(a)
i ≥ 0 for all (a, i) ∈ H, and the set of admissible (B,Λ)-configurations is denoted by
C(B,Λ).
A partition p can be viewed as a linear ordering (p,≻) of a finite multiset of positive
integers, referred to as parts, where parts of different lengths are ordered by their value,
and parts of the same length are given an arbitrary ordering. Implicitly, when we draw a
Young diagram of p, we are giving such an ordering. Once≻ is specified, ≺, , and  are
defined accordingly.
A labelling of a partition p is then a map J : (p,≻)→ Z≥0 satisfying that if i, j ∈ p are
of the same value and i ≻ j, then J(i) ≥ J(j) as integers. A pair (x, J(x)) is referred to
as a string, the part x is referred to as the size or length of the string and J(x) as its label.
Remark 2.11. The linear ordering ≻ on parts of a partition p can be naturally viewed as
an linear ordering on the corresponding strings. It is directly from its definition that ≻ is a
finer ordering than > that compares the size (non-negative integer) of the strings. Another
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important distinction is that > can be used to compare strings from possibly different
partitions.
Given two strings s and t, the meaning of equality = is clear from the context in most
cases. For example, if s and t are strings from different partitions, then s = t means that
they are of the same size; s = t− 1 means that the length of s is 1 shorter than that of t. In
the case that s and t are from the same partition and ambiguity may arise, we reserve s = t
to mean s and t are the same string and explicitly write |s| = |t| to mean that s and t are
of the same length but possibly distinct strings.
A rigging J of an (admissible) (B,Λ)-configuration ν = (ν(1), . . . , ν(n)) is a sequence
of maps J = (J (a)), each J (a) is a labelling of the partition ν(a) with the extra requirement
that for any part i ∈ ν(a)
0 ≤ J (a)(i) ≤ p
(a)
i .
For each string (i, J (a)(i)), the difference cJ (a)(i) = p(a)i − J (a)(i) is referred to as the
colabel of the string. cJ = (cJ (a)) as a sequence of maps defined above is referred to as
the corigging of ν. A string is said to be singular if its colabel is 0.
Definition 2.12. The pair rc = (ν, J) described above is called a (restricted-)rigged con-
figuration. The set of all rigged (B,Λ)-configurations is denoted by RCn(B,Λ). In
addition, define RC(B) =
⋃
Λ∈P+ RC(B,Λ), where P+ is the set of dominant weights.
Remark 2.13. Since J and cJ uniquely determine each other, a rigged configuration rc
can be represented either by (ν, J) or by (ν, cJ). In particular, if x is a part of ν(a)
then (x, J (a)(x)) and (x, cJ (a)(x)) refer to the same string. We will use these two rep-
resentations interchangeably depending on which one is more convenient for the ongoing
discussion. Nevertheless, in the later part of this paper, when we say that a string is un-
changed/preserved under some construction, we mean the length and the label of the string
being preserved, the colabel may change due to the change of the vacancy number resulted
from the construction.
Equation (2.1) provides an obvious way of defining a weight function on RC(B).
Namely, for rc ∈ RC(B)
(2.2) wt(rc) =
∑
(a,i)∈H
iL
(a)
i Λa −
∑
(a,i)∈H
im
(a)
i αa.
Remark 2.14. When working with rigged configurations, it is often convenient to take
the fundamental weights as basis for the weight space. On the other hand, when working
with lattice paths we often use the ambient weight space Zn+1. Conceptually, this dis-
tinction is not necessary, as weights can be considered as abstract vectors in the weight
space. One can convert from one representation to the other by identifying the fundamen-
tal weight Λi with (1i, 0n+1−i) as ambient weight. However, there is a subtlety in this
conversion resulted from the fact that the weights are not uniquely represented by ambient
weights. For example, (0n+1) and (1n+1) represent the same vector in An weight space.
See Remark 2.23 for the conversion we use in this paper.
Remark 2.15. From the above definition, it is clear that RC(B) is not sensitive to the
ordering of the rectangles in B.
Definition 2.16. [14, Section 3.2] Let B be a sequence of rectangles. Define the set of
unrestricted rigged configurations RC(B) as the closure of RC(B) under the operators
fa, ea for a ∈ I , with fa, ea given by:
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(1) Define ea(ν, J) by removing a box from a string of length k in (ν, J)(a) leaving
all colabels fixed and increasing the new label by one. Here k is the length of the
string with the smallest negative label of smallest length. If no such string exists,
ea(ν, J) is undefined.
(2) Define fa(ν, J) by adding a box to a string of length k in (ν, J)(a) leaving all
colabels fixed and decreasing the new label by one. Here k is the length of the
string with the smallest non positive label of largest length. If no such string exists,
add a new string of length one and label -1. If the result is not a valid unrestricted
rigged configuration fa(ν, J) is undefined.
The weight function (2.2) defined on RC(B) extends to RC(B) without change.
As their names suggest, fa and ea are indeed the Kashiwara operators with respect to
the weight function above, and define a crystal structure on RC(B). This was proved
in [14].
From the definition of fa, it is clear that the labels of parts in an unrestricted rigged
configuration may be negative. It is natural to ask what shapes and labels can appear in
an unrestricted rigged configuration. There is an explicit characterization of RC(B) which
answers this question [1, Section 3]. The statement is not directly used in our proof, so we
will just give a rough outline and leave the interested reader to the original paper for further
details: In the definition ofRC(B), we required that the vacancy number associated to each
part is non-negative. We dropped this requirement for RC(B). Yet the vacancy numbers
in RC(B) still serve as the upper bound of the labels, much like the role a vacancy number
plays for a restricted rigged configuration. For restricted rigged configurations, the lower
bound for the label of a part is uniformly 0. For unrestricted rigged configurations, this is
not the case. The characterization gives a way on how to find lower bound for each part.
Remark 2.17. By Remark 2.15 and Definition 2.16, it is clear that RC(B) is not sensitive
to the ordering of the rectangles in B.
Example 2.18. Here is an example on how we normally visualize a restricted/unrestricted
rigged configuration. Let B = ((2, 2), (1, 2), (3, 1)). Then
rc = − 1 1 − 1
is an element of RC(B,−Λ1 + 3Λ2).
In this example, the sequence of partitions ν is ((2),(1),(1)). The number that follows
each part is the label assigned to this part by J . The vacancy numbers associated to these
parts are p(1)2 = −1, p
(2)
1 = 1, and p
(3)
1 = 0. Note that the labels are all less than or equal to
the corresponding vacancy number. In the case that they are equal, e.g. for the parts in ν(1)
and ν(2), those parts are called singular as in the case of restricted rigged configuration. In
this example rc ∈ RC \ RC.
The following maps on RC(B) are the counterparts of lh, lb and ls maps defined on B.
Definition 2.19. [1, Section 4.1,4.2] .
(1) Let rc = (ν, J) ∈ RC(B). Then lh(rc) ∈ RC(lh(B)) is defined as follows: First
set ℓ(0) = 1 and then repeat the following process for a = 1, 2, . . . , n− 1 or until
stopped. Find the smallest index i ≥ ℓ(a−1) such that J (a)(i) is singular. If no
such i exists, set rk(ν, J) = a and stop. Otherwise set ℓ(a) = i and continue with
a+ 1. Set all undefined ℓ(a) to ∞.
The new rigged configuration (ν˜, J˜) = lh(ν, J) is obtained by removing a box
from the selected strings and making the new strings singular again.
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(2) Let rc = (ν, J) ∈ RC(B). Then ls(rc) ∈ RC(ls(B)) is the same as (ν, J). Note
however that some vacancy numbers change.
(3) Let rc = (ν, J) ∈ RC(B) with B = ((r, 1), B′). Then lb(rc) ∈ RC(lb(B)) is
defined by adding singular strings of length 1 to (ν, J)(a) for 1 ≤ a < r. Note
that the vacancy numbers remain unchanged under lb.
Remark 2.20. Although RC(B) does not depend on the ordering of the rectangles in B
(see Remark 2.17), it is clear that the above maps depend on the ordering in B.
In what follows, it is often easier to work with the inverses of the above maps lh, ls and
lb maps. In the following we give explicit descriptions of these inverses. One can easily
check that they are really inverses as their name suggests. See also [7].
Definition 2.21. .
(1) Let rc ∈ RC(B, λ) for some weight λ, and let r ∈ [n+1]. The map lh−1 takes rc
and r as input, and returns rc′ ∈ RC(lh−1(B), λ+ǫr) by the following algorithm:
Let d(j) =∞ for j ≥ r. For k = r−1, . . . , 1 select the≻-maximal singular string
in rc(k) of length d(k) (possibly of zero length) such that d(k) ≤ d(k+1). Then rc′
is obtained from rc by adding a box to each of the selected strings, making them
singular again, and leaving all other strings unchanged.
We denote the sequence of strings in rc selected in the above algorithm by
Dr = (D
(n), . . . , D(1)).
It is called the lh−1-sequence of rc with respect to r. For simplicity for future
discussions, we append D(0) = (0, 0) to the end of the sequence.
In light of Remark 2.11, we write D(k) ≤ D(k+1) and say that Dr is a weakly
decreasing sequence.
(2) Let rc = (ν, J) ∈ RC(B) where B = ((r, 1), (r, s), B′). Then ls−1(rc) ∈
RC(ls−1(B)) is the same as (ν, J).
Note that due to the change of the sequence of rectangles, the vacancy num-
bers for parts in ν(r) of size less than s + 1 all decrease by 1, so the cola-
bels of these parts decrease accordingly. Thus ls−1 is only defined on rc ∈
RC((r, 1), (r, s), B′) such that the colabels of parts in rc(k) of size less than s+1
is ≥ 1. All rcs that satisfy the above conditions form Dom(ls−1).
(3) Let rc ∈ RC(B) whereB = ((1, 1), (r−1, 1), B′). Then lb−1(rc) ∈ RC(lb−1(B))
is defined by removing singular strings of length 1 from rc(a) for 1 ≤ a < r, the
labels of all unchanged parts are preserved.
Note that the vacancy numbers remain unchanged under lb−1. As a result the
colabels of all unchanged parts are preserved.
The collection of all rc ∈ RC((1, 1), (r−1, 1), B′) such that there is a singular
part of size 1 in rc(a) for 1 ≤ a < r forms Dom(lb−1).
2.3. The bijection between P(B) and RC(B). The map Φ : P(B, λ) → RC(B, λ) is
defined recursively by various commutative diagrams. Note that it is possible to go from
B = ((r1, s1), (r2, s2), . . . , (rK , sK)) to the empty crystal via successive application of
lh, ls and lb. For further details see [1, Section 4].
Definition 2.22. Define the map Φ : P(B, λ)→ RC(B, λ) such that the empty path maps
to the empty rigged configuration and such that the following conditions hold:
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(1) Suppose B = ((1, 1), B′). Then the following diagram commutes:
P(B, λ)
Φ
−−−−→ RC(B, λ)
lh
y
ylh⋃
µ∈λ−
P(lh(B), µ) −−−−→
Φ
⋃
µ∈λ−
RC(lh(B), µ)
where λ− is the set of all non-negative tuples obtained from λ by decreasing one
part.
(2) Suppose B = ((r, s), B′) with s ≥ 2. Then the following diagram commutes:
P(B, λ)
Φ
−−−−→ RC(B, λ)
ls
y
yls
P(ls(B), λ) −−−−→
Φ
RC(ls(B), λ).
(3) Suppose B = ((r, 1), B′) with r ≥ 2. Then the following diagram commutes:
P(B, λ)
Φ
−−−−→ RC(B, λ)
lb
y
ylb
P(lb(B), λ) −−−−→
Φ
RC(lb(B), λ).
Remark 2.23. By definition, Φ preserves weight. As pointed out in Remark 2.14, the
ambient weight representation is not unique. Yet for p ∈ P(B), wt(p) is the content
of p, which provides a “canonical” ambient weight representation. Passing through Φ,
on RC(B) side this provides a “canonical” conversion between fundamental weight and
ambient weight. In particular, when we say rc ∈ RC has canonical ambient weight
λ = (λ1, . . . , λn+1) we mean that λ is the content of Φ−1(rc). Equivalently, we are
requiring that the sum of λ is the same as the total area of B
n+1∑
i=1
λi =
∑
(r,s)∈B
r × s.
2.4. Promotion operators. The promotion operator pr on Pn(B) is defined in [17, page
164]. For the purpose of our proof, we will phrase it as a composition of one lifting
operator and then several sliding operators defined on Pn(B).
Definition 2.24. The lifting operator l on Pn(B) lifts p ∈ Pn(B) to l(p) ∈ Pn+1(B) by
adding 1 to each box in each rectangle of p.
Definition 2.25. Given p ∈ Pn+1(B), the sliding operator ρ is defined as the following
algorithm: Find in p the rightmost rectangle that contains n+2, remove one appearance of
n+ 2, apply jeu-de-taquin on this rectangle to move the empty box to the opposite corner,
fill in 1 in this empty box. If no rectangle contains n+ 2, then ρ is the identity map.
The application of jeu-de-taquin on a tableau S described above naturally defines a
sliding route on S, which is just the path along which the empty box travels from lower
right corner to upper left corner.
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Example 2.26. Let S =
1 2 2 3
2 3 5 5
4 4 6 6
5 6 7
. After sliding lower right outside corner to the upper
left inside corner, we obtain ρ(S) =
1 2 3
2 2 3 5
4 4 5 6
5 6 6 7
. The sliding route of S is
((4, 3), (3, 3), (2, 3), (2, 2), (1, 2), (1, 1)).
Definition 2.27. For p ∈ Pn(B), define the promotion operator
pr(p) = ρm ◦ l(p)
where m is the total number of n+ 2 in p.
The proposed promotion operator pr on RCn(B) is defined in [14, Definition 4.8]. To
draw the parallel with pr we will phrase it as a composition of one lifting operator and then
several sliding operators defined on RC(B).
Definition 2.28. The lifting operator l on RCn(B, λ) lifts rc = (ν, J) ∈ RCn(B, λ) to
l(rc) ∈ RCn+1(B, λˆ) by setting l(rc) = fλ11 f
λ2
2 · · · f
λn+1
n+1 (rc), where λ = (λ1, . . . , λn+1)
is the canonical ambient weight of rc (see Remark 2.23) and λˆ = (0, λ1, . . . , λn+1) is the
canonical ambient weight of l(rc). Notice that we use the fact that RCn(B) is naturally
embedded in RCn+1(B) by simply treating the (n+ 1)-st partition ν(n+1) to be ∅.
Definition 2.29. Given rc ∈ RCn+1(B), the sliding operator ρ is defined by the following
algorithm: Find the≻-minimal singular string in rc(n+1). Let the length be ℓ(n+1). Repeat-
edly find the ≻-minimal singular string in rc(k) of length ℓ(k) ≥ ℓ(k+1) for all 1 ≤ k < n.
Shorten the selected strings by one and make them singular again.
If the ≻-minimal singular string in rc(n+1) does not exist, then ρ is the identity map.
Let I = (I(n+1), . . . , I(1), I(0)), where for k = n + 1, . . . , 1 the entry I(k) is just
the string chosen from rc(k) in the above algorithm, and I(0) = (∞, 0). We call I the
ρ-sequence of rc. We say ρ is not well-defined on rc if the ≻-minimal singular string in
rc(n+1) exists but the ρ-sequence can not be constructed following above algorithm (see
Example 2.32 for what could go wrong).
In light of Remark 2.11, we write I(k) ≥ I(k+1) and say that I is a weakly increasing
sequence.
We note here that the above definition of ρ is a reformulation of [14, Definition 4.8].
Definition 2.30. Define
pr(rc) = ρm ◦ l(rc)
where m is the number of boxes in rc(n+1).
Remark 2.31. It is an easy matter to show that l = Φ ◦ l ◦ Φ−1. Indeed, we could have
defined l(p) = fλ11 f
λ2
2 · · · f
λn+1
n+1 (p), where λ = (λ1, λ2, . . . , λn+1) is the weight of p.
Since it was shown in [14] that Φ is an An-crystal isomorphism, the statement follows.
There is a question in Definition 2.27 on whether a sequence of m ρ operators can
always be applied. The same question about ρ can be asked for Definition 2.30. The
following are examples on how things could go wrong:
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Example 2.32. Let
p = 1 1
4 4
∈ P3(2, 2).
If we try to construct ρ(p), we realize that after removing a copy of 4 and move the empty
box to the upper left corner we obtain 1
1 4
, and filling the empty box with 1 will violate
the column-strictness of semi-standard Young tableaux.
On the RC side, let
rc = ∅ 0 0 ∈ RC3(2, 2).
We see that ρ(rc) is not well-defined.
Therefore, ρ and ρ are partial functions on Pn+1 and RCn+1. This, however, will not
cause problems in our discussion because of the following two remarks.
Remark 2.33. ρ is well-defined on ρk(Img(l)) for any k. This follows from the well-
known fact that if T is a semi-standard rectangular tableau, and if we remove all cells that
contain the largest number (which is a horizontal strip in the last row) and apply jeu-de-
taquin to move these empty cells to the upper left corner, then these empty cells form a
horizontal strip.
ρ is well-defined on ρk(Img(l)) for any k. This is implied by [14, Lemma 4.10].
Thus we could have just restricted the domain of ρ to:
Definition 2.34. Define
Dom(ρ) =
⋃
k=0,1,2...
ρk(Img(l)).
Remark 2.35. It is not known at this stage that ρ is fully defined on Φ(Dom(ρ)). In fact,
it is a consequence of our proof.
Given a promotion operator in type An, we can define the affine crystal operators e0
and f0 as
e0 = pr
−1 ◦ e1 ◦ pr and f0 = pr−1 ◦ f1 ◦ pr.
An An-crystal together with e0 and f0 is called an affine crystal. An affine crystal
isomorphism between crystals B and B′ is a bijective map g : B → B′ such that
fi ◦ g(b) = g ◦ fi(b) for all b ∈ B and i ∈ {0, 1, . . . , n}. See [17, page 164] for fur-
ther discussions.
2.5. Combinatorial R-matrix and right-split. Let B = ((r1, s1), . . . , (rK , sK)) be a
sequence of rectangles, and let σ ∈ SK be a permutation of K letters. σ acts on B by
σ(B) = ((rσ(1), sσ(1)), . . . , (rσ(K), sσ(K))).
The R-matrix is the affine crystal isomorphism Rσ : P(B) → P(σ(B)), which sends
u1⊗· · ·⊗uK to uσ(1)⊗· · ·⊗uσ(K), where ui ∈ P(ri, si) is the unique tableau of content
(srii ). It was shown in [7, Lemma 8.5] that for any σ, Φ ◦ Rσ ◦ Φ−1 = id on RC(B).
(Note that by Remark 2.15, RC(B) and RC(σ(B)) defines the same set, thus the above
statement makes sense.) Together with the fact that Rσ preserves the An-crystal structure
and the fact that RC(B) and RC(σ(B)) defines the same set (see Remark 2.17) we have
the following result.
Theorem 2.36. For any σ, Φ ◦ Rσ ◦ Φ−1 = id on RC(B).
In the remainder of the paper, we often just write R and omit the subscript σ.
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Definition 2.37. rs, rs are called right-split. rs operates on sequences of rectangles as fol-
lows: Let B = ((r1, s1), . . . , (rK , sK)), and suppose sK > 1 (i.e, the rightmost rectangle
is not a single column). Then rs(B) = ((r1, s1), . . . , (rK , sK − 1), (rK , 1)), that is, rs
splits one column off the rightmost rectangle.
rs operates on RC(B) as follows: If rc ∈ RC(B), then rs(rc) ∈ RC(rs(B)) is obtained
by increasing the labels by 1 for all parts in rc(rK) of size less than sK . Observe that this
will leave the colabels of all parts unchanged.
rs, which operates on P(B), is defined as rs = Φ ◦ rs ◦ Φ−1.
2.6. The main result. We now state the main result of this paper.
Theorem 2.38. Let B = ((r1, s1), . . . , (rK , sK)) be a sequence of rectangles, and P(B),
RC(B), Φ, pr, and pr as given as above. Then the following diagram commutes:
(2.3)
P(B)
Φ
−−−−→ RC(B)
pr
y
ypr
P(B) −−−−→
Φ
RC(B).
Using that the promotion operator on An-crystals defines an affine crystal, this also
yields the following important corollary.
Corollary 2.39. The bijection Φ between crystal paths and rigged configurations is an
affine crystal isomorphism.
3. OUTLINE OF THE PROOF OF THEOREM 2.38
In this section, we draw the outline of the proof and state all important results needed
in the proof, but leave the details of the proofs to later sections. We also illustrate the main
ideas with a running example.
By Remark 2.31, for the proof of Theorem 2.38 it suffices to show that the following
diagram commutes:
Dom(ρ)
Φ
−−−−→ Φ(Dom(ρ))
ρ
y
yρ
Dom(ρ) −−−−→
Φ
Φ(Dom(ρ)).
In particular, we need to show that ρ is defined on Φ(Dom(ρ)).
3.1. Setup the running example. As an abbreviation, for any p ∈ Dom(ρ), we use D(p)
to mean the following statement: “ρ(Φ(p)) is well-defined and the diagram
p
Φ
−−−−→ •
ρ
y
yρ
• −−−−→
Φ
•
commutes”.
For p, q ∈ Dom(ρ) we write D(p) D(q) to mean that D(p) reduces to D(q), that is,
D(q) is a sufficient condition for D(p).
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We will let n = 3 and use the following p ∈ P3((2, 2), (3, 2), (2, 2)) as the starting
point of the running example:
p = 2 2
4 4
⊗
1 2
2 3
3 4
⊗ 1 2
2 3
.
After lifting to P4 we have:
l(p) = 3 3
5 5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
∈ Dom(ρ).
Our goal is to show D(l(p)) by a sequence of reductions. Note that the rightmost 5
(which is n + 2 for n=3) appears in the second rectangle. Thus ρ acts on the second
rectangle. The first motivation behind our reductions is to try to get rid of boxes from the
left and make ρ act on the leftmost rectangle:
Step 1:
D( 3 3
5 5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
ls
 D( 3
5
⊗ 3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
This is called a ls-reduction, which is justified by Theorems 3.6 and 3.7 below.
Step 2:
D( 3
5
⊗ 3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
lb
 D( 5 ⊗ 3 ⊗
3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
This is called a lb-reduction, which is justified by Theorems 3.4 and 3.5 below.
Step 3:
D( 5 ⊗ 3 ⊗
3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
lh
 D( 3 ⊗
3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
This is called a lh-reduction, which is justified by Theorems 3.2 and 3.3 below.
Step 4: Another application of lh-reduction.
D( 3 ⊗
3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
lh
 D( 3
5
⊗
2 3
3 4
4 5
⊗ 2 3
3 4
)
We repeat above reductions until the rightmost tableau containing 5 becomes the first
tableau in the list. After that we want to further simplify the list, if possible, to get rid of
boxes from right by pushing them column-by-column to the left using the R-matrix map
R, until we reach the place where can proveD(•) directly:
Step 8:
D(
2 3
3 4
4 5
⊗ 2 3
3 4
)
rs
 D(
2 3
3 4
4 5
⊗ 3
4
⊗ 2
3
)
This is called a rs-reduction, which is justified by Theorems 3.10 and 3.11 below.
Step 9:
D(
2 3
3 4
4 5
⊗ 3
4
⊗ 2
3
)
R
 D( 3
4
⊗
2 3
3 4
4 5
⊗ 2
3
)
This is called a R-reduction, which is justified by Theorem 3.12.
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Now since the rectangle that ρ acts on is no longer the leftmost one, we can go back to
Step 1. Repeating the above steps until ρ acts on the leftmost rectangle again, we need one
more R-reduction:
Step 13:
D(
2 3
3 4
4 5
⊗ 2
3
)
R
 D( 3
5
⊗
2 2
3 3
4 4
)
Using these reductions, we will eventually reach one of the following two base cases:
• Base case 1: p is a single rectangle that contains n+ 2; or
• Base case 2: p = S⊗ q, where S is a single column that contains n+2, and n+2
does not appear in q.
In certain cases it might be possible to reduce Base case 2 further to Base case 1. But
we will prove both base cases in this full generality without specifying when this further
reduction is possible.
In the above example, we reached the second case.
Step 14: Now we have to prove this base case directly:
D( 3
5
⊗
2 2
3 3
4 4
)
This is justified by Theorem 3.15. Base case 1 is proved in Theorem 3.14.
3.2. The reduction. In this section, we formalize the ideas demonstrated in the previous
section.
Definition 3.1. Define
LM = {p ∈ Dom(ρ) | n+ 2, if any exist, appears only in the leftmost rectangle of p}.
The next two theorems concern the lh-reduction: D(p) lh D(lh(p)).
Theorem 3.2. Let p ∈ (Dom(ρ) \ LM) ∩ Dom(lh). Then lh(p) ∈ Dom(ρ) and the
following diagram commutes:
p
lh
−−−−→ •
ρ
y
yρ
• −−−−→
lh
•
Proof. By definition, ρ acts on the rightmost rectangle of p that contains the number n+2.
Given p ∈ (Dom(ρ)\LM)∩Dom(lh), the rightmost rectangle that containsn+2 is not the
leftmost one in p, thus ρ does not act on the leftmost rectangle of p. But lh, by definition,
acts on the leftmost rectangle, and it is clear that lh(p) ∈ Dom(ρ) if p ∈ Dom(ρ), and that
the diagram commutes. 
Theorem 3.3. Let rc ∈ Φ((Dom(ρ) \ LM) ∩ Dom(lh)) and assume that ρ(lh(rc)) is
well-defined. Then ρ(rc) is well-defined and the following diagram commutes:
rc
lh
−−−−→ •
ρ
y
yρ
• −−−−→
lh
•
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Proof. See Section 4. 
To see that the above two theorems suffice for the lh-reduction, we let p and rc be given
as above and consider the following diagram
p Φ //
ρ

lh
?
??
??
??
rc
ρ

lh
~~ ~
~~
~~
~~
•
Φ //
ρ

•
ρ

•
Φ // •
•
Φ
//
lh
??~~~~~~~
•
lh
``AAAAAAAA
This diagram should be viewed as a “cube”, the large outside square being the front face
and the small inside square being the back face, the four trapezoids between these two
squares are the upper, lower, left and right faces, respectively. We observe the following:
(1) The upper and lower face commute by [1].
(2) By Theorem 3.2, the left face commutes.
(3) If we assume that the back face commutes, in particular that ρ on the right edge of
the back face is well-defined, then by Theorem 3.3 we can conclude that the right
face is well-defined and commutes.
Thus, if we assume the commutativity of the back face, the commutativity of the front face
follows by induction.
The next two theorems are for lb-reduction: D(p) lb D(lb(p)).
Theorem 3.4. Let p ∈ (Dom(ρ) \ LM) ∩ Dom(lb). Then lb(p) ∈ Dom(ρ) and the
following diagram commutes:
p
lb
−−−−→ •
ρ
y
yρ
• −−−−→
lb
•
Proof. The proof is similar to the argument for the lh-reduction (see Theorem 3.2). 
Theorem 3.5. Let rc ∈ Φ((Dom(ρ) \ LM) ∩ Dom(lb)) and assume that ρ(lb(rc)) is
well-defined. Then both ρ(rc) and lb(ρ(rc)) are well-defined and the following diagram
commutes:
rc
lb
−−−−→ •
ρ
y
yρ
• −−−−→
lb
•
Proof. See Section 5. 
The reason that the above two theorems suffice for the lb-reduction is analogous to the
reason for the lh-reduction.
The next two theorems are for ls-reduction: D(p) ls D(ls(p)).
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Theorem 3.6. Let p ∈ (Dom(ρ) \ LM) ∩ Dom(ls). Then ls(p) ∈ Dom(ρ) and the
following diagram commutes:
p
ls
−−−−→ •
ρ
y
yρ
• −−−−→
ls
•
Proof. The proof is similar to the argument for lh-reduction (see Theorem 3.2). 
Theorem 3.7. Let rc ∈ Φ((Dom(ρ) \ LM) ∩ Dom(ls)) and assume that ρ(ls(rc)) is
well-defined. Then ρ(rc) is well-defined and the following diagram commutes:
rc
ls
−−−−→ •
ρ
y
yρ
• −−−−→
ls
•
Proof. See Section 6. 
The reason that the above two theorems suffice for the ls-reduction is analogous to the
reason for the lh-reduction.
The above lh/lb/ls-reductions make it clear that we have D(p) for any p ∈ (Dom(ρ) \
LM), thus reducing the problem to provingD(p) for p ∈ LM .
For p ∈ LM ,D(p) is proved by another round of reductions, until p is in one of the two
base cases (not mutually exclusive):
Definition 3.8 (Base case 1).
BC1 = {p ∈ LM | p is a single rectangle}.
Definition 3.9 (Base case 2).
BC2 = {p ∈ LM | the leftmost rectangle of p is a single column}.
The next two theorems deal with rs-reduction: D(p) rs D(rs(p)).
Theorem 3.10. Let p ∈ LM \BC1. Then rs(p) ∈ LM \BC1 and the following diagram
commutes:
p
rs
−−−−→ •
ρ
y
yρ
• −−−−→
rs
•
Proof. See Section 7. 
Theorem 3.11. Let rc ∈ Φ(LM \ BC1) and assume that ρ(rs(rc)) is well-defined. Then
ρ(rc) is well-defined and the following diagram commutes:
rc
rs
−−−−→ •
ρ
y
yρ
• −−−−→
rs
•
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Proof. By the definition of ρ and by the fact that rs preserves the colabels of all parts, it is
clear that if the ρ-sequence of rs(rc) exists, then the ρ-sequence of rc must exist and be the
same as that for rs(rc). Then commutativity follows. 
To see that the above two theorems suffice for the rs-reduction, we let p and rc be given
as above and consider the following diagram
p Φ //
ρ

rs
?
??
??
??
rc
ρ

rs
~~ ~
~~
~~
~~
•
Φ //
ρ

•
ρ

•
Φ // •
•
Φ
//
rs
??~~~~~~~
•
rs
``AAAAAAAA
We observe the following:
(1) The upper and lower face commute by the definition of rs and rs as stated in
Definition 2.37.
(2) The left face commutes by Theorem 3.10.
(3) If we assume that the back face commutes, in particular ρ on the right edge of the
back face is well-defined, then by Theorem 3.11 we can conclude that the right
face is well-defined and commutes.
Thus, if we assume the commutativity of the back face, the commutativity of the front face
follows.
The next theorem is for R-reduction: D(p) R D(R(p)).
Theorem 3.12. Let p ∈ LM ⊂ P(B) where B = ((r1, s1), (r2, s2)). Then R(p) ∈
Dom(ρ) and the following diagram commutes:
p
R
−−−−→ •
ρ
y
yρ
• −−−−→
R
•
Proof. It was shown in [16, Lemma 5.5, Eq. (5.8)] that R and ρ commute on standardized
highest weight paths (the maps are called σi and Cp in [16], respectively). For a given
p, we can always find a q ∈ P(B′) for some B′ such that p ⊗ q is highest weight and q
does not contain any n + 2 (basically q needs to be chosen such that ϕi(q) ≥ εi(p) for
all i = 1, 2, . . . , n + 1). Since R respects Knuth relations, it is well-behaved with respect
to standardization. Similarly, ρ is well-behaved with respect to standardization because
jeu-de-taquin is. Since by assumption p ∈ Dom(ρ), this implies the statement of the
theorem. 
As the next remark shows, we only need Theorem 3.12 in the special case s2 = 1. An
independent proof of Theorem 3.12 for s2 = 1 will appear in the PhD thesis of the second
author.
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Remark 3.13. We would like to point out that Theorem 3.12 for s2 = 1 suffices for the
R-reduction.
By definition, ρ acts on the rightmost rectangle that contains n + 2. If p ∈ LM , then
the rightmost rectangle that contains n + 2 is also the leftmost (thus the only) rectangle
that contains n + 2. This implies that if some permutation σ does not involve swapping
the first two rectangle (that is, s1 does not appear in the reduced word of σ), then ρ clearly
commutes with Rσ .
Without loss of generality, we can further assume that the second rectangle is a single
column. For if it is not, we can use right-split to split off a single column from the rightmost
rectangle (which commutes with ρ by Theorem 3.11). Then we can use the R to move this
single column to be the second rectangle (which commutes with ρ by above argument).
Hence it suffices to consider the case B = ((r1, s1), (r2, 1)).
It is worth pointing out that although Theorem 3.12 only states the commutativity of ρ
and R in this special case, that as a consequence of our main result Theorem 2.38, ρ and R
commute in general.
To see that the above theorem suffices for the R-reduction, we consider the following
diagram
p Φ //
ρ

R
?
??
??
??
rc
ρ

id
~~ ~
~~
~~
~~
•
Φ //
ρ

•
ρ

•
Φ // •
•
Φ
//
R
??~~~~~~~
•
id
``AAAAAAAA
We observe the following:
(1) The upper and lower face commute by definition of R.
(2) The left face commutes by Theorem 3.12.
(3) The right face commutes trivially.
Thus, if we assume the commutativity of the back face, the commutativity of the front face
follows.
Finally, we state the theorems for dealing with the base cases:
Theorem 3.14 (Base case 1). Let p ∈ BC1, then D(p).
Proof. See Section 8. 
Theorem 3.15 (Base case 2). Let p ∈ BC2, then D(p).
Proof. See Section 9. 
4. PROOF OF THEOREM 3.3
The statement of Theorem 3.3 is clearly equivalent to the following statement: Let
rc ∈ RC be such that ρ is well-defined on rc and lh−1(rc, r) ∈ Φ((Dom(ρ) \ LM)
for some r ∈ [n + 2]. Then ρ is well-defined on lh−1(rc, r) and the following diagram
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commutes:
rc
lh
−1
−−−−→ •
ρ
y
yρ
• −−−−→
lh
−1
•
Indeed, this is the statement we are going to prove.
Let us first consider the case that ρ is the identity map on rc. The map ρ being the
identity means that rc(n+1) does not contain any singular string. If r < n + 2, then
lh
−1
(rc, r)(n+1) still does not contain any singular string since no strings or vacancy num-
bers in the (n + 1)-st rigged partition change. Thus ρ is the identity map on lh−1(rc, r).
Clearly lh−1 and ρ commute.
If r = n+ 2, then by Definition 2.21, the lh−1-sequence of rc with respect to n+ 1 is
a sequence of all 0s. Thus for each k, lh−1(rc)(k) has a singular sting of size 1. Therefore
the ρ-sequence of lh−1(rc) exists and is a sequence of all 1s. Combining with the fact that
lh
−1
and ρ preserve all unchanged strings we can conclude that lh−1 and ρ commute.
From now on, we shall assume that ρ is not the identity map on rc
Let Dr be the lh
−1
-sequence given in Definition 2.21. Let I be the ρ-sequence given in
Definition 2.29. We note that by definition I(n+1) 6≻ D(n+1)r and I(0) ≻ D(0)r . Thus, one
of the following two statements must hold:
(1) There is an index N ∈ {1, . . . , n + 1} such that D(N)r ≻ I(N) and D(N−1)r ≺
I(N−1);
(2) There is an index N ∈ {1, . . . , n+ 1} such that D(N)r = I(N).
Remark 4.1. In either case above, we say Dr and I cross at the position N .
Let rc = (u, U), lh−1(rc) = (v, V ), ρ(rc) = (w,W ), and lh−1 ◦ ρ(rc) = (x,X),
ρ ◦ lh
−1
(rc) = (y, Y ). We denote by ρ(D) the lh−1-sequence of ρ(rc), and denote by
lh−1(I) the ρ-sequence of lh−1(rc).
The readers may want to review Remark 2.11 for notations used in the following proof.
4.1. Case 1. In this case we must have I(N−1) > D(N) and D(N−1) < I(N). This then
implies that D(N−1) < I(N−1)−1, from which we can conclude (considering the changes
in vacancy numbers) that
• ρ(D)(k) = D(k) for k 6= N , and ρ(D)(N) = I(N) − 1;
• lh
(−1)
(I)(k) = I(k) for k 6= N , and lh−1(I)(N) = D(N) + 1.
To show (x,X) = (y, Y ), we first argue that x(k) = y(k), then we show that on cor-
responding parts of x(k) and y(k), X(k) and Y (k) either agree on their labels or agree on
their colabels. All the above and the fact that (x,X) and (y, Y ) have the same sequence of
rectangles implies that X = Y thus (x,X) = (y, Y ).
We divide the argument into the following three cases:
• k > N
• k = N ;
• 1 ≤ k < N ;
For k > N , since ρ(D)(k) = D(k) and lh−1(I)(k) = I(k) we know x(k) = y(k), both
differ from u(k) by “moving a box from I(k) to D(k)”. Furthermore, by the definition of
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ρ and lh−1, in both x(k) and y(k), the labels of all unchanged strings are preserved. In the
two changed strings, one gets a box removed and one gets a box added, and they are both
kept singular.
For k = N , lh−1(I)(N) = D(N) + 1 implies that from u(N) to v(N) to y(N) one box
is added to D(N) and then is removed, thus keeping y(N) = u(N). Similarly, ρ(D)(N) =
I(N)−1 implies that from u(N) to w(N) to x(N) one box is removed from I(N) and then is
added back, thus keeping x(N) = u(N). Hence x(N) = y(N). From U (N) to V (N) to Y (N)
the labels of all strings other than D(N) are unchanged, and for part D(N), both lh−1 and
ρ preserve its singularity.
For 1 ≤ k < N , a similar argument as the k > N shows the desired result.
4.2. Case 2. Let N = max{k | I(k) = D(k)} and let M = max{k | I(k) > D(k)}. Thus
clearly M < N and for k > N , D(k) ≻ I(k); for M < k ≤ N , |I(k)| = |D(k)| (it may
not be the case that I(k) = D(k)); for k ≤ M , I(k) ≻ D(k), in particular for k = M ,
D(M) < D(M+1) and I(M+1) < I(M), so D(k) < I(k) − 1 for k ≤M .
The above discussion implies that
• ρ(D)(k) = D(k) and lh−1(I)(k) = I(k) for k > N ;
• ρ(D)(k) = I(k) − 1 and lh−1(I)(k) = D(k) + 1 for M < k ≤ N ;
• ρ(D)(k) = D(k) and lh−1(I)(k) = I(k) for k ≤M .
Following the same strategy as in Case 1, we divide our argument into the following
three cases:
• k > N ;
• M < k ≤ N ;
• 1 ≤ k ≤M .
For k > N , the argument is the same as the k > N discussion of Case 1.
For M < k ≤ N , lh−1(I)(k) = D(k) + 1 implies that from u(k) to v(k) to y(k)
one box is added to D(k) and then is removed, thus keeping y(k) = u(k). Similarly,
ρ(D)(k) = I(k) − 1 implies that from u(k) to w(k) to x(k) one box is removed from I(k)
and then is added back, thus keeping x(k) = u(k). Hence x(k) = y(k). From U (k) to V (k)
to Y (k) the labels of all parts other than D(k) are unchanged, and for part D(k), both lh−1
and ρ preserve its singularity. Moreover, the vacancy number of parts of size |D(k)| is
unchanged from U (k) to Y (k) due to the cancellation of the effects of removingD(k−1) (or
changing the sequence of rectangles for the case N = 1) and adding I(k+1). Thus the label
of D(k) is unchanged from U (k) to Y (k). Hence U (k) = Y (k). An analogous argument
shows that U (k) = X(k). Thus X(k) = Y (k).
For k ≤M , the argument is similar to the case k > N .
4.3. Some remark. We could have in both cases above defined M = max{k < N |
I(k) > I(k+1)}. Then it would agree with the M defined in Case 2, and the proof of Case
2 could conceptually unify the two cases into one argument, but it probably would not
make the proof more readable. But this definition of M does simplify statement like the
following.
Lemma 4.2. For any k ∈ [n+ 1], lh−1(I)(k) ≥ I(k). The strict inequality lh−1(I)(k) <
I(k) is obtained precisely on (M,N ]. In particular, lh−1(I)(k) = I(k) if D(k) > I(k).
The lemma follows from the proof in Case 1 and 2, and will be referred to in the future
sections.
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Remark 4.3. The same idea used in the proof of this section can be used to prove the
following converse of Theorem 3.3, which will be used in the proof of Theorem 3.5 in
Section 5.
Proposition 4.4. Let rc ∈ RC be such that ρ(rc) is well-defined. Then ρ is well-defined
on lh(rc) and the following diagram commutes:
rc
lh
−−−−→ •
ρ
y
yρ
• −−−−→
lh
•
5. PROOF OF THEOREM 3.5
In this section we give the proof of the following equivalent statement of Theorem 3.5:
Let rc ∈ Dom(lb−1) be such that ρ is well-defined on rc and lb−1(rc) ∈ Φ(Dom(ρ) \
LM). Then ρ(rc) ∈ Dom(lb−1) and ρ is well-defined on lb−1(rc) and the following
diagram commutes:
rc
lb
−1
−−−−→ •
ρ
y
yρ
• −−−−→
lb
−1
•
Without loss of generality we shall assume that ρ is not the identity map.
Let us firstly argue that ρ is well-defined on lb−1(rc). Given that rc ∈ Dom(lb−1),
we know that rc corresponds to the sequence of rectangles ((1, 1), (r − 1, 1), . . .). More-
over, rc = lh
−1
(lh(rc), t) for some t ≥ r. (Indeed from the condition that lb−1(rc) ∈
Φ((Dom(ρ) \ LM) we can deduce a stronger conclusion t > r, but we only need the
weaker statement in the our proof. So we actually proved a stronger result.) Let (D(n+1), . . . , D(1))
be the lh−1-sequence of lh(rc) with respect to t, we know D(k) = 0 for k < r. By the
definition of lh−1, rc(k) is obtained from lh(rc)(k) by adding a singular string of size 1 for
each k < r.
Let (I(n+1), . . . , I(1)) be the ρ-sequence of rc. We observe that I(k) > 1 for each
k < r. To see this, let j be the least index such that D(j) > 0 (the existence of such a
j follows from Lemma 5.2 below). Now rc ∈ Dom(lb−1) implies that j ≥ r. Note that
all strings in rc(j) of length ≤ D(j) are non-singular, it follows that the smallest singular
string of rc(j) is at least of length D(j) + 1 > 1. Since (I(n+1), . . . , I(1)) increases, we
obtain I(k) > 1 for each k < r.
Now lb−1 acts on rc by removing a singular part of size 1 from rc(k) for each k < r,
and leaving the label and colabel of the remaining parts unchanged. Then by the result
from the previous paragraph, the ρ-sequence of lb−1(rc) is exactly the ρ-sequence of rc.
This shows that lb−1(rc) ∈ Dom(ρ).
We extract from the above arguments the following fact, which will be referred to in the
future sections:
Lemma 5.1. For any k ∈ [n+ 1], lb−1(I)(k) = I(k).
PROMOTION OPERATOR ON RIGGED CONFIGURATIONS OF TYPE A 21
Let us secondly argue that ρ(rc) ∈ Dom(lb−1). We note that rc and ρ(rc) correspond
to the same sequence of rectangles ((1, 1), (r − 1, 1), . . .). rc ∈ Dom(lb−1) means that
for each k < r rc(k) has a singular part of size 1, The arguments from the above paragraph
show that ρ does not touch these parts, thus for each k < r, ρ(rc)(k) has a singular part of
size 1. Therefore ρ(rc) ∈ Dom(lb−1).
The above arguments also clearly show that ρ(lb−1(rc)) = lb−1(ρ(rc)).
Now the only thing left is the following lemma:
Lemma 5.2. Let rc, lh(rc) and Dt = (D(n+1), . . . , D(1)) be given as above. Then there
exists a least index j such that D(j) > 0.
Proof. By the definition of lh−1 (see Definition 2.21), the above statement is clearly true
for t < n+ 2 since D(k) =∞ for k ≥ t.
In the case that t = n + 2, our assumption that lb−1(rc) 6∈ Φ(LM) implies that rc 6∈
Φ(LM). This then implies lh(rc)(n+1) 6= ∅. By Proposition 4.4, ρ is well-defined on
lh(rc), in particular this means that lh(rc)(n+1) contains a singular string. Thus D(n+1) >
0. 
6. PROOF OF THEOREM 3.7
In this section we give the proof of the following equivalent statement of Theorem 3.5:
Let rc ∈ Dom(ls−1) be such that ρ is well-defined on rc and ls−1(rc) ∈ Φ(Dom(ρ) \
LM). Then ρ(rc) ∈ Dom(ls−1) and ρ is well-defined on ls−1(rc), and the following
diagram commutes:
rc
ls
−1
−−−−→ •
ρ
y
yρ
• −−−−→
ls
−1
•
Let p = Φ−1(rc). Then by the condition that rc ∈ Dom(ls−1), we have
p = S ⊗ T ⊗ q =
b1
.
.
.
br
⊗
T1,s · · · T1,1
.
.
.
.
.
.
.
.
.
Tr,s · · · Tr,1
⊗ q ,
where S is a single column tableau of height r, and T is a tableau of shape (r, s) with
s ≥ 0. By the condition ls−1(rc) 6∈ LM , we have n+2 appears in q and 1 does not appear
in S nor T , in particular b1 > 1 and br > r.
We shall induct on s, the number of columns of T . To facilitate the induction, let us
denote rcs = Φ(p) where p is defined as above, that is, the subscript s of rcs indicates the
width of tableau T .
Let (I(n+1)s , . . . , I(1)s ) be the ρ-sequence of rcs.
The hypothesis we want to carry across inductive steps is the logical disjunction of the
following two sufficient conditions for the commutativity of above diagram:
Hypothesis 6.1 (Simplified version). For each s ∈ Z≥0, rcs satisfies one of the following
two conditions:
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A. I(r+1)s > s;
B. I(r+1)s ≤ s but the colabel of any part of rc(r)s with sizes in [I(r+1)s , s] is ≥ 2.
To see that the first condition is sufficient, we recall that ls−1(rcs) decreases the colabels
for all parts in rc(r)s of size≤ s by 1. Now if I(r+1)s > s then ls
−1
will not affect the choice
of I(r)s . In this case it is also easy to see that ρ will not affect the action of ls
−1
.
To see that the second condition is sufficient, we notice that if I(r+1)s ≤ s and the
colabel of any part of rc(r)s with sizes in [I(r+1)s , s] is ≥ 2, then when ls
−1 decreases the
colabels for parts in rc(r)s of size ≤ s by 1, the parts with size in the interval [I(r+1)s , s] will
still be non-singular. Thus ls−1 will not affect the choice of I(r)s . In this case, this colabel
condition also prevents ρ from affecting ls−1: ρ decreases the colabels of parts in rc(r)s of
size in the interval [I(r+1)s , I(r)s ) by 1, thus the parts in ρ(rcs)(r) of size in ≤ s will still be
non-singular.
Conditions A and B can be viewed as two possible states of rcs. We will show below in
a more precise setting that rcs either stays in its current state or transits from A to B (but
never comes back). Intuitively, we can imagine s being time, and when s is small (s starts
from 0), rcs starts in state A. As time goes by, we start merging columns of height r on the
left of p, corresponding on the RC side to ls−1(rcs), the condition that after each merging
we get a valid tableau (weakly increasing along rows) corresponds on the RC side to the
fact that lh−1 and lb−1 affect rc(k)s for k > r “less and less”. As time pass by, I(r+1)s will
possibly stabilize, and s will possibly catch up and pass I(r+1)s , and from this time on rcs
will get stuck in the state B forever.
To make all above statements precise, we first need to set up some notation.
Let rcj,s for j ≤ r be the image under Φ of the following path element:
S ⊗ T ⊗ q =
b1
.
.
.
bj
⊗
T1,s · · · T1,1
.
.
.
.
.
.
.
.
.
Tr,s · · · Tr,1
⊗ q.
Define rc0,s = Φ(T⊗q) = ls
−1
(rcs−1). In particular, rc0,0 = Φ(q). With this notation,
our previously defined rcs is denoted by rcr,s.
Let DTj,s = (D
(n+1)
Tj,s
, . . . , D
(1)
Tj,s
) be the lh−1-sequence with respect to Tj,s. To avoid
awkward subindices, we denote Dj,s = DTj,s .
Let Ij,s = (I
(n+1)
j,s , . . . , I
(1)
j,s ) be the ρ-sequence of rcj,s. Our previously defined Is, in
this notation, is denoted by Ir,s. We denote by I0,s = (I(n+1)0,s , . . . , I
(1)
0,s ) the ρ-sequence
of rc0,s = ls
−1
(rcr,s−1).
Equipped with this notation, we can give a precise description on how lh−1-sequences
interact with ρ-sequences.
For a fixed s, for each k ∈ [n + 1], let us consider the sequence (I(k)j,s )j∈[r]. By
Lemma 4.2, we have:
Lemma 6.2. (I(k)j,s )j∈[r] is weakly increasing with respect to j. More precisely, for any s
and any k, we have I(k)j,s ≤ I
(k)
j+1,s for j = 0, . . . , r − 1.
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Set Aj,s = {k | I(k)j,s > I
(k)
0,s }. Then by Lemmas 4.2 and B.1 we have
Lemma 6.3. Aj,s = [1, aj,s] for some 1 ≤ aj,s ≤ n+1, and a1,s ≤ · · · ≤ ar,s. Moreover,
Aj,s \Aj−1,s = {k | I
(k)
j,s > I
(k)
j−1,s}.
An equivalent statement of the above lemma is the following:
Lemma 6.4. (I(k)j,s )j∈[r] satisfies I(k)j,s = I(k)j+1,s everywhere except possibly one position
Jk,s where the inequality is strict I(k)Jk,s,s < I
(k)
Jk,s+1,s
. Jk,s is weakly increasing with respect
to k and Aj,s \Aj−1,s = {k | Jk,s = j}.
If we specialize Lemma 6.2 to the case k = r + 1, then I(r+1)j,s is weakly increasing
with respect to j. Now we note that ls−1 does not affect rc(k)s for k ≥ r + 1. Thus
I
(r+1)
0,s+1 = I
(r+1)
r,s . Now by the fact that I(r+1)j,s+1 is weakly increasing with respect to j, we
conclude the following lemma:
Lemma 6.5. I(r+1)s is weakly increasing with respect to s.
Remark 6.6. The above argument shows that for any fixed k ≥ r + 1, I(k)j,s is weakly
increasing with respect to (s, j) in dictionary order. Indeed this is also the case for any
k < r + 1, but this fact is a consequence of Theorem 3.7 which we are going to prove.
Now we can finally make precise the statement we want to prove.
Hypothesis 6.7 (Precise version). For each s, rcs satisfies:
IH1. I(r)s > s+ 1.
IH2. I(r+1)s = I(r+1)s−1 when D
(r)
s−1 ≥ I
(r+1)
s−1 .
IH3. rcs is in one of the following states:
SA1 I(r+1)s > s, and D(r)s < I(r+1)s .
SA2 I(r+1)s > s, and D(r)s ≥ I(r+1)s .
SB I(r+1)s ≤ s, and the colabel of any part of rc(r)s with size in [I(r+1)s , s] is≥ 2,
and the colabel of any part with size s+ 1 is ≥ 1.
We remark here that [IH3] is the core of the hypothesis, where SA1 and SA2 combined
correspond to the condition A in Hypothesis 6.1, and SB corresponds to the condition SB
in Hypothesis 6.1. As we have argued before, being in one of these states implies the
commutativity of ρ and ls−1.
By Lemma 6.5, I(r+1)s+1 ≥ I
(r+1)
s . [IH2] then states that I(r+1)s stabilizes (stops increas-
ing) once D(r)s ≥ I(r+1)s .
6.1. Base case: We have s = 0 as our base case.
Let us first verify [IH1], that is, I(r)0 = I(r)r,0 > 1. Suppose not, then it must be that
I
(r)
r,0 = 1, and thus I
(r)
j,0 = 1 for all j = 0, . . . , r by the fact that I
(r)
j,0 is weakly increasing
with respect to j (see Lemma 6.2). But this is impossible since br > r and thus Dr,0 and
Ir−1,0 cross at position ≥ r (by Lemma 6.3, this implies I(r)r,0 > I(r)0,0 , a contradiction).
[IH2] is an empty statement for base case.
Finally, it is clear that rc0 is either in SA1 or SA2, thus verifies [IH3].
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6.2. Induction: Assume that rcs satisfies Hypothesis 6.7. We consider rcs+1.
Let us first verify [IH1], that is, I(r)s+1 > s+2. By [IH1] on rcs, I(r)s > s+1, so we just
need to show I(r)s+1 > I
(r)
s . Suppose not, so that I(r)s+1 ≤ I
(r)
s . By [IH3] on rcs, ls−1 does
not interfere with the ρ-sequence, so I(r)0,s+1 = I
(r)
s . Now by Lemma 6.2 I(r)s+1 ≥ I
(r)
0,s+1,
thus I(r)s+1 ≥ I
(r)
s . Therefore we it must be the case I(r)s+1 = I
(r)
s . This then implies that
I
(r)
j,s+1 = I
(r)
s for all j ∈ [r]. However, this is impossible since Sr,1 = br > r and thus
Dr,s+1 and Ir−1,s+1 cross at position ≥ r (by Lemma 6.3, this implies I(r)s+1 > I(r)s , a
contradiction).
The verification of [IH2] and [IH3] depends on the state of rcs:
6.2.1. rcs is in state SA1. By assumption, D(r)s < I(r+1)s , so [IH2] is vacuously true in
this case.
We verify [IH3] by showing that rcs+1 is either in SA1 or SA2. For this we just need to
argue that I(r+1)s+1 > s+1. Knowing that I
(r+1)
s > s (since rcs in SA1) and I(r+1)s+1 ≥ I(r+1)s
(Lemma 6.5), it is clear that we just need to show the impossibility of I(r+1)s+1 = s + 1.
Suppose otherwise. Then it must be the case that I(r+1)s+1 = I
(r+1)
s = s + 1. This implies
that D(r)s = s (it is clear that D(r)s ≥ s by the fact that rcs ∈ Dom(ls−1), and it is also
clear that D(r)s ≤ s by the fact that D(r)s < I(r+1)s ). This then implies that I(r)s = s + 1
(since rcs has a singular string of size D(r)s + 1 = s+ 1, and I(r+1)s = s+ 1). But this is
a contradiction to [IH1] on rcs.
6.2.2. rcs is in state SA2. Let us verify [IH2] on rcs+1. Given rcs in state SA2, we have
D
(r)
s ≥ I
(r+1)
s , so we need to show I(r+1)s+1 = I
(r+1)
s . We have argued before that I(r+1)0,s+1 =
I
(r+1)
s , so it suffices for us to show that I(r+1)r,s+1 = I
(r+1)
0,s+1 . Using Lemmas B.1, B.2 and 6.3,
it can be inductively shown that D(r)s ≥ I(r+1)s implies D(r)j,s+1 > I
(r)
j−1,s+1 and I
(r)
j,s+1 =
I
(r)
0,s+1 for all j ∈ [r].
We verify [IH3] by showing that rcs+1 is either in state SA2 or SB. Our first observation
is that by [IH2] on rcs+1, which we have just verified above, I(r+1)s+1 = I(r)s ≤ D(r)s <
D
(r+1)
s (the last < follows from Lemma B.2). Thus rcs+1 cannot be in state SA1.
Next, rcs is in state SA2 means that D(r)s ≥ I(r+1)s > s. There are two possibilities:
either I(r+1)s > s + 1 or I(r+1)s = s + 1. If I(r+1)s > s + 1, then by [IH2] on rcs+1, we
know I(r+1)s+1 = I
(r+1)
s > s + 1. Hence D(r)s+1 ≥ I
(r+1)
s+1 > s + 1, so rcs+1 is in SA2. If
I
(r+1)
s = s+ 1, then we want to show that rcs+1 is in state SB. For this we need to show
that in rc(r)s+1 the colabel of any part of size s + 1 is ≥ 2 and the colabel of any part of
size s+ 2 is ≥ 1. To see this, we note that in rc(r)s the colabel of any part of size s+ 1 is
≥ 1 (otherwise I(r)s = s+ 1, contradicting [IH1] on rcs). Since ls−1 does not change the
colabel of any part in rc(r)s of size s+1, in ls
−1
(rcs)
(r) the colabel of any part of size s+1
is ≥ 1. Moreover, by Lemma B.1, D(r)s+1 > s+ 1 implies D
(r)
k,s+1 > s + 1 for all k ∈ [r],
thus the colabel of any part in rc(r)s of size s+ 1 is weakly increasing along this sequence
of applications of lb−1 ◦ lh−1. Furthermore, D(r)r,s+1 > s + 1 implies that in rc
(r)
s+1 the
colabel of any part of size ≤ s + 2 increases by 1. Thus any part of size s + 1 must be of
colabel≥ 2, and any part of size s+ 2 must be of colabel ≥ 1.
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6.2.3. rcs is in state SB. This implies I(r+1)s ≤ s, which further implies D(r)s ≥ I(r+1)s ,
so [IH2] on rcs+1 is not vacuous in this case. The verification is exactly the same as for
the case that rcs is in state SA2.
Let us verify [IH3] by showing that rcs+1 must be in SB. Since I(r+1)s+1 = I(r+1)s ≤
s < s+ 1, rcs+1 can not be in state SA1 nor SA2. Moreover, we note that ls
−1 decreases
colabels of all parts in rc(r)s of size ≤ s, so the colabels of all parts in ls
−1
(rcs)
(r) of size
≤ s+ 1 are ≥ 1. Then by Lemma B.1, D(r)s+1 > s+ 1 implies that D
(r)
k,s+1 > s+ 1 for all
k ∈ [r]. Hence the colabel of any part in rc(r)s of size ≤ s + 1 is weakly increasing along
this sequence of applications of lb−1 ◦ lh−1. Furthermore, D(r)r,s+1 > s + 1 implies that
in rc(r)s+1 the colabel of any part of size ≤ s+ 2 increases by 1, thus any part of size s+ 1
must be of colabel≥ 2, and any part of size s+ 2 must be of colabel≥ 1.
This finish the induction.
7. PROOF OF THEOREM 3.10
Let p ∈ LM \BC1. Then Theorem 3.10 states that rs(p) ∈ LM \BC1 and ρ◦ rs(p) =
rs ◦ ρ(p).
The main idea of the proof is to observe that both ρ and rs are “local” operations, and
their actions are “far away” from each other. Thus one operation will not interfere the other
operation. The notion of “local” and “far away” are made precise below.
By assumption, p = T0 ⊗ · · · ⊗ TK = T0 ⊗M = N ⊗ TK with n+ 2 appearing only
in T0. By definition, ρ acts on T0 and the changes made to T0 do not depend on M . In
another words, ρ(T0 ⊗M) = ρ(T0)⊗M . In this sense, ρ acts “locally” on the left.
We claim that rs changes only TK , and the changes made to TK do not depend on N .
In another word, rs(N ⊗ TK) = N ⊗ rs(TK). Thus rs acts “locally” on the right. Given
that p 6∈ BC1, T0 and TK are distinct. Hence ρ and rs act on distinct tensor factors and
therefore “far away” from each other.
Therefore, we are left to show rs(N ⊗ TK) = N ⊗ rs(TK). This is clearly implied by
the following general statement:
Lemma 7.1. Let p = T1 ⊗ · · · ⊗ TK ∈ P where K > 1. Then rs commutes with lh (or lb
or ls) for p ∈ Dom(lh) (or p ∈ Dom(lb) or p ∈ Dom(ls), respectively):
p
lh/lb/ls
−−−−−→ •
rs
y
yrs
• −−−−−→
lh/lb/ls
•
To prove Lemma 7.1, we recall that rs is defined to be Φ−1 ◦ rs ◦ Φ, so it is natural to
consider the following counterpart statement on the RC side:
Lemma 7.2. Let rc ∈ RC(B), where B = ((r1, s1), . . . , (rK , sK)) where K > 1. Then
rs commutes with lh (or lb or ls) for rc ∈ Dom(lh) (or rc ∈ Dom(lb) or rc ∈ Dom(ls),
respectively).
rc
lh/lb/ls
−−−−−→ •
rs
y
yrs
• −−−−−→
lh/lb/ls
•
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Proof. Recall the action of rs on rc: If rc ∈ RC(B), then rs(rc) ∈ RC(rs(B)) is obtained
by increasing the labels by 1 for all parts in rc(rK) of size less than sK . In particular, rs
leaves the colabels of all parts unchanged.
By definition, the action of lh depends only on the colabels of parts, and lh preserves
labels for all unchanged parts, thus commutes with rs.
lb adds a singular string of length 1 to each rc(a) for 1 ≤ a < r1 and preserves both
labels and colabels for all other parts, while rs preserves colabels and thus the singularity
of all parts. So lb and rs commute.
The action of ls splits one column from left of the rectangle (r1, s1), and increases the
colabel of any part of size < s1 in rc(r1) by 1. The action of rs splits one column from
right on the rectangle (rK , sK), and increases the label of any part of size < sK in rc(rK)
by 1. Clearly they commute. 
To see that Lemma 7.2 implies Lemma 7.1, we consider now the following diagram:
p Φ //
rs

lh/lb/ls
?
??
??
??
rc
rs

lh/lb/ls
~~ ~
~~
~~
~~
•
Φ //
rs

•
rs

•
Φ // •
•
Φ
//
lh/lb/ls
??~~~~~~~
•
lh/lb/ls
``AAAAAAAA
We observe the following on this diagram:
(1) The upper and lower face commutes by the definition of Φ.
(2) The front and back face commutes by the definition of rs.
(3) The right face commutes by Lemma 7.2
The above observations imply that the left face commutes which is the statement of
Lemma 7.1. This proves the main statement.
8. PROOF OF THEOREM 3.14
Let p ∈ BC1, then the following diagram commutes:
p
Φ
−−−−→ •
ρ
y
yρ
• −−−−→
Φ
•
Before we start the proof, we first give an alternative description of Φ for the special
case of a single tensor factor.
8.1. An algorithm for computing Φ(p) for p ∈ P(r, c).
Definition 8.1. Given p ∈ Pn(r, c), define Ψ(p) = (u1, . . . , un), where each uk is the
part of p that is formed by all boxes that
(1) are on j-th row for j ≤ k;
(2) contain a number > k.
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Example 8.2. Let p ∈ P7(4, 4) be
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
, then
Ψ(p) = ( 2 3 4 ,
3 4
4 4 5
,
4
4 4 5
6 6 6
,
5
6 6 6
5 7 7 8
, 6 6 6
7 7 8
, 7 7 8 , 8 ) .
Remark 8.3. Each uk in the above list has the shape of a Ferrers diagram of some partition
rotated by 180o. This follows from the fact that p is a semi-standard Young tableau. Thus,
we can set Ψ˜(p) to be the list of (rotated) partitions associated to Ψ(p). It is often useful
to think of each uk literally as the “area” of p occupied by the boxes of uk. For example,
the box 2 in u1 = 2 3 4 is the (1, 2)-box of p; the box 3 in u1 = 2 3 4 is the
same box containing 3 in u2 = 3 44 4 5 since they are both the (1, 3)-box of p. As another
example, row 6 6 6 in u3, u4, and u5 literally denotes the (3, 2), (3, 3) and (3, 4)-boxes
of p in all three cases.
To stress the point we are making, we rewrite Example 8.2 by highlighting the boxes of
each uk in p in red:
Ψ(p) = (
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
,
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
,
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
,
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
,
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
,
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
,
1 2 3 4
2 4 4 5
3 6 6 6
5 7 7 8
) .
There is an alternative description of Ψ, which recursively constructs Ψ(p)(k) from
Ψ(p)(k+1). Our proof exploits this construction.
Definition 8.4.
(1) Ψ(p)(n) is the area of boxes of p that containsn+1. The area is clearly a horizontal
strip.
(2) Ψ(p)(k) is obtained from Ψ(p)(k+1) by adding all boxes of p that contain k + 1
(which forms a horizontal strip) and then removing the (k + 1)-st row of p if
k + 1 ≤ r.
The equivalence of the above two descriptions is clear.
We have the following result that relates Ψ˜ and Φ:
Theorem 8.5. For p ∈ P(r, c), we have Ψ˜(p) = Φ(p), where all strings of Ψ˜(p) are
singular.
Proof. This is proved in Appendix A. 
Corollary 8.6. For p ∈ P(r, c), the rigged configuration Φ(p) has only singular strings.
From now on, we identify Ψ˜(p)with a rigged configuration as described in Theorem 8.5.
8.2. Jeu-de-taquin on Ψ(p). By Remark 8.3, each element uk in Ψ(p) can be viewed as
a collection of boxes in p. Thus jeu-de-taquin on p is directly reflected on Ψ(p).
Definition 8.7. For p ∈ Pn+1(r, c), define ρ(Ψ(p)) = Ψ(ρ(p)).
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Example 8.8.
ρ(Ψ(p)) =
(
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
,
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
,
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
,
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
,
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
,
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
,
1 1 3 4
2 2 4 5
3 4 6 6
5 6 7 7
) .
Let SR be the sliding route of p ∈ BC1 under ρ (see Definition 2.25). We have:
Lemma 8.9. SR intersects Ψ(p)(k) for each k. If (i, j) is the last box in SR (recall SR
is a sequence of boxes of p) that is also in Ψ(p)(k) then (i, j) is an upper left corner of
Ψ(p)(k).
Proof. We shall induct on the recursive definition of Ψ (see Definition 8.4) with the fol-
lowing hypothesis:
Hypothesis 8.10. For each k ∈ [n+ 1],
IH1. SR intersects Ψ(p)(k). If (ik, jk) is the last box in SR that is also in Ψ(p)(k) then
(ik, jk) is an upper left corner of Ψ(p)(k).
IH2. ik ≤ k.
In the base case we consider Ψ(p)(n+1). Given that p ∈ BC1, there is a horizontal
strip of (n+2)’s in p, which forms Ψ(p)(n+1). By the definition of sliding route, an initial
segment of SR overlaps with this horizontal strip, thus in+1 = r. It is clear that IH1 and
IH2 hold.
Now assume that IH1 and IH2 hold for Ψ(p)(k+1). From Ψ(p)(k+1) to Ψ(p)(k) a hori-
zontal strip of boxes that contains k + 1 is added. We distinguish two cases:
(1) There is a box containing k + 1 above box (ik+1, jk+1) of p.
(2) There is no box containing k + 1 above box (ik+1, jk+1) of p.
In the first case, let (ik, jk) = (ik+1 − 1, jk). Then IH1 and IH2 hold for Ψ(p)(k).
In the second case, let (ik, jk) = (ik+1, jk − l) where l is the length of the horizontal
strip of (k + 1)’s in row ik (possibly l = 0). To check IH2, we assume the contrary that
ik = ik+1 > k. We also have pik−1,jk ≤ k. Thus pik−1,jk ≤ ik − 1. This is impossible
for p ∈ BC1 ⊂ Dom(ρ). IH2 then implies that the ik-th row will not be removed while
constructing Ψ(p)(k) from Ψ(p)(k+1), hence IH1 holds. 
By the above lemma we see that ρ removes a box from some part of size bk in Ψ(p)(k)
for each k. We call (bn+1, . . . , b1) the ρ-sequence of Ψ(p) (or equivalently Φ(p)).
Example 8.11. Continuing Example 8.8 we have (b7, . . . , b1) = (1, 3, 3, 3, 3, 3, 3).
8.3. Proof of Theorem 3.14. As the result of the above two sections, we just need to show
ρ(Ψ(p)) = ρ(Ψ(p)) for p ∈ BC1. Let ~a = (an+1, . . . , a1) be the ρ-sequence of Φ(p) (see
Definition 2.29). Let~b = (bn+1, . . . , b1) be the ρ-sequence of Ψ(p) defined above.
It suffices to show that ~a = ~b. We shall induct on the recursive definition of Ψ.
As base case, an+1 = bn+1 since Ψ(p)(n+1) has only one (singular) part. Now assume
ak+1 = bk+1. By the definition of the ρ-sequence, ak is the size of the shortest part (all
parts are singular) in Ψ(p)(k) that is no shorter than ak+1. From Ψ(p)(k+1) to Ψ(p)(k) a
horizontal strip of boxes that contains k + 1 is added. There are three possibilities:
(1) There is no added box containing k + 1 adjacent (above or to the left) to the box
removed from Ψ(p)(k+1) by ρ.
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(2) There is a box containing k + 1 added above the box removed from Ψ(p)(k+1) by
ρ.
(3) There is a box containing k + 1 added on the left to the box removed from
Ψ(p)(k+1) by ρ. But no box containing k + 1 added above.
In the first case, the removed box is already an inside corner of Ψ(p)(k), thus by the
definition of ρ, no further Schu¨tzenberger’s sliding can be done, hence bk = bk+1. It is
also clear that the part in Ψ(p)(k) that contains the removed box is the shortest part which
is no shorter than ak+1, thus ak = ak+1 = bk+1 = bk.
In the second case, we need one more Schu¨tzenberger’s sliding up to get to the inside
corner when constructing ρ(Ψ(p))(k), thus ak = ak+1 = bk+1 = bk.
In the third case, we possibly need several more Schu¨tzenberger’s slidings left to get
to the inside corner when constructing ρ(Ψ(p))(k). Then bk is the size of the part that
contains the removed box in Ψ(p)(k), but this part is clearly also the shortest part which is
no shorter than ak+1. Therefore, ak = bk > ak+1 = bk+1.
9. PROOF OF THEOREM 3.15
In this section we prove that for p ∈ BC2, we have ρ ◦ Φ(p) = Φ ◦ ρ(p).
Given p ∈ BC2, we have
p = S ⊗ q =
s1
.
.
.
st
⊗ q
where s1 > 1, st = n + 2, and q ∈ Pn+1(B) for some B, and n + 2 does not appear
anywhere in q.
For k ≤ t, denote Sk be the single column tableau formed by the first k boxes of S.
That is
Si =
s1
s2
.
.
.
sk
.
Then (ρ(S))k+1 is the single column tableau
(ρ(S))k+1 =
1
s1
.
.
.
sk
.
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Let us first lay out the road map of the proof. We will describe a combinatorial con-
struction α : RC(((k, 1), B), λ)→ RC(((k+1, 1), B), λ+ ǫ1), and inductively argue that
Φ(Sk⊗ q)
α
7→ Φ((ρ(S))k+1⊗ q) for all k < t. In particular, Φ(St−1⊗ q)
α
7→ Φ(ρ(S)⊗ q).
Then we argue the commutativity of the following diagram:
(9.1) Φ(St−1 ⊗ q)
lb
−1
◦lh
−1
(st) //
α

Φ(S ⊗ q)
ρ

Φ(ρ(S)⊗ q)
= // •
This then implies Φ(ρ(S ⊗ q)) = Φ(ρ(S)⊗ q) = ρ(Φ(S ⊗ q)) which finishes the proof.
Recall that by Remark 2.13, we can either describe an rc ∈ RC as (v, J) in terms of its
label or as (v, cJ) in terms of its colabel. In the following definition, it is more convenient
for us to use colabels.
Definition 9.1. Let k < t. For i ∈ [k] let Di := Dsi be the lh
−1
-sequence of Φ(Si−1⊗ q)
with respect to si (see Definition 2.21). By construction, D(i)i ≤ D(i−1)i−1 . For notational
convenience, we take D(0)0 =∞.
Let Ei be the sequence of singular strings in Φ(Si⊗ q) that were obtained by the action
of lh−1 that adds a box to each string in Di.
Let (v, cJ) = Φ(Sk⊗q). Then (v˜, c˜J) = α(v, cJ) is defined by the following construc-
tion (recall Remark 2.11, when we compare parts below, we are comparing their length):
(1) for j > k + 1, (v˜, c˜J)(j) = (v, cJ)(j).
(2) for j = k + 1, v˜(k+1) = v(k+1), c˜J (k+1) is obtained from cJ (k+1) by
• for strings s ≤ D(k)k , c˜J
(k+1)
(s) = cJ (k+1)(s) + 1;
• for strings s > D(k)k , c˜J
(k+1)
(s) = cJ (k+1)(s).
(3) for j = k, v˜(k) removes one box from the part E(k)k in v(k). c˜J
(k)
is such that
• the shortened part has colabel 0;
• for strings s ≤ D(k)k , c˜J
(k)
(s) = cJ (k)(s)− 1;
• for strings D(k)k < s ≤ D
(k−1)
k−1 , c˜J
(k)
(s) = cJ (k)(s) + 1;
• for strings s > D(k−1)k−1 , c˜J
(k)
(s) = cJ (k)(s).
(4) for 1 ≤ j < k, v˜(j) removes one box from the part E(j)j in v(j). c˜J
(j)
is such that
• the shortened part has colabel 0;
• for strings s ≤ D(j+1)j+1 , c˜J
(j)
(s) = cJ (j)(s);
• for strings D(j+1)j+1 < s ≤ |D
(j)
j |, c˜J
(j)
(s) = cJ (j)(s)− 1;
• for strings D(j)j < s ≤ D
(j−1)
j−1 , c˜J
(j)
(s) = cJ (j)(s) + 1;
• for strings s > D(j−1)j−1 , c˜J
(j)
(s) = cJ (j)(s).
Lemma 9.2. For each k < t, Φ(Sk ⊗ q)
α
7→ Φ((ρ(S))k+1 ⊗ q). Moreover, E
(k)
k is the
smallest singular string in (Φ(Sk ⊗ q))(k) of size greater than 0; and for 1 ≤ j ≤ k − 1,
E
(j)
j is the smallest singular string in (Φ(Sj ⊗ q))(j) of size greater than E(j+1)j+1 .
Proof. Proceed by induction.
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In the base case k = 1, let (v1, cJ1) = Φ( s1 ⊗ q). By assumption, s1 > 1, thus
D
(1)
1 <∞. The definition of α then says (v˜1, c˜J1) = α(v1, cJ1) is such that
(1) (v˜1, c˜J1)(j) = (v1, cJ1)(j) for j > 2;
(2) v˜1(2) = v(2)1 , c˜J1
(2)
(s) = cJ
(2)
1 (s)+1 for strings s ≤ D
(1)
1 , c˜J1
(2)
(s) = cJ
(2)
1 (s)
for strings s > D(1)1 ;
(3) v˜1(1) removes one box from the part E(1)1 in v(1)1 , c˜J1
(1)
is such that the shortened
part has colabel 0, ˜cJ (1)1 (s) = cJ
(1)
1 (s) − 1 for strings s ≤ D
(1)
1 ,
˜
cJ
(1)
1 (s) =
cJ
(1)
1 (s) + 1 for strings s > D
(1)
1 .
A direct computation shows that α(v1, cJ1) = Φ( 1s1
⊗ q). Moreover, the fact that
˜
cJ
(1)
1 (s) = cJ
(1)
1 (s) − 1 for strings s ≤ D
(1)
1 implies that E
(1)
1 is the smallest singular
string of size greater than 0 in (Φ(s1 ⊗ q))(1). This proves the base case.
Now let (vk, cJk) = Φ(Sk ⊗ q) and (v˜k, c˜Jk) = Φ((ρ(S))k+1 ⊗ q), and suppose
that (vk, cJk)
α
7→ (v˜k, c˜Jk). Consider the difference between (vk+1, cJk+1) = lb
−1
◦
lh
−1
(Φ(Sk ⊗ q), sk+1) and (v˜k+1, c˜Jk+1) = lb
−1
◦ lh
−1
(Φ((ρ(S))k+1 ⊗ q), sk+1). We
will argue that the difference is exactly the effect of α.
Let Dk+1 and D˜k+1 be the lh
−1
-sequences of (vk, cJk) and (v˜k, c˜Jk) with respect to
sk+1 > k + 1, respectively. Ek+1 and E˜k+1 are defined as before corresponding to Dk+1
and D˜k+1, respectively.
Consider the difference between (vk+1, cJk+1)(a) and (v˜k+1, c˜Jk+1)(a) for a > k+ 2.
By induction, for j > k+1, (vk, cJk)(j) and (v˜k, c˜Jk)(j) are the same, thusD(j)k+1 = D˜
(j)
k+1
for j = n + 1 down to k + 2. This then implies that for j > k + 2, (vk+1, cJk+1)(j) =
(v˜k+1, c˜Jk+1)
(j)
.
Consider the difference between (vk+1, cJk+1)(k+2) and (v˜k+1, c˜Jk+1)(k+2). The ar-
guments from the previous paragraph also shows that v(k+2)k+1 = v˜
(k+2)
k+1 . By induction,
v
(k+1)
k = v˜
(k+1)
k , and for strings s ≤ D
(k)
k , c˜J
(k+1)
k (s) = cJ
(k+1)
k (s) + 1. Then by def-
inition of lh−1 we have D(k+1)k+1 ≥ D˜
(k+1)
k+1 . By the fact that ρ(S)k+1 is of height k + 1,
we have D˜(k+1)k+1 = 0. Thus by the definition of lb
−1
, v
(k+1)
k+1 has one box added on the
string D(k+1)k+1 of v
(k+1)
k , while v˜
(k+1)
k+1 = v˜
(k+1)
k . Therefore, v˜
(k+1)
k+1 can be obtained from
v
(k+1)
k+1 by removing one box from the part E
(k+1)
k+1 . All above and the fact that the se-
quence of rectangles ((k + 2, 1), B) of (v˜k+1, c˜Jk+1) contributes 1 more to the vacancy
number of strings in (v˜k+1, c˜Jk+1)(k+2) than the sequence of rectangles ((k+1, 1), B) of
(vk+1, cJk+1) contributes to the vacancy number of strings in (vk+1, cJk+1)(k+2) implies
that
• for strings s ≤ D(k+1)k+1 , c˜J
(k+2)
k+1 (s) = cJ
(k+2)
k+1 (s) + 1;
• for strings s > D(k+1)k+1 , c˜J
(k+2)
k+1 (s) = cJ
(k+2)
k+1 (s).
Consider the difference between (vk+1, cJk+1)(k+1) and (v˜k+1, c˜Jk+1)(k+1). We have
just shown in the previous paragraph that v˜(k+1)k+1 is obtained from v(k+1)k+1 by removing one
box from the partE(k+1)k+1 . By definition of lb
−1
, the part with this box removed has colabel
0. By induction, c˜J
(k+1)
k = cJ
(k+1)
k + 1 for parts ≤ D
(k)
k . Also by induction v˜
(k)
k can be
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obtained from v(k)k by removing one box from the part E
(k)
k . All above and the fact that the
sequence of rectangles ((k + 2, 1), B) of (v˜k+1, c˜Jk+1) contributes 1 less to the vacancy
number of strings in (v˜k+1, c˜Jk+1)(k+1) than the sequence of rectangles ((k+1, 1), B) of
(vk+1, cJk+1) contributes to the vacancy number of strings in (vk+1, cJk+1)(k+1) implies
that
• for strings s ≤ D(k+1)k+1 , c˜J
(k+1)
k+1 (s) = cJ
(k+1)
k+1 (s)− 1;
• for strings D(k+1)k+1 < s ≤ D
(k)
k , c˜J
(k+1)
k+1 (s) = cJ
(k+1)
k+1 (s) + 1;
• for strings s > D(k)k , c˜J
(k+1)
k+1 (s) = cJ
(k+1)
k+1 (s).
By the first bullet point above,E(k+1)k+1 is the smallest singular string in (vk+1, cJk+1)(k+1)
of size ≥ 0.
Consider the difference between (vk+1, cJk+1)(k) and (v˜k+1, c˜Jk+1)(k). By induction
v˜
(k)
k is obtained from v
(k)
k by removing one box from the part E
(k)
k . By definition of lh
−1
and lb−1, v˜(k)k+1 = v˜
(k)
k and v
(k)
k+1 = v
(k)
k . Moreover, we have v˜
(j)
k+1 = v˜
(j)
k and v
(j)
k+1 = v
(j)
k
for all j ≤ k. Therefore, the difference between cJ (k)k+1 and c˜J
(k)
k+1 is determined by the
difference between cJ (k)k and c˜J
(k)
k , the change of sequence of rectangles by lb
−1
◦ lh
−1
and the location of the added boxE(k+1)k+1 \D
(k+1)
k+1 . We note that the sequence of rectangles
change decreases the contribution to cJ (k)k+1(s) by 1 for any string s, while the added box
E
(k+1)
k+1 \D
(k+1)
k+1 increases the contribution to cJ
(k)
k+1(s) for all s of size > |D
(k+1)
k+1 |. Thus
• for strings s ≤ D(k+1)k+1 , c˜J
(k)
k+1(s) = cJ
(k)
k+1(s);
• for strings D(k+1)k+1 < s ≤ D
(k)
k , c˜J
(k)
k+1(s) = cJ
(k)
k+1(s)− 1;
• for strings D(k)k < s ≤ D
(k−1)
k−1 , c˜J
(k)
k+1(s) = cJ
(k)
k+1(s) + 1;
• for strings s > D(k−1)k−1 , c˜J
(k)
k+1(s) = cJ
(k)
k+1(s).
By the second bullet point aboveE(k)k is the smallest singular string in (vk+1, cJk+1)(k)
is greater or equal to E(k+1)k+1 .
Consider the difference between (vk+1, cJk+1)(j) and (v˜k+1, c˜Jk+1)(j) for 1 ≤ j <
k − 1. Notice that (vk+1, cJk+1)(j) = (vk, cJk)(j) and (v˜k+1, c˜Jk+1)(j) = (v˜k, c˜Jk)(j).
Thus by induction we have: v˜(j)k+1 removes one box from the part E
(j)
j in v
(j)
k+1, and c˜J
(j)
k+1
is such that
• the shortened part has colabel 0;
• for strings s ≤ |D(j+1)j+1 |, c˜J
(j)
k+1(s) = cJ
(j)
k+1(s);
• for strings D(j+1)j+1 < s ≤ D
(j)
j , c˜J
(j)
k+1(s) = cJ
(j)
k+1(s)− 1;
• for strings D(j)j < s ≤ |D
(j−1)
j−1 |, c˜J
(j)
k+1(s) = cJ
(j)
k+1(s) + 1;
• for strings s > D(j−1)j−1 , c˜J
(j)
k+1(s) = cJ
(j)
k+1(s).
By the second bullet point aboveE(j)j is the smallest singular string in (vk+1, cJk+1)(j) ≥
E
(j+1)
j+1 . 
Lemma 9.3. The diagram (9.1) commutes.
PROMOTION OPERATOR ON RIGGED CONFIGURATIONS OF TYPE A 33
Proof. By Lemma 9.2, the difference between Φ(St−1 ⊗ q) = (vt, cJt) and Φ((ρ(S))t ⊗
q) = Φ(ρ(S ⊗ q)) = (v˜t, c˜J t) is
(1) for j > t, (v˜, c˜J)(j) = (v, cJ)(j).
(2) for j = t, v˜(t) = v(t), c˜J (t) is obtained from cJ (t) by
• for strings s ≤ D(t−1)t−1 , c˜J
(t)
(s) = cJ (t)(s) + 1;
• for strings s > D(t−1)t−1 , c˜J
(t)
(s) = cJ (t)(s).
(3) for j = t− 1, v˜(t−1) removes one box from the part E(t−1)t−1 in v(t−1). c˜J
(t−1)
is
such that
• the shortened part has colabel 0;
• for strings s ≤ D(t−1)t−1 , c˜J
(t−1)
(s) = cJ (t−1)(s)− 1;
• for strings D(t−1)t−1 < s ≤ D
(t−2)
t−2 , c˜J
(t−1)
(s) = cJ (t−1)(s) + 1;
• for strings s > D(t−2)t−2 , c˜J
(t−1)
(s) = cJ (t−1)(s).
(4) for 1 ≤ j < t− 1, v˜(j) removes one box from the part E(j)j in v(j). c˜J
(j)
is such
that
• the shortened part has colabel 0;
• for strings s ≤ D(j+1)j+1 , c˜J
(j)
(s) = cJ (j)(s);
• for strings D(j+1)j+1 < s ≤ D
(j)
j , c˜J
(j)
(s) = cJ (j)(s)− 1;
• for strings D(j)j < s ≤ D
(j−1)
j−1 , c˜J
(j)
(s) = cJ (j)(s) + 1;
• for strings s > D(j−1)j−1 , c˜J
(j)
(s) = cJ (j)(s).
Let (u, cI) = Φ(S ⊗ q) = lb−1 ◦ lh−1(Φ(St−1 ⊗ q), n + 2). Thus, u can be obtained
from v by adding a box toD(j)t for j = n+1 down to t. Now we use the fact that n+2 does
not appear anywhere in q, which implies that v(n+1) is empty. HenceDt is the sequence of
empty strings. This implies that the colabels of all unchanged strings are preserved when
passing from (v, cJ) to (u, cI) (since the vacancy number for all unchanged strings are
preserved, and their labels are preserved). Then the difference between u and v˜ is given by
the following:
(1) for j > t, (v˜, J˜)(j) is obtained from u by removing a string of size 1;
(2) for j = t, v˜(t) is obtained from u(t) by removing a box from the part E(t)t ;
(3) for j = t − 1, v˜(t−1) is obtained from u(t−1) by removing a box from the part
E
(t−1)
t−1 ;
(4) for 1 ≤ j < t − 1, v˜(j) is obtained from u(t) by removing a box from the part
E
(j)
j ;
By Lemma 9.2, the sequence of boxes removed is precisely the ρ-sequence. Furthermore,
the difference between (v, cJ) and (v˜, c˜J) mandated by α precisely makes ρ(u, cI) =
(v˜, c˜J). 
APPENDIX A. PROOF OF THEOREM 8.5
The aim here is to prove Theorem 8.5. To do this, we will actually prove a stronger
statement. Let us first generalize the construction of Ψ in Section 8.
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Let c ≥ 0, and 0 < t ≤ r. Let p ∈ Pn((t, 1), (r, c)) and write
p = T ⊗ S =
T1,1
.
.
.
Tt,1
⊗
S1,1 · · · · · · S1,c
.
.
.
.
.
.
.
.
.
.
.
.
Sr,1 Sr,2 · · · Sr,c
.
We require that Tk,1 ≤ Sk,1 for k = 1, . . . , t, and write p as
p =
T1,1 S1,1 · · · · · · S1,c
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Tt,1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Sr,1 Sr,2 · · · Sr,c
.
Define ψ(p) = (u1, . . . , un) where each uk is the area of p that is formed by all boxes that
(1) are on the j-th row for j ≤ k;
(2) contain numbers > k.
Example A.1. Let p ∈ P7((2, 1), (4, 4)) be
1 2 3 4
2 4 4 5
6 6 6
7 7 8
, then
ψ(p) = ( 2 3 4 ,
3 4
4 4 5
,
4
4 4 5
6 6 6
,
5
6 6 6
7 7 8
, 6 6 6
7 7 8
, 7 7 8 , 8 ) .
Remark 8.3 also applies here.
Definition A.2. Define Ψ˜(p) = (ψ(p), J) ∈ RCn((t, 1), (r, c)), where ψ(p) is viewed as
a sequence of partitions, and J is such that it sets the colabels for all parts in ut of size ≤ c
to 1 and sets the colabels of all other parts to 0.
Lemma A.3. For p given as above, Φ(p) = Ψ˜(p).
Proof. We prove this statement by induction.
For a fixed r ≥ 0, let Er(c, t) be the following statement with c ≥ 0 and 0 ≤ t ≤ r as
free variables: ”For any p = T ⊗ S ∈ Pn((t, 1), (r, c)) with Tk,1 ≤ Sk,1 for k = 1, . . . , t
we have Φ(p) = Ψ˜(p).”
The induction is on Er(c, t) with (c, t) in the lattice Z≥0 × [r]. For the base case,
Er(0, 0) is true since both Φ(p) and Ψ˜(p) are lists of empty partitions. The induction step
has following two cases:
(1) Assume Er(c, t) for c ≥ 0 and t < r, show Er(c, t+ 1);
(2) Assume Er(c, r) for c ≥ 0, show Er(c+ 1, 0).
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For the first case, given Φ(p) = Ψ˜(p) for the following
p =
T1,1 S1,1 · · · · · · S1,c
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Tt,1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Sr,1 Sr,2 · · · Sr,c
we would like to compare Φ(p′) and Ψ(p′) for
p′ =
T1,1 S1,1 · · · · · · S1,c
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Tt,1
.
.
.
.
.
.
.
.
.
.
.
.
a
.
.
.
.
.
.
.
.
.
.
.
.
Sr,1 Sr,2 · · · Sr,c
where St+1,1 ≥ a > Tt,1.
The change from Φ(p) ∈ RC((t, 1), (r, c)) to Φ(p′) ∈ RC((t + 1, 1), (r, c)) is caused
by lb−1◦ lh−1 which is described in the following algorithm: Let s(a) =∞. For k = a−1
down to t+ 1, select the longest singular string in Φ(p)(k) of length s(k) (possibly of zero
length) such that s(k) ≤ s(k+1). Add a box to each of the selected strings, and reset their
labels to make them singular with respect to the new vacancy number, leaving all other
strings unchanged.
By the construction of Ψ˜(p), the inductive assumption that Φ(p) = Ψ˜(p), and St+1,1 ≥
a, we can conclude that s(k) = c for k = a− 1 down to t+ 1 in the construction of Φ(p′).
The changing of sequence of rectangles from ((t, 1), (r, c)) to ((t + 1, 1), (r, c)) causes
the colabels of all parts in Φ(p′)(t+1) of size ≤ c set to 1 (increased by 1 from 0), and
the colabels of all parts in Φ(p′)(t) of size ≤ c set to 0 (decreased by 1 from 1). This is
precisely the effect of going from Ψ˜(p) to Ψ˜(p′).
For the second case, going from Φ(p) to Φ(p′) has the effect of ls−1, which decreases
the colabels for all parts in Φ(p)(r) of size ≤ c by 1. Again this is precisely the result of
going from Ψ˜(p) to Ψ˜(p′). 
APPENDIX B. SEVERAL USEFUL FACTS
In this section, several facts that are repeatedly used in Section 6 are stated and proved.
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For any p ∈ Pn, let rc = Φ(p). Then to each numbered box in p one can associate a
lh
−1
-sequence. In the case
p = S ⊗ T ⊗ q =
b1
.
.
.
bj
⊗
T1,s · · · T1,1
.
.
.
.
.
.
.
.
.
Tr,s · · · Tr,1
⊗ q ∈ Pn((j, 1), (r, s), B
′),
we adopt the definitions of rcj,s and Dj,s as given in Section 6. Unlike those in Section 6,
however, results in this section are general facts about rigged configurations and not just
about Φ(Dom(ρ)).
Lemma B.1. For a fixed column j of T and for 1 ≤ a < b ≤ r, we have D(k)b,j ≤ D(k)a,j for
any k ∈ [n].
Proof. By the definition of lh−1 (Definition 2.21), we can inductively show D(k)a+1,j ≤
D
(k−1)
a,j for all k from n down to 1. Combining this with the fact that D
(k−1)
a,j ≤ D
(k)
a,j , we
have D(k)a+1,j ≤ D
(k)
a,j . 
Lemma B.2. For a fixed row i of T and for 1 ≤ c < d ≤ s, we have D(k)i,d > D(k)i,c for all
k such that D(k)i,c 6=∞. In the case D
(k)
i,c =∞, D
(k)
i,d must be also ∞.
Proof. We use the convention in this proof that ∞ plus any constant is ∞.
We proceed by induction on the row index i, on the following inductive hypothesis
Hypothesis B.3. For any k ∈ [n], rc(k)i−1,s+1 has a singular string of size D
(k)
i,s + 1. There-
fore D(k)i,s+1 ≥ D
(k)
i,s + 1.
By definition of Φ, rci−1,s+1 can be obtained from rci,s in 3 steps:
S1. From rci,s to rcr,s by a sequence of lb
−1
◦ lh
−1
operations:
rcr,s = lb
−1
◦ lh
−1
(· · · lb
−1
◦ lh
−1
(rci,s, Ti+1,s) · · · , Tr,s).
S2. From rcr,s to rc0,s+1 by rc0,s+1 = ls
−1
(rcr,s).
S3. (This step is empty for i = 1.) From rc0,s+1 to rci−1,s+1 by a sequence of lb−1 ◦
lh
−1
operations:
rci−1,s+1 = lb
−1
◦ lh
−1
(· · · lb
−1
◦ lh
−1
(rci,s, T1,s+1) · · · , Ti−1,s+1).
By definition of lh−1, for any k ∈ [n], rc(k)i,s has a singular string of size D
(k)
i,s + 1.
By Lemma B.1, all the consecutive applications of lb−1 ◦ lh−1 in S1 do not affect the
singularity of the above strings. Thus for any k ∈ [n], rc(k)r,s has a singular string of
size D(k)i,s + 1. In S2, ls
−1
never makes any singular string into non-singular. Thus for
any k ∈ [n], rc(k)0,s+1 has a singular string of size D
(k)
i,s + 1. Finally, by induction and
Lemma B.1, we see that Dk,s+1 for any k < i will not affect the singularity of the above
strings. Thus in rc(k)i−1,s+1 for each k, there is a singular string of size D
(k)
i,s + 1.
Note that Ti,s+1 ≤ Ti,s. This implies Dj,s+1 > Dj,s for all j ≥ Ti,s+1. Using
this as base case, and the result we just proved above, a downward induction shows that
D
(k)
i,s+1 ≥ D
(k)
i,s for all k ∈ [n] and as long as D
(k)
i,s <∞, D
(k)
i,s+1 > D
(k)
i,s . 
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