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RESUMEN 
En este trabajo se describen los principales elementos del proceso de ajuste 
estacional y de extraccion de senales que se emplean en la Contabilidad Nacional 
Trimestral (CNTR). Se especifica, en primer lugar, la estructura de componentes 
subyacentes empleada, para, a continuacion, describir los aspectos tecnicos de SU 
estimacion. Dichos aspectos comprenden el calculo de los efeetos de calendario, la 
determinacion de los componentes estocasticos Y la descomposicion final. Asimismo, se 
detalla el proceso de extraccion de seriales apJicado al Producto Interior Bruto (PIS) y, 
finalmente, el metoda de equilibrado y conciliacion multivariante empleado. 
Oesde un punto de vista tecnico, la metodologia utilizada combina la 
descomposicion de series temporales basad a en modelos ARIMA con los procedimientos 
de desagregacion temporal que extienden al caso multivariante el procedimiento de Chow y 
Lin. Estos procedimientos forman parte de las recamendaciones efectuadas por Eurostat y 
el Banco Central Europeo para armonizar la compilacion de la CNTR en los paises de la 
Union Europea (UE), con el fin de facilitar las comparaciones dentro de dicha Union. 

1. INTRODUCCION 
En este trabajo 5e detalla el proceso de extraccion de senales aplicado en la 
Contabilidad Nacional Trimestral (CNTR) que elabora el Instituto Nacional de Estadlstica 
(INE). Dicho proceso incluye el tratamiento de los efeetas de calendario, el ajuste 
estacional y la estimacion de la serial de ciclo-tendencia, asi como los procedimientos de 
equilibrado y conciliacion que garantizan el cumplimiento, a todos los niveles de la CNTR, 
de las restricciones longitudinales y transversales. 
Los procedimientos utilizados siguen las recomendaciones condensadas en el 
Manual de Cuentas Trimestrales (Eurastat, 1998) y en el informe del grupo de trabajo sabre 
ajuste estacional en la Contabilidad Nacional Trimestral (Eurostat y European Central Bank, 
2001). En particular, la extraccion de senales emplea la metodologia basada en modelos 
ARIMA implementada en los programas TRAMO y SEATS, Y el equilibrado y conciliacion 
de las estimaciones se realiza mediante los metodos de Chow y Un y de di Fonzo. 
La organizacion de este documento es la siguiente. En la segunda seccion se 
especifica la estructura de componentes subyacentes empleada para, en la tercera, 
describir los aspectos tecnicos de su estimacion. Dichos aspectos comprenden el calculo 
de los efectos de calendario, la determinacion de los component�s estocasticos y la 
descomposicion final. La cuarta seccion detalla, por su relevancia economica, el proceso 
de extraccion de senales aplicado al.Producto Interior Bruto (PIB). EI metodo de equilibrado 
y conciliacion multivariante que se emplea en la CNTR se describe en la seccion quinta y, 
en la sexta, se expone la naturaleza de las revisiones y la estrategia de estimacion seguida 
al respecto. 
Finalmente, debe senalarse que este documento es parte de uno mas extenso, en 
proceso de elaboracion, en el que se actualiza la metodologia de la CNTR, vease INE 
(1993). Esta actualizacion tendra en cuenta los cambios de cobertura, definicion y 
principios contables contenidos en el nuevo Sistema Europeo de Cuentas Nacionales 
(SEC·95) asi como los aspectos tecnicos relacionados con la desagregacion temporal y el 
tratamiento de los indicadores de base. 
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2. LA HIPOTESIS DE COMPONENTES SUBYACENTES 
La hip6tesis de componentes subyacentes en el dominic de� tiempo establece que 
la serie observada Yt es la agregaci6n de cinco componentes ortogonales: tendencia, cicio, 
estacionalidad, irregularidad y efectos de calendario, segun: 
La expresi6n (2.1) tambien es valida para esquemas de tipo multiplicativo de la 
forma Yt=TtCtStlt*CALt si se aplican logaritmos sabre la serie original. Se asume, sin 
perdida de generalidad, que dicha transformaci6n ha sido aplicada. 
Es posible asociar cada uno de estes componentes con una banda en el dominic de 
la frecuencia, cuya interpretacion es la siguiente: 
Tendencia: esta asociada con las bajas frecuencias, esto es, movimientos de larga 
duracion cuyo periodo es superior a los 32 trimestres (ocho arios). Este componente suele 
asociarse con los determinantes del crecimiento econ6mico: progreso tecnico acumulado; 
evoluci6n del stock de capital fisico; nivel, composici6n y cualificaci6n (capital humano) de 
la fuerza de trabajo. En consecuencia, se considerara tendencia aquellas oscilaciones cuya 
frecuencia (w), expresada en radianes, se encuentre comprendida entre 0 y 2ru'32 (periodo 
superior a ocho arios)1. Cabe destacar, dentro de esta banda, su limite inferior, w=O, que se 
corresponde can oscilaciones de peri ado infinito. Este elemento se denomina ·'tendencia 
pura 0 absoluta". 
Cicio: el componente ciclico de una serie temporal esta caracterizado par 
oscilaciones cuya duraci6n se situa entre dos y ocho arios. Es un componente de baja 
frecuencia, igual que la tendencia, pero originado par factores diferentes, entre los que 
predominan los aspectos de carta plazo a ajuste hacia las sendas de crecimiento definidas 
en el punto anterior. Habitualmente esta clase de movimientos pueden ser caracterizados 
como la respuesta de los agentes econ6micos a shocks ex6genos de diversa indole, 
tomando como instrumentos precios a cantidades. Por 10 tanto, se considerara cicio 
aquellas oscilaciones cuya frecuencia, en radianes, se encuentre contenida entre 21ti32 y 
21ti8 (periodo comprendido entre dos y ocho arias). 
Mereee especial menci6n la dificultad de discriminar entre tendencia y cicio, sabre 
todo las oscilaciones comprendidas entre cinco y diez arias. La cortedad, para estas fines, 
de la mayoria de las series macroeconomicas junto con la mayor complejidad del diseria de 
filtros ideales para estimar, de forma excluyente, la tendencia a el cicio, hacen esta tarea 
especialmente dificil. Par otra parte, desde un punta de vista teorico, se admite que 
I Recuerdese que w=2l11'p. siendo w Ia frecuenda (en radianes) y p el perfodo. 
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muchos de los factores que afectan a la tendencia son responsables tam bien del 
comportamiento ciclico, de forma que no es conveniente imponer una distincion 
excesivamente tajante. Por esta razon se trabajara con un componente mixto de cicio y 
tendencia Pt = Tt + CI, de forma que [2.1) se transforma en: 
Estacionalidad: se trata de un movimiento periodico 0 cuasiperiodico de duracion 
inferior 0 igual al ario. Viene determinado, principalmente, por factores institucionales, 
climaticos y tecnicos que evolucionan de forma suave, desde una perspectiva a largo 
plazo. Habitualmente, dada la constancia a corto plazo de los mencionados factores, no es 
el componente mas relevante para el analisis de la coyuntura, aunque puede arrojar luz 
sobre aspectos estructurales. Asi pues, se denominara estacionalidad a la oscilacion cuya 
frecuencia, en radianes, es rtl2 (periodo de un ario) y su armonico 1"[ (periodo de dos 
trimestres). 
lrreaularidad: son movimientos erraticos y generalmente impredecibles que 
distorsionan la relacion lineal entre la serie observada y sus componentes estructurales 
(ciclo-tendencia y estacionalidad). Consiguientemente, se define la irregularidad de una 
serie como aquellos movimientos de frecuencia estrictamente inferior a rtl2, excluyendo el 
armonico estacional asociado a la frecuencia n. 
Efectos de calendario: Los efectos englobados dentro de este componente 
obedecen a la discrepancia �xistente entre la dinamica temporal intrinseca de un 
determinado fenomeno (p.e., diaria 0 semanal) y la que resulta de su agregacion 0 
muestreo temporal (p.e., trimestral). De esta manera, muchas series economicas poseen 
un patron de variabilidad intrasemanal (cicio semanal) que, al agregar temporalmente, da 
lugar a una pauta sistematica denominada �efecto alias" (aliasing), vease Melis (1992). 
Esta pauta, que es el unico rasgo observable del cicIo semanal, sirve para inferir la 
estructura subyacente del mismo mediante su modelizacion estadistica. 
Por otra parte, determinados fenomenos economicos se rigen por un calendario 
diferente del utilizado como patron de medida. Asi, el caso mas notable es el de la Pascua 
que, al regirse p�r el calendario lunar, posee una ubicacion movil en el calendario 
gregoria no, vease Stewart (2001). Notese que, desde la perspectiva del primero, se trata 
de una fiesta fija cuyo efecto es puramente estacional. En consecuencia, se consideraran 
como efectos de calendario aquellos asociados con el cicio semanal y con la Pascua movi!. 
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3. ESTIMACION DE LOS COMPONENTES 
La estimacion de los componentes descritos en la seccien anterior se efectua en 
dos eta pas. En la primera se evaluan los efeetas de calendario mediante un analisis de 
regresi6n con errores ARIMA y, en la segunda, se estiman los restantes componentes a 
traves de la aplicacion de filtros de Wiener-Kolmogorov a la serie corregida de los efectas 
de calendario. Una descripcion de esta metodologia se encuentra en Burman (1980), 
Hillmer y Tiao (1982), Hillmer et af. (1983), Maravall (1987, 1990, 1993a, 1993b, 1994), 
Maravall y Pierce (1987) y G6mez y Maravall (1998c), entre otres. Los programas 
empleados, TRAMO y SEATS, se describen en Maravall y G6mez (1996, 1998a). A 
continuaci6n se detallan las eta pas del proceso de extraccion de seriales. 
3.1. Estimaci6n del etecta de calendario 
EI efecta de calendario consta de dos elementos, uno asociado a la Pascua mavil 
(EI) y otro vinculado con el cicio semanal (CSt). EI primero se modeliza de forma 
determinista segun: 
[3.1) E, = yP(t), 
donde P(t)\ expresa la proporci6n que representa la semana de Pascua en el mes t, 
habiemdose considerado que su efecto se percibe en los l' dias anteriores al Domingo de 
Resurrecci6n. En general, se asume que t=6, Un anidisis detallado de esta clase de 
efeetos se encuentra en Liu (1980, 1983) Y en Hillmer et af. (1983). 
El cicio semanal tam bien se representa de manera determinista, siendo su 
expresi6n formal: 
[3.2) CS, = �D, 
siendo Dt = (numero de lunes, martes, miercoles, jueves y viernes en el mes t) � (numero de 
sabados y domingos en el mes 1)"'(5/2). EI factor 5/2 sirve para homogeneizar los dos 
elementos de la diferencia que da lugar a D\. Acerca del tratamiento y modelizaci6n de esta 
clase de efeelos vease Hillmer (1982), Bell y Hillmer (1983), Hillmer et af. (1983) y Salinas y 
Hillmer (1987), entre otros. 
De esta forma, el efecto de calendario total se define como: 
[3.3) CAL, = E, + CS, 
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La cuantificacion de este efecto se realiza mediante la identificacion, estimacion y 
diagnostico de un modelo de regresion cuya perturbacion sigue una representacion 
autorregresiva, integrada y de medias moviles (ARIMA) de tipo multiplicativo (Box y 
Jenkins, 1976): 
[3.4) 9q(B)9Q
(B') 
y, = yP(T), + PD, + $,(B)$,(B')(l- B)'(l- B')D a, 
donde $p(B) y 9q(B) son, respectivamente, polinomios de orden p y q en el operador de 
desfases B, y $p(B') y 90(B') son polinomi05 de orden P y Q en B', con 5=4. Las 
expresiones (1_B)d y (1-B')0 son operadores de diferenciaci6n regular y estacional 
controlados por los parametros enteros d y D, respectivamente. Por ultimo, at es una 
secuencia de ruido blanco gaussiano con esperanza nula y varianza constante VI' 
EI proceso inicial de identificacion y estimacion es realizado por el programa 
TRAMO, realizandose la determinacion de la presencia del efecto de calendario mediante 
dos contrastes independientes de significacion estadistica de las hipotesis nulas y=O 
(ausencia de efecto Pascua) y P=O (ausencia de cicio semanal). En G6mez (1994) y 
Gomez y Maravall (1998b) se detalla el algoritmo de identificaci6n y contraste incorporado 
en TRAMO. 
Una vez estimados los parametros y y 13 y los operadores AR y MA del modelo [3.4] 
se obtiene la serie corregida de efectos de calendario: 
[3.5) N, = y, -?P(T), -�D, 
3.2. Estimacion de los efectos estocasticos 
EI modelo ARIMA-AI identificado, estimado y diagnosticado en la secci6n anterior 
permite realizar una descomposici6n de la serie, posiblemente corregida de efectos de 
calendario, en sus componentes subyacentes estocasticos de tendencia, estacionalidad e 
irregularidad, siguiendo los principios de descomposicion can6nica basad a en modelos 
ARIMA, vease Burman (1980), Hillmer y Tiao (1982), Hillmer st al. (1983), Maravall (1987, 
1990, 1993a, 1993b, 1994), Maravall y Pierce (1987) y G6mez y Maravall (1998c), entre 
otros. En particular, como ya se ha comentado, se utilizan los programas TRAMO, como 
preprocesador de los efectos deterministas (cicio semanal y Pascua m6vil) y SEATS para 
realizar la extraccion de las senales estocasticas. 
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Este metodo considera que cada componente esta gobernado por un modelo 
ARIMA que refleja sus principales propiedades te6ricas; debiendo ser dichos modelos 
compatibles, en su conjunto, con el que caracteriza a la serle agregada Nt. 
Asumiendo, por mor de generalidad, k componentes estocastlcos, ortogonales entre 
sl, cuya agregaci6n genera a la serie Nit se tiene: 
, 
[3.6] N, � l: N;., 
i_I 
Cada componente evoluciona segun un modelo ARIMA: 
[3.7] i �l..k 
siendo <j)j(B) Y 9j(8) operadores AR y MA, respectivamente, cuyas raices se encuentran 
fuera 0 sobre el circulo de radio unitario. La perturbaci6n que incide sobre cada 
componente es un ruldo blanco gaussiano de varianza V;: 
[3.8] ';., - iid N(O, vJ 
Como ya se ha expuesto en la subsecci6n precedente, el agregado Nt tambien esta 
gobernado por un modelo ARIMA, como se aprecia al combinar [3.4] con [3.5]: 
[3.9] 9,(8)9Q(8
') 9(8) 
N, = $,(8)$,(8')(1-8)'(1_ 8')0" 
� '1'(8)" = 1jI(8)
., 
Los modelos de los componentes expresados en [3.7] deben ser compatibles con el 
del agregado [3.9}, 10 que conduce a la siguiente condici6n: 
[3.10] 
A su vez, la expresi6n anterior implica las dos siguientes: 
, 
[3.11] '1'(8) � nq>;(8) 
i_I 
y 
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, 
[3.12] 9(B)a, = Lq>{;,(B)9;(B)a;., 
, 
con 'I'm (B) = IT '1'; (B) 
r! 
,., 
i_I 
Las ecuaciones [3.11] y [3.12] son fundamentales para el desarrollo del 
procedimiento, ya que relacionan los operadores ARMA de la forma reducida de Nt con los 
correspondientes operadores de los componentes inobservables. Los primeros han side 
estimados y los segundos pueden ser derivados a partir de estos. Desafortunadamente, 
estas dos ecuaciones estim sujetas al siguiente problema de identificacion: existen infinitas 
estructuras 'Vi(S) compatibles con el modelo en forma reducida WeB) que gobierna a Nt. La 
solucion de este problema requiere la incorporacion de informacion adicional que solucione 
esta indeterminacion. La metodologia basada en modelos invoca al principia de 
descomposicion canonica para alcanzar la identificaci'on del sistema. Este principio 
establece que la descomposicion adicipnal de cada componente como serial mas ruido 
blanco es imposible, esto es, que el componente carece de infonnacion redundante: es 
selial pura a ruido blanco, sin mezcla posible. Formalmente: 
[3.13] 
N i,l = N�,1 + �i,1 
implica Ni,l = N:,I (solo existe senal) 0 Ni.1 = �;.1 (solo existe ruido). 
Oesde el dominio de la frecuencia, este principio requiere que todos los 
componentes posean al menos un valor nulo en su representacion espectral (si se trata de 
seriales) 0 ninguno (si se trata de ruidos). 
Una de las consecuencias del principio de descomposicion canonica es que los 
operadores MA de los modelos de los componentes no son invertibles, ya que poseen al 
menos una raiz sobre el circulo de radio unitario, 10 que obliga a acomodar eJ analisis 
econometrico de los componentes estimados a este hecho. 
Una vez aplicado el principio de descomposicion canonica, las ecuaciones [3.111 y 
[3.12) permiten la determinacion de los valores de 4'i(8) en funcion de los de \jJ(8) 
mediante, por ejemplo, el metodo de los momentos. 
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Una vez definidos los modelos te6ricos para los componentes, es menester 
estimarlos, esto es, obtener series temporales para cada Ni" a partir de los datos 
observados de N" Este proceso se realiza mediante el filtrado de Nt segun: 
[3.14[ 
Los filtros Vi(B,F) con F=B" utilizados p�r el SEATS pertenecen a la familia Wiener­
Kolmogorov, cuyo diserio trata de minimizar el error cuadratico medio entre el estimador y 
el componente te6rico. De esta forma, estos filtros se obtienen como solud6n del siguiente 
programa de optimizaci6n restring ida: 
[3.15J 
MIN E(N" -J'l,,)' �;., ' , 
s.a. 
Ni., = \lfi(B)ai., 
La soluci6n de este programa conduce a: 
[3.16J J'I = � \jI,(B) \jI,(F) N = K . �(B)�(F)'''(B)'''.(F)N ',I v� \If(B) \If(F) I ,  T, TI , 
La expresi6n anterior representa la soluci6n de filtrado adoptada por el enfoque 
basado en modelos expresados .en forma reducida. Se trata de filtros lineales, simetricos, 
invariantes en el tiempo, de colas infinitas aunque convergentes y que se derivan combinando 
la informaci6n suministrada por la forma reducida, 1[(8), y la postulada para los componentes, 
",,(B) (vease Maravall, 1987). 
Particularizando el caso anterior para el modelo "de las lineas aereas� (p=P=O, d=D=1 
Y q=Q=1) y series trimestrales (s=4), se tiene 10 siguiente: 
[3.17J N, 
.0:(1_-, '9"" B? ),,(I,--
-,-'9::,;' Bc=- '-,-) a 
(I-B)(I - B') , 
Este modelo es compatible con una descomposici6n de la forma siguiente: 
[3.18J 
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Siendo los modelos para los componentes can6nicos: 
[3.19aJ 
[3.19bJ 
[3.19cJ 
p = (1 + B)(I-aB) a , (1-B)' '.' 
ap., - iid N(O, v,) 
(1-B)(1-o B-o B') S = I 2 a I (I+B+B2 +B3) S,I 
a,., - iid N(O, v,) 
as., - iid N(O, v5) 
Los correspondientes filtros de Wiener-Kolmogorov que permiten estimar los 
componentes a partir de la muestra son: 
[3.20aJ 
[3.20bJ 
[3.20c] 
p = vp U(B)(I+B)(I-aB) U(F)(1+F)(I-aF)N , v, (1-8,B)(1-8,B') (1-9,F)(1-9,F') , 
s = V5 (1-B)'(1-0,B-o,B') (1-B)'(1-0,F-o,F')N , v, (1-8,B)(1-8,B') (1-8,F)(I-,8,F') , 
I = .2 (1-B)' U(B) (1-F)' U(F) N , v, (1-9,B)(1-9,B') (1-9,F)(1-9,F') , 
siendo U(B)=1+B+B2+B3, Finalmente, los modelos para los estimadores son: 
[3.21aJ 
[3.21b] 
[3.21c] 
P (I+B)(I-aB) , , Vp(F)a" 
= \jIp(B)V,(F)a" 
(1-B) . . 
S =(1-B)(1-0,B-o,B') V (F)a = (B)V (F)a I (I+8+B2+B3) S S,I \lis S S,I 
I, = V,(F)a,., 
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En todos los casos hay que destacar: 
La falta de invertibilidad de los operadores MA, ni los definidos sobre B ni sobre 
F, p�r 10 que las correspondientes expansiones AR sertm de tamario infinito. 
La necesidad de efectuar extrapolaciones de la serie en sus extremos para 
obtener estimaciones completas de los componentes. 
La diferencia entre el modelo te6rico para el componente y el modelo del 
estimador, debida a la presencia de los filtros en F. En particular, el componente 
irregular estimado diferira del te6rico de manera sistematica, perdiendo sus 
caracteristicas de ruido blanco. 
EI diagn6stico de la descomposici6n se basa, entre otros elementos, en la 
comparaci6n entre las funciones de autocorrelaci6n de los estimadores te6ricos y de los 
estimadores empiricos. 
3.4. Estimaci6n final 
Una vez efectuado el proceso bietapico antes descrito, la estimaci6n final efectuada 
en la CNTR se obtiene de manera inmediata. Asi, la serie corregida de efectos de 
calendario y de estacionalidad (sac) se obtiene detrayendo de la serie observada los 
correspondientes terminos de calendario y estacionalidad: 
[3.22] 
Por su parte, la serie de ciclo-tendencia es directamente el componente PI estimado 
segun la forma ya descrita: 
[3.23] �� = 1', = Vp(8,F)(y, -CAL�) 
Debe destacarse que, a diferencia de otros procedimientos de descomposici6n, la 
metodologia basada en modelos permite obtener directamente la serial de ciclo-tendencia 
a partir de la serie observada, sin necesidad de efectuar suavizado alguno de la sene 
desestacionalizada y corregida de efectos de calendario. 
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4. TRATAMIENTO DEL PRODUCTO INTERIOR BRUTO 
En el sistema de Cuentas Nacionales, el Producto Interior Bruto (PIS) tiene un papel 
especial debido a su cankter de 5intesis cuantitativa de las tres opticas con las que es 
analizada la actividad de una economia: 9a5to 0 demand a, produccion U oferta y rentas. 
Par 10 tanto, el tratamiento de esta variable es particularrnente relevante. 
La descomposici6n del PIS se puede efectuar de dos maneras alternativas: 
Directa: los procedimientos de extracci6n de senales son aplicados al PIS en 
h�rrninos brutos, esto es, a la agregacion transversal de sus constituyentes. 
Indirecta: las senales que forman el PIS se abtienen 'como sum a de las 
correspondientes seriales de sus componentes. 
Ambos procedimientos no generan, de forma necesaria, los mismos resultados 
debido, entre otras razones, a la heterogeneidad de las pautas estacionales de los 
componentes y a efectos de tipo no lineal vinculados con el tratamiento multiplicativo de los 
mismos. 
Por otra parte, la eleccion de un metodo u otre depende del criterio que se siga 
(suavidad, magnitud de las revisiones, etc.) y de las circunstancias particulares del conjunto 
de series objeto de examen. En consecuencia, desde un punto de vista tecnico, la (mica 
recomendacion consiste en analizar cada caso separadamente y realizar la eleccion en 
funcion del uso al que se sometan los datos. Vease Geweke (1976), Gomez (2000) y 
Planas y Campolongo (2000) para un analisis detallado de ambos procedimientos. 
Teniendo en cuenta la relevancia ya comentada del PIS y la presencia de 
restricciones transversales que afectan a su estimacion, se ha optado en la CNTR p�r 
utilizar et metodo directo. En consecuencia, las series desestacionalizadas y de ciclo­
tendencia de sus componentes desde las tres opticas han de ser consistentes, por 
agregacion transversal, con et PIS desestacionalizado y de ciclo-tendencia estimado de 
manera directa. EI procedimiento que garantiza dicha consistencia transversal se describe 
en la siguiente seccion. 
Formalmente, el procedimiento consta de las siguientes eta pas: 
Estimacion del PIS no ajustado 0 bruto mediante la suma transversal de sus agregados: 
[4.1) 
M 
PIBt•T = LX i,t,T i-' 
'tit, T 
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donde t Y T son, respectivamente, los indices temporales de frecuencia trimestral y anual. 
Los M componentes en que se desagrega el PIB son consistentes temporalmente: 
[4.2J 
• 
" x . ,= v., � p. , . . -. 
IIj,T 
slendo Yj•T el total anual de la serie j en el ario T. 
Ajuste del PIB: las estimadones corregidas de estadonalidad y efectos de calendario, 
asi como las de dclo-tendenda, se obtienen aplicando los metodos descritos en la 
secdon anterior a la serie generada a traves de [4.1]. Los posibles desajustes 
temporales en esta serie, debidos a la naturaleza estocastica del componente 
estacional, son corregidos mediante la aplicacion del metodo de Chow-Lin (1971), 
considerandose como indicador la serial del PIB y como restricdon los correspondientes 
datos anuales. 
Extraccion preliminar de seriales en los componentes: cada una de las series que 
forman el PIS son desestacionalizadas y estimadas sus tendencias mediante el metodo 
basado en modelos ya expuesto. 
Conciliacion temporal y transversal de las seriales de los componentes: de la misma 
forma que ocurre con el PIS, las seriales estimadas para sus componentes no 
verificaran, como norma general, ni la restriccion transversal ni la temporal: 
M 
[4.3] PIB�.T * L Xj.t.T 
;-1 
y 
• 
[4.4] LXj.t.T * Yj•T 
.-. 
siendo u={sac, ct}. 
EI proceso de conciliacion transversal y temporal que se aplica para tamar en 
iguald�des las dos expresiones precedentes se describe en la siguiente seccian. Can el fin 
de no recargar innecesariamente la notacion, se denominara z al PIS trimestral, Xj al 
componente j-esimo del PIS que no verifica las restricciones transversales y temparales e 
Yl a su version consistente. Asimismo, se considerara simultaneamente el casa de las 
series desestadanalizadas y de las tendencias, ya que el metoda aplicado es identico. 
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5. CONSISTENCIA TRANSVERSAL Y TEMPORAL DE LAS ESTIMACIONES 
EI procedimiento aplicado para resolver los problemas de inconsistencia transversal 
y temporal antes comentados es una extensi6n al casa multivariante del de Chow y Lin 
(1971). Este procedimiento permite la inclusion de restricciones de naturaleza transversal, 
como las que aparecen en la conciliacion de las cuentas nacionales, y temporal, 
caracteristicas de la desagregaci6n temporal de series anuales. La consideraci6n 
simultanea de ambas restricciones obliga a plantear el problema en un marco multivariante 
expllcito. En dicho marco se encuentra el metodo que emplea la CNTR, vease di Fonza 
(1987.1990.1994) Y Quilis (2001). 
Sea Y={Yj.T: j=1 .. M, T=1 .. N} un conjunto de·M series que se desea trimestralizar y 
que han de estar, cada trimestre, conciliadas. En consecuencia, las estimaciones 
trimestrales Y={Yi.lT j=1 .. M, t=1 . .4, T=1 .. N} han de satisfacer dos restricciones, una 
longitudinal: 
Y otra transversal: 
M 
(5.2) LYj =Z 
i-' 
donde c: Nxn es la matri.z de agregacion temporal definida como: 
0-', .'-l: I I 1 0 0 0 0 0 0 0 :1 0 0 0 0 0 0 0 0 0 0 0 0 0 
® denota el producto tensorial Y c=[1, 1,1,1]. Esta expresion permite considerar otros casos: 
si c=[X.,X.,X.,X.] se trata de la distribucion temporal de un indice Y, si c=[O,O,O,1], se obtiene 
un problema de interpolacion. Sin perdida de generalidad, se considerara el caso de 
distribuci6n de un fiujo: c=(1,1.1.1). 
Naturalmente, z:nx1 es el PIS ajustado de la manera descrita en la seccion anterior 
y es, por 10 tanto, una serie trimestral observable. Notese que, en el metodo de di Fonzo, Z 
es parte del conjunto de informacion disponible. No es, por tanto, objeto de estimacion 0, si 
se prefiere, no es parte del problema sino de la solucion. La estructura formal del problema 
se aprecia en la siguiente tabla: 
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",0 
2 
Tabla 5.1: Estimaci6n trimestral con restricci6n transversal 
Trimestre y, 
YI.I,I 
2 Y'.2.' 
3 Y'.3.1 
4 Y'.4,1 
Y", 
Y'.'.2 
2 Y'.2.2 
3 Y 1.3.2 
4 Y 1. 4 . 2 
Y,.2 
Serie 
Y, y, 
Y2.1.1 
Y 2.2.1 
Y2.J.1 
Y2.4.1 
Y2.f.2 
Y2.2.2 
YU.2 
Y2.4.2 
Y, 
Y:., 
Y 2,2 
Total 
, 
Zo,' 
"" 
z", 
"" 
Zo,' 
",' 
ZJ,2 
",' 
Los valores que aparecen en esta tabla son de dos tipos: los que estim en negrita 
representan datos del problema (4 totales anuales y B totales trimestrales) mientras que los 
que estim en cursiva reflejan las estimaciones que han de realizarse (16 datos 
trimestrales). 
Expresando las restricciones (5.1] y (5.2] en notacion matricial se tiene, 
respectivamente: 
(5,3] 
y 
(5.4] 
En consecuencia, las NM restricciones longitudinales y las n restricciones 
transversales que operan sobre el vector de estimaciones trimestrales dan lugar a la 
siguiente expresi6n: 
(5,5] Hy=Y, 
siendo: 
(5,6] 
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Una vez que las restricciones en presencia han sido planteadas, se formula un 
modelo que relaciona agregados e indicadores en la frecuencia trimestral. Este modele 
tiene la misma expresion que el empleado en el metodo de Chow y Lin: 
[5.7) j=l..M 
siendo Yl el agregado trimestral inobservable, Xj una matriz nxPi de indicadores que son en 
este caso el propio agregado inconsistente temporal y transversalmente, � es un vector de 
parametros constantes y desconocidos y Uj denota las perturbaciones estocasticas que 
distorsionan la relaci6n lineal entre indicadores y serie trimestral. Se asume que dichas 
perturbaciones son de media nula y de matriz de varianzas y covarianzas vll. En general, se 
admite que las innovaciones de ecuaciones distintas puedan estar contemporaneamente 
correlacionadas: 
[5.8) \li,j=l..M 
De esta manera, el modelo adopta una expresion formalmente similar a la de un 
sistema de ecuaciones de regresion aparentemente no relacionadas (seemingly unrelated 
regression equations, SURE): 
[5.9) [�:l=[�:' ·�l[:: l+[�:l YM 0 0 xM PM UM -- -------- --
, , 
EI modelo anterior es muy similar al utilizado en el procedimiento de Chow y Lin. 
Por 10 tanto, la aplicacion al mismo de la matriz H de rest�cciones longitudinales y 
transversales da lugar a la siguiente version observable: 
[5.10) 
Aplicando los principios de estimacion lineal, insesgada y optima2 (ELlO) a y se 
obtiene: 
[5.11) y = x[l + L(Y, - X,[l) 
� En el sentido de varianza minima. 
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siendo p la estimacion par minimos cuadrados generalizados en un contexto SURE: 
[5.12) 
y L es el filtro de distribucion del residuo anual: 
[5.13) L =vH'V�'" 
La interpretacion de los resultados es, en 10 esencial, la misma que se efectua al 
examinar los resultados de Chow y Lin. Solo existe una consideracion tecnica especifica 
derivada de la naturaleza de la matriz de restricciones H. Como dicha matriz es rectangular 
can dimension (n+NM)x(nM), no es de rango maximo y su inversion requiere el usa de una 
matriz inversa generalizada como, por ejemplo, la de Moore-Penrose: 
[5.14) 
Par otra parte, los problemas que aquejan al metoda de Chow y Lin relacionados 
can la matriz de varianzas y covarianzas de las perturbaciones trimestrales estan 
exacerbadas en el procedimiento de di Fonzo, debido al notable incremento en la 
dimension del problema. En consecuencia, en las aplicaciones practicas se aplica 
preferentemente la hipotesis de Fernandez (1981), debidamente modificada para el caso 
multivariante: 
[5.15) v. � Hll:®(D'Df' jH' 
slendo 1: una matriz MxM que recoge las varianzas y covarianzas contemporaneas de las 
M perturbaciones del modelo [5.10] y 0: nxn adopta la forma: 
0 0 0 0 
- I  0 0 0 
D� 0 -I 0 0 
0 0 0 - I  
Naturalmente, la  expresion anterior es e l  analogo matricial del conocido operador de 
diferenciacion regular (1-8). 
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En resumen, las principales etapas de todo el procedimiento son las siguientes: 
1. Obtencion de un conjunto de estimaciones en terminos'brutos, donde se cumplen 
las restricciones transversal y temporal. 
2. Aplicaci6n al PIS en terminos brutos de un filtro optimo para obtener el PIS 
desestacionalizado, que no verifica necesariamente la restriccion temporal. 
3. Aplicacion del metodo de Chow-Lin al PIS desestacionalizado, para garantizar la 
restriccion temporal3. 
4. Filtrado de los agregados para obtener Jas series desestacionalizadas, que 
pueden incumplir las restricciones transversal y temporal. 
5, Aplicacion del metoda de di Fonzo a los agregados desestacionalizados, para 
garantizar ambas restricciones, obteniendo as! las series finales4• 
A partir de la etapa (2) el procedimiento para obtener las series de ciclo-tendencia 
es identico que el seguido con las desestacionalizadas. 
3 Se usa como indicador el PIS trimes(ral desestacionalizado. y como restricciOn el PIS anual. 
• Se usan como indicadores los agregados trimesuales desestacionalizados; como restricciones temperales los respectivos 
agregados anuales: y como restricci6n transversal el PIS trimestral desestacionalizado y temperatmente consistente. 
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6. REVISIONES 
Como ya se ha serialado, la aplicaci6n de filtros simetricos en los extremos de las 
series para realizar su desestacionatizaci6n y extracci6n de senates requiere el empleo de 
predicciones. Naturalmente, estas predicciones son sustituidas por datos reales a medida que 
transcurre el tiempo, 10 que da lugar a una diferencia entre el data empleado en la primera 
estimacion y en las subsiguientes. Esta sustitucion da lugar a una revision de las estimaciones 
de los componentes de las series. 
Por una parte, las revisiones en las estimaciones son necesarias ya que son el 
resultado natural de un proceso adaptativo, con en el que se trata de determinar el 
comportamiento del sistema sobre la base de una cantidad limitada de informacion de manera 
que, a medida que esta se expande, se modifican las estimaciones preliminares. 
Por otra parte, grandes revisiones conducen a una perdida de confianza en la 
informacion suministrada, especialmente SI solo obedecen a variaciones de caracter 
instrumental 0 procedural. En consecuencia, en la CNTR se ha optado por seguir la siguiente 
estrategla de revision que trata de equilibrar ambas consideraciones: 
Los modelos de regresion con perturbaciones ARIMA empleados para predecir las 
series por sus extremos y para diseriar los filtros de extraccion de seriales se 
mantienen fijos durante un ario. 
Los parametros de dichos modelos se estiman todos los trimestres, para asegurar 
su adaptacion a la informacion mas completa. 
La descomposicion se efectua todos los trimestres: no se emplean factores 
estacionales proyectados de ningun tipo. De esta manera, se persigue recoger la 
variabilidad estocastica local de los componentes de la forma mas eficaz posible. 
EI ajuste estacional es una de las causas que dan lugar a revisiones, perc no es la 
unica. En particular, debe serialarse la modificacion de las estimaciones anuales que sirven de 
soporte cuantitativo a la CNTR y cuyo papel se ha examinado en este trabajo al describir el 
proceso de conciliacion transversal aplicado. 
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