Abstract. A simple decomposition for graphs yields generating functions for counting graphs by edges and connected components. A change of variables gives a new interpretation to the Tutte polynomial of the complete graph involving inversions of trees. The relation between the Tutte polynomial of the complete graph and the inversion enumerator for trees is generalized to the Tutte polynomial of an arbitrary graph. When applied to digraphs, the decomposition yields formulas for counting digraphs and acyclic digraphs by edges and initially connected components.
an edge joining v to a vertex v i in H i , and then apply this procedure recursively to each H i rooted at v i , we obtain a depth-first spanning tree of H. We refer the reader to [9] and [7] for the enumerative consequences of the complete depth-first search. In this paper we study the formulas that arise from a single application of the depth-first decomposition, without actually constructing the depth-first search spanning trees. Given a set of connected graphs H 1 , . . . , H k on disjoint vertices and a new vertex v, we can construct a graph rooted at v whose depth-first components are H 1 , . . . , H k by adding edges from v to a subset of the vertices of H 1 , . . . , H k ; this subset must include at least one vertex from each H i . (See Figure 1 .) Figure 1 We will work extensively with exponential generating functions for classes of weighted graphs on totally ordered vertex sets. We require that any such class Γ have the property that if A = {a 1 < a 2 < · · · < a n } and B = {b 1 < b 2 < · · · < b n }, and G is a graph in Γ with vertex set A then the graph obtained from G by replacing each a i with b i is in Γ, and it has the same weight as G. Note that we do not require that membership in Γ depend only on isomorphism class. If Γ is a class of weighted graphs, its exponential generating function is the formal power series The "exponential formula" for graphs (see, e.g., Harary and Palmer [10] ) asserts that if f (u) is the exponential generating function for a class Γ of connected graphs, then e f (u) is the exponential generating function for graphs all of whose connected components are in Γ (where the weight of a graph is the product of the weights of connected components). It follows that more generally (as long as f (u) does not contain x) the coefficient of x j in e xf (u) is the exponential generating function for graphs with j components, each in Γ.
The exponential formula for graphs follows easily from the fact if . Now let c n (y) = C y e(C) , where the sum is over all connected graphs C on [n] and e(C) is the number of edges of C. Then the exponential formula implies the well-known formula
Proof. Let A be a finite set of size n and suppose v / ∈ A. The depth-first decomposition gives a bijection from connected graphs on {v} ∪ A with edges weighted by y, which are counted by c n+1 (y), to the set of graphs on A with "extra" edges, each associated with a single vertex, with at least one extra edge in each component. Applying the exponential formula yields the theorem.
It is an easy exercise, which we leave to the reader, to derive (2) algebraically from (1) . A recurrence equivalent to (2) was given by Leroux [13, p. 15] , who also generalized it to species. The special case y = 1 was stated by Harary and Palmer [10, p. 8] , who attributed it to John Riordan, though it does not appear in the paper of his that they cite [14] .
Since every connected graph with n vertices has at least n − 1 edges, c n (y) is divisible by y n−1 . Thus we may define a polynomial I n (y) by c n (y) = y n−1 I n (1 + y).
The polynomial I n (y) is called the inversion enumerator for trees because of its combinatorial interpretation, which we describe below. If we replace u with u/y in (2) and then replace y with y − 1 we obtain:
It is clear from (4) that the coefficients of I n (y) are nonnegative and that I n (−1) is also nonnegative. In the next section we give combinatorial interpretations to these quantities.
Inversions in trees.
We first recall some standard terminology for rooted trees. Let T be a tree rooted at a vertex v and let α and β be vertices of T . We say that β is a descendant of α, if α lies on the unique path from v to β. If in addition α = β then we call β a proper descendant of α. We consider every vertex to be a descendant of itself and of v. If β is a descendant of α and α and β are adjacent, we call α the parent of β and we call β a child of α. Now let T be a rooted tree on a totally ordered vertex set. An inversion in T is a pair (α, β) of vertices of T such that β is a descendant of β and α > β. If T has no inversions, it is called increasing. We define inversions in an unrooted tree (with a totally ordered vertex set) by rooting the tree at its least vertex.
The next result is due to Mallows and Riordan [14] . (See also Foata [5] .) . Now the inversions of a tree rooted at 1 are the same as the inversions of the subtrees rooted at the children of 1. We deduce (4) with J n (y) replacing I n (y). Since I n (y) is uniquely determined by (4), we must have I n (y) = J n (y).
In view of the combinatorial interpretations we have for c n (y) and I n (y), it is natural to ask for a combinatorial interpretation of (3). Such a combinatorial interpretation has been given by Gessel and Wang [9] , and the approach taken there, which is further studied in Gessel and Sagan [7] , can be used to give combinatorial proofs of the generalizations of (3) that follow.
From Theorem 2 we can derive a formula for I n (y) in terms of increasing trees. For each vertex α of an increasing tree T , let δ T (α) be the number of descendants of α, including α. By iterating the recurrence for I n (y) implied by Theorem 2, we can express I n (y) as a sum of products of 1 + y + · · · + y i :
Theorem 4.
I n (y) = T α∈{2,... ,n} Proof. It follows from Theorem 4 that I n (−1) is the number of increasing trees on [n] that have the following property: any subtree consisting of a nonroot vertex and all its descendants contains an odd number of vertices. This is easily seen to be equivalent to the condition stated in the theorem.
A bijective proof of Theorem 5 has been given by Pansiot [15] . Kreweras [12] and Gessel [6] derived from (4) that
Some analogous formulas for counting other types of trees by inversions can be found in Gessel, Sagan, and Yeh [8] .
Arbitrary graphs.
We can also apply the depth-first decomposition to arbitrary (not necessarily connected) graphs. In the general case, if H is a graph rooted at v then the number of connected components of H is one more than the number of depth-first components of H which are not connected to v. Let
(H) y e(H) , where the sum is over all graphs H on [n]; here c(H) is the number of connected components of H and e(G) is the number of edges of G. Thus c n (y) is the coefficient of x in s n (x, y).
As is well known, the exponential formula gives
The depth-first decomposition yields:
Substituting c m (y) = y m−1 I m (1 + y), replacing u with u/y, and then replacing y with y − 1 in (5), we get
Now let us define t n (x, y) for n > 0 by
(This change of variables is explained in more detail in the next section.) Replacing x with (x − 1)(y − 1) in (6), we obtain:
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Theorem 7.
It follows from (7) that t n (x, y) is a polynomial with nonnegative integer coefficients and that t n (1, y) = I n (y). From Theorem 7 we derive a combinatorial interpretation for t n (x, y) that refines our interpretation for I n (y): 
where the sum is over all increasing trees T on [n].
Theorem 9 is illustrated in Figure 2 , which shows the six increasing trees on {1, 2, 3, 4} and their contributions to t 4 (x, y) = 2x + 2y + 3x 2 + 4xy + 3y 2 + x 3 + y 3 : Figure 2 From Theorem 9 is easy to derive a combinatorial interpretation for the coefficients of t n (x + 1, −1), which we leave to the reader.
In the next section we shall find similar formulas to those given here, when we restrict ourselves to the subgraphs of a fixed connected graph. In this more general setting, what we have done so far is the case of complete graphs. We shall see that t n (x, y) is the instance for the complete graph on n vertices of a well-known polynomial called the Tutte polynomial , which is defined for any graph (and more generally for any matroid). Most of the formulas we obtained for t n (x, y) and its specializations can be generalized to the Tutte polynomial of an arbitrary graph.
The Tutte polynomial.
Let G be a graph with vertex set V . We shall assume that G has no loops or multiple edges, though most of our results will hold in a slightly modified form if they are allowed.
We consider the polynomial 
which is related to s G (x, y) by
and
We now define the Tutte polynomial of G by
Accounts of the basic properties of Tutte polynomials can be found in Biggs [2] , Brylawski and Oxley [4] , and Björner [3] . Tutte [16] showed that the coefficients of t G (x, y) can be interpreted as counting spanning trees of G by statistics called internal and external activity. Generalizations of these statistics, which include the interpretations discussed in this paper, can be found in [7] . Beissinger [1] has found a bijection on trees (i.e., spanning trees of K n ) that takes the number of inversions into the external activity as defined by Tutte. The Tutte polynomial t G (x, y) is related to s G (x, y) by
Note that each of the three graph polynomials s G , r G , and t G is multiplicative in the sense that its value for any graph is the product of its values for the connected components of the graph. Thus with no loss of generality, we assume from now on that G is connected.
We now derive analogs for an arbitrary connected graph of the formulas of Sections 2, 3, and 4. Instead of exponential generating functions, we get formulas involving sums over partitions. First we fix a vertex v of G and consider the depthfirst decomposition applied to connected subgraphs of G rooted at v. We see that every connected subgraph of G can be obtained uniquely by first choosing a partition {V 1 , . . . , V k } of V − {v}, and then choosing, for each i from 1 to k, a connected subgraph H i of G with vertex set V i and a nonempty subset of the set of edges in G joining V i to v. Now let c G (y) count connected subgraphs of G by edges, so that c G (y) is the coefficient of x in s G (x, y) , and let I G (y) = t G (1, y) . Then by (9) ,
For each subset U of V − {v}, let G[U ] be the induced subgraph of G with vertex set U , and let (U ) be the number of vertices of U adjacent to v. We can now give the generalizations of Theorems 1 and 2: Proof. Equation (11) follows immediately from the depth-first decomposition. Then from (10) and (11) we have
and replacing y with y − 1 in (13) we obtain (12).
We can conclude from (12) that I G (y) has nonnegative coefficients and deduce from it a combinatorial interpretation for I G (y). It follows easily from (12) that I G (1) is the number of spanning trees of G. To give a combinatorial interpretation to I G (y) via (12) in terms of a statistic on spanning trees of G, we need inductively a combinatorial interpretation to each I G[V i ] (y) (which may depend on the choice of a root for G[V i ]), and then we need a bijection between {0, 1, . . . , (V i ) − 1} and the set of (V i ) edges joining V i to v. The following way to do this seems to be the simplest: We start by totally ordering V and we root G at its least vertex, say v. Now to any edge f = {α, β} of T , where β is the parent of α, we define κ T (f ) to be the number of vertices that are descendants of α in T , are less than α, and are adjacent to β in G. We define κ(T ) to be f κ T (f ), where the sum is over all edges f of T .
It is easily seen that if G is a complete graph then κ(T ) is the number of inversions of T . In the general case, κ(T ) may also be described as the number of inversions (α, β) of T such that the parent of α is adjacent in G to β. Then we have the following generalization of Theorem 3: 
where the sum is over all spanning trees T of G with κ(T ) = 0. Moreover, I G (−1) is the number of spanning trees G of G with κ(T ) = 0 and such that δ T,G (α) is odd for every non-root vertex α of T .
François Jaeger [11] has pointed out that if M is any matroid without loops then a simple deletion-contraction argument shows that t M (1, −1) is nonnegative. Thus by duality, if G is a graph with no isthmuses, t G (−1, 1) is nonnegative. It would be interesting to find a natural combinatorial interpretation to this quantity.
The generalization of Theorem 6 is completely straightforward:
We would now like to generalize Theorem 5 to an arbitrary connected graph. Unfortunately, a completely satisfactory generalization seems to exist only in the case in which v is adjacent to every other vertex of G. From (14) we deduce that
recalling that 1 + y + · · · + y m−1 is interpreted as 0 for m = 0. Note that if we set y = −1 in (15), we find that the coefficients of t G (x + 1, −1) are nonnegative, and it is easy to give a combinatorial interpretation to them.
We may replace x with x − 1 in (15) but if (V i ) = 0 for some i then we will have an undesirable factor of x − 1. However, if v is adjacent to every other vertex (as happens in particular for complete graphs) then there is no problem, and we have a nice generalization of (7): 6. Digraphs. We now apply the depth-first decomposition to digraphs. As a point of terminology, if (α, β) is an edge of a digraph, we say that α is adjacent to β and that β is adjacent from α.
Theorem 14. Suppose that v is adjacent to every other vertex of G. Then
We call a rooted digraph initially connected if there is a (directed) path from the root to every other vertex. As usual, if a digraph on a totally ordered vertex set does not already have a root, we root it at its least vertex.
Any digraph D on a totally ordered vertex set has a decomposition into initially is the graphic generating function for digraphs each of whose initially connected components is in the class. Thus, for example, the graphic generating function for initially connected digraphs is
We will actually need a slightly more general form: Suppose we have a class ∆ of nonempty rooted initially connected digraphs, with graphic generating function f (u). Then e f (u) is the graphic generating function for digraphs that can be obtained by taking digraphs D 1 , D 2 The exponential formula for graphic generating functions may be stated in a less combinatorial but more precise form that is an immediate consequence of the analogous formula for exponential generating functions. Let
where the sum is over all partitions {V 1 , . . . , V k }, for all k, of the set [n], and
One might try to define the depth-first components of a digraph to be the initially connected components after the root is removed, but a slightly more complicated definition is necessary: Let D be a digraph on a totally ordered vertex set, rooted at v. A digraph and its depth-first components are shown in Figure 3 . 
Proof. Since (18) follows immediately from (19), we prove only (19). We construct a digraph on [n+1] by constructing its depth-first components and connecting them with edges appropriately. We first partition {2, . . . , n + 1} into blocks V 1 , . . . , V k+l . For each block V i with 1 ≤ i ≤ k, we pick a nonempty subset U i and edges from 1 to the elements of U i . We now let v i be the least element of U i for 1 ≤ i ≤ k and the least element of V i for k + 1 ≤ i ≤ k + l. Next, for each i we construct an initially connected digraph on V i , rooted at v i . Without loss of generality, we may assume that the blocks are ordered so that v 1 < · · · < v k and v k+1 < · · · < v k+l . Then for each i < j we take an arbitrary subset of the set of edges from V j to V i . The digraph we obtain by this construction will have V 1 , . . . , V k+l as its depthfirst components, and will have l+1 initially connected components. The generating function identity (19) is an immediate consequence.
It follows from Theorem 15 that d n (x, y) = (1 + y) ( n 2 ) s n (x, y). This can also be derived from
which is a consequence of the exponential formula for graphic generating functions. Next let a n (x, y)
, where the sum is over all acyclic digraphs on [n], and let b n (y) be the coefficient of x in a n (x, y), so that b n (y) counts acyclic initially connected digraphs. . We proceed as in the proof of Theorem 15, partitioning {2, . . . , n + 1} into blocks which are to be the depth-first components of an acyclic digraph on [n]. Let V be a block of size m. If V is to be reachable from 1, then we choose a nonempty subset U of V and add edges from 1 to the elements of U , and construct an initially connected acyclic digraph on V rooted at the least element of U . The sum of the weights of these digraphs will be (1 + y) m − 1 b m (y). If V is to be unreachable from 1, we choose an arbitrary subset U of V and add edges from the elements of U to 1. We then construct an initially connected acyclic digraph on V rooted at the least element of V (not U ). The contribution of these digraphs will be 2 ) I n (y −1 ), as shown in [9] . Similarly, by comparing (21) with (5) we find that a n (x, y) = xy n−1 (1 + y) ( 
as shown in [7] . It is possible to generalize the results of this section to count directed subgraphs of an arbitrary graph in analogy with Section 5. The generalization of (23) and related results are derived in [7] .
