ABSTRACT A rubbing fault is a complex non-linear and non-stationary fault that frequently occurs in rotating machinery such as turbines. One of the most frequently applied signal processing techniques for the analysis of rub-impact faults in rotating machines is ensemble empirical mode decomposition (EEMD). Despite the advantages of using EEMD in analyzing non-linear and non-stationary signals, it is crucial to determine which of the extracted intrinsic mode functions (IMFs) carry the most valuable and significant information about the mechanical faults under investigation. In this paper, an improvement in the IMF selection technique is introduced, which is based on the recent ratio of degree-of-presence (DPR) to the Kullback-Leibler divergence (DPR/KLdiv). The number of selected IMFs in the DPR/KLdiv-based technique is subjective with a constant threshold, whereas we apply an adaptive thresholding technique to select the most meaningful IMFs that are relevant to a rubbing fault. The experimental results demonstrate that the proposed enhanced IMF selection algorithm allows for better signal denoising properties than the original technique while preserving significant features evidencing the presence of rubbing faults in rotating machinery.
I. INTRODUCTION
Turbines are one of the most critical rotating machines that are widely used in power plants. Their operation is usually related to severe working conditions with high rotational speeds and at high temperatures. Turbine design engineers endeavor to keep a small clearance between the stator and turbine blades to reduce the air reluctance and increase torque. The interaction of the rotor blades with a stationary part causes a rubbing phenomenon. Rubbing can be considered as a separate fault or as a fault that may evidence the presence of other mechanical faults in rotating machines, such as self-excited vibrations, misalignment of the shaft, or blade extension due to the significant increases of operating temperatures [1] . If not detected and diagnosed in the early stages,
The associate editor coordinating the review of this article and approving it for publication was Dong Wang. rub-impact faults can lead to excessive damage of the rotating machines and a significant increase in maintenance costs. Thus, the detection of rubbing faults of various intensities is essential for the health and maintenance of rotating machines.
Rub-impact faults are known as complex non-linear and non-stationary mechanical faults [2] . Furthermore, conventional signal analysis methods that are developed for stationary and linear signals are not useful in diagnosing these faults. Such signal processing methods can be roughly split into time-domain approaches and frequency-domain methods (e.g., the fast Fourier transform).
For different types of complex faults, various types of datadriven [3] - [5] and model-reference-based [6] , techniques can be applied for their fault diagnosis. However, in case of the problem of rubbing fault identification, relatively simple, but powerful time-frequency analysis (TFA) methods are found to be very efficient for signal processing and diagnosing rub-impact faults due to the simultaneous analysis of the characteristics of the measured signals in both the time and frequency domains which allows for better discovering the complex and hidden features in signals. One of the widely applied TFA techniques for rub-impact fault signal processing relies on the wavelet transform and its variations [7] - [9] . The common advantage of wavelet-based signal processing methods is that they have good time-frequency localization, which allows for the detection of transients that may appear in signals. However, the main drawback of wavelet-based approaches is the need to select an appropriate wavelet kernel function (mother wavelet function), which can directly affect the quality of the signal decomposition [10] . In most cases, the selection of the mother wavelet function requires a series of experiments and analysis of the decomposition results [11] , [12] . It is clear that this kind of selection procedure is prone to be a subjective one. Additionally, the specific frequency band in which the rotating machine fault symptoms are localized needs to be determined for appropriate analysis of the wavelet decomposition results.
Recently, another TFA technique, called empirical mode decomposition (EMD) [13] , has been utilized for rubbing signal analysis. EMD is a robust decomposition algorithm that is capable of decomposing complex and non-linear multicomponent signals into a finite number of well-behaved intrinsic mode functions (IMFs), in which each of the modes corresponds to a specific frequency band containing the natural oscillatory contents of the original signal. The significant advantage of EMD over wavelet transforms is that EMD is a completely adaptive and data-driven decomposition method that does not require any specific prior knowledge about the nature of the signal. Due to its advantages, EMD has been successfully applied in various fields of rotating machinery fault diagnosis, such as for bearings, gears, and rotors [14] . In several studies [15] - [20] , EMD is applied to observe and analyze valuable information from rubbing fault signals. The studies mentioned above demonstrate the strength and capabilities of EMD applied to complex signal analysis. However, this algorithm suffers from a problem called the 'mode-mixing' problem. In the mode-mixing problem, the presence of different oscillating components in one IMF or the appearance of similar oscillations in different modes must be understood. This shortcoming causes difficulties when trying to find a physical interpretation for each of the extracted modes, which is important for solving fault diagnosis problems.
To resolve the problem of mode-mixing, an improvement known as ensemble empirical mode decomposition (EEMD) was introduced [21] . The idea behind this improvement is to obtain 'real' IMFs that are the mean of EMD trials run on the signal with various realizations of white Gaussian noise added in each trial. Due to this property, EEMD is also known as a noise-assisted signal analysis method. Thus, EEMD has been employed for fault diagnosis of rollingelement bearings [22] and rub-impact fault diagnosis [23] .
However, there remains one issue common to all EMD-based approaches in general, and EEMD specifically, that must be resolved. It is crucial to determine the valuable IMF components that contain important information about the mechanical fault being investigated.
In real scenarios, the cardinality of the extracted IMFs is large, and not all of them are equally important for fault diagnosis. Moreover, these extracted components can be either signal-or noise-dominant. Thus, it is essential to find and select discriminative modes from the set of extracted IMFs that carry the most valuable information and are the most useful for diagnosing mechanical faults. To select sensitive IMF components for rub-impact fault diagnosis, Lei and Zuo [24] computed the 'sensitivity factors' of the extracted IMFs by using a correlation coefficient between the original signal and extracted modes, and the signal corresponding to the normal operating conditions. This method demonstrates good results for IMF selection. However, selection based on the correlation properties of the extracted components and the signals, without analysis of the information content included in the various IMFs, might not be an appropriate strategy for situations in which the original signal is highly corrupted by noise. In 2018, the authors in [25] introduced another IMF selection approach suitable for rub-impact fault diagnosis. In their work, a specific criterion was derived for selecting valuable IMFs that is based on the ratio between the 'degree-of-presence' (DPR) of information related to rubbing faults (frequency harmonics) and the Kullback-Leibler divergence (KLdiv) [26] information-based distance metric. This approach demonstrates good capabilities in selecting informative IMF components for rub-impact fault diagnosis; however, the applied arbitrary thresholding level (e.g., 1) for creating a subset of valuable modes is a weak point of this methodology. The subjective IMF selection with a constant fixed threshold value may cause the selection of some noisecontaminated IMFs or the selection of modes with a very small presence of frequency harmonics related to rubbing faults. One of the reasons for this is that the average values of the objective function computed for various IMFs grow with increasing intensity of the rubbing fault signal. Thus, as the intensity of rubbing increases, it becomes easier for noisy or non-informative IMF components to exceed the arbitrary threshold level and become a part of a subset containing the selected modes. Another issue may appear while computing the objective function value itself. For instance, when the numerator (DPR) and denominator (KLdiv) are equal, the objective function becomes equal to 1, which is equal to the previously proposed arbitrary threshold value. Additionally, the threshold value can be accidentally exceeded by the objective function in some extremal cases, such as when the numerator is relatively small (low presence of valuable information about rub-impact) and the denominator value is high (the IMF component is noise-dominant). Therefore, in this paper, we wish to address these issues and improve the DPR/KLdiv-based IMF selection algorithm for EEMD by introducing two robust techniques. The first is the normalization of objective function values to deal with the extremal cases, which appear while computing the objective values for IMF components. The second technique is the adoption of an adaptive thresholding technique to enhance the selection procedure. The signal reconstructed using the valuable IMFs selected by the improved algorithm contains less high-frequency noise in comparison with the original technique, while preserving the frequency components that are important for the rubbing fault diagnosis.
The remainder of this paper is organized as follows. Section II provides a brief necessary background about the DPR/KLdiv-based IMF selection algorithm for EEMD. Section III contains the detailed problem statement and the proposed improvements of the original IMF selection procedure. Section IV presents experimental verification of the improved algorithm. Finally, Section V concludes this manuscript.
II. BACKGROUND ON THE ORIGINAL DPR/KLdiv-BASED APPROACH FOR SELECTING IMFs IN EEMD A. ENSEMBLE EMPIRICAL MODE DECOMPOSITION
EEMD [21] was proposed to deal with the problem of modemixing that appeared in EMD [13] . The basic idea of EEMD is to derive the exact intrinsic modes by computing the mean of a number of EMD trials applied to the original signal, with different generated instances of Gaussian noise added to each. The main advantage of EEMD over its predecessor is that it drastically reduces the influence of mode-mixing and can decompose a signal more accurately into a set of ''true'' IMFs. In the EMD-like manner, the original signal can be reconstructed using the extracted intrinsic modes and the residue of EEMD decomposition.
The previous studies [24] , [25] demonstrate the advances of EEMD over the original EMD approach for rub-impact fault signal decomposition. Specifically, it is observed that EEMD is capable of better separation of the extracted signal modes and significantly reduces the influence of noise and the mode-mixing problem on the obtained IMF components.
The results of EEMD decomposition of the signal containing severe rub-impact fault are depicted in Fig.1 . From this figure, it can be seen that the cardinality of the extracted intrinsic mode components is large. However, if observe the amplitude values of the IMFs in time and frequency domain as well as frequency contents presented in the envelope power spectra of the extracted intrinsic modes it becomes clear that not all of the obtained components can contribute equally in the solution of the rub-impact fault diagnosis problem. Thus, in this example, we can observe that IMFs 9 and 10 definitely carry important information and their behavior in the time domain can be associated with the rotational frequency. Moreover, the low-frequency contents presented in their envelope power spectra have the highest amplitude values among the other extracted IMFs. At the same time, it can be seen that the amplitudes of the frequency harmonics observed in frequency spectra of the remaining intrinsic modes are significantly smaller than ones observed in IMFs 9 and 10. Also, it can be seen that some of the extracted components are containing the presence of the high-frequency noise (mostly can be observed in low-order IMFs). From these observations, we can conclude that the appropriate analysis and careful fusion is essential for solving the problem of rotating machine fault diagnosis in general and rub-impact fault diagnosis specifically when using EEMD. If the extracted components are not selected carefully, the noise-dominated and not informative IMFs (the ones that are not related to the mechanical fault) can cause the degradation of fault identification performance.
B. ORIGINAL DPR/KLdiv-BASED IMF SELECTION PROCEDURE
In general, the informative signal-dominant IMFs can be selected by applying a two-step procedure. The first step is to define the evaluation criteria to grade each of the extracted components based on their relevance to the fault under investigation, and the second is to select a subset of valuable modes using a threshold applied to the objective function. A previous study [25] introduces a ratio between the DPR of rub-impact fault harmonics to the KLdiv of the IMFs as the objective function for grading the extracted components. After obtaining the values of an objective function for each of the extracted modes, those values are compared with the arbitrary threshold level (equal to 1) to create a subset of chosen IMFs. Next, those selected IMFs are used for a partial reconstruction of the low noise rub-impact fault signal, which contains clear frequency harmonics related to rubbing faults.
The DPR is a first component of the evaluation criteria, due to its property of detecting the appearance and power of the specific fault frequencies and their harmonics in the envelope power spectra of the extracted intrinsic modes. Hence, the DPR is used to quantify each of the modes based on the amount of valuable information presented in the specific IMF. As specific frequencies (i.e., fault frequencies), the frequency harmonics corresponding to 1/3X, 1/2X, 2/3X, 1X, 4/3X, 3/2X, and 5/3X, where 1X states for the fundamental frequency, are chosen due to their relevance to rubbing processes [27] - [29] . The DPR is computed as the ratio between the components of specific fault frequencies corresponding to rubbing faults and the residual frequency components that are not related to rubbing:
where N wfr = ((4/100) × FFC) f resolution , N rfr = 2 × f range f resolution , and j is an index of the frequency bin for the frequency-of-interest. Moreover, FFC n,j and RFC n,j are the magnitudes of the j th bin in the fault and residual frequency components, respectively, around the n th harmonic of the rubbing fault frequency. In addition, f resolution is the frequency resolution, f range is a narrow band frequency range, N wfr is the amount of the frequency bins around the rubbing fault frequency components, and N rfr is the number of frequency bins in the narrowband frequency range around the fault frequency. For details on the DPR ratio computation, the reader is encouraged to proceed to the source paper [25] . The second component of the evaluation criteria is the KLdiv [30] computed between the probability density functions (PDFs) of the extracted intrinsic modes and the original signal using the following formulation:
where PDF (IMF k (t)) is the PDF of the k th extracted IMF, and PDF (z (t)) is the PDF of the acquired vibration signal z (t). The KLdiv values are varying in the range between zero and one, where values close to zero indicate that the PDFs of the k th IMF and the original signal are close to each other; whereas the values that are close to one state otherwise. The complete objective function for grading the k th IMF based on its relevance to rubbing faults is defined as a ratio between the DPR and KLdiv, as shown below:
Here,DPR k is the sum of all ''degrees-of-presence'' computed for each N wfr and their harmonics (up to three) for the k th IMF, and KLdiv k is the metric that shows how similar the probability density function of the k th intrinsic mode is to one of the original signals.
Finally, the selection of valuable IMF components is accomplished by comparing the values of the objective functions with the threshold value (arbitrarily assigned to 1 [25] ). The IMFs with objective function values less than the threshold level are excluded from the partial signal reconstruction of the denoised rub-impact fault signal. 
III. IMPROVED IMF FUSION ALGORITHM IN EEMD FOR RUBBING FAULT DIAGNOSIS
In Fig. 2 , the block diagrams of the original and improved DPR/KLdiv-based IMF selection techniques for rub-impact fault diagnosis are presented. As shown in this figure, the improved intrinsic mode selection includes two new steps in comparison with the original algorithm. Specifically, once the objective functions (Obj) are computed, these objective function values are normalized, and then, the normalized objective values (nObj) are compared with the adaptive threshold (adTh) value to create a subset of valuable IMFs. Finally, the new rubbing signal is obtained by partial reconstruction using the subset of chosen modes.
A. THE DRAWBACKS EXISTING IN THE ORIGINAL DPR/KLdiv-BASED IMF SELECTION APPROACH
The original DPR/KLdiv-based IMF selection technique, briefly described in Section II, allows for the selection of informative components that contain frequency components related to rub-impact faults. However, this approach has a drawback that must be resolved. Specifically, the use of an arbitrary thresholding level cannot always be robust for the selection of valuable components when the rubbing fault intensity changes significantly. When the rubbing intensity of the signal increases, the signal becomes more complex and the energy level of the signal drastically increases. This may lead to an increase in the average DPR values computed from the extracted IMFs. Problematically, this growth occurs when the intensity of the fault is high. While the numerator grows, the values of KLdiv do not change significantly, and thus, with the increased values of DPRs, the average value of the objective function for each of the IMFs increases. This phenomenon can be observed in Table 5 of the original paper [25] . This also may cause situations in which noise-dominant IMFs, or components that do not carry valuable information about rubbing processes, can be improperly added to the subset of informative modes when the objective values are compared with the arbitrarily chosen threshold level. Additionally, the previously introduced threshold can lead to the selection of IMF components as faults in some 'exceptional' cases that may occur during the computation of objective function values. Table 1 illustrates an example of the original IMF selection procedure for a signal containing a severe rub-impact fault (case 10 in the collected dataset [25] ). This table contains the separate values of the DPR and KLdiv components of the DRP/KLdiv-based IMF selection metric as well as the computed values of the DPR/KLdiv metric (Obj) for the each of the extracted IMFs. According to the original IMF selection procedure, the threshold value for selecting meaningful intrinsic modes is set to 1 in this example.
From Table 1 , it can be observed that when the thresholding level is equal to 1, the components with order numbers 10, 9, 8, 3, 7, 2, 1, and 6 are selected as valuable IMFs; whereas the components 14,11,15,16,17,13,12,4, and 5 are excluded from signal reconstruction as IMFs not meaningful for rub-impact fault diagnosis. However, one can see that among these eight selected components, not all of the selected IMFs are equally important for rubbing fault diagnosis. Specifically, even though IMF 1 does not contain a considerable presence of relevant information corresponding to the rubbing process and the KLdiv distance value between this IMF and the original signal is high, the value of the objective function (the ratio DPR/KLdiv) became bigger than the value of the arbitrarily assigned threshold in the original IMF selection approach. Moreover, it is known that the loworder modes are usually affected by high-frequency noise and contain miserable energy content. This is one of the extremal cases that may occur during the computation of the objective function and IMF selection by the previously introduced DPR/KLdiv-based approach. The second example of another extremal case can be observed in IMF 6. Here, the DPR and KLdiv values are almost equal, and thus the computed objective function appeared to be slightly higher than the threshold equal to 1. However, it is clear that this intrinsic mode does not contain meaningful information about rubbing processes according to a low value of DPR component. Regarding IMFs 7 and 2, these modes definitely carry some valuable frequency content, but the KLdiv values are large which means that these intrinsic modes are highly contaminated by noise. In the case of IMF 2, we know that this mode is also a low-order component that might be affected by noise, and, compared to the other selected modes, the presence of important information related to rubbing processes according to DPR component of this IMF is not high. This IMF includes some valuable information; however, based on KLdiv, this component appears to be noise-dominant. IMF 7 also appears to be noise-dominant; even its DPR value is quite high compared to IMFs 2, 1, and 6. Of course, from Table 1 , the components 8 and 3 also can be considered as noise-dominant ones, but the strong presence of important information relevant to rubbing (the DPR component of the objective function) makes these modes valuable for signal reconstruction because the exclusion of them may lead to the loose of valuable rubbing signal contents.
The analysis of the IMF selection results shown in Table 1 demonstrates that the use of the original threshold level arbitrary assigned to 1 may not always be appropriate for cases in which both the DPR and KLdiv are quite large in some proportion. Additionally, some extremal cases investigated in this subsection may cause improper IMF selection during the objective value computation when the values of both of the components included into the objective function are nearly equal (IMFs 6 and 1).
B. OBJECTIVE FUNCTION NORMALIZATION AND ADAPTIVE THRESHOLDING FOR IMPROVING THE IMF SELECTION PROCEDURE
To reduce the influence of the growth of average DPR values on the objective function computation and to cope with the problems caused by the employment of the arbitrary threshold level for IMF selection, this paper introduces a modification of the original DPR/KLdiv-based approach. The proposed improvement consists of normalization of the objective function and adaptive thresholding steps. First, the objective function values, computed for each of the extracted modes, are normalized using Min-Max scaling [31] . Then, the adaptive threshold value is computed using the statistics of the normalized objective values to perform the selection of valuable components by applying the decision rule.
To compute an adaptive threshold, the normalization of objective values is essential because with the increased intensities of the rubbing processes, drastic changes in the energies of the acquired signals can be observed. When the signal corresponding to a rubbing fault of high intensity is decomposed into a set of modes, the computed objective functions for grading those IMFs are highly varying in magnitude, as was demonstrated in Table 1 . The motivation beyond the use of Min-Max scaling is to score the appropriate IMF component with the highest non-normalized value of the objective function as 1 (assigning it as a maximum), while the remaining objective values are expressed as a fraction of the best intrinsic mode. This type of normalization does not disrupt the original order of the extracted modes, while also efficiently neglecting the influence of drastic energy changes in the rubbing signal. Normalized objective values are less affected by a sharp growth of the mean value of the objective functions, and thus, the statistical properties of the normalized objective values become smoother, which is favorable for adaptive threshold calculations. The normalization using Min-Max scaling can be performed using the formulation shown below:
where k is the order number of the particular IMF and Obj k is the objective function value of the k th component computed using the original approach.
Once the normalized objective function values are computed, an adaptive thresholding approach can be used to select the valuable IMF components. In this paper, inspired by the concept of the widely applied 'universal threshold' from the field of signal denoising, the following formulation is proposed to compute the adaptive threshold value for IMF selection:
Here,var is the variance of the normalized objective function values and N is the total number of delivered IMFs. Note that this thresholding technique is usually applied for signal denoising. However, this approach also sensibly applies to thresholding objective functions in this study since it corroborates the statistical properties of the IMFs delivered for a decomposed signal, such as the variance of normalized objective values and the total number of objective functions. From (5), it is clear that if the objective functions are not properly scaled, very few components with high magnitudes will affect the statistical properties of the set of extracted IMFs more than all the remaining components. The selection of informative modes for further partial signal reconstruction can be performed using a decision-making scheme based on the scaled objective functions and computed adaptive threshold, as follows:
The improved result of the enhanced IMF selection method including the original (Obj k ) and normalized (nObj k ) DPR/KLdiv objective functions computed for each of the extracted IMFs is demonstrated in Table 2 , which uses a signal sample with a severe rub-impact fault. In this table, unlikely the Table 1 , the adaptive thresholding level computed using (5) is applied for valuable IMF selection. From Table 2 , one can observe that application of the proposed adaptive thresholding technique with the objective function normalization is capable of reducing the number of selected IMFs by excluding the components that were improperly selected by the original method. Specifically, after the intrinsic mode selection procedure accomplished by the improved algorithm, only four components are selected for signal reconstruction: 10,9,8, and 3. The remaining intrinsic mode components, including the IMFs 6, 1, 2, and 7 that were improperly selected by the original approach are ignored during the signal reconstruction step. As we remember from the Table 1 , the IMFs 6 and 1 were mistakenly selected due to the extremal cases that may appear while applying the original threshold value equal to 1 to the not normalized DPR/KLdiv objective functions. Moreover, the components with order numbers 2 and 7, which are contaminated by noise and do not contain much valuable information related to rubbing faults, are also excluded from the signal reconstruction process because their normalized objective function values appear to be lower than a new adaptively computed threshold level. The differences between the IMF selection results achieved using the original objective function with arbitrary thresholding and the normalized objective values with an adaptive one are visualized in detail in Fig. 3 .
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we investigate the effectiveness of the proposed improved IMF selection algorithm over its predecessor using a benchmark rub-impact dataset in various rubbing conditions.
A. DATA ACQUISITION
The testbed designed to collect rub-impact fault data of various intensities is shown in Fig. 4 . The data were collected by two displacement sensors mounted at the drive end (DE) and non-drive end (NDE) of the shaft. Each of the sensors has different channels to simultaneously record the displacements of the 16-blade rotor in both the horizontal and vertical directions. Therefore, a total of four different channels were used to record the signals at both ends of the shaft.
In this experiment, the rubbing faults were simulated by adding additional weights to the shaft to create a shaft imbalance that caused local interactions between the blades of the rotor and the rotor cage. The levels of rubbing fault intensities were verified using a thermal camera installed on the NDE of the shaft. The changes of fault intensities while adjusting the extra mass added to the shaft are demonstrated in Fig. 5 . The rotational speed remained constant during the experiment and was equal to 2580 revolutions per minute (RPM). The sampling rate during the collection of signals was set at a rate of 65.5 kHz. The total length of the obtained signal for each rubbing intensity level was 59 seconds; however, these signals were split into individual samples 1 second in length.
To verify the quality of the collected rubbing fault dataset and its capability of reflecting the degree of wear in a real scenario, we performed the additional session of the experiment. In this experiment, we collected the data with the dismantled rotor cage while applying the same types of extra weights to the shaft. Thus, during this experiment session, only the rotor imbalance fault could be observed. Next, to compare the signal samples obtained during the two experiments with two different types of mechanical faults (i.e., rotor imbalance fault and rub-impact fault caused by rotor imbalance), we extracted three simple feature parameters that are sensitive to impulses and are capable of describing the changes in statistical properties of the signals based on their amplitude. Specifically, these features are the root mean square (RMS), standard deviation, and 5 th normalized moment [32] . The 3D feature space created by these statistical feature parameters is demonstrated in Fig. 6 . From Fig. 6 , it is clearly seen that the feature values extracted from the signals collected in both of the experiments form clear increasing trend curves which are following the progression of the fault. In the case when only rotor imbalance fault is presenting in the system, the feature values are growing with the increase of the weights applied to the shaft. In the case of the rub-impact fault caused by rotor imbalance, the feature values also produce an increasing trend line and this trend grows with both the increase of the rotor imbalance and the increase of rubbing fault intensity (i.e., the degree of wear). Based on these observations, we can conclude that the rub-impact fault simulation performed in this study follows the fault progression and capable of reflecting the degree of wear in real-life scenarios. 
B. ANALYSIS OF SIGNAL DENOISING PROPERTIES
The modified IMF selection method is capable of superior selection of highly informative signal-dominant components that can be used for partial signal reconstruction, allowing for the creation of a new, denoised rub-impact fault signal, which makes the fault symptoms highly observable. To evaluate the quality of the modified IMF selection approach and the original one, we perform a comparison of the envelope power spectra of the partially reconstructed signals using the components selected by both of the DPR/KLdiv-based IMF selection techniques. The signals analyzed in this section are acquired from the vibration sensor installed on the DE of the shaft using the channel that collects the displacements of the shaft in the horizontal direction. Note that in this figure, only some of the data instances corresponding to the classes mentioned above are represented for demonstration purposes. The exact IMF selection results may vary for different samples within the same signal class. Fig. 7 (a) shows that for the class '0.0 g', when there is no rubbing fault presented in the signal and no shaft imbalance occurred, both IMF selection approaches may deliver modes with similar frequency contents. However, from Fig. 7 (b) , (c), and (d), it is clearly seen that the DPR/ KLdiv-based IMF selection method modified with objective function normalization and adaptive thresholding delivers a more clearly reconstructed signal, allowing exclusion of the noise in frequency bands higher than 15 kHz and showing a significant reduction of noise in the region around 10 kHz.
In Fig. 8 , the envelope power spectra scaled in a lowfrequency zone (from 0 Hz to 500 Hz), corresponding to the same reconstructed signals as in Fig. 7 , are presented. From Fig. 8 , it can be observed that the signals reconstructed after modified IMF selection preserve the relevant rubbing frequency harmonics, such as 1/3X, 1/2X, 2/3X, 1X, 4/3X, and 5/3X [27] - [29] , whereas the amplitudes of these harmonics do not differ significantly from the ones observed in signals reconstructed by the original DPR/KLdiv-based IMF selection method. The presence of these frequency harmonics is essential for rub-impact fault diagnosis because they are considered valuable features of the rubbing processes. Furthermore, to quantitively evaluate the quality of signals reconstructed after the improved IMF selection and filtering performance, the revised signal-to-noise ratio (rSNR) and mean square error (rMSE) metrics [33] , [34] were employed in this study:
where x(n) is the original noisy vibration signal and x rec (n) is a signal reconstructed using the selected IMFs.
The motivation for using these metrics is as follows: the conventional SNR and MSE computation requires the availability of the original noiseless signal (ground true signal), which is unknown in most of the real scenarios. However, the noisy vibration signal and the reconstructed signals are available. Thus, by replacing the noiseless signal with an available noisy one, the traditional SNR and MSE metrics can be re-formulated as rSNR and rMSE, respectively. Interpretation of the rSNR and rMSE results is opposite to conventional SNR and MSE: the smaller rSNR and bigger rMSE exhibit a smaller presence of noise and better quality of the reconstructed signal. Fig . 9 presents the average rSNR values and their standard deviations for all the signal groups computed via the signals reconstructed using both DPR/KLdiv-based IMF selection methods. From Fig. 9 (a) , one can observe that for all the signal classes except the first one, in which no rubbing or shaft imbalance was present, signals reconstructed using the components selected by the improved technique demonstrate better results in terms of the average rSNR (a smaller rSNR is better). In particular, this improvement is more significant for the class in which a severe rub-impact fault is observed. Fig. 9 (b) demonstrates that the improved IMF selection allows reduction of the standard deviation of rSNR for most of the signal groups.
The mean rMSE values computed for the reconstructed signals corresponding to all the rubbing intensities presented in this study are depicted in Fig. 10 . From this figure, one can observe that for most of the classes, signals reconstructed using the components chosen by the improved IMF selection algorithm demonstrate higher average rMSE values (in terms of rMSE, higher is better) than ones reconstructed using the original approach. However, this behavior pattern is different for the first class, which represents the signals acquired when no extra weight was attached to the shaft. Thus, no rubbing fault or shaft imbalance could be observed. This result can be explained as follows. Since the DPR/KLdiv-based IMF selection criterion aims to detect the signal-dominant intrinsic modes that contain the most valuable rubbing fault information, this criterion itself might not be completely appropriate for the selection of IMFs when the system operates under normal conditions, and thus, the cardinality of the selected components may vary significantly from sample to sample.
Furthermore, we present more details to the results provided in Fig. 9 to observe the effect of the original IMF selection formulation and the proposed one on the reconstructed signals. According to Fig. 9 (a) , the average rSNR values for classes 5 and 9, which correspond to the slight and intensive rubbing conditions with extra weights equal to 1.6 g and 2.4 g added to the shaft, respectively, are very close to each other. Moreover, for class 1, corresponding to the condition where neither rubbing nor shaft imbalance faults were observed in the system, the average rSNR value is lower for the original method. For the analysis, some of the samples belonging to these troublesome cases are decomposed into a set of IMF components, and both intrinsic mode fusion algorithms are applied to select the best components for signal reconstruction. The samples of the original time-domain vibration signals corresponding to the identified signal groups and the envelope power spectra of the reconstructed signals using the IMFs selected by both approaches are demonstrated in Fig. 11 .
In Fig. 11 (a) , data sample #31 from the signal group, corresponding to a normal operating mode (case '0.0 g'), as well as the envelope power spectra of reconstructed signals using the selected IMFs, are presented. From the operating mode, we know that the rotating machinery is working normally, so the power spectra mostly contain the harmonics of shaft rotation frequency. Both the original and the improved IMF fusion approaches delivered almost the same modes, except the improved one delivered an additional component -IMF 10. From the envelope power spectra, one can observe that the frequency contents of both reconstructed signals are approximately similar. However, despite the original formulation selected only four IMF components, a peak amplitude of high-frequency noise detected around the 8 kHz frequency bin was just slightly smaller than that observed in the envelope power spectra of the signal reconstructed using the modes selected by the improved approach. Moreover, it is clear that the harmonic amplitude at the frequency bin corresponding to 7 Hz is drastically higher than all those corresponding to the fundamental frequency or its high-order harmonics. This peak dominates the entire power spectrum, which makes the signal reconstructed via the proposed IMF fusion technique more favorable for feature extraction, especially when the dimensional features are used. The overall quality of the frequency contents delivered by the improved technique is better than the traditional approach despite the intensity of the noise present is slightly higher. Fig. 11 (b) presents sample #34, corresponding to a slight rubbing fault condition and the power spectra of its reconstructed signals. Compared with the original DPR/KLdiv-based IMF selection technique, the proposed one delivered a smaller number of intrinsic modes. Despite a smaller number of selected components, the frequency harmonics indicating the presence of rub-impact faults and their higher-order components located in the low-frequency range of the reconstructed signal are equal to that of the original IMF component selection technique. The main difference in these presented power spectra is the level of high-frequency noise. After the proposed IMF fusion, the power spectra of the reconstructed signal demonstrate the absence of high-frequency noise in the frequency range between 15 kHz and 20 kHz. Additionally, the peak amplitude of noise detected around the 8 kHz frequency bin is almost 2.5 times smaller than the one observed in the envelope power spectrum of the reconstructed signal after application of the original IMF selection technique. Fig. 11 (c) depicts the signal reconstruction results for data sample #13, corresponding to an intensive rub-impact fault condition when 2.4 g of extra weight is attached to the shaft of the testbed. The analysis of this case shows similar results, as presented in Fig. 11 (b) : after implementing the proposed IMF selection algorithm, less intrinsic modes are selected compared to the original algorithm and the amount of high-frequency noise is significantly reduced. Meanwhile, the valuable harmonics caused by the rubbing faults are still present in a low-frequency range of the power spectrum without drastic changes in the amplitudes of frequency peaks. 
C. FAULT DIAGNOSIS PERFORMANCE ANALYSIS
In this subsection, we investigate the rub-impact fault diagnosis capabilities of the proposed methodology. For this, the root mean square (RMS) statistical feature parameter is first extracted from rubbing fault signals reconstructed using the IMF components selected by the proposed improved IMF selection methodology and then, fault diagnosis procedure is carried out by means of k-Nearest Neighbors (k-NN) machine learning classification algorithm. The reasons of selecting this classifier and feature parameter are that the k-NN algorithm is known as the method sensitive to the quality of the features it was trained on and the RMS is a simple feature parameter that only relies on the amplitude changes in the signals.
In this study, the number of neighbors of the k-NN algorithm was assigned to three and the Euclidean distance was chosen as a distance function. To avoid the influence of randomness, the experiment in this subsection was performed ten times and in each of the experiments, the threefold cross-validation technique was employed to investigate fault diagnosis capabilities. Thus, at each step of the crossvalidation, 394 data instances were utilized as a training subset; whereas the remaining 196 samples were used as a testing subset. The experimental results of fault identification expressed in terms of true-positive rates (TPR) and classification accuracy averaged over ten experiments are tabulated in Table 3 .
Additionally, the confusion matrix containing the results averaged over ten experiments is presented in Fig.12 .
The results demonstrated in Table 3 and the confusion matrix in Fig.12 show that the rub-impact fault diagnosis task using a relatively simple machine learning algorithm combined with the RMS value as feature parameter extracted from the signals processed by the proposed methodology was successfully accomplished with the average classification accuracy of 99.83% over ten experiments.
Overall, the results presented in this section demonstrate that the proposed DPR/KLdiv-based IMF selection technique is capable of reducing the presence of high-frequency noise in the partially reconstructed signal while preserving the valuable information content, which consists of frequency harmonics that are considered evident features of rub-impact faults [27] - [29] . The presence of these frequency harmonics and the reduction of high-frequency noise is favorable for rubbing fault diagnosis because it allows the verification of whether the numerical feature parameters that can be extracted from these reconstructed signals accurately reflect rubbing faults or if they are related to other properties of rotating machinery and the environment in which the machine operates. Furthermore, the proposed rubbing signal processing technique can be highly useful for diagnosing rub-impact faults of different intensity levels when combined with feature extraction and fault classification approaches.
V. CONCLUSION
This paper introduced an improvement of the existing DPR/KLdiv-based IMF selection procedure in EEMD for rubbing fault diagnosis. The proposed improvement used both objective function normalization and the adaptive thresholding technique for the selection of valuable IMF components for the diagnosis of rubbing faults. First, the objective functions computed for each of the IMFs extracted by EEMD were normalized between 0 and 1 using Min-Max scaling for better grading of the modes and to overcome the problem of the growth of the average values of metrics with an increase of rubbing intensities. Additionally, this normalization helped to avoid the exceptional issues that might appear while computing objective values. Then, the adaptive threshold was applied to select meaningful intrinsic modes. The experimental results demonstrated that the improved DPR/KLdiv-based IMF selection approach allows for the better exclusion of the noise-dominant components and the components that do not contain essential information about rubbing faults. This exclusion of a signal's modes that are common in normal machine operation and not related to rubbing further enhances the selection of fault components. Moreover, this improvement is capable of reducing the influence of highfrequency noise on the signal reconstructed using the selected IMFs. Thus, this improved technique delivers a rubbing signal with improved clarity that can be efficiently used for fault signal analysis and classification.
