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Abstract
Given a triangular array {Xn,k, 1 6 k 6 n, n > 1} of random variables satisfying E|Xn,k|
p <
∞ for some p > 1 and sequences {bn}, {cn} of positive real numbers, we shall prove that∑
∞
n=1
cnE
[∣∣∑n
k=1
(Xn,k − EXn,k)
∣
∣ /bn − ε
]p
+
< ∞, where x+ = max(x, 0). Our results are
announced in a general setting, allowing us to obtain recent statements in this issue as par-
ticular cases.
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1 Introduction
In [5], Li and Spa˘taru proved the following statement: if {Xn, n > 1} is a sequence of inde-
pendent and identically distributed (i.i.d.) random variables with EX1 = 0 and p > 0, 0 < q < 2,
r > 1 are such that qr > 1, then

E|X1|
p <∞ if p > qr
E|X1|
qr log(1 + |X1|) <∞ if p = qr
E|X1|
qr <∞ if p < qr
(1.1)
is equivalent to
∫ ∞
ε
∞∑
n=1
nr−2P
{∣∣∣∣∣
n∑
k=1
Xk
∣∣∣∣∣ > x1/pn1/q
}
dx <∞ for all ε > 0.
A few years later, Chen and Wang [2] showed that, letting p > 0, {Xn, n > 1} be a random
sequence and {bn}, {cn} be sequences of positive real numbers,∫ ∞
ε
∞∑
n=1
cnP
{
|Xn| > x
1/pbn
}
dx <∞ for all ε > 0
and
∞∑
n=1
cn E
[
max
(
|Xn|
bn
− ε, 0
)]p
<∞ for all ε > 0
1
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1
are equivalent. Hence, putting x+ = max(x, 0), Li and Spa˘taru’s result can be restated as: if
{Xn, n > 1} is a sequence of i.i.d. random variables with EX1 = 0 and p > 0, 0 < q < 2, r > 1
are such that qr > 1, then (1.1) is equivalent to
∞∑
n=1
nr−2E
(
n−1/q
∣∣∣∣∣
n∑
k=1
Xk
∣∣∣∣∣− ε
)p
+
<∞ for all ε > 0.
Our purpose in this paper is to give general sufficient conditions to obtain
∞∑
n=1
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
<∞ for all ε > 0 (1.2)
when {Xn,k, 1 6 k 6 n, n > 1} is a triangular array of random variables and {bn}, {cn} are se-
quences of positive constants. Namely, we shall assume that a suitable truncated triangular array
of random variables satisfies classical probability inequalities, particularly, a von Bahr-Esseen type
inequality [9] and a Rosenthal type inequality (see, for instance, [8] page 59). These are general
assumptions which cover well-known dependent structures, making some recent statements on this
topic follow easily from our results.
In the sequel, we shall denote the indicator random variable of an event A by IA and, for each
t > 0, we shall define also the function gt(x) = max(min(x, t),−t) which describes the truncation
at level t.
2 Main results
In our first two statements, we shall establish the convergence of the series (1.2) by assuming
that, for any t > 0, the (truncated) array of random variables {gt(Xn,k), 1 6 k 6 n, n > 1} satisfies
a von Bahr-Esseen type inequality.
Theorem 1 Let p > 1, {Xn,k, 1 6 k 6 n, n > 1} be an array of random variables satisfying
E|Xn,k|
p < ∞ for each 1 6 k 6 n and all n > 1, {bn} and {cn} real sequences of positive
numbers. If
(a) there is a sequence of positive numbers {αn} such that for some q > p:
i.
E
∣∣∣∣∣
n∑
k=1
[gt(Xn,k)− E gt(Xn,k)]
∣∣∣∣∣
q
6 αn
n∑
k=1
E |gt(Xn,k)|
q (2.1)
for all n > 1 and t > 0,
ii.
∑∞
n=1
∑n
k=1 αncnP {|Xn,k| > bn} <∞,
iii.
∑∞
n=1
∑n
k=1 αncnb
−q
n
∫ bqn
0 P {|Xn,k|
q > t} dt <∞,
iv.
∑∞
n=1
∑n
k=1(1 + αn)cnb
−p
n
∫∞
bpn
P {|Xn,k|
p > t} dt <∞
(b)
∑∞
n=1
∑n
k=1 cnE |Xn,k|I{|Xn,k|>bn}/bn <∞,
then
∞∑
n=1
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
<∞
for all ε > 0.
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Proof. Fixing ε > 0, we have
E
[∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣− εbn
]p
+
=
∫ ∞
0
P
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > εbn + t1/p
}
dt
6 bpnP
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > εbn
}
+
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > t1/p
}
dt.
(2.2)
Defining X ′n,k := gbn(Xn,k) and X
′′
n,k = Xn,k −X
′
n,k, Chebyshev inequality and assumption (a) i.
entail
P
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > εbn
}
6 P
{∣∣∣∣∣
n∑
k=1
(X ′n,k − EX
′
n,k)
∣∣∣∣∣ > εbn2
}
+ P
{∣∣∣∣∣
n∑
k=1
(X ′′n,k − EX
′′
n,k)
∣∣∣∣∣ > εbn2
}
6
2q
εqbqn
E
∣∣∣∣∣
n∑
k=1
(X ′n,k − EX
′
n,k)
∣∣∣∣∣
q
+
2
εbn
E
∣∣∣∣∣
n∑
k=1
(X ′′n,k − EX
′′
n,k)
∣∣∣∣∣
6
2qαn
εqbqn
n∑
k=1
E |X ′n,k|
q +
4
εbn
n∑
k=1
E |X ′′n,k|
6
22q−1αn
εqbqn
n∑
k=1
[
E |Xn,k|
qI{|Xn,k|6bn} + b
q
nP {|Xn,k| > bn}
]
+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
=
22q−1αn
εqbqn
n∑
k=1
E |Xn,k|
qI{|Xn,k|6bn} +
22q−1αn
εq
n∑
k=1
P {|Xn,k| > bn}+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
6
22q−1αn
εqbqn
n∑
k=1
∫ bqn
0
P {|Xn,k|
q > t}dt+
22q−1αn
εq
n∑
k=1
P {|Xn,k| > bn}+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}.
(2.3)
Setting Y ′n,k := gt1/p(Xn,k) and Y
′′
n,k = Xn,k − Y
′
n,k, it follows
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > t1/p
}
dt
6
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(Y ′n,k − EY
′
n,k)
∣∣∣∣∣ > t
1/p
2
}
dt+
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(Y ′′n,k − EY
′′
n,k)
∣∣∣∣∣ > t
1/p
2
}
dt.
Hence,
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(
Y ′n,k − EY
′
n,k
)∣∣∣∣∣ > t
1/p
2
}
dt
6 2q
∫ ∞
bpn
t−q/pE
∣∣∣∣∣
n∑
k=1
(
Y ′n,k − EY
′
n,k
)∣∣∣∣∣
q
dt
6 2qαn
∫ ∞
bpn
t−q/p
n∑
k=1
E|Y ′n,k|
qdt
3
6 22q−1αn
∫ ∞
bpn
t−q/p
n∑
k=1
[
E|Xn,k|
qI{|Xn,k|6t1/p} + t
q/p
P
{
|Xn,k| > t
1/p
}]
dt (2.4)
= 22q−1qαn
n∑
k=1
∫ ∞
bpn
t−q/p
∫ t1/p
0
sq−1 P {|Xn,k| > s}ds dt
= 22q−1qαn
n∑
k=1
∫ ∞
0
sq−1 P {|Xn,k| > s}
∫ ∞
max(bpn,sp)
t−q/pdt ds
= 22q−1qαn
n∑
k=1
[
pbp−qn
q − p
∫ bn
0
sq−1 P {|Xn,k| > s}ds+
p
q − p
∫ ∞
bn
sp−1P {|Xn,k| > s} ds
]
=
p 22q−1αnb
p−q
n
q − p
n∑
k=1
∫ bqn
0
P
{
|Xn,k| > t
1/q
}
dt+
q 22q−1αn
q − p
n∑
k=1
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
On the other hand,
∣∣Y ′′n,k∣∣ 6 |Xn,k| I{|Xn,k|>t1/p}, we obtain for every p > 1∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(
Y ′′n,k − EY
′′
n,k
)∣∣∣∣∣ > t
1/p
2
}
dt
6 4
∫ ∞
bpn
t−1/p
n∑
k=1
E
∣∣Y ′′n,k∣∣ dt
6 4
n∑
k=1
∫ ∞
bpn
t−1/pE |Xn,k| I{|Xn,k|>t1/p}dt
= 4
n∑
k=1
(∫ ∞
bpn
t−1/p
∫ ∞
t1/p
P {|Xn,k| > s}ds dt+
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
)
= 4
n∑
k=1
(∫ ∞
bn
P {|Xn,k| > s}
∫ sp
bpn
t−1/pdt ds+
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
)
6 4
n∑
k=1
(
p
p− 1
∫ ∞
bn
sp−1P {|Xn,k| > s}ds+
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
)
=
4p
p− 1
n∑
k=1
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt.
(2.5)
Thus, by gathering (2.2), (2.3), (2.4) and (2.5) we get
∞∑
n=1
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
=
∞∑
n=1
cn
bpn
E
[∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣− εbn
]p
+
6
∞∑
n=1
(
cnP
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > εbn
}
+
cn
bpn
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > t1/p
}
dt
)
6
(
22q−1
εq
+
p22q−1
q − p
) ∞∑
n=1
n∑
k=1
αncn
bqn
∫ bqn
0
P {|Xn,k|
q
> t}dt+
22q−1
εq
∞∑
n=1
n∑
k=1
αncnP {|Xn,k| > bn}
+
4
ε
∞∑
n=1
n∑
k=1
cn
bn
E |Xn,k|I{|Xn,k|>bn} +
(
q 22q−1
q − p
+
4p
p− 1
) ∞∑
n=1
n∑
k=1
(1 + αn)cn
bpn
∫ ∞
bpn
P {|Xn,k|
p
> t} dt
<∞
(2.6)
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according to assumptions (a) ii., iii., iv. and (b). The proof is complete. 
Theorem 2 Let {Xn,k, 1 6 k 6 n, n > 1} be an array of random variables satisfying E|Xn,k| <∞
for each 1 6 k 6 n and all n > 1, {bn} and {cn} real sequences of positive numbers. If
(a) there is a sequence of positive numbers {αn} such that for some q > 1:
i.
E
∣∣∣∣∣
n∑
k=1
[gt(Xn,k)− E gt(Xn,k)]
∣∣∣∣∣
q
6 αn
n∑
k=1
E |gt(Xn,k)|
q
for all n > 1 and t > 0,
ii.
∑∞
n=1
∑n
k=1 αncnP {|Xn,k| > bn} <∞,
iii.
∑∞
n=1
∑n
k=1 αncnb
−q
n
∫ bqn
0 P {|Xn,k|
q > t} dt <∞,
iv.
∑∞
n=1
∑n
k=1(1 + αn)(cn/bn)
∫∞
bn
P {|Xn,k| > t} dt <∞
(b)
∑∞
n=1
∑n
k=1 cnE |Xn,k|I{|Xn,k|>bn}/bn <∞,
(c)
∑n
k=1 E |Xn,k|I{|Xn,k|>bn} = o(bn) as n→∞,
then
∞∑
n=1
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]
+
<∞
for all ε > 0.
Proof. All steps in the proof of Theorem 1 remains true for p = 1 except the upper bound (2.5).
Supposing Y ′n,k := gt(Xn,k) and Y
′′
n,k = Xn,k − Y
′
n,k we have
sup
t>bn
∣∣∣∣∣1t
n∑
k=1
EY ′′n,k
∣∣∣∣∣ 6 supt>bn
1
t
n∑
k=1
E|Y ′′n,k|
6 sup
t>bn
1
t
n∑
k=1
E|Xn,k|I{|Xn,k|>t}
6
1
bn
n∑
k=1
E|Xn,k|I{|Xn,k|>bn} −→ 0
as n→∞. Hence, for n large enough we obtain∣∣∣∣∣
n∑
k=1
EY ′′n,k
∣∣∣∣∣ 6 t4
and putting Γn(t) :=
⋃n
k=1
{
|Xn,k| > t
}
we get
5
∫ ∞
bn
P
{∣∣∣∣∣
n∑
k=1
(
Y ′′n,k − EY
′′
n,k
)∣∣∣∣∣ > t2
}
dt
6
∫ ∞
bn
P
{∣∣∣∣∣
n∑
k=1
Y ′′n,k
∣∣∣∣∣ > t4
}
dt
6
∫ ∞
bn
P
{
n∑
k=1
|Y ′′n,k| >
t
4
}
dt
=
∫ ∞
bn
P
[({
n∑
k=1
|Y ′′n,k| >
t
4
}
∩ Γn(t)
)
∪
({
n∑
k=1
|Y ′′n,k| >
t
4
}
∩ Γn(t)
∁
)]
dt
6
∫ ∞
bn
P
(
n⋃
k=1
{|Xn,k| > t}
)
dt
6
∫ ∞
bn
n∑
k=1
P {|Xn,k| > t} dt.
(2.7)
For n large, it follows
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]
+
=
cn
bn
E
[∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣− εbn
]
+
6
(
22q−1
εq
+
22q−1
q − 1
) n∑
k=1
αncn
bqn
∫ bqn
0
P {|Xn,k|
q
> t}dt+
22q−1
εq
n∑
k=1
αncnP {|Xn,k| > bn}
+
4
ε
n∑
k=1
cn
bn
E |Xn,k|I{|Xn,k|>bn} +
(
q 22q−1
q − 1
+ 1
) n∑
k=1
(1 + αn)cn
bn
∫ ∞
bn
P {|Xn,k| > t} dt
by employing (2.2), (2.4) with p = 1 and (2.3), (2.7). The thesis is established. 
The next two results, give us conditions for the convergence of (1.2) under the assumption that,
for every t > 0, the array of random variables {gt(Xn,k), 1 6 k 6 n, n > 1} satisfies a Rosenthal
type inequality.
Theorem 3 Let p > 1, {Xn,k, 1 6 k 6 n, n > 1} be an array of random variables satisfying
E|Xn,k|
p < ∞ for each 1 6 k 6 n and all n > 1, {bn} and {cn} real sequences of positive
numbers. If
(a) there are sequences of positive numbers {βn} and {ξn} such that for some q > max{p, 2}:
i.
E
∣∣∣∣∣
n∑
k=1
[gt(Xn,k)− E gt(Xn,k)]
∣∣∣∣∣
q
6 βn
n∑
k=1
E |gt(Xn,k)|
q + ξn
[
n∑
k=1
E |gt(Xn,k)|
2
]q/2
(2.8)
for all n > 1 and t > 0,
ii.
∑∞
n=1
∑n
k=1 βncnP {|Xn,k| > bn} <∞,
iii.
∑∞
n=1
∑n
k=1 βncnb
−q
n
∫ bqn
0 P {|Xn,k|
q > t} dt <∞,
6
iv.
∑∞
n=1
∑n
k=1(1 + βn)cnb
−p
n
∫∞
bpn
P {|Xn,k|
p > t} dt <∞,
v.
∑∞
n=1 ξncnb
−q
n
(∑n
k=1
∫ b2n
0 P{X
2
n,k > t} dt
)q/2
<∞,
vi.
∑∞
n=1 ξncnb
−p
n
∫ bp−qn
0
(∑n
k=1
∫ t2/(p−q)
0 P{X
2
n,k > s}ds
)q/2
dt <∞
(b)
∑∞
n=1
∑n
k=1 cnE |Xn,k|I{|Xn,k|>bn}/bn <∞,
then
∞∑
n=1
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
<∞
for all ε > 0.
Proof. The proof follows in exactly the same manner as the proof of Theorem 1 except for upper
bounds (2.3) and (2.4) which must be replaced. LettingX ′n,k := gbn(Xn,k) andX
′′
n,k = Xn,k−X
′
n,k,
assumption (a) i. ensures
P
{∣∣∣∣∣
n∑
k=1
(Xn,k − EXn,k)
∣∣∣∣∣ > εbn
}
6 P
{∣∣∣∣∣
n∑
k=1
(X ′n,k − EX
′
n,k)
∣∣∣∣∣ > εbn2
}
+ P
{∣∣∣∣∣
n∑
k=1
(X ′′n,k − EX
′′
n,k)
∣∣∣∣∣ > εbn2
}
6
2q
εqbqn
E
∣∣∣∣∣
n∑
k=1
(X ′n,k − EX
′
n,k)
∣∣∣∣∣
q
+
2
εbn
E
∣∣∣∣∣
n∑
k=1
(X ′′n,k − EX
′′
n,k)
∣∣∣∣∣
6
2qβn
εqbqn
n∑
k=1
E |X ′n,k|
q +
2qξn
εqbqn
(
n∑
k=1
E |X ′n,k|
2
)q/2
+
4
εbn
n∑
k=1
E |X ′′n,k|
6
22q−1βn
εqbqn
n∑
k=1
E |Xn,k|
qI{|Xn,k|6bn} +
22q−1βn
εq
n∑
k=1
P {|Xn,k| > bn}+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
+
23q/2ξn
εqbqn
(
n∑
k=1
EX2n,kI{|Xn,k|6bn} + b
2
n
n∑
k=1
P {|Xn,k| > bn}
)q/2
=
22q−1βn
εqbqn
n∑
k=1
E |Xn,k|
qI{|Xn,k|6bn} +
22q−1βn
εq
n∑
k=1
P {|Xn,k| > bn}+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
+
23q/2ξn
εqbqn
(
2
n∑
k=1
∫ bn
0
uP {|Xn,k| > u}du
)q/2
=
22q−1βn
εqbqn
n∑
k=1
E |Xn,k|
qI{|Xn,k|6bn} +
22q−1βn
εq
n∑
k=1
P {|Xn,k| > bn}+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
+
23q/2ξn
εqbqn
(
n∑
k=1
∫ b2n
0
P
{
X2n,k > t
}
dt
)q/2
6
22q−1βn
εqbqn
n∑
k=1
∫ bqn
0
P {|Xn,k|
q > t} dt+
22q−1βn
εq
n∑
k=1
P {|Xn,k| > bn}+
4
εbn
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
+
23q/2ξn
εqbqn
(
n∑
k=1
∫ b2n
0
P
{
X2n,k > t
}
dt
)q/2
.
(2.9)
7
On the other hand, considering Y ′n,k := gt1/p(Xn,k) we have
∫ ∞
bpn
P
{∣∣∣∣∣
n∑
k=1
(
Y ′n,k − EY
′
n,k
)∣∣∣∣∣ > t
1/p
2
}
dt
6 2q
∫ ∞
bpn
t−q/pE
∣∣∣∣∣
n∑
k=1
(
Y ′n,k − EY
′
n,k
)∣∣∣∣∣
q
dt
6 2qβn
∫ ∞
bpn
t−q/p
n∑
k=1
E|Y ′n,k|
qdt+ 2qξn
∫ ∞
bpn
t−q/p
(
n∑
k=1
E|Y ′n,k|
2
)q/2
dt
6
p 22q−1βnb
p−q
n
q − p
n∑
k=1
∫ bqn
0
P
{
|Xn,k| > t
1/q
}
dt+
q 22q−1βn
q − p
n∑
k=1
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
+ 23q/2ξn
∫ ∞
bpn
t−q/p
[
n∑
k=1
(
EX2n,kI{|Xn,k|6t1/p} + t
2/p
P
{
|Xn,k| > t
1/p
})]q/2
dt
=
p 22q−1βnb
p−q
n
q − p
n∑
k=1
∫ bqn
0
P
{
|Xn,k| > t
1/q
}
dt+
q 22q−1βn
q − p
n∑
k=1
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
+ 23q/2ξn
∫ ∞
bpn
t−q/p
(∫ t2/p
0
n∑
k=1
P
{
X2n,k > s
}
ds
)q/2
dt
=
p 22q−1βnb
p−q
n
q − p
n∑
k=1
∫ bqn
0
P
{
|Xn,k| > t
1/q
}
dt+
q 22q−1βn
q − p
n∑
k=1
∫ ∞
bpn
P
{
|Xn,k| > t
1/p
}
dt
+
p23q/2ξn
q − p
∫ bp−qn
0
(
n∑
k=1
∫ v2/(p−q)
0
P
{
X2n,k > s
}
ds
)q/2
dv
(2.10)
Employing (2.2), (2.5), (2.9) and (2.10) as in (2.6) the conclusion follows. The proof is complete.

Theorem 4 Let {Xn,k, 1 6 k 6 n, n > 1} be an array of random variables satisfying E|Xn,k| <∞
for each 1 6 k 6 n and all n > 1, {bn} and {cn} real sequences of positive numbers. If
(a) there are sequences of positive numbers {βn} and {ξn} such that for some q > 2:
i.
E
∣∣∣∣∣
n∑
k=1
[gt(Xn,k)− E gt(Xn,k)]
∣∣∣∣∣
q
6 βn
n∑
k=1
E |gt(Xn,k)|
q + ξn
[
n∑
k=1
E |gt(Xn,k)|
2
]q/2
for all n > 1 and t > 0,
ii.
∑∞
n=1
∑n
k=1 βncnP {|Xn,k| > bn} <∞,
iii.
∑∞
n=1
∑n
k=1 βncnb
−q
n
∫ bqn
0 P {|Xn,k|
q > t} dt <∞,
iv.
∑∞
n=1
∑n
k=1(1 + βn)(cn/bn)
∫∞
bn
P {|Xn,k| > t} dt <∞,
v.
∑∞
n=1 ξncnb
−q
n
(∑n
k=1
∫ b2n
0
P{X2n,k > t} dt
)q/2
<∞,
vi.
∑∞
n=1 ξn(cn/bn)
∫ b1−qn
0
(∑n
k=1
∫ t2/(1−q)
0 P{X
2
n,k > s}ds
)q/2
dt <∞
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(b)
∑∞
n=1
∑n
k=1 cnE |Xn,k|I{|Xn,k|>bn}/bn <∞,
(c)
∑n
k=1 E |Xn,k|I{|Xn,k|>bn} = o(bn) as n→∞,
then
∞∑
n=1
cnE
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]
+
<∞
for all ε > 0.
Proof. The thesis is a consequence of (2.2), (2.10) with p = 1 and (2.7), (2.9). 
Remark Notice that if {Xn,k, 1 6 k 6 n, n > 1} is an array of row-wise extended negatively de-
pendent random variables with dominating sequence {Mn, n > 1} (see [6]), then (2.8) holds with
q > 2 and βn = ξn = C(q)(1 + Mn) with C(q) a positive constant depending only on q (see
Lemma 2 of [6]); further, (2.1) still holds for these dependent structures with 1 6 q 6 2 and
αn = C(q)(1 +Mn), where C(q) > 0 depends only on q.
3 Applications
Let {Ψn(x), n > 1} be a sequence of positive even functions satisfying
Ψn(|x|)
|x|p
↑ and
Ψn(|x|)
|x|q
↓ as |x| ↑ (3.1)
for some 1 6 p < q.
Corollary 1 Let {Ψn(x), n > 1} be a sequence of positive even functions verifying (3.1) for some
1 < p < q 6 2 and {Xn,k, 1 6 k 6 n, n > 1} be an array of zero-mean random variables satisfying
(2.1) for some constant sequence αn. If {bn} and {cn} are real sequences of positive numbers such
that
(1)
∑∞
n=1 cn
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) <∞,
then
∑∞
n=1 cnE (|
∑n
k=1Xn,k| /bn − ε)
p
+ <∞ for all ε > 0.
Proof. From Ψk(|x|)/|x|
q ↓ as |x| ↑, it follows
E|Xn,k|
qI{|Xn,k|6bn}
bqn
6
EΨk(|Xn,k|I{|Xn,k|6bn})
Ψk(bn)
(3.2)
for all 1 6 k 6 n and n > 1. On the other hand, Ψk(|x|)/|x|
p ↑ as |x| ↑ entails
E|Xn,k|
pI{|Xn,k|>bn}
bpn
6
EΨk(|Xn,k|I{|Xn,k|>bn})
Ψk(bn)
(3.3)
EΨk(|Xn,k|I{|Xn,k|6bn}) 6 EΨk(|Xn,k|) (3.4)
EΨk(|Xn,k|I{|Xn,k|>bn}) 6 EΨk(|Xn,k|) (3.5)
for each 1 6 k 6 n and n > 1. Hence, (3.2) and (3.4) yield
E|Xn,k|
qI{|Xn,k|6bn}
bqn
6
EΨk(|Xn,k|)
Ψk(bn)
(3.6)
for any 1 6 k 6 n and n > 1. Thereby, (3.6) and assumption (1) ensure condition (a) ii. of
Theorem 1. Moreover, (3.3) and (3.5) imply
E|Xn,k|I{|Xn,k|>bn}
bn
6
E|Xn,k|
pI{|Xn,k|>bn}
bpn
6
EΨk(|Xn,k|I{|Xn,k|>bn})
Ψk(bn)
6
EΨk(|Xn,k|)
Ψk(bn)
(3.7)
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for every 1 6 k 6 n and n > 1. Thus, (3.7) and (1) also guarantee assumption (b) of Theorem 1.
Furthermore, we get
P {|Xn,k| > bn} 6
E|Xn,k|I{|Xn,k|>bn}
bn
6
(3.7)
EΨk(|Xn,k|)
Ψk(bn)
and
b−qn
∫ bqn
0
P {|Xn,k|
q > t} dt = P {|Xn,k| > bn}+
E|Xn,k|
qI{|Xn,k|6bn}
bqn
6
(3.6)
2EΨk(|Xn,k|)
Ψk(bn)
,
b−pn
∫ ∞
bpn
P {|Xn,k|
p > t} dt 6
E|Xn,k|
pI{|Xn,k|>bn}
bpn
6
(3.7)
EΨk(|Xn,k|)
Ψk(bn)
,
whence the remaining conditions of Theorem 1 are fulfilled. The proof is complete. 
Corollary 2 Let {Ψn(x), n > 1} be a sequence of positive even functions verifying (3.1) for some
1 < q 6 2 and {Xn,k, 1 6 k 6 n, n > 1} be an array of zero-mean random variables satisfying
(2.2) for some constant sequence αn. If {bn} and {cn} are real sequences of positive numbers such
that
(1)
∑∞
n=1 cn
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) <∞,
(2)
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) = o(1) as n→∞,
then
∑∞
n=1 cnE (|
∑n
k=1Xn,k| /bn − ε)+ <∞ for all ε > 0.
Proof. Since all steps in the proof of Corollary 1 remain valid with p = 1 and
n∑
k=1
E |Xn,k|I{|Xn,k|>bn}
bn
6
(3.7)
n∑
k=1
EΨk(|Xn,k|)
Ψk(bn)
= o(1), n→∞ (3.8)
we obtain
∑∞
n=1 cnE (|
∑n
k=1Xn,k| /bn − ε)+ <∞ by Theorem 2. 
Corollary 3 Let {Ψn(x), n > 1} be a sequence of positive even functions verifying (3.1) for some
p > 1 and q > max{2, p}, and {Xn,k, 1 6 k 6 n, n > 1} be an array of zero-mean random vari-
ables satisfying (2.8) for some constant sequences βn and ξn. If {bn} and {cn} are real sequences
of positive numbers such that
(1)
∑∞
n=1 cn
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) <∞,
(2)
∑∞
n=1 cn
(∑n
k=1 E
∑n
k=1 EX
2
n,kI{|Xn,k|6bn}/b
2
n
)q/2
<∞,
(3)
∑∞
n=1 cn [
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn)]
q/2
<∞,
then
∑∞
n=1 cnE (|
∑n
k=1Xn,k| /bn − ε)
p
+ <∞.
Proof. Note that conditions (a) v. and vi. of Theorem 3 are verified since
b−pn
∫ bp−qn
0
(
n∑
k=1
∫ t2/(p−q)
0
P
{
X2n,k > s
}
ds
)q/2
dt
6 2(q−2)/2b−pn
∫ bp−qn
0
(
n∑
k=1
t2/(p−q)P
{
X2n,k > t
2/(p−q)
})q/2
dt
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+ 2(q−2)/2b−pn
∫ bp−qn
0
(
n∑
k=1
EX2n,kI{|Xn,k|6t1/(p−q)}
)q/2
dt
6 2(q−2)/2b−pn
∫ bp−qn
0
(
n∑
k=1
t(2−p)/(p−q)E |Xn,k|
pI{|Xn,k|>t1/(p−q)}
)q/2
dt
+ 2(q−2)/2b−pn
∫ bp−qn
0
(
n∑
k=1
EX2n,kI{|Xn,k|6bn} +
n∑
k=1
EX2n,kI{bn<|Xn,k|6t1/(p−q)}
)q/2
dt
6 2(q−2)/2b−pn
(
n∑
k=1
E |Xn,k|
pI{|Xn,k|>bn}
)q/2 ∫ bp−qn
0
tq(2−p)/(2p−2q)dt
+ 2q−2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
+ 2q−2b−pn
∫ bp−qn
0
(
n∑
k=1
EX2n,kI{bn<|Xn,k|6t1/(p−q)}
)q/2
dt
6 2(q−2)/2b−pn
(
n∑
k=1
E |Xn,k|
pI{|Xn,k|>bn}
)q/2
2(q − p)b
p−pq/2
n
p(q − 2)
+ 2q−2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
+ 2q−2b−pn
(
n∑
k=1
E |Xn,k|
pI{|Xn,k|>bn}
)q/2 [
bp−pq/2n +
∫ bp−qn
0
tq(2−p)/(2p−2q) dt
]
=
2q/2(q − p)
p(q − 2)
(∑n
k=1 E |Xn,k|
pI{|Xn,k|>bn}
bpn
)q/2
+ 2q−2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
+ 2q−2
(∑n
k=1 E |Xn,k|
pI{|Xn,k|>bn}
bpn
)q/2
+
2q−1(q − p)
p(q − 2)
(∑n
k=1 E |Xn,k|
pI{|Xn,k|>bn}
bpn
)q/2
=
[
(2q/2 + 2q−1)(q − p)
p(q − 2)
+ 2q−2
](∑n
k=1 E |Xn,k|
pI{|Xn,k|>bn}
bpn
)q/2
+ 2q−2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
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[
(2q/2 + 2q−1)(q − p)
p(q − 2)
+ 2q−2
] [∑n
k=1 EΨk(|Xn,k|)
Ψk(bn)
]q/2
+ 2q−2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
and
b−qn
(
n∑
k=1
∫ b2n
0
P
{
X2n,k > t
}
dt
)q/2
6 2(q−2)/2b−qn
(
n∑
k=1
b2nP {|Xn,k| > bn}
)q/2
+ 2(q−2)/2b−qn
(
n∑
k=1
EX2n,kI{|Xn,k|6bn}
)q/2
6 2(q−2)/2b−qn
(
b2−pn
n∑
k=1
E |Xn,k|
pI{|Xn,k|>bn}
)q/2
+ 2(q−2)/2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
6 2(q−2)/2
(∑n
k=1 E |Xn,k|
pI{|Xn,k|>bn}
bpn
)q/2
+ 2(q−2)/2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
6 2(q−2)/2
[∑n
k=1 EΨk(|Xn,k|)
Ψk(bn)
]q/2
+ 2(q−2)/2
(∑n
k=1 EX
2
n,kI{|Xn,k|6bn}
b2n
)q/2
.
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As in the proof of Corollary 1, assumption (1) imply that the remaining assumptions of Theorem 3
hold. The proof is complete. 
Corollary 4 Let {Ψn(x), n > 1} be a sequence of positive even functions verifying (3.1) for some
q > 2, and {Xn,k, 1 6 k 6 n, n > 1} be an array of zero-mean random variables satisfying (2.8)
for some constant sequences βn and ξn. If {bn}, {cn} are real sequences of positive numbers such
that
(1)
∑∞
n=1 cn
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) <∞,
(2)
∑∞
n=1 cn
(∑n
k=1 E
∑n
k=1 EX
2
n,kI{|Xn,k|6bn}/b
2
n
)q/2
<∞,
(3)
∑∞
n=1 cn [
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn)]
q/2
<∞,
(4)
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) = o(1) as n→∞,
then
∑∞
n=1 cnE (|
∑n
k=1Xn,k| /bn − ε)+ <∞.
Proof. The thesis is a consequence of Theorem 4 proceeding as in Corollary 3 and noting that
(3.8) still holds. 
Remark Notice that if cn = 1 for all n > 1 then condition
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) = o(1), n→
∞ in Corollaries 2 and 4 can be removed because it follows from
∑∞
n=1
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn) <
∞.
Remark Let us point out that Theorem 3 of [10] can be obtained via Corollaries 1, 2, 3 and 4
by taking cn = 1 for all n > 1 and Ψk(x) not depending on k; indeed, for such sequence cn, the
assumption
∑∞
n=1 cn [
∑n
k=1 EΨk(|Xn,k|)/Ψk(bn)]
q/2
<∞ can be dropped in Corollaries 3 and 4.
The lemma below gives us a von Bahr-Esseen type inequality for row-wise pairwise negative
quadrant dependent (NQD) triangular arrays (see, for instance, [7]). The proof can be performed
as in Theorem 2.1 of [1] by employing the truncation X ′n,k = gx1/r(Xn,k), 1 < r < 2 and X
′′
n,k =
Xn,k −X
′
n,k, being thus omitted.
Lemma 1 Let 1 6 r 6 2 and {Xn,k, 1 6 k 6 n, n > 1} be a triangular array of zero-mean row-
wise pairwise NQD random variables such that E |Xn,k|
r < ∞ for all n > 1 and any 1 6 k 6 n.
Then
E
∣∣∣∣∣
n∑
k=1
Xn,k
∣∣∣∣∣
r
6 C(r)
n∑
k=1
E |Xn,k|
r, n > 1
where C(r) > 0 depends only on r.
Remark It is worthy to note that using Lemma 1 in Theorems 1 and 2, we can extend Theorem
3.7 of [1] to sequences {Xn, n > 1} of pairwise NQD and identically distributed random variables,
by admitting Xn,k = Xk, p = r, cn = n
t−2 and bn = n
1/ρ (0 < ρ < 2) with 1 6 r 6 2, t > 1, and
tρ < 2.
Corollary 5 Let 1 < r < 2 and {Xn,k, 1 6 k 6 n, n > 1} be a triangular array of row-wise
pairwise NQD random variables such that E |Xn,k|
r < ∞ for all n > 1 and any 1 6 k 6 n. If
1 6 p < r and {bn} is a real sequence of positive constants satisfying,
(1)
∑∞
n=1
∑n
k=1 b
−r
n
∫ brn
0 P {|Xn,k|
r > t} dt <∞,
(2)
∑∞
n=1
∑n
k=1 b
−p
n
∫∞
bpn
P {|Xn,k|
p > t} dt <∞,
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(3)
∑∞
n=1
∑n
k=1 E |Xn,k|I{|Xn,k|>bn}/bn <∞,
then
∑∞
n=1 E [|
∑n
k=1(Xn,k − EXn,k)| /bn − ε]
p
+
<∞ for all ε > 0.
Proof. From previous Lemma 1 we obtain (2.1) with q = r and αn = C(r). The thesis follows
from Theorems 1 and 2 by taking cn = 1 for all n > 1. 
4 Final comments
In 1947, Hsu and Robbins [4] introduced the concept of complete convergence (see also [3] for
a survey). By taking cn = 1 for all n > 1 in (1.2), we obtain that |
∑n
k=1(Xn,k − EXn,k)| /bn
converges completely to zero: indeed, setting An(ε) := {ω : |
∑n
k=1(Xn,k − EXn,k)| /bn − ε > 0},
we have, for any δ > 0,
E
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
> δ P
{[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
> δ
}
= δ P
[{[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
> δ
}
∩ An(ε)
]
+ δ P
[{[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
> δ
}
∩ An(ε)
∁
]
= δ P
{
|
∑n
k=1(Xn,k − EXn,k)|
bn
> ε+ δ1/p
}
.
Furthermore, by using the elementary inequality |x|p 6 max(1, 2p−1)
[
(|x| − ε)p+ + ε
p
]
for all x ∈ R
and any p, ε > 0, it follows
E
∣∣∣∣
∑n
k=1(Xn,k − EXn,k)
bn
∣∣∣∣
p
6 2p−1
{
E
[
|
∑n
k=1(Xn,k − EXn,k)|
bn
− ε
]p
+
+ εp
}
(p > 1)
so that, our statements also guarantee the convergence in mean of order p (to zero) for triangular
arrays of random variables under the considered assumptions.
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