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Abstract
We present a simple, yet effective, Neural Ma-
chine Translation system for Indian languages.
We demonstrate the feasibility formultiple lan-
guage pairs, and establish a strong baseline for
further research.
1 Introduction
Ability to access information from non-native lan-
guages has become a necessity for humans in the
modern age of Information Technology. This is
specially true in India where there are many pop-
ular languages. While knowledge repositories in
English are growing at rapid pace, Indian lan-
guages still remain very poor in digital resources.
This leaves an average Indian handicapped in ac-
cessing the knowledge resources. Automatic ma-
chine translation is a promising tool to bridge the
language barrier, and thereby to democratize the
knowledge.
Machine Translation (MT) has been a topic
of research for over two decades now, with
schools of thought following rule-based ap-
proaches [Sinha et al., 1995, Chaudhury et al.,
2010], example-based approaches [Somers, 1999,
Sinhal and Gupta, 2014] and statistics-based ap-
proaches [Brown et al., 1993, Koehn, 2009,
Kunchukuttan et al., 2014, Banerjee et al., 2018].
A class of statistics-based methods, involving the
use of deep neural networks, popularly known
as Neural Machine Translation (NMT) is making
rapid progress in providing nearly usable transla-
tions across many language pairs [Edunov et al.,
2018, Aharoni et al., 2019, Neubig and Hu, 2018].
Multiple competitive neural network architectures
have come up in the last couple of years, each
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one outperforming the previous best and estab-
lishing superior baselines in a systematic man-
ner [Sutskever et al., 2014, Bahdanau et al., 2014,
Luong et al., 2015, Gehring et al., 2017, Vaswani
et al., 2017]. Unfortunately, most of these meth-
ods are highly resource intensive. This, naturally
madeNMT less attractive for Indian languages due
to the concerns of feasibility. However, we be-
lieve that the neural machine translation schemes
are most appropriate for the Indian languages in
the present day setting due to (i) the simplicity of
the solution in rapidly prototyping and establishing
practically effective systems, (ii) the lower cost of
annotation of the training data. (The data required
for building NMT systems at most demand sen-
tence level alignments, with no special tagging.)
(iii) the ease in transfer of ideas/algorithms across
languages (Many practical tricks of developing ef-
fective solutions in one language provide insights
in newer language pairs also.) (iv) ease in transfer
of knowledge across languages/tasks, often imple-
mented through pre-training, transfer learning or
domain adaptation (v) rich software infrastructure
available for rapidly prototyping effective mod-
els (eg. software stack for training) and deploy-
ment (eg. on embedded devices). Many of these
are very important in the Indian setting, where the
number of researchers and industries interested in
Indian Language MT is very small compared to
what is demanded. Often we may not even have
more than one group equipped per language, with
the state of the art tools and techniques.
India has 22 official languages, and many un-
official languages in use. With the fast growing
numbers of mobile phone and Internet users, there
is an immediate need for automatic machine trans-
lation systems from/to English as well as, across
Indian languages. Though the digital content in In-
dian languages has increased a lot in the last few
years, it is not yet comparable to that in English.
For example, there are only 780KWikipedia pages
in Hindi and 214K in Telugu in contrast to 36.5M
in English [Wikipedia]. The ability to have ef-
fective translation models with acceptable perfor-
mance takes solutions based on natural interfaces
to the remote areas of a large world population. In-
dia has a spectrum of languages which could be
labelled as low resource. Within the scope of the
discussion in this work, a high resource language
is one where large number (> 1M ) of sentence-
level aligned text pairs between two languages are
available. Note that this itself could be a very con-
servative definition.
Usable NMT solutions already exist between
several high resource languages of the world.
Some closed systems are available for public use
on the web [Google, Microsoft] for Indian Lan-
guages. However, they are limited in terms of de-
tails, reproducibility, and scope for further exten-
sions to the wider research community.
The objective of this work is multi fold. We
summarize them below.
• Though neural machine translation has re-
ceived much attention for many western lan-
guage pairs, not many effective systems are
reported yet for Indic languages in the litera-
ture, barring exceptions like [Banerjee et al.,
2018, Sen et al., 2018, Philip et al., 2018]. We
would like to explore this machine learning
and machine translation front, and demon-
strate the feasibility for multiple Indian lan-
guages.
• Indian languages have always suffered from
the lack of annotated corpora in the past for
a number of language processing task includ-
ing the machine translation that uses statisti-
cal or learning techniques. One of our objec-
tive is also to investigate how to effectively
use the available data that could be monolin-
gual, noisy and partially aligned.
• From a system point of view, we would like
to build and demonstrate a web based system
that can provide satisfactory results with pos-
sibly superior results to many of the previous
open systems. In the process of developing a
system, we also study the quirks that work for
Indian languages, and comment on directions
that we did not find promising.
• Quantitatively, we would like to establish a
strong baseline for machine translation to and
across Indian languages. We hope that this
will enable further research in this area.
• Finally, we would like to release models and
resources (such as noisy sentences) for en-
abling research in this area.
The rest of the content is organized as follows:
We start off with Section 2 reviewing some of the
relevant background literature with a specific fo-
cus on Indian language scenario. In Section 3, we
discuss the components of the system and the adap-
tations carried out for Indian language situations.
In Section 4, we elaborate the experimental details.
In Section 5, we summarize the results and discuss
our findings.
2 Machine Translation and Indian
Language Situation
Machine translation systems could be built for a
specific language pair or for multiple pairs simul-
taneously. We take the latter route in this work.
This choice is dominated by many practical advan-
tages in managing the limited available resources.
We also hypothesize that the linguistic similairies
across many Indian languages could help each
other in this manner, though a systematic study on
this is outside the scope of this work. Our work is
in a multilingual setting wherein one system trans-
lates in all directions. We discuss challenges spe-
cific to the context of a few Indian languages.
Text Resources Most Indian language pairs are
resource scarce in terms of sentence aligned par-
allel bi-text. More pairs and experts are likely
to be available in pivoting through English to
learn a multilingual translation model. Increas-
ing reach of Internet access in the subcontinent is
however changing these, as observable from Fig-
ure 1, which presents the systematic increase in the
wikipedia pages in Indian languages.
Hindi-English (hi-en) can be labelled a rela-
tively high resource pair, after continued efforts
to compile and increase resources over the past
decade. The IIT-Bombay Hindi English Parallel
Corpus (IITB-hi-en) [Kunchukuttan et al., 2018] is
the largest general domain dataset available for use
in MT. In addition to a 1.5 Million parallel data,
IITB-hi-en also offers nearly 19.2M monolingual
hindi text, which can be used to further enhance
the performance.
The Indian Languages Corpora Initiative (ILCI)
Corpus [Jha, 2010] is another major initiative. The
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Figure 1: Growth of wikipedia pages in languages
ILCI corpus we used here include parallel data spe-
cific to the domains of tourism and health across
seven languages, all 7 aligned. Indic Languages
Multilingual Parallel Corpus (WAT-ILMPC)1 is
a compilation of parallel data of subtitles, from
OPUS2, which contains parallel pairs of subtitles
between languages of the subcontinent and En-
glish. We also make use of this.
Linguistic Aspects Khan et al. [2017] briefly
covers linguistic aspects of several languages in
the country. Indian languages are generally mor-
phologically rich. Free word ordering in many
languages lead to multiple ways of representing
the content on the target side for some content
in the source side. Dravidian languages face fur-
ther challenges with heavy agglutinative and in-
flective characteristics. Recent developments in
the use of open vocabulary [Kudo, 2018, Sennrich
et al., 2015] have found success for many lan-
guages without large deterioration to translation
quality. The same principles also help us in prac-
tically circumventing the challenges due to word
morphology.
Our multilingual setting involves language pairs
where translation is an “ill-posed” problem. For
example, a single word “you” in English could
translate to “tum”, “me” and “aap” in Hindi, and
valid sentences exist where correct translation can
not be identified even with paragraph level con-
texts. Addressing these are left out of the scope of
this paper.
1http://lotus.kuee.kyoto-u.ac.jp/WAT/
indic-multilingual/index.html
2http://opus.nlpl.eu/
Methods Most of the past attempts look at the
problem of machine translation in Indian setting as
a pair-wise translation problem. That is, the scope
is restricted to one or two languages to build trans-
lation solutions [Garje and Kharate, 2013, Khan
et al., 2017]. The Sampark [TDIL-Sampark] sys-
tem looks at translation between different pairs of
languages in the country asmultiple different prob-
lems, solved separately, with some commonality
of the solution across the pairs in idea. This pair-
wise view of the problem space, enables greater
incorporation of language expertise into the solu-
tion. In the absence of huge resources to train
a statistical systems, these provided reasonable
translations. Sata Anuvadak [Kunchukuttan et al.,
2014], a compilation of 110 independently trained
translation systemswhich used StatisticalMachine
Translation (SMT) analyzes a multilingual setup
through SMT based approaches. One may attempt
to solve multilingual translations through several
hops through intermediate pivots. However, error
compounds at each step.
Modern day NMT approaches are capable of
handling sharing of learning between language
pairs for which no data is available, through
methods of zero shot learning [Johnson et al.,
2017], transfer learning [Zoph et al., 2016], data-
augmentation approaches [Sennrich et al., 2016,
Edunov et al., 2018]. We are motivated by the suc-
cess of these.
Evaluations and Benchmarks Workshop on
Asian Translation (WAT 2018) [Nakazawa et al.,
2018] tasks on Indian languages had seen models
performing lesser on automated evaluation proce-
dures being preferred more by human evaluation.
This may lead to interesting explorations on the
need of evaluation protocols and data sets for many
Indian language translation tasks.
3 Neural Machine Translation
In the previous section, we discussed the design
choices and the data we use in developing the
model. We now discuss and formulate the basic
building blocks of our NMT pipeline. We extend
the formulation to our multilingual setup, and fur-
ther discuss data augmentation techniques.
3.1 The Pipeline
We start with a joint vocabulary which can cover
all source and target languages. The source and
target samples can thus be represented as se-
quences comprising of a finite vocabulary V . We
followKudo [2018] to reduce vocabulary to be fea-
sible for learning, where the likelihood of a mono-
lingual corpora is maximized while optimizing for
minimum vocabulary.
Sequence to sequence models (seq2seq) with an
encoder-decoder architecture are widely prevalent
among NMT approaches [Sutskever et al., 2014,
Bahdanau et al., 2014, Luong et al., 2015, Vaswani
et al., 2017]. We also employ a similar architecture
for translating text in one language to another. We
now proceed to formally describe the parts relevant
to this work below.
Consider a source sequence x =
(x1, x2, . . . , xm) and a target sequence
y = (y1, y2, . . . , yn), where xi, yj ∈ V .
Our problem is to translate the sequence x to
y. Our translation model has an encoder (fθ(·))
followed by a decoder. The encoder consumes the
source side sequence x to learn representation c.
The auto-regressive decoder learns to maximize
log-likelihood of the target sequence modelled by
the conditional probability density given below.
For a given time-step in the decoding process
t, the generation process for the token at t is
conditioned on c and the tokens generated until
t− 1.
Encoding is represented as
c = fθ(x)
Our objective is now to maximize
t=T∑
t=1
log pθ(yt|yt′<t, c)
at time/sequence index t. where
g(t) = arg max
yt∈V
log pθ(yt|yt′<t, c)
All (x, y) pairs we have are mini-batched to fit
onto resources available. The learnable parame-
ter θ is optimized through mini-batch gradient de-
scent of the objective. In this work, updates, steps
or mini-batches are used synonymously. An epoch
completes one visit of the entire training corpus. In
our experiments, we use the Transformer [Vaswani
et al., 2017] architecture. Transformer architec-
tures powers most neural machine translation so-
lutions offered today.
3.2 Multilingual Extensions
In a multilingual setting, we have several lan-
guages to translate to and from. Hereafter we
use xx, yy and zz as placeholders to denote arbi-
trary languages. The languages and the respec-
tive notations (shown in the bracket) as English
(en), Hindi (hn), Telugu (te), Tamil (ta), Malay-
alam (ml), Urdu (ur), Bangla (bn).
Our multilingual setup closely follows Johnson
et al. [2017]. We share the encoder and decoder
parameters across all languages, following the fact
that the vocabulary is common on both sides and
the representations being the same relaxes the
computation. A control token is prepended to the
input sequence to indicate which direction to trans-
late to (__t2xx__). The decoder learns to generate
the target given this input.
One advantage of using multilingual setups is
that it enables zero shot learning. Few shot learn-
ing (such as zero-shot and one-shot) has emerged
as an effective tool for addressing the lack of
training data in many practical problems in com-
puter vision [Socher et al., 2013, Zhang and
Saligrama, 2015], language processing [Johnson
et al., 2017] and speech processing [Stafylakis and
Tzimiropoulos, 2018]. Pairs in language direc-
tions that did not exist in the training set can still be
translated. They can also aid low resource settings
of Indian languages. Rapid adaptations to new lan-
guages can also be done through multilingual se-
tups [Neubig and Hu, 2018]. Aharoni et al. [2019]
perform experiments at an even larger scale to find
that massive-multilingual setups leading to large
improvements in low resource setting.
3.3 Addressing Low Resource
In this work, we use a few, rather simple tech-
niques to circumvent many challenges and demon-
strate the utility for languages that are low-
resource. These are briefly discussed.
Transfer Learning Zoph et al. [2016] demon-
strate the success of transfer learning by using
pairs of languages which have rich sentence level
aligned bi-text in training low resource languages.
A model is trained to take maximum advantage of
the rich bi-text in for zz-xx pair, and the model in-
stantiated with the weights from zz-xx is used to
further train for yy-zz.
Backtranslation Using back-translation as a
method to augment data used widely in NMT
methods today [Sennrich et al., 2015]. In this pro-
cess, we train a model which can translate a low
resource (LR) language to a high resource (HR)
language. This model can attempt augmentation
for training data by learning from a pair where it
is high resource, followed by mapping the low re-
source languages to rich representations in high re-
source language. If there is sufficient monolingual
data in the source side, this process creates rich
parallel pairs. Edunov et al. [2018] take the idea
further and tests at scale, to demonstrate improve-
ments in translation.
4 Experimental Setup
In this section, we detail the datasets and the ex-
perimental setup used used in this work.
4.1 Datasets
In this work, we compile data available from sev-
eral sources, each of which we describe below.
The languages we use in our experiments include
English (en), Hindi (hi), Bengali (bn), Malayalam
(ml), Tamil (ta), Telugu (te) and Urdu (ur). Sum-
mary of the corpora used is provided in Table 1.
bn hi ml ta te ur
wat-train 337K 84K 359K 26K 22K 26K
iitb-train - 1.5M - - - -
ilci-train 50K 50K 50K 50K 50K 50K
wat-dev 0.5K 0.5K 0.5K 0.5K 0.5K 0.5K
iitb-dev - 0.5K - - - -
iitb-test - 2.5K - - - -
wat-test 1K 1K 1K 1K 1K 1K
wat-mono 453K 105K 402K 30K 24K 29K
wiki-
mono
371K - 1M 1.6M 2.66M -
iitb-mono - 19.2M - - - -
Table 1: WAT Corpus Details
Parallel Data We primarily rely on the IITB-
hi-en as parallel data for our training. We also
use an extended version of our system from WAT-
2018 [Philip et al., 2018] to backtranslate the avail-
able monolingual data in Hindi to English, and to
augment the training.
To take full advantage in the multilingual set-
ting, we use the ILCI corpus to include training
pairs in all directions. In addition to the above, we
use WAT-ILMPC, which gives ability to the multi-
lingual model to implicitly pivot through English.
The designated splits for testing and validation
(development) for IITB-hi-en and WAT-ILMPC
are set aside for evaluations, while the remaining
pool of data is used in training.
Mann Ki Baat test set We extract a new mul-
tilingual test set for Indian languages, using data
available online3. These are transcriptions of
Prime Minister’s address to the nation manually
translated into multiple languages of the country.
Our objective in creating this test-set is to find how
well the models evaluated on WAT-ILMPC is able
to generalize to a new data/situation.
Monolingual Data We use Wikipedia text to
create samples to enhance model through back-
translation. The IITB-hi-en and WAT-ILMPC
come with their share of monolingual data as well,
which we make good use of.
4.2 Training Details
In this section, we describe in detail the hyperpa-
rameters of the models in the previous section, in
order to enable reproducibility.
We use SentencePiece4 to reduce vocabu-
lary while maintaing ability to cover the full text.
While attempting to create one huge shared vo-
cabulary building similar to Johnson et al. [2017],
we find languages where pairs are lesser in num-
ber are under-represented. To get around this, we
build separate SentencePiece models to deal with
the class imbalance, and to take advantage of the
large monolingual data available. These models
are trained to cover maximum text constraining to
4000 vocabulary size. Due to shared vocabulary
among these individual models arising from code-
mixed content present in the large corpus, we end
up with a vocabulary size of 26345, across 7 lan-
guages. One advantage to freezing the vocabulary
is that we can performwarm starts for later models,
while varying data.
Our experiments we use an NMT model based
on Transformer-Base available in fairseq-py5.
The model learns to translate across 7 languages.
A control token to indicate which language to
translate to is used to switch languages, as used
in Johnson et al. [2017]. We train the model with
all the available training data for 120 epochs, giv-
ing us a baseline model which we denote hereafter
IL-MULTI . Computations for training IL-MULTI
3https://www.narendramodi.in/mann-ki-baat
Thanks to Bahubhashak initiative for bringing the attention to
this, as a language resource.
4https://github.com/google/sentencepiece
5https://github.com/pytorch/fairseq
took us approximately 3 days on 16 NVIDIA
1080Tis across 4 machines.
There are several issues with the data used to
train IL-MULTI . One major concern visible is
imbalance in results across languages. Given an
NMT system which gives noisy but comprehensi-
ble translations to English, we use backtranslation
to augment and bring in more authentic language
samples for under-represented languages. Given
monolingual corpus is abundant compared to bi-
text, this process works out to improve results fur-
ther. Therefore we augment the training dataset
with back-translations from monolingual corpus.
We only add {hi, en}->xx samples, to deal with the
class imbalance and to prevent decoder learning
noisy text. The system we obtain after training IL-
MULTI further for 72 epochs with backtranslated
data added, we denote as IL-MULTI+bt .
We use Bleualign6[Sennrich and Volk, 2011]
to obtain parallel pairs between each pair of lan-
guages. Following this, we use heuristic meth-
ods to aligned pairs across languages, to obtain a
near complete multilingual test-set. The approxi-
mated translation set for Bleualign is created by
using our IL-MULTI+bt model, but the multilin-
gual pairs after alignment undergoes one iteration
of manual verification.
4.3 Evaluations
We report Bilingual Evaluation Understudy
(BLEU) [Papineni et al., 2002] on all the test
sets discussed previously. BLEU is a precision
based metric for automatic evaluation of machine
translation test sets. In Section 7, we describe and
present other metrics which are used in the MT
space to enable comparisons.
Automated evaluation is perhaps not the best
choice when it comes to determine the quality of
translations.
5 Results and Discussions
In this section, we present our results on WAT-
ILMPC, IITB-hi-en and our newly exploredMann
Ki Baat test-sets. In the process, we attempt to
comprehensively study the performance.
5.1 Results on IITB-en-hi and WAT-ILMPC
We have now one-model yielding all-round perfor-
mance on two tasks — one domain specific and
one generic test set being trained on a combination
6https://github.com/rsennrich/Bleualign
of both datasets. We report the results on the auto-
mated evaluation procedures for the same here. A
summary of our numbers on the BLEU evaluation
metric for each task is presented in Table 2, across
two variants of the same model we have.
Our base model i.e., IL-MULTI obtains the best
results till date for the English to Hindi direction
task for IITB-en-hi. The results for Hindi to En-
glish is also quite comparable.
For WAT-ILMPC tasks, our system gives com-
parable numbers while translating to English from
other available languages. However, in the other
direction, we observe that the results are lower.
Attempts to fine-tune and adapt IL-MULTI to
the domain specific subtitles dataset gives us IL-
MULTI+ft , which demonstrates a boost in the
evaluation scores on test sets specific to WAT-
ILMPC. However, we observe performance de-
grades in the IITB-hi-en test set, which is general
domain.
The overall ordering in the evaluation metrics
show some patterns and consistency. While xx-en
is giving comparable performances in many lan-
guages to the best values, en-xx fails to show sim-
ilar performance. This could be due to imbalances
in training samples among language-directions.
The WAT-ILMPC dataset heavily pivots through
English, the training data being strictly with En-
glish on one side and other languages on the other.
This leaves training with a situation where there is
a lot of data for the decoder to learn to generate
English targets, while proportionately very less in
languages of smaller resources. We try to solve
this scenario by augmenting training with heavy
monolingual data on the decoder, trying to trans-
late from noisy backtranslated sources in English
or Hindi. The model thus warm-started from IL-
MULTI , IL-MULTI+bt gives us increase in BLEU
for the less resource directions.
Our results onWAT-ILMPC and IITB-hi-en puts
us in a comparable setting for many language
pairs. However, our multiway training enables
us to study how many non xx-yy directions work,
where xx or yy need not necessarily be English. For
this, we use the Mann Ki Baat dataset to obtain a
proper multilingual dataset, using which we report
our numbers in these directions below.
5.2 Multilingual Results
For our multilingual results, we present BLEU
scores after using our SentencePiece models for
tokenization. Though non-standard, this compen-
direction model wat-bn wat-hi wat-ml wat-ta wat-te wat-ur iitb-hi
from-en IL-MULTI 10.21 20.72 8.17 12.55 19.10 16.56 20.17IL-MULTI+ft 12.26 26.25 9.22 16.06 23.63 19.51 18.31
to-en IL-MULTI 17.35 29.74 12.45 17.63 25.56 21.03 22.62IL-MULTI+ft 19.58 31.55 14.77 21.94 30.91 24.60 20.66
Table 2: BLEU scores on WAT and IITB test sets. Directions are indicated in the row.
source The Führer isn’t recruiting you as soldiers, he’s looking for a secretary.
target यह आवģयक नहȂ ह.ै ěयूरर तुम को सैȠनकȋ के ɴप मȅ भतȃ नहȂ कर रहा ह,ै वह एक सȡचव खोज रहा ह.ै
mm ěयूरर आप सैȠनकȋ के ɴप मȅ भतȃ नहȂ कर रहा ह,ै वह एक सȡचव कɏ तलाश कर रहा ह.ै
mm+ft ěयूरर आप सैȠनकȋ के ɴप मȅ भतȃ नहȂ कर रहा ह,ै वह एक सȡचव कɏ तलाश मȅ ह।ै
source No man in the sky intervened when I was a boy to deliver me from Daddy’s fist and abominations.
target आकाश मȅ कोई भी आदमी हĥतWेप ȟकया जब मȈ एक लड़का था मेरे Ƞपताजी कɏ मुǜी और Ƞघनौने काम से ȟवतȝरत करने के Ȣलए।
mm आसमान मȅ ȟकसी आदमी ने तब हĥतWेप नहȂ ȟकया जब मȈ Ƞपताजी कɏ मुǜी और Ƞघनौनी से मुझे पɷचंाने वाला लड़का था।
mm+ft आकाश मȅ कोई भी आदमी हĥतWेप ȟकया जब मȈ एक लड़का था Ƞपताजी कɏ मुǜी और अपमान से मुझे देने के Ȣलए.
source Tonight, we offer you the one illusion that we dreamed about as kids but never dared perform until now.
target आज रात, हम तुम हम बċचȋ के ɴप मȅ के बारे मȅ सपना देखा था ȟक एक ţम पेशकश... ... लेȟकन अब तक Šदशăन करने कɏ ȟहĞमत कभी
नहȂ.
mm आज रात हम आपको एक ţम कɏ पेशकश करते हȈ ȟक हम बċचȋ के ɴप मȅ सपने देखा लेȟकन अब तक कभी ȟहĞमत नहȂ कɏ Šदशăन।
mm+ft आज रात, हम तुĞहȅ एक ţम कɏ पेशकश हम बċचȋ के ɴप मȅ के बारे मȅ सपना देखा ȟक लेȟकन अब तक Šदशăन करने कɏ ȟहĞमत कभी नहȂ
कɏ.
source What if I tell you it’s got a Foot Locker on one side and a Claire’s Accessories on the other.
target Ćया होगा अगर मȈ तुĞहȅ बता Ƞमल गया है एक फुट एक तरफ लॉकर और ɮसरे पर एक Ćलेयर सहायक उपकरण.
mm Ćया अगर मȈ तुĞहȅ बताता ɸ ȟक यह एक तरफ एक फुट लॉकर और एक Ćलेयर एĆसेसरɍज Ƞमल गया ह.ै
mm+ft Ćया मȈ यह एक तरफ एक फुट लॉकर Ƞमल गया है और एक Ćलेयर के एĆसेसरɍज पर.
source I could take up Jon’s duties while he’s gone, My Lord.
target जबȟक वह, चला गया मेरे Šभु मȈ जॉन के कतăǲȋ का समय लग सकता ह।ै
mm मȈ जॉन के कतăǲȋ को संभाल सकता था जब वह गया ह,ै मेरे Šभु.
mm+ft मȈ जॉन के कतăǲȋ को संभाल सकता था जब वह चला गया ह,ै मेरे Šभु।
Table 3: Five example sentences in English and their translations in Hindi. Readers may note the (i) length
(ii) complexity and (iii) diversity among models of the sentences
sates for agglutinative languages with free word
orderings ending up with low BLEU scores al-
beit translations being of reasonably good quality.
Since the tokenization setup is uniform across lan-
guages, this lets us compare the several directions
possible fairly. (We do however, report the non-
SentencePiece tokenized BLEU scores in Section
7).
In Table 4, we present results from Mann Ki
Baat, using our model IL-MULTI+bt , which re-
sulted the best numbers overall. The results indi-
cate improvements especially in generating trans-
lations the resource scarce languages for a rich
source. Our English-Hindi models give strongest
performance, as in the setting above. The rows in-
dicate source language and the columns target lan-
guage.
From the grid, we see performance in (near) zero
shot learning for language pairs which were not
srcs bn en hi ml ta te ur
bn 99.87 15.20 14.43 8.15 3.85 7.35 0.0
en 9.50 100.00 15.37 8.71 4.60 8.20 0.0
hi 11.97 21.79 99.20 9.09 5.83 9.49 0.0
ml 6.85 12.00 9.84 99.90 3.37 7.32 0.0
ta 3.51 6.92 5.86 4.06 99.91 3.63 0.0
te 6.99 11.06 9.54 8.00 3.59 99.74 0.0
ur 0.00 0.00 19.55 0.00 0.00 0.00 100.0
Table 4: BLEU scores over translation pairs in
Mann Ki Baat multilingual test-set. The complex-
ity of sentences are high, with long and rich sen-
tences of the kind included in ministerial speeches.
represented well enough in the dataset. The results
in ml-te and bn-te show comparable performance
with hi-te and en-te. The same phenomenon exists
while translating to Tamil andMalayalam. Almost
all the models have learned to copy well, i.e, when
the source and target languages are same. It gets
the target accurate ∼ 100% of the time.
In our experiments we find that IL-MULTI+ft
which performed in the WAT-ILMPC test sets bet-
ter failed to show good results here, indicating that
the model is clearly adapting toWAT-ILMPC data.
5.3 Qualitative Examples and Discussions
In Tables 9 and 10, we illustrate the success and
failure cases among a few languages.
Our model has managed to capture meaning
most of the time. When the ground-truth is in-
correct due to the subtitle corpus being noisy, our
model yet manages to give the correct translation
(WG -3 for example). There are samples like mu-
sic tracks which are not translated and stay the
same. While these are acceptable in a subtitle set-
ting it is not so for pure translation attempts.
Sometimes the ground truth, being subtitles
seem to have sentences for which word-meanings
can not be inferred from the given context. Take
WB-4 in Table 10 for example. The ground truth
has a lot of context, assuming the person has a dis-
ease and is recovering while translating. It can be
noticed that our models confuse it to be improve-
ment or betterment, with the context being absent
in the source.
Our model is not able to keep up to the mark
while translating poetic sentences. It seems to be
missing out on colloquial sentences as well, trans-
lating almost literally, missing intent although cap-
turing enough meaning, as in WB-5.
6 Discussions
It is important to isolate errors or noise and im-
prove the evaluation standards over time to en-
able more authentic evaluations. In the previous
section, we illustrated several qualitative examples
where our model was working fine, but the ground
truth itself is incorrect, incomplete or has extra in-
formation. In this section, we take one iteration at
improving the state of things of the test set. down
a few errors and discuss our take on the evaluation
metrics.
6.1 Shortcomings in the Evaluation Set
In our experiments, we found our multilingual
models trained on large data to be robust and
well performing for translations, but the BLEU
scores obtained during evaluation indicates oth-
erwise. Our best results are obtained after fine-
tuning a general purpose model on the training set
of the WAT-ILMPC. Further inspections indicate
the ground truth samples to be incomplete, at ei-
ther sides or both. In Table 5, we illustrate a few
of these.
6.2 Limitations of the Evaluation
Metrics/Protocol
In this section, we argue why several automated
metrics or evaluation protocols may not be ideal
for evaluating MT models in the Indian language
setting. There are, like in many other languages,
diverse ways of conveying the same meaning in
text in Indian Languages as well. Normally, au-
tomated metrics like BLEU are evaluated across
multiple references, but the WAT-ILMPC test set
has only one reference.
7 Conclusion and Future Work
In this work, we report baselines for Indian Lan-
guage tasks. Our solution implemented through
the state of the art machine learning tricks yield
competetive results for many language pairs even
if not enough resources are available. We study the
multilingual training scenario for Indian language,
applying several established methods in literature
successfully to get competitive results.
A reasonably functioning MT-System can be
used in many other tasks. These involve comput-
ing embeddings for downstream tasks of classifi-
cation or sentiment analysis. Ability to transfer the
learning from well experimented embeddings like
in English will help Indian Languages.
Some of the future works could include (i) use
of ideas from machine learning to address the re-
source constraints (eg. few shot learning, active
learning, adverserial training) in Indian language
situations (ii) domain adaptation, transfer learn-
ing and style transfer in language/translation situa-
tions (iii) visualization and interpretebable transla-
tion models for Indian languages with sharable lin-
guistic structures (iv) human in the loop solutions
for training, inference and adaptations (v) Multi-
modal (image/video, speech and text) translational
models and evaluation schemes.
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src.hi मुंबई मȅ उęहȋने भारतीय पारɍ कɏ अंȠतम गȅद पर आउट होने से पहले 15 गȅदȋ पर 26 रन बनाए।
general.en In Mumbai, he made 26 runs on 15 balls before being out on the last ball of Indian mercury.
adapted.en In Mumbai, he scored 26 runs in 15 balls before being dismissed for the last ball of the Indian innings.
src.hi लेȟकन Ȣलयोन ने ये कैच हवा मȅ उड़कर Ȣलया।
general.en But Leon flew these coaches in the air.
adapted.en But Leone took the catch in the air.
src.hi 5- भारतीय कĚतान ȟवराट कोहली ũीलंका के ȣखलाफ वनडे मैचȋ मȅ 2000 रन पूरे कर सकते हȈ।
general.en 5- Indian captain Virat Kohli can complete 2000 runs in forest matches against Sri Lanka.
adapted.en 5- Indian captain Virat Kohli can complete 2000 runs in ODIs against Sri Lanka.
Table 6: Translated samples by a model trained on a general dataset versus the same model adapted to a
domain, here - cricket. The adapted samples are correct translations of the phrases. But due to mixing in
English terms which are domain specific the general model makes errors.
A Fine tuning to a specific target domain
Transfer learning has been widely used by the
computer vision community for some time now.
These works typically achieve excellent perfor-
mance on a specific narrow domain task by fine-
tuning a generic model trained on a larger dataset
like ImageNet [Deng et al., 2009]. in the language
space, past works attempt at fine tuning embed-
dings [??] for sentiment classification to a new
language or domain where data is scarce, effec-
tively transferring learning from the general case
the embeddings are originally trained on. In this
section, we experiment similar fine-tuning meth-
ods and show that we can improve our translation
system for a particular domain – cricket related
content.
Newspaper reports and commentary archives on
cricket are crawled and corrected, and a noisy par-
allel pair is obtained using online services. 279K
parallel pairs are thus obtained between Hindi and
English. We set aside 100 samples as test-set and
collect human provided translations for the same.
Model en→ hi hi→ en
cold-start 30.80 33.84
warm-start 25.57 29.27
+ fine-tuning 35.72 39.97
Table 7: BLEU scores of different takes on building
a domain specific translation system, for cricket.
Cold-start denotes model trained on cricket data
alone. Warm start begin with IL-MULTI - trained
on the general dataset. This model is further fine
tuned to cricket data.
We use three types of models while testing -
(1) IL-MULTI , (2) IL-MULTI fine-tuned on
cricket data and (3) a model with same parame-
ters as IL-MULTI trained from scratch. Table 7
compares the performance of the three models on
the test set. Among the three models, the warm-
started model fine tuned on cricket specific corpus
achieves the best performance, outperforming the
model trained from scratch on this narrow domain.
Cricket domain include many terms which re-
solve to imply meanings different from their nor-
mal ones, when restricted to the domain. For in-
stance a “boundary” or “four” would mean the
event of “four runs” being scored in a match.
Terms like “sixers”, “square drive”, “form” etc
pose different meanings compared to the meanings
associated with the same when placed in a general
context. In Table 6 are some examples corrected
by the fine-tuning method, which would otherwise
be mistranslations due to the lack of contextual
knowledge.
B Additional Results
B.1 More on WAT-ILMPC
In the main paper, the content was focused on
building a general purpose machine translation
system among 7 languages. We argued in favour of
keeping IL-MULTI for future experiments against
IL-MULTI+ft . In this section, we present supple-
mentary content assessing IL-MULTI+ft , specific
to the merits in particular to translation tasksWAT-
ILMPC.
In Table 8, we indicate Rank-based Intuitive
Bilingual Evaluation Score (RIBES)[Isozaki et al.,
2010] and AdequacyMetric-FluencyMetric (AM-
FM)[Banchs et al., 2015] additionally, along with
the BLEU scores presented before. These num-
bers are evaluated by the WAT Submission plat-
form and are comparable to other submissions.
metric direction wat-bn wat-hi wat-ml wat-ta wat-te wat-ur
BLEU from-en 12.26 26.25 9.22 16.06 23.63 19.51
to-en 19.58 31.55 14.77 21.94 30.91 24.60
RIBES from-en 0.654716 0.740006 0.517447 0.700706 0.779194 0.657035to-en 0.759463 0.805115 0.727629 0.770894 0.816129 0.741251
AM-FM from-en 0.576480 0.652810 0.645120 0.760910 0.731550 0.537590to-en 0.529720 0.633010 0.521020 0.602280 0.667160 0.566190
Table 8: All metrics (BLEU, RIBES, AM-FM) onWAT-ILMPC leaderboard for our IL-MULTI+ftmodel.
Our model ranks first in 11 cases, which are highlighted in bold.
Tables 9 and 10, we contains success and fail-
ure cases of our models on WAT-ILMPC test-sets,
already discussed before.
B.2 Mann Ki Baat
We present our multilingual translation BLEU
scores on Mann Ki Baat test-set. We find what is
expected in agreement with existing NMT litera-
ture.
Our baseline model gives us good results on the
Mann Ki Baat test set. However, contrary to the
case in WAT-ILMPC, we find that IL-MULTI out-
performs IL-MULTI+ft . This is expected as we
fine tuned to a subtitles corpus, and got better off
results. As widely demonstrated in literature, aug-
mentation with backtranslated data gives improve-
ments of few BLEU points to models. Overall IL-
MULTI+bt performs the best, as visible from the
grids given below (Tables 11, 13, 12) 7.
From a qualitative point of view, we found sam-
ples from languages like ml, te, ta to be at par with
languages except hi and en. However, the BLEU
scores indicate a larger gap. We observe this is pri-
marily due to agglutinative and inflective nature
of these languages. Free word ordering in many
leads to low BLEU scores, even when samples are
of good quality.
The above numbers conform to normal tok-
enization in evaluation scripts primarily suited for
English. But it is a common practice to use more
information to tokenize. These will provide BLEU
scores comparable to across languages, especially
for languages with heavy agglutination and inflec-
tion. We present BLEU scores for the references
and hypothesis tokenized using our SentencePiece
7We are following indicnlp’s BLEU computation, which
should match the WAT website’s BLEU computation, but did
not. We are in touch with the organizers to make the values
consistent.
models for the respective languages below in Ta-
bles 14, 16, 15.
WG -1
wat.ml അവർ ഒ˧ േരാഗകാരിെയ പടർƭȫതായി ഞാൻ ക˧ƨȬ, അവർÆ് ആേരാഗ·കരമായ ഒ˧ േഹാέ്
േവണം.
wat.en I think they’re spreading a pathogen, and they need a healthy host.
mm.en I think they’re spreading a sick person, they need a healthy host.
mm+ft.en I think they’re spreading a patient, they need a healthy host.
WG -2
wat.en One, two, three, four, five, six, seven... eight, nine, ten, eleven.
wat.ml ഒȫ് , രƐ്, ʭȫ്, നാല്, അŞ്, ആϫ, ഏഴ്... എŰ്, ഒʳത്, പƬ്, പതിെനാȫ് .
mm.ml ഒȫ്, രƐ്, ʭȫ്, നാല്, അŞ്, ആറ്, ഏഴ്... 8, 9, 10, പതിെനാȫ്.
mm+ft.ml ഒȫ്, രƐ്, ʭȫ്, നാല്, അŞ്, ആറ്, ഏഴ്... എŰ്, ഒʳത്, പƬ്, പതിെനാȫ്.
WG -3
wat.en Come on listen to this corporal for a moment sir if he’s not dead already
wat.ml Come on. സർെജȼ്റ് , ഇയാൾ പറ˄ȫത് ഒȫ് േകൾÈ. സർെജȼ്റ്, ഇവിെട മാരകമായി പ˧േÆϭ
ഒ˧ പŰാളÆാരെന˄ം െകാƐ് വȫതാ.
mm.ml ഒ˧ നിമിഷം ഈ േകാÀɎറ¾ പറ˄ȫത് േക¿È സÀ, അവ½ മരിķിŰിെ̑Įി¾
mm+ft.ml ഈ േകാÀɎറ¾ ഒ˧ നിമിഷം േക¿È സÀ... ...അവ½ മരിķിŰിെ̑Įി¾
WG -4
wat.hi तुम मेरे घर Ćयȋ आये थे?
wat.en Then why do I hurt so bad right now?
mm.en Why did you come to my house
mm+ft.en Why did you come to my house
WG -5
wat.hi मुझे लगता है ȟक यह वाĥतव मȅ ȟकसी तरह कɏ एक उड़ान बात थी.
wat.en I think it was actually a flying thing of some kind.
mm.en I think it was actually a kind of flying thing.
mm+ft.en I think it was actually a kind of flying thing.
WG -6
wat.hi 16 ȟदसĞबर को हमारा काम कुछ-कुछ घुड़सवार सेना जैसा होगा, ओके?
wat.en Now, our role on the 16th of December is to be a bit like the cavalry, OK?
mm.en On December 16, our work will be like some horsemen army, OK
mm+ft.en On December 16th, our job will be like some riding army, okay
WG -7
wat.en I don’t know how you find the time to raise kids and teach.
wat.ta ľைழĮைதĦľ கĭńெகாłĦľரńĦľ எİŰ உħகŚĦľ ேநரı ெகடĨŀń?
mm.ta ƊħகĶ ľழĮைதகĶ வளĳĦľı மĴŊı பŰĦľı ேநரı எİபŰ ெதŸயாń.
mm+ft.ta ƊħகĶ ľழĮைதகĶவளĳĦľı மĴŊı பŰĦக ேநரı கĬłŵŰĦக எİபŰ எனĦľ
ெதŸயாń.
Table 9: Success Cases from WAT test-set.
WB-1
wat.ml അത് ഇനി നി½െറ εദയƬിൽ എǁ െവϫɏം േദഷ·̔ം ഉെƐȫ് പറũാ˪ം ശരി.. കാŞി വലി-
ÆാȌυ സമയമാÁേʳാൾ.. മിÆ ആൾÆാർÇം അതിന് കഴിയി̑..
wat.en No matter how much hate and anger you may have in your heart, when it comes time to pull the
trigger most people can’t do it.
google.en No matter how much hatred and anger it is in your heart .. most people can not do it ..
mm+ft.en If you say it’s hate and angry in your heart, right... when you smoke the trigger, most people
can’t do it.
mm.en If it’s a hate and anger in your heart, then it’s okay... when it’s time to smoke the treasure, most
people can’t do it.
WB-2
wat.ml വാളിേനÆാൾ ʭർķ് അƨ ചലിɎിÇȫവ½െറ ചിȐയിലാണ് ഉƐാേകƐത് .
wat.en Sometimes a sharp mind is enough.
google.en It should be in the mind of the one who moves it over the sword and moves it.
mm+ft.en It’s more important than the sword that’s in the mind of a moving man.
mm.en It’s supposed to be in the mind of the sword that drives.
WB-3
wat.en ”Most likely they have died of cold and hunger - far away there in the middle of the forest.”
wat.ml "Most likely they have died of cold and hunger - far away there in the middle of the forest."
mm.ml "അവÀÆ് തƎɏം വിശɏം മരണം സംഭവിÇം... ...അവിെട വനƬി½െറ മǬ·Ƭി¾ Ǥെര."
mm+ft.ml "അവÀÆ് തƎƬƨം വിശɏം ʭലം മരണം സംഭവിÆാം... ...അവിെട കാŰി½െറ നŬവി¾ Ǥെര."
WB-4
wat.en ”Most likely they have died of cold and hunger - far away there in the middle of the forest.”
wat.en He told me you would get better. And you did.
wat.ml അവൻ പറŪ അʺˋ് േവഗം േഭദമാÁെമȫ് അƨ മാϫക˄ം െചˑേ̑ാ.
mm.ml അവ½ എേȫാട് പറŪ നിനÆ് ന̑ത് കിűെമȫ്.
mm+ft.ml അവ½ എേȫാട് പറŪ നിനÆ് ͫഖമാ̔െമȫ്.
WB-5
wat.en Old age should burn and rave at close of day
wat.ta Old age should burn and rave at close of day
mm.ta வயதானவĳகĶ நாĶ Ňřவńı எŸĦக ேவĬłı...
mm+ft.ta பைழய வயń எŸĦக ேவĬłı மĴŊı நாĶ ெநŉĦகமாக ľழாĲ ேவĬłı
Table 10: Failure Cases from WAT test-set
srcs bn en hi ml ta te ur
bn 99.85 11.56 12.42 2.01 1.20 2.30 0.00
en 4.98 100.00 13.75 1.87 1.28 1.81 18.52
hi 6.93 17.87 99.49 2.77 1.71 3.09 12.55
ml 3.19 8.93 8.79 99.77 0.95 2.43 0.00
ta 1.68 5.15 5.33 1.16 99.74 1.57 0.00
te 2.78 7.51 7.67 2.24 1.06 99.48 0.00
ur 0.00 0.00 32.64 0.00 0.00 0.00 100.00
Table 11: BLEU scores of IL-MULTI
srcs bn en hi ml ta te ur
bn 99.85 11.28 12.46 2.49 1.30 2.72 0.00
en 5.18 100.00 13.66 2.78 1.46 2.81 0.00
hi 7.01 17.95 99.50 3.03 2.07 3.78 0.00
ml 3.45 8.86 8.98 99.77 1.04 3.08 0.00
ta 1.78 5.28 5.46 1.22 99.85 1.71 0.00
te 3.01 7.64 7.84 2.61 1.21 99.68 0.00
ur 0.00 0.00 32.64 0.00 0.00 0.00 100.00
Table 12: BLEU scores of IL-MULTI+bt
srcs bn en hi ml ta te ur
bn 99.49 9.53 3.07 1.07 0.59 1.46 0.00
en 4.19 99.99 10.10 1.93 1.18 1.63 0.00
hi 4.54 13.28 99.42 1.50 0.91 1.36 18.44
ml 1.33 7.51 4.79 99.42 0.88 1.89 0.00
ta 0.98 4.24 3.21 0.92 99.53 0.93 0.00
te 2.06 5.79 3.15 1.41 0.47 99.10 0.00
ur 0.00 0.00 0.00 0.00 0.00 0.00 100.00
Table 13: BLEU scores of IL-MULTI+ft
srcs bn en hi ml ta te ur
bn 99.87 15.32 14.22 7.35 3.51 6.40 0.00
en 9.45 100.00 15.46 7.99 3.80 6.02 14.53
hi 11.96 21.77 99.22 8.50 4.55 7.34 10.50
ml 6.54 12.13 9.85 99.89 3.05 6.19 0.00
ta 3.40 6.82 5.85 3.69 99.86 3.20 0.00
te 6.51 11.00 9.34 7.42 3.26 99.65 0.00
ur 0.00 0.00 28.54 0.00 0.00 0.00 100.00
Table 14: BLEU scores of IL-MULTI with tokeniza-
tion
srcs bn en hi ml ta te ur
bn 99.87 15.20 14.43 8.15 3.85 7.35 0.0
en 9.50 100.00 15.37 8.71 4.60 8.20 0.0
hi 11.97 21.79 99.20 9.09 5.83 9.49 0.0
ml 6.85 12.00 9.84 99.90 3.37 7.32 0.0
ta 3.51 6.92 5.86 4.06 99.91 3.63 0.0
te 6.99 11.06 9.54 8.00 3.59 99.74 0.0
ur 0.00 0.00 19.55 0.00 0.00 0.00 100.0
Table 15: BLEU scores of IL-MULTI+bt with tok-
enization
srcs bn en hi ml ta te ur
bn 99.73 12.85 3.87 4.29 1.05 4.31 0.00
en 8.39 99.98 12.34 7.70 2.95 4.94 0.00
hi 7.52 17.33 99.17 5.57 2.07 3.44 15.67
ml 3.11 10.33 6.08 99.75 2.50 4.61 0.00
ta 1.79 5.71 3.91 3.13 99.77 1.84 0.00
te 4.96 8.67 4.82 5.23 0.87 99.51 0.00
ur 0.00 0.00 0.00 0.00 0.00 0.00 100.00
Table 16: BLEU scores of IL-MULTI+ft with tok-
enization
en Mann Ki Baat, February 2019 My dear countrymen, Namaskar.
en MannKi Baat, February 2019My dear countrymen, Na-
maskar.
MannKi Baat, February 2019My dear countrymen, Na-
maskar.
hi मान कɏ बात, फरवरɍ 2019 मेरे ȠŠय देशवासी, नमĥकार। मन कɏ बात, फरवरɍ 2019 मेरे Ěयारे देशवाȢसयो, नमĥकार
bn িক বাট, েফǦয়াির ২০১৯ আমার িƗয় েদশবাসী, নামসকার. মন িক বাত, েফǦয়াির ২০১৯ আমার িƗয় েদশবাসী, নমǉার!
ta மį ū பாī, ŵİரவŸ 2019 எį Űயĳ ேநச நாīł
நமĺகĳ.
மனŲįľரĵ, ŵİரவŸ 2019 எனதŉைம நாīł-
மĦகேள, வணĦகı!
en In order to ensure that their fellow countrymen could sleep peacefully, these brave sons toiled relentlessly, day or
night.
en In order to ensure that their fellow countrymen could
sleep peacefully, these brave sons toiled relentlessly, day
or night.
In order to ensure that their fellow countrymen could
sleep peacefully, these brave sons toiled relentlessly, day
or night.
ml േദശവാസിക¿Æ് സമാധാനേƬാെട ഉറĲാ½ കഴി˄െമ-
ȫ് ഉറɏവ˧Ƭാ½, ഈ ധീരȿǁ½മാÀÆ് നിത·േമാ, രാ-
ǁിേയാ ഉണÀȫി̑.
ജനĲ¿ സമാധാനേƬാെട ഉറĲാ½, നʻെട ഈ വീരȿ-
ǁȲാÀ രാǁിെയ പകലാÆി കാവ¾ നിȬ.
hi ताȟक यह सुȠनȡǳत ȟकया जा सके ȟक उनके साथी देशवासी शांȠतपूवăक
सो सकȅ , इन बहाɭर बेटȋ ने अथक, ȟदन या रात Ƞबता दी।
देशवासी चैन कɏ नȂद सो सकȅ , इसȢलए, इन हमारे वीर सपूतȋ ने, रात-
ȟदन एक करके रखा था
te దేశѥథ్Ѡ పర్శాంతంగా నిదర్పోవాలని శర్దధ్గా నిశచ్యించేందుకు ఈ
సాహస కుమాўѠ పర్శాంతంగా, పగѠ లేదా రాతిర్కి తోడప్డాడ్ў.
దేశపర్జѠ పర్శాంతంగా నిదర్ పోవడం కోసం ఈ వీరపుѶѠ తమ
నిదార్హారాѠ మానుకుని మనలిన్ రకిష్ంచాў.
ta நĬபĳகĶஅைமŲயாகŤħக ŇŰĮதń எįப-
ைதஉŊŲெசĲயஇĮதƔரİ மகįகĶஅைமŲ-
யாக, நாĶஅĵலń இரŽĵ ńறĮதனĳ.
நாīłமĦகĶ ųıமŲயாக உறħகேவĬłı
எįபதĴகாக, நıŇைடய இĮத Ɣர ைமĮ-
தĳகĶ, இரŘ பகĵ எனİபாராமĵ தħகைள
அĳİபűĭŲŉĮதாĳகĶ.
bn তােদর েদশবাসীরা শািƅেত ঘুমােত পারেত িনিƷত করার জƒ, এই
সাহসী েছেলরা িনঃসেƇেহ, িদন বা রােত িবরĸ হেয় যায়।
েদশবাসী যােত িনিƷেƅ ঘুেমােত পােরন েসিদেক েখয়াল েরেখ এইসব
বীর সুসƅানরা িদন-রাত এক কের সজাগ দৃিǁ েরেখ চলেতা।
te పది రోజుల కిర్తం భరతమాత తన వీర పుѶలను కోలోప్యింది.
en Ten days ago, the Great Mother lost his heroic sons. 10 days ago, Mother India had to bear the loss of many
of her valiant sons.
ta பĭń நாīகŚĦľ Ňįனாĵ பரĭமாத தįś-
ைடய ƔரņĭŲரĳகைள இழĮதாĳ .
10 நாīகŚĦľ Ňįபாக, பாரத அįைன தį
Ɣர ைமĮதĳகைள இழĮŲŉĦūறாĶ.
hi दस ȟदन पहले भरत मा अपने वीर पुतलȋ को खो चुकɏ थी । 10 ȟदन पूवă, भारत-माता ने अपने वीर सपूतȋ को खो ȟदया
bn দশ িদন আেগ ভৃতĬ িনেজর বীেরর পুŵেক হািরেয় েফেলন ৷ দশ িদন আেগ, ভারতমাতা তাঁর বীর সুসƅানেদর হািরেয়েছন।
te పది రోజుల కిర్తం భరతమాత తన వీర పుѶలను కోలోప్యింది. పది రోజుల కిర్తం భరతమాత తన వీర పుѶలను కోలోప్యింది.
ml പƭ ദിവസƬിȌ ʬന്പ് ഭരത½ ത½െറ വീരȿǁȲാെര
ന͍െɎű .
10 ദിവസം ʬʳ് ഭാരതമാതാവിന് ധീരȲാരായ ȿǁȲാെര
ന͍െɎű.
ml ൈസന·ം ഭീകരവാദികെള˄ം അവെര സഹായിÇȫവേര˄ം േവേരാെട ഇ̑ാെതയാÆാ½ ǥനി̣യം െചˑിരിÇകയാണ്.
en The army is determined to seize the terrorists and those
who help them.
The Army has resolved to wipe out terrorists and their
harbourers.
hi सेना ने आतंकवाȟदयȋ और उनकɏ मददगारȋ को जड़ से वंȡचत करने का
संकġप Ȣलया ह।ै
सेना ने आतंकवाȟदयȋ और उनके मददगारȋ के समूल नाश का संकġप
ले Ȣलया है
ta இராŃவı பயħகரவாŲகĶ மĴŊı அவĳக-
ŚĦľஉதŽெசĲதவĳகைளேவŸźŉĮńŽł-
ŽĦக ŇயĴŭ ெசĲńĶளń .
ƉŽரவாŲகைளňı அவĳகŚĦľĭ ńைண
ெசĵபவĳகைளňı ேவேராł ெகĵź எŹňı
உŊŲİபாīைட இராŃவĭŲனĳ ேமĴெகாĬ-
ŰŉĦūறாĳகĶ.
ml ൈസന·ം ഭീകരവാദികെള˄ം അവെര സഹായിÇȫവേര-
˄ം േവേരാെട ഇ̑ാെതയാÆാ½ ǥനി̣യം െചˑിരിÇക-
യാണ്.
ൈസന·ം ഭീകരവാദികെള˄ം അവെര സഹായിÇȫവേര-
˄ം േവേരാെട ഇ̑ാെതയാÆാ½ ǥനി̣യം െചˑിരിÇക-
യാണ്.
te సైనిక దౌతయ్వేతత్Ѡ మరిѝ వారి సహాయం చేసేవారిని వేўవేў
నుండి తపిప్ంచుకోవడానికి నిశచ్యించబడింది .
అవే మాటѠ దేశ ధైరాయ్నికి బలానిన్ ఇచాచ్యి.
bn ৈসƒরা সƑাসীেদর এবং তােদর সাহাযĬকারীেদরেক আলাদা কের রা-
খার জƒ Ɨǌুত করা হেয়েছ ৷
েসনারা সƑাসবাদীেদর এবং তােদর মদতকারীেদর কীভােব সমূেল ƃংস
করা যায় তার সŉƳ িনেয়েছ।
Table 17: Qualitative samples from Mann Ki Baat Dataset. Source is one large row. Translations to
different languages are shown in two columns - first one is our prediction and second one the respective
aligned ground truth.
en Jamuna Tudu, famous nicknamed ’Lady Tarzan’ in Jharkhand, most valiantly took on the Timber Mafia and Nax-
alites, and not only saved the 50 hectares of forest but also inspired ten thousand women to unite and protect the
trees and wildlife.
en Jamuna Tudu, famous nicknamed ’Lady Tarzan’ in
Jharkhand, most valiantly took on the Timber Mafia and
Naxalites, and not only saved the 50 hectares of forest
but also inspired ten thousand women to unite and pro-
tect the trees and wildlife.
Jamuna Tudu, famous nicknamed ’Lady Tarzan’ in
Jharkhand, most valiantly took on the Timber Mafia and
Naxalites, and not only saved the 50 hectares of forest
but also inspired ten thousand women to unite and pro-
tect the trees and wildlife.
te జారఖ్ండ లో పర్సిదిధ్ చెందిన "లాడీ టారాజ్న" పేўగల "జమునా Ҕ-
Җ", అతయ్ధికంగా టింబర మాఫియా మరిѝ కిష్పణిదాўలపై తీ-
ѥకునాన్ў, కేవలం 50 హెకాట్రల్ అడѢలను మాతర్మే కాపాడలేదు,
కానీ పదివేల మంది సతరీѠ చెటల్ను మరిѝ వనయ్పార్ణిని సంరకిష్ంచ-
డానికి Ҋడా పేర్రణ చేశాў.
◌ారఖ్ండ లో లేడీ టారాజ్న పేўతో పర్ఖాయ్తి చెందిన జమునా Ҕ-
Җ, టింబర మాఫియా తోҝ, నకస్లైటల్ తోҝ పోరాడే సాహస-
వంతమైన పని చేసాў. ఏభై హెకాట్రల్ అటవీ పార్ంతానిన్ నషట్పోకుండా
కాపాడడమే కాకుండా, కలిసికటుట్గా చెటుల్, వనయ్జీవాల రక్షణ కోసం
పోరాడేలా పదివేల మహిళలకు పేర్రణను ఇచాచ్ў.
ta ஜாĳĦகĬŰĵ ņகķெபĴற "லாŰ தĳஜį"
("Jamuna Tudu", "Timber Mafia" மĴŊı "Naki")
ƍń ŶகŘı ŵரபலமாக எłĭதாĳ, ேமŗı 50
ெஹĦேடĳ காłகைள மīłேம காİபாĴŹயń-
டį, பĭń ஆŷரı ெபĬகைள மரħகைளňı,
வனŽலħľகைளňı ஒŉைமİபłĭதŘı
ŤĬŰனாĳ.
ťŊ ஆĬłகĶ ஆன ேபாŲŗı Šட உல-
கı ŇřவŲŗı மĦகŚĦľ ேயாகĦகைலைய
அவĳ பŷĴŊŽĦūறாĳ, இńவைர 1500 ேபĳக-
ைளேயாகİ பŷĴŊநĳகளாகஆĦūŷŉĦūறாĳ.
ml ഛാÀഖƗിെല 'ലാഡി ടാÀസ½' എȫ ɕശ΃നായ ജʬന
ŬŸ, ഏϭ̔ം വിശാലമായി ടിംബÀ മാഫിയ˄ം േദശാടന-
Æാ˧ം സŞരിķ് 50 െഹÍÀ വനം രêിĸ മാǁമ̑, പƬ്
ആയിരം Έീക¿ മരĲσം വന·ജീവികെള˄ം ഒȫിĸ രêി-
ÆാȌം േɕരിɎിĸ.
◌ാÀഖƗി¾ േലഡി ടാÀസ½ എȫ േപരി¾ വിഖ·ാതയായ
യʬനാ ŬŹ തടി മാഫിയേയാŬം നക് സ˪കേളാŬം േപാരാŬ-
കെയȫ സാഹസം ɕവÀƬിĸ. 50 െഹÍÀ വനം നശി-
Æാെത കാƭെവȬ മാǁമ̑, പതിനായിരം Έീകെള സം-
ഘടിɎിķ് ̖êĲσെട˄ം വന·ജീവികσെട˄ം രêÆായി
ɕവÀƬിÆാ½ അവെര േɕരിɎിĸ.
bn ঝাĖখেǲ িবখĬাত "লািড টাজįন", সবেচেয় চম￿কারভােব িটƧার মািফ-
য়া ও নĺŵবািহনী দখল কেরন। শুধুমাŵ ৫০ েহĳর বন রĺা কেরন,
এমনিক দশ হাজার মিহলােক গাছ ও বƒ Ɨাণীেক একŵ করার জƒও
েƗরণ কেরেছন।.
ঝাĖখেŨর িবখĬাত ￿Lady Tarzan￿ িহেসেব খĬাত যমুনা টুডু, গা-
ছপাচারকারী মািফয়া ও নকশালেদর েমাকািবলা করার মত সাহসী
কাজ কের িতিন শুধু ৫০ েহĳর জŋল উজাĖ হেয় যাওয়ার হাত
েথেক বাঁচানিন, উপরƅু দশ হাজার মিহলােক একেজাট কের গাছ ও
বƒƗাণীেদর সুরĺার জƒ পািঠেয়েছন।
hi झारखंड मȅ मशɸर उपनाम 'लेडɍ तजăन' जमुना तुडू ने सबसे čयादा चम-
ĕकार से ȫट बर माȠफया और नĆसȢलयȋ को न केवल 50 हĆेटयेर जंगल
से बचाया बिġक दस हजार मȟहलाɛ को पेड़-पौधȋ और वęयजीवȋ कɏ
सुरWा के Ȣलए Šेȝरत ȟकया।
झारखĔड मȅ ￿￿￿ ￿￿￿￿￿ के नाम से ȟवćयात जमुना टुडू ने ȟटĞबर
माȠफया और नĆसȢलयȋ से लोहा लेने का साहȢसक काम ȟकया उęहȋने
न केवल 50 हĆेटयेर जंगल को उजड़ने से बचाया बिġक दस हज़ार
मȟहलाɛ को एकजुट कर पेड़ȋ और वęयजीवȋ कɏ सुरWा के Ȣलए Šेȝरत
ȟकया
Table 18: Longer sentences from Mann Ki Baat set.
