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Abstract
The decomposable branching processes are relatively less studied objects, particularly in the con-
tinuous time framework. In this paper, we consider various variants of decomposable continuous time
branching processes. As usual practice in the theory of decomposable branching processes, we group
various types into irreducible classes. These irreducible classes evolve according to the well-studied non-
decomposable/irreducible branching processes. And we investigate the time evolution of the population
of various classes when the process is initiated by the other class particle(s). We obtained class-wise ex-
tinction probability, and the time evolution of the population in the different classes. We then studied
another peculiar type of decomposable branching process where any parent at the transition epoch ei-
ther produces a randomnumber of offspring, or its type gets changed (whichmay ormay not be regarded
as new offspring produced depending on the application). Such processes arise in modeling the content
propagation of competing contents in online social networks. Here also, we obtain various performance
measures. Additionally, we conjecture that the time evolution of the expected number of shares (different
from the total progeny in irreducible branching processes) is given by the sum of two exponential curves
corresponding to the two different classes.
1 Introduction
Earlier literature on studying the population dynamics considers deterministic models, such as differential
equations, difference equations, etc. While these models being elegant in many aspects, they have serious
drawbacks which make them inadequate to capture the critical components of the dynamics. To mention
a few, the reproductive behavior of individuals is not deterministic as considered in deterministic models;
it is rather stochastic. Further, there are other sources of randomness which are not incorporated in de-
terministic models such as the distribution of life span of individuals, the environment, etc. These short-
comings led to the introduction of stochastic models which incorporate critical features/characteristics of
the population dynamics. And branching processes are considered to be a well-suited candidate for mod-
eling the population dynamics. Branching processes are popular stochastic processes that describe the
evolution of the population over generations. These are proven to be an adequate tool formodeling the dy-
namics of ‘population’ for various applications like tumor cells proliferation [8, 9], advertising over social
network [10], etc. The key questions in the theory of branching processes include:
• What is the extinction probability?
• What is the growth rate of the population?
• What is the total progeny? etc.
Branching processes can be categorized on a number of factors, for example, the discrete and continuous
time branching processes (classification by time), single type andmulti-type branching processes, critical,
super-critical or sub-critical, etc. Further, each category has subcategories giving rise to numerous variants
of the branching processes.
In a multitype continuous time branching process (CTBP), a particle lives for an exponentially dis-
tributed random time. It produces a random number of offspring of various types independent of the
other particles and then dies. And this continues. The underlying generator matrix, say A, plays a vital role
in carrying out the analysis of CTBP. When the eAt matrix is called positive regular1, the underlying CTBP
is classified as irreducible/non-decomposable. In this case, the branching processes exhibit a certain di-
chotomy (e.g., [2, 4]): a) either all the types survive together and grow exponentially (with time) with the
same rate; b) or all the types get extinct after some time. Mainly, the largest eigenvalue of A, say α, deter-
mines the growth rate, extinction probability, etc. The CTBP is called subcritical, critical and supercritical
1Matrix eAt is positive regular if each entry of it is strictly positive for some t0 > 0.
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based on whether α < 1,α = 1 and α > 1 respectively. When α ≤ 1, the population gets extinct with prob-
ability one. Whereas when α > 1, the CTBP can survive on some sample paths. Further, on these sample
paths, all types grow exponentially fast with the common rate α provided the CTBP is non-decomposable
[4].
When the process is such that the particles of certain types do not produce offspring of certain other
types, we have a very different variety of branching process called as decomposable branching process.
In this process, the types get partitioned into different classes, where the types across different classes
may have different characteristics. These processes behave significantly different fromnon-decomposable
processes. First and foremost, the dichotomy no longer holds, i.e., a particular class (a group of types) may
thrive/survive whereas another gets extinct. Secondly, the types in different classes may have different
growth rates, etc.
In this paper, we analyze various variants of decomposable branching processes in the continuous time
framework. We first study the processwhere any irreducible class contains only one type of particles, which
we refer to as scalar decomposable branching processes (SDCBP). We then consider the vector version, i.e.,
the case with two irreducible classes with each class having particles of multiple types. We analyze the
growth rates of these irreducible classes on their respective survival paths. We provide the almost sure
analysis of these processes on the viral paths using continuous time martingale theory. Next, we study a
peculiar version of the branching processes where at each transition epoch the parent either produces off-
spring or gets changed to a different type. This is inspired by content propagation in online social network
(see [3]). We call these as ‘type-changing decomposable branching processes.’ Here we study two types of
total progeny: a) one which counts the type changes as new offspring; b) one which does not count type
changes as new offspring. We conjecture the expected time evolution of the total progeny by solving fixed
point equations of certain integral operators in infinite dimensional Banach spaces.
1.1 Related literature
There is a vast literature that studies non-decomposable branching processes (e.g., [2, 4, 7], etc). For ex-
ample, Wang et al. [7] computed the probability generating function of the total progeny of multi-type
irreducible branching randomwalk. They showed that asymptotically the distribution of the total progeny
satisfies a fixed point equation involving probability generating function of offspring. One can find a lot
more work in this direction, and the references for the same can be found in [2, 4, 7] etc.
The decomposable processes are relatively less studied in comparison with the non-decomposable ob-
jects. There are strands of literature (e.g., [6, 5]) that study the discrete time decomposable branching
processes. But to the best of our knowledge, there is no dedicated literature on decomposable continu-
ous time branching process (DCTBPs). Some analysis could probably be derived using the discrete-time
results. However, there are many more questions that need to be answered directly for continuous time
versions, and we consider the same. We also consider more questions related to ’type-changing’ decom-
posable branching processes.
Kesten et al. [6] studied themultitype decomposable branching process in the discrete time framework.
Their study mainly focused on investigating the growth rates of the particles belonging to different classes.
Hautphenne [5] investigated the class-wise extinction probabilities, where the extinction of a class is shown
to be theminimal non-negative solution of the extinction probability equation but with added constraints.
Again, no work is done in investigating the growth rates of various types in the continuous time framework.
The continuous time version is useful in studying many practical problems such as cancer biology, viral
marketing problem[3]. In these problems, it becomes important to know the following: the growth rates of
different classes, when do the particles of one specific class explode while the others get extinct? etc. And
all of these measures require the theory of continuous time decomposable branching processes.
The organization of this paper is as follows. In section 2, we study the scalar decomposable branching
processes, while section 3 considers the vector version. Type-changing processes are considered in section
4. The appendix contains the proofs.
2 Scalar decomposable branching processes
We consider a decomposable continuous time branching process with n types of particles. A particle of
type-i lives for an exponentially distributed timewith parameterλ and produces the offspring of types j ≥ i
only. Each parent independently (of the others) produces a random number of offspring and according to
an identical distribution when the parents are of the same type. It is a common practice in the theory of
decomposable branching processes to group various types into irreducible classes. Any irreducible class,
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say C , consists of all those types such that the class forms a non-decomposable/irreducible branching
process when the process is initiated by particles within C .
In this section, we consider the scenario in which each class has exactly one type. We refer to this
process as scalar decomposable continuous time branching processes (SDCBP). In the later sections, we
generalize it to classes having two or more types of particles.
Themathematical framework of SDCBP is as follows. Let X(t )= {X1(t ),X2(t ), · · · ,Xn(t )} denote the pop-
ulation vector where Xi (t ) represents the number of type-i particles at time t . Let ζi j be the number of
type- j offspring produced by a type-i particle (note that ζi j = 0 for j < i ). The probability generating func-
tion of offspring of a particle of type-i , say hi (s), is given as:
hi (s) :=
∑
ki ,··· ,kn
P (ζi i = ki ,ζi i+1 = ki+1, · · · ,ζin = kn)Π j≥i s
k j
j
, s= (s1, · · · , sn) ∈ [0,1]
n . (1)
The generatormatrix plays an instrumental role in carrying out the study of the branching process. We now
obtain the generator matrix, say B , of the underlying SDCBP. Denote by Bi j the (i , j )−th entry of B which
is αi j −δi j where αi j := λ
δhi (s)
δs j
∣∣
s=1 and δi j = 1 when i = j and 0 else (as in [4]). In our case, the generator
matrix B is:
B :=Bn =


α11−λ α12 · · · α1n−1 α1n
0 α22−λ · · · α2n−1 α2n
...
...
. . .
...
...
0 0 · · · 0 αnn −λ

=


α1 α12 · · · α1n−1 α1n
0 α2 · · · α2n−1 α2n
...
...
. . .
...
...
0 0 · · · 0 αn

 ; (2)
with αi := αi i −λ ∀i . We immediately see that the matrix B is not positive regular
2, so the underlying
process is decomposable.
There are many ways to characterize decomposable branching processes, and we characterize it by the
underlying generatormatrix. A continuous type branching process is called non-decomposable/irreducible
if the matrix exp(B)3 has all entries strictly positive and decomposable otherwise (e.g., see [5]). With this
understanding, we are now ready to address various branching process related questions in the context of
SDCBP.
2.1 Extinction probability
We begin with investigating the extinction probability of SDCBP. The notion of extinction probability is not
the same as in irreducible branching processes. Here we study type-wise extinction, unlike the irreducible
branching processes. Observe that a type-1 particle can be produced only by itself, and consequently, its
extinction does not depend on the population of other types. In general, the extinction probability of type-
i particles depends only on its predecessor types including itself, i.e., type-1,type-2,· · · , type-i ; which can
also be seen through the generatormatrix. In other words, type-i particles get extinct when all the particles
of type-k with k ≤ i get extinct. We adopt the convention that the extinction probability of type-i particles
is always one when the process is initiated by any type j ≥ i + 1 particle; as none of the particles of type
j ≥ i +1 produce offspring of type-i . Define the following
qki := P
[
X j (t )= 0 for all j ≤ i for some t | X(0)= ek
]
, (3)
where ek is a n−dimensional unit vector with 1 only at k-th place. Observe that the above definition of qki
is in accordance with the said notion of the extinction of the type-i population. Note that qki = 1 when
k > i . And when k ≤ i , we obtain these extinction probabilities by solving the fixed point equations (see,
e.g. [3]) via conditioning on the events of the first transition
qki = hk

k−1∑
j=1
e j +
i∑
j=k
q j ie j +
n∑
j=i+1
e j

 . (4)
This is due the following. At the first transition, the type-k particle produces the offspring of type- j (recall
j ≥ k) based on which we have the following two scenario:
• when j > i , the extinction probability of type-i is one;
2Matrix B is called positive regular if there exists a n such that the matrix Bn has all strict positive entries, i.e., Bn
i j
> 0 ∀ i , j .
3exp(B)= eB = I +B + B
2
2! +
B3
3! +·· ·
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• when j ≤ i , ζk j offpsrings are produced, the extinction probability becomes q
ζk j
j i
×P (ζk j ). By condi-
tioning on number of offspring produced, we have the expression for qki as given in equation (4).
We illustrate how a few types can get extinct, and a few others can thrive as follows. Consider a decom-
posable branching process initiated with one type-1 particle. Say it produces the offspring of all but its own
type upon its death. Thus, in this event, the type-1 particle gets extinct. Whereas the particles of remaining
types keep producing offspring in subsequent generations and their populations may explode.
2.2 Time evolution of the population
The type-i population of the SDCBP, when initiated with the type-i particles, evolves on its own while
influencing the evolution of the successor/higher types (> i ) particles. Further, the evolution of type-i
population is well-understood in the literature (e.g., [2, 4]). And we aim to study the evolution of the other
types starting from a different type of particle.
Denote by Fi ,t := σ{Xi (u),u ≤ t } the sigma algebra generated by type-i population. The stochastic
processes
{
Xi (t )e
−αi t ; Fi ,t ; t ≥ 0
}
is a convergent martingale when it starts from type-i particles (see [4]).
Further
lim
t→∞
Xi (t )e
−αi t =Wi ; where Wi ≥ 0. Equivalently Xi (t )e
−αi t a.s.−−→Wi as t→∞.
The non-negative random variable Wi satisfies the following: when E [ζi i logζi i ] < ∞ ∀i , the extinction
probability of type-i particles qi i (when started with self type) is given by P (Wi = 0|X(0) = ei ) = qi i and
E [Wi |X(0)= ei ]= 1(see [2, 4]).
To the best of our knowledge, the evolution of the population of type-i + 1,· · · , type-n when initiated
with type-i particles is not studied in the continuous time framework. And we precisely investigate this
evolution. It is easy to see that when the α :=maxi αi is strictly less than one, the whole process is sub-
critical and X(t )= 0 for some t > 0. On the other hand, when α> 0, we have the super-critical process. We
aim to derive the analysis of the super-critical decomposable branching process. At a more general sense,
we study the evolution of type-m population when started with one type-1 particle. The Theorem below
provides the same:
Theorem 1 Let
(
Ω,Ft ,P
)
be the probability space and Ft := σ{X(u),u ≤ t } be the natural filtration for the
underlying branching process. Let E [ζi j ]<∞ for all i , j . When started with a particle of type-1, we have:
(i) (a) The following stochastic process for any 2≤m ≤ n is a martingale when α1 6=α2 6= · · · 6=αn
Xm(t )e
−αm t +
m−1∑
k=1
m−1∑
jk= jk−1+1
· · ·
m−k+2∑
j3= j2+1
m−k+1∑
j2= j1+1
m−k∑
j1=1
α j1 j2α j2 j3 · · ·α jkmX j1 (t )e
−αm t(
αm −α j1
)(
αm −α j2
)
· · ·
(
αm −α jk
) . (5)
An alternative representation of the above martingale is:
∑m
i=1
am
i
Xi (t )e
−αm t where ai
i
= 1∀ i ,
and for i = 1,2 · · · ,m−1
ami =
m−i−1∑
k=1
m−1∑
jk= jk−1+1
· · ·
m−k∑
j1=i+1
αi j1α j1 j2 · · ·α jkm
(αm −αi )(αm −α j1 )(αm −α j2 ) · · · (αm −α jk )
+
αim
αm −αi
.
(b) E
[
Xm(t )
]
= am1 e
αm t +
∑m−1
j=1
Pm
j
eα j t ∀t , where
Pm1 = −a
m
1 −
m−2∑
k=1
(−1)k
m−k∑
j1=2
m−k+1∑
j2= j1+1
· · ·
m−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·amjk
, Pmm−1 =−a
m−1
1 a
m
m−1; and
Pmj =
m− j−1∑
k=1
(−1)k
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·amjk
−a
j
1a
m
j ; for j = 2,3 · · · ,m−2. (6)
(ii) Further, when α1 < α2 < ·· · < αn , we have a non negative martingale and hence it converges almost
surely to a non-negative random variable, sayWm , which is integrable. Thus, as t→∞
Xm(t )e
−αm t +
m−1∑
k=1
m−k∑
j1=1
m−k+1∑
j2= j1+1
m−k+2∑
j3= j2+1
· · ·
m−1∑
jk= jk−1+1
α j1 j2α j2 j3 · · ·α jkmX j1 (t )e
−αm t(
αm −α j1
)(
αm −α j2
)
· · ·
(
αm −α jk
) a.s.−−→Wm . (7)
In addition, we also have∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm
∣∣∣∣∣ a.s.−−→ 0; where W1,W2, · · · ,Wm are non-negative random variables.
4
Proof 1 The proof is given in Appendix. 
We immediately see that after sufficiently large time t , Xm(t ) grow exponentially with rate αm when the
process is initiated with type-1 particle. In general, one can write the time evolution of type-m particle
when the process starts with type-p particle withm ≥ p in a similar fashion.
We next show that the characteristics of the random variables {Wm}m in SDCBP are similar to that in
the irreducible branching processes (e.g., see [4]).
Theorem 2 With E [ζi j logζi j ]<∞∀i , j and αm >αm−1, · · · ,α1, we have P (W j = 0|X0 = ek )= qk j .
Proof 2 The proof is given in the Appendix. 
The above result is similar to that in the non-decomposable branching process. However, here we have
class wise extinction probability. In otherwords, the randomvariableW j characterizes the extinction prob-
ability of type- j particles.
3 Vector decomposable continuous time branching processes
In the previous section, we studied the decomposable branching processes where each irreducible class
contains only one type. We now extend this model to include the cases where a class contains more than
one type of population. We consider a decomposable branching process (BP) with n +m types. And as
before the population types can be partitioned into several classes such that all the types within a class
form an irreducible BP.
Let {Z(t ) = X(t ),Y(t ), t ∈ [0,∞)} be an (n +m)−type decomposable BP where X(t ) = {X1(t ), · · · ,Xn(t )}
and Y(t ) = {Y1(t ), · · · ,Ym(t )} both form irreducible multitype BP on their own. Let us say that these types
are partitioned into two classes, i.e., the types of X(t ) belong to class C1 and that of Y(t ) belong to class
C2. A particle belonging to class C1 produces the offspring of the types in C2 along with the offspring of
the types of its own class. While the particles of C2 class produce offspring of their own class only. In this
way, the C1 population influences the C2 population, but not the other way around. Say ζ˜i j be the number
of independent and identically distributed (IID) type- j offspring produced by a type-i particle. Note that
when i ∈C2, j ∈C1, then ζ˜i j = 0. We refer to this process as vector decomposable continuous time branching
process (VDCBP).
The evolution of the process X(t ) alone is well understood in literature (see [4]). Observe that Y(t ) also
forms an irreducible branching process when X(t ) is absent. In other words, the evolution of the stochastic
process Y(t ) is well understood when the process is initiated by a particle of C2. However, the evolution
of Y(t ) in presence of X(t ), i.e., when started with particle(s) of C1 is not known in the continuous time
framework. Authors in [6] study the evolution of a similar decomposable branching process in the discrete
time framework. However, no attempt has been made to study the underlying martingales and associated
results even for the discrete case.
3.1 Probability generating function and the time evolution of the population
Let h˜i (s) represent the probability generation function (PGF) of number of offspring produced by a type-i
particle, where s= (s1, s2, · · · , sm+n) ∈ [0,1]
n+m . With K := k1, · · · ,kn , · · ·km+n the PGF is
h˜i (s) =
∑
K
P (ζ˜i1 = k1, · · · , ζ˜in = kn , · · · , ζ˜in+m = kn+m)Π
n+m
j=1 s
k j
j
.
Let A be the (embedded) generator matrix of the branching process {Z(t )}. The (i , j )−th entry of A repre-
sents the expected number of offspring of type- j produced by a particle of type-i :
Ai , j =
∂h˜i (s)
∂s j
∣∣∣
s=1
; 1= [1,1, · · · ,1] n+m-dimensional vector.
In what follows, the generator matrixA has the following structure
A=
[
A11 A12
0˜ A22
]
; A11 ∈R
n×n , A22 ∈R
m×m , A12 ∈R
n×m , 0˜ ∈Rm×n (8)
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where A11,A22 correspond to the transitions within C1 and C2 respectively, while A12 corresponds to the
transitions from C1 to C2. The matrices A11,A22 are positive regular as the processes X(t ) and Y(t ) are ir-
reducible when started with their own type particles. The largest eigenvalue of eAi i determines the growth
rates of Ci class population (i = 1,2). And using the Perron Frobenius theory of positive regular matrices,
there exists a positive real eigenvalue, say eαi the Perron root, of the matrix eAi i such that: a) its algebraic
and geometric multiplicities both equal to one; and b) it dominates other eigenvalues absolutely. Further,
the left and right eigenvectors corresponding to the said Perron root can be taken in a way that each com-
ponent of the both the vectors is positive and the inner product of both vectors is one. In other words, with
ξL
i
and ξR
i
as the left eigenvector and right eigenvector of the matrix eAi i corresponding to the Perron root
eαi , we have4
ξRi .ξ
L
i = 1 and ξ
L
i > 0, ξ
R
i > 0.
It iswell-known that the process
{
ξR1 .X(t )e
−α1t
}
is amartingale under the natural filtration, andE [X(t )]=
eα1tξL1 [4]. Also, the process
{
ξR2 .Y(t )e
−α2t
}
is a martingale provided that the progenitor belongs to class C2
under the natural filtration. Further, both of thesemartingales converge to non-negative random variables.
As before, we investigate the evolution of C2 particles when the process starts with a particle of the class
C1. We have the following Theorem describing the same:
Theorem 3 Let
(
Ω,Ft ,P
)
be the probability space and
{
Ft =σ
(
Z(ω, t ), t ≥ 0
)}
be the natural filtration for the
process {Z(t )}t . When the process starts with a type-j particle of C1, we have the following result.
i. The stochastic process
{
e−α2tY(t )ξR2 + e
−α2tX(t )
(
α2I − A11
)−1
A12ξ
R
2 ; Ft ; t ≥ 0
}
becomes a martingale
provided α1 6=α2. Further, for any t > 0
E
[
e−α2tY(t )ξR2 +e
−α2tX(t )
(
α2I − A11
)−1
A12ξ
R
2
]
= e j
(
α2I − A11
)−1
A12ξ
R
2 . (9)
ii. When α1 <α2, the martingale converges and hence we have the following as t→∞
e−α2tX(t )
a.s.
−−→ 0n×1 and
∣∣∣e−α2tY(t )ξR2 +e−α2tX(t )(α2I − A11)−1A12ξR2 ∣∣∣ a.s.−−→ W˜12
where W˜12 is a integrable random variable and 0n×1 n-dimensional null column vector. As before, we
also have
∣∣∣e−α2tY(t )ξR2 +e−α2tW1eα1tξR1 (α2I − A11)−1A12ξR2 −W˜12∣∣∣ a.s.−−→ 0.
Proof 3 The proof is given in Appendix. 
Using equation 9, we have
E
[
e−α2tY(t )ξR2
]
+E
[
e−α2tX(t )
(
α2I − A11
)−1
A12ξ
R
2
]
= e j
(
α2I − A11
)−1
A12ξ
R
2 ; on multiplying with ξ
L
2
e−α2tE
[
Y(t )
]
ξR2 .ξ
L
2 +E
[
e−α2tX(t )
(
α2I − A11
)−1
A12
]
ξR2 .ξ
L
2 = e j
(
α2I − A11
)−1
A12ξ
R
2 .ξ
L
2
E
[
Y(t )
]
+E
[
X(t )
(
α2I − A11
)−1
A12
]
= eα2te j
(
α2I − A11
)−1
A12; ∵ ξ
R
2 .ξ
L
2 = 1
E
[
Y(t )
]
= eα2te j
(
α2I − A11
)−1
A12−E
[
X(t )
](
α2I − A11
)−1
A12
AsE
[
X(t )
]
= eα1tξL1 , one canwriteE
[
Y(t )
]
= eα2te j
(
α2I−A11
)−1
A12−e
α1tξL1
(
α2I−A11
)−1
A12.WithE
[
X(l , t )
]
as the l−th component of E
[
X(t )
]
, then we have
E
[
Y(l , t )
]
= hˆl e
α2t − oˆl e
α1t (10)
hˆl and oˆl are the l-th component of the vectors e j
(
α2I − A11
)−1
A12 and ξ
L
1
(
α2I − A11
)−1
A12 respectively.
Thus, we see that expected value of the class C2 population when the process starts with the class C1
type particle is given by the sum of two exponential curves corresponding the classes C1 and C2.
Extinction probability and limit: The limiting behaviour of particles belonging Ci , i = 1,2 when the pro-
cess starts with the particle from class (i.e., progenitor belongs to Ci ) is well-known (e.g., see [4]). Basically,
ζR1 .X(t )e
−α1t a.s.−−→ W˜1; ζ
R
2 .Y(t )e
−α2t a.s.−−→ W˜2 (11)
4Vector inequality V>Umeans that v j > u j ∀ j ; where v j ,u j are the j−th components of the vectors V andU.
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where W˜i is a non-negative random variable. Further, the random variable W˜i characterizes the extinction
probability of Ci particles. Denote by q
j
1 the extinction probability of C1 particles when the progenitor is of
type- j fromC1, i.e., q
j
1
:= P
(
X(t )= 0 for some t > 0
∣∣X(0)= e j ,Y(0)= 0) . When E [ζ˜i , j log ζ˜i , j ]<∞∀ i , j , then
it is known that [4]
q
j
1 = P
(
W˜1 = 0
∣∣X(0)= e j ,Y(0)= 0) . (12)
Similarly, the extinction probability of the class C2, q
j
2
:= P
(
Y(t )= 0 for some t > 0
∣∣X(0)= 0,Y(0)= e j ), sat-
isfies q
j
2
:= P
(
W˜2 = 0
∣∣X(0)= 0,Y(0)= e j ) .
We are now left with the computation of the extinction probability of C2 particles when the process is
initiated with a class C1 particle. The extinction in this scenario implies the full extinction, i.e., particles of
both the classes get extinct. Define q1 j as below:
q1 j := P
(
Y(t )= 0 for some t > 0
∣∣X(0)= e j ,Y(0)= 0)= P (X(t )= 0,Y(t )= 0 for some t > 0∣∣X(0)= e j ,Y(0)= 0)
Here also it is easy to see that q1 j = P
(
W˜12 = 0|X(0)= e j
)
provided that E [ζ˜i , j log ζ˜i , j ]<∞∀ i , j (similar to
Theorem 2).
4 Type-changing vector decomposable branching processes
We now study a slightly different version of the above vector decomposable branching process. The dif-
ference lies in the transition/reproduction epoch: any parent at the transition epoch either produces a
random number of offspring (as before) or its type gets changed (one of the two events takes place). And
then it dies. We consider a decomposable branching process consists of two irreducible classes, namely
mixed (Mx ) class and exclusive (Ex ) class. Particles of Mx class produce particles of Mx class as well as
that of Ex class. While particles of Ex produces particles of Ex class only. In one of the two events at a
transition epoch, a particle of l ∈Mx type wakes up after exponentially distributed time with parameter
ν, i.e., exp(ν) and produces a random number of offspring. Whereas in the other event, the type of the
particle gets changed after exp(λ) time. It is easy to see that probability of the former event is 1−θ and that
of the latter is θ where θ = λ/(λ+ν). We refer to this process briefly as type-changing vector decomposable
branching process (TC-VDBP).
Letml ,k represent the expected number of offspring of type k produced by a parent of type l , where l
and k can be of Ex class or Mx class. And al ,k is the probability that a l ∈Mx particle gets converted to a
k ∈Mx particle. In a similar way, type change transitions are allowed within Ex class, however, there are no
type changes possible fromone class to another. The generatormatrix of such a TC-VDBP has the following
structure: [
Amx Amx,ex
0 Aex
]
, (13)
where Amx represents all the transitions between types belonging to class Mx , Aex represents all the tran-
sitions between types belonging to class Ex , while Amx,ex represents the transition between Mx and Ex
(offspring of class Ex produced by class Mx ). With the description as above for example:
Amx :=


θa1,1+ (1−θ)m1,1 θa1,2+ (1−θ)m1,2 · · · θa1,M + (1−θ)m1,M
θa2,1+ (1−θ)m2,1 θa2,2+ (1−θ)m2,2 · · · θa2,M + (1−θ)m2,M
...
θaM ,1+ (1−θ)mM ,1 θaM ,2+ (1−θ)mM ,2 · · · θaM ,M + (1−θ)mM ,M

 .
The matrix Aex = (θal ,k + (1−θ)ml ,k ) has exactly similar structure, with the only difference being that now
l ,k ∈ Ex . There are no type changes from one class to another, hence Amx,ex = ((ml ,k )), with l ∈Mx and
k ∈ Ex . Our focus is to investigate the evolution of the number of shares of Ex class particles when started
with a particle of Mx .
Note that this kind of branching processes can model various real-world applications, we encountered
one such example while studying content propagation over social networks[3]. We briefly describe the
model of [3] to motivate this study before we proceed further.
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4.1 An example in viral marketing
Consider a viral marketing problem in an online social network (OSNs) with a large number of users. In vi-
ral marketing, the content providers (CPs)/advertisers create contents that are appealing to the users (e.g.,
giving offers, discounts). Depending upon composition/quality of the post, quantified by the control vari-
able η ∈ [0,1], users spread the information about the content by sharing it with their friends/connections
in the OSN. The better the post quality η, the broader the reach. In particular, we describe the model for
the post propagation of two competing CPs, namely CP-1 and CP-2, advertising their products/services.
Denote by ηi the post quality factor of Post-Pi which corresponds to the CP-i where i = 1,2. In an OSN,
posts/contents on TLs appear at various levels (see figure 2) based on their newness, for instance, News
Feed on Facebook. This reverse chronological appearance of the posts, in any user’s page, is called ‘time-
line’ (TL) which is an essential component influencing the content propagation. (Each user represented by
its TL). In what follows, a TL may hold: i) both Post-P1 and Post-P2, ii) Post-P1 only, iii) Post-P2 only, or iv)
neither Post-P1 nor Post-P2 till, say, firstN levels. We study the time evolution of such TLs containing posts
of interest. We use the following notations:
• Xl ,k (t ) : denotes the number of TLs having Post-P1 at level l and Post-P2 at level k at time t
• Xl ,0(t ) : denotes the number of TLs having Post-P1 at level l , (and these TLs do not contain Post-P2)
at time t ; and similarly X0,k (t ) is defined.
The TLs are categorized in the following way:
• Mixed class TLs: the TLs holding both the Post-P1 and Post-P2 and referred as “mx” TLs.
• Exclusive class-i TLs: the TLs holding Post-i only and referred as “ex-i" TLs where i = 1,2.
Dynamics of content propagation: A general mechanism for the propagation of the Post-P (say) is as fol-
lows. Primarily, a TL holding the Post-P either receives a post from the other TL (shift transition), or it shares
the Post-P, possibly along with the other posts on it, with a random number of friends (share transition). In
the former case, the position of the post of interest gets changed (shifts down by few lines), while the later
case gives rise to new TLs with the post of interest. The schematic diagram 1 describes the transitions and
the TL structure.
Timeline of a user
Post-P (at level-3)
Level-1
Level-2
Level-3
Level-4
Level-5
Sh
if
t t
ra
n
si
ti
on
w
.p
. θ
Post-P now at level-4
Level-1
Level-2
Level-3
Level-4
Level-5
Share transition w.p. 1−θ
Post-P shared with
ζ no. of friends
# Post-P++
Figure 1: Propagation of Post-P: transitions
In the share transition, a TL holding Post-P, say at level l , wakes up after exponentially distributed time
with parameter ν, i.e., exp(ν). It reads the Post-P with probability rl and shares it with a random number
of friends ζ depending Post-P quality factor η, and it produces type-i (i ≤N ) with probability ρ¯i . Whereas
in shift transition, one of the TLs holding Post-P receives a post after exp(λ) time, which then pushes down
the existing content on these TLs by level one. Observe that the probability of a shift is θ := λλ+ν and share
transition occurs with probability 1−θ. The diagram 2 describes the content propagation in the share tran-
sition. Note that the competing posts propagate through similar way, and we study the branching process
modeling the competing posts.
Branching model: We model the above content propagation phenomenon as continuous time multi-
type branching process (CMTBP). A TL with Post-P1 (Post-P2) can share it with random number of friends
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Timeline of a user
Post-P (at level-3)
Level-1
Level-2
Level-3
Level-4
Level-5
Reads Post-P with
probability r3
Interest generated
w.p. η
Post-P shared with
ζ no. of friends
# Post-P++
Figure 2: Share transition
ζ1/ζ2, and produces only ‘ex-1’(‘ex-2’) types offspring respectively. On the other hand, a TL with both the
posts can produce: i) ‘ex-1’ type when it shares Post-P1 not Post-P2 and vice-versa, ii) ‘mx’ type when it
shares both Post-P1 and Post-P2. As the posts of competing CPs are similar, it is assumed the competing
post lying at a lower level compared to the other receives reduced attention, and this effect is captured by
the parameter δ ∈ [0,1].
Belowwepresent thematrixAtc (see [3] formore details) describing the transitions among these classes
with 0 j as the null matrix of appropriate order where j = 1, · · · ,4, we have (see [3] for details)
Atc = (λ+ν)

 Amx A
1
mx,ex A
2
mx,ex
01 A
1
ex 02
03 04 A
2
ex

 ; where Aimx,ex for i = 1,2,and
Aimx,ex =


cmx,i r1ρ¯1 cmx,i r1ρ¯2 · · · cmx,i r1ρ¯N−1 0
c ′
mx,i
r1ρ¯1 c
′
mx,i
r1ρ¯2 · · · c
′
mx,i
r1ρ¯N−1 0
cmx,i r2ρ¯1 cmx,i r2ρ¯2 · · · cmx,i r2ρ¯N−1 0
c ′
mx,i
r2ρ¯1 c
′
mx,i
r2ρ¯2 · · · c
′
mx,i
r2ρ¯N−1 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
cmx,i rN−2ρ¯1 cmx,i rN−2ρ¯2 · · · cmx,i rN−2ρ¯N−2 0
c ′
mx,i
rN−2ρ¯1 c
′
mx,i
rN−2ρ¯2 · · · c
′
mx,i
rN−1ρ¯N−2 0
cmx,i rN−1ρ¯1 cmx,i rN−1ρ¯2 · · · cmx,i rN−1ρ¯N−1 θ
c ′
mx,i
rN−1ρ¯1 c
′
mx,i
rN−1ρ¯2 · · · c
′
mx,i
rN−1ρ¯N−1 0


, Amx =


z′1r1−1 z1r1 θ+ z
′
2r1 . . . z
′
N−1
r1 zN−1r1
z1r1 z
′
1r1−1 z2r1 . . . zN−1r1 z
′
N−1
r1
z′1r2 z1r2 z
′
2r2−1 . . . z
′
N−1
r2 zN−1r2
z1r2 z
′
1r2 z2r2 . . . zN−1r2 z
′
N−1
r2
.
.
.
.
.
.
.
.
.
. . .
.
.
.
z′1rN−2 z1rN−2 z
′
2rN−2 . . . θ+ z
′
N−1
rN−2 zN−1rN−2
z1rN−2 z
′
1rN−2 z2rN−2 . . . zN−1rN−2 θ+ z
′
N−1
rN−2
z′1rN−1 z1rN−1 z
′
1rN−1 · · · z
′
N−1
rN−1−1 zN−1rN−1
z1rN−1 z
′
1rN−1 z2rN−1 . . . zN−1rN−1 z
′
N−1
rN−1−1


where
– cmx = δ(1−θ)η1η2m, ,z
′
j
= (1− p)cmx ρ¯ j and z j = pcmx ρ¯ j for all j , and m is the mean number of
friends
– cmx,i = (1−θ)mηi (1−δη−i ), c
′
mx,i
= (1−θ)mδηi (1−η−i ) i = 1,2 and −i = 11{i=2}+21{i=1}.
Remarks: We can observe two important aspects of this CMTBP:
• The underlying CMTBP modeling content propagation of competing posts turns out to be decompos-
able, a type of BP studied in previous sections;
• When a TL undergoes a shift transition (which happens with probability θ), we have a different type
of TLwith the samepost (now in different level); thuswehave a type-changing process. This is indeed
type-changing vector decomposable branching process (TC-VDBP).
• We see that the analysis of VDCBP follows immediately as it is a specific case of TC-VDBP. To bemore
precise, θ = 0 corresponds to this special case.
Observe that ‘mx’ class particles produce the offspring of all the classes whereas an ’ex’ class particle
produces offspring of its class only. This allows us to split the generator matrix into two sub-matrices as
below, which would facilitate the required analysis:[
Amx A
1
mx,ex
0 A1ex
]
and
[
Amx A
2
mx,ex
0 A2ex
]
. (14)
Note that evolution of particles corresponding to each sub-matrix can be studied separately and also ob-
serve that each of the sub-matrices corresponds to a TC-VDBP (given by (13)).
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4.2 Analysis: time evolution of the expected number of shares
We are now ready to study the time evolution of the expected number of shares in TC-VDBP.
Two different notions of total progeny: We emphasize that there are two different notions for the total
progeny in this peculiar TC-VDBP, as opposed to the standard one in the branching processes. One may
view the type-changing as the production of one offspring of a different type, and thereby adding one to
the total progeny (for each type-change). This phenomenon is the usual way the total progeny is counted
in standard BPs. Alternatively, one may not view type-change as an offspring, which can lead to a different
(new) notion of total progeny that counts only the new offspring. For instance, as we already discussed,
in a social network one needs only the count of total shares (the number of distinct users shared with the
post of interest). Inspired by social network terminology, we refer to the progeny that does not count the
type-changes as ‘number of shares,’ while the one that counts all the transitions as the usual ‘total progeny.’
In this section, we derive the time evolution of the expected number of shares. It is clear that the total
progeny of VDCBP is obtained by substituting θ = 0 in the expression for the expected number of shares.
The number of shares at a time instance, say t , represents the total accumulated population (i.e., in-
cluding the dying particles) of all types till t . We study the evolution of the number of shares for both ex-
clusive class and mixed class particles. Note that the evolution of the population of exclusive/mixed class
when initiated with its own class particle(s) is obtained using the well-known theory of non-decomposable
BPs (e.g., see [4]). The specific expression for the number of shares can be found in [3]. According to which
the number of shares say ye
l
(t ) of an Ex class till time t when initiated with its own class type-l particle is:
(see [3] for more details)
yel (t ) = g˜
e
l +h
e
l e
αe t , with g˜ el = 1+ (λ+ν)
{
A−1ex k
}
l
, hel =−(λ+ν)
{
A−1ex k
}
l
; where
•
{
A−1ex k
}
l
denote the l − th component of the vector A−1ex k;
• k= [1−θ,1−θ, · · · ,1−θ,1]T , and αe is largest the eigenvalue of the matrix Aex .
Note that we adopted the convention that ye
l
(0) = 1 for l ∈ Ex . For the sake of convenience, one can take
ye
l
(0)= 0 to study the problem without loss of generality. Basically, depending on the context of the prob-
lem, one may or may not count the starting particle as one share added. In what follows, we now have
yel (t )= g
e
l +h
e
l e
αe t , with g el =−h
e
l for l ∈ Ex , (15)
We now focus on investigating the evolution of the expected number of shares of each exclusive class when
the process starts with a mixed class particle. We obtain this by first deriving appropriate fixed point equa-
tions.
4.2.1 Derivation of an appropriate fixed point (FP) equation
Denote by yl (t ) the number of shares of Ex class till time t when the process is initiated with a type-l
particle of the Mx class, and y(t ) = {yl (t )}l represents the ‘expected shares’ vector. We conjecture that
yl (t ) satisfies a fixed point equation in an appropriate functional space, i.e., zl (t ) = G(z(t )) where z(t ) :=
{zl (t )}l represent finite number of waveforms on time interval [0,∞). We arrive at the fixed point equation
by conditioning on the events related to the first transition epoch. Let the random variable τ represent
the time instance of the first transition epoch, which is exponentially distributed with parameter λ+ν.
Conditioning on the first transition events, we observe that the number of shares y(·) satisfy the following
fixed point equation:
yl (t ) = θ
∫t
0
∑
k∈Mx
al ,k yk (t −τ)(λ+ν)e
−(λ+ν)τdτ
+ (1−θ)
∫t
0
∑
k∈Mx
ml ,k (1+ yk (t −τ))(λ+ν)e
−(λ+ν)τdτ
+ (1−θ)
∫t
0
∑
k∈Ex
ml ,k (1+ y
e
k (t −τ)) (λ+ν)e
−(λ+ν)τdτ.
The above is due to the following reasons:
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• The type-l undergoes a shift transition w.p. θ, its type gets changed to type-k of the same class (i.e.,
Mx ).
• The type-l undergoes a share transition w.p. 1−θ it producesml ,k offspring belonging to either class
Mx or Ex . As per example, it produces particles of Mx when both Post-P1 and Post-P2 are shared,
whereas particles of Ex are produced when only one the posts is shared.
4.2.2 Solution of the fixed point equation
We assume the following structure for fixed point waveform, yl (t )= gl +hl e
αe t +ol e
α¯t for l ∈Mx and α¯
is a constant (which we will find out). We show that these kind of functions indeed satisfy the appropriate
fixed point equations. However, we are yet to investigate that the fixed point solution of the zl (t )=G(z(t ))
is unique, and hence, equals yl (t ) as suggested above. We now derive a solution of the above fixed point
equation. Towards this, we have the following Lemma. Letαe ,αmx be the largest eigenvalue of thematrices
(Aex − I )λν, (Amx − I )λν respectively.
Theorem 4 Whenαe > 0, i.e. the exclusive class is super-critical, a solution of the above fixed point equation
yl (t )=Gl (y(t )) is the following:
1. When the Mx population gets extinct with probability one (i.e., when αmx < 0), then yl (t ) = y
e
l
(t ) =
g e
l
+he
l
eαe t , with g e
l
=−he
l
.
2. When the Mx population survives with non zero probability (i.e., when αmx > 0), then
yl (t )= gl +hl e
αe t +ol e
α¯t (16)
where gl ,hl ,ol are as given as:
hl =
λν(1−θ)
∑
k∈Ex∪Mx ml ,k
αe
−
(1−θ)λν
∑
k∈Ex ml ,kh
e
k
(α¯−αe )
+
(1−θ)λν
(α¯−αe )
∑
k∈Mx∪Ex
α¯(λν+αe )ml ,k
−
(1−θ)λνα¯
(α¯−αe )

λν ∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
) ∑
k ′∈Ex∪Mx
mk,k ′

 (17)
gl = −
λν(1−θ)
∑
k∈Ex∪Mx ml ,k
αe
+
(1−θ)λν
∑
k∈Ex ml ,kh
e
k
α¯
−
(1−θ)λν
α¯αe
∑
k∈Mx∪Ex
(λν+αe )ml ,k
+
(1−θ)λν
α¯αe

λν ∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
) ∑
k ′∈Ex∪Mx
mk,k ′

 . (18)
ol =
(1−θ)(λν+αe )λν
(α¯−αe )α¯
(
αe
∑
k∈Ex ml ,kh
e
k
λν+αe
−
∑
k∈Mx∪Ex
ml ,k +
λν
∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
)∑
k ′∈Ex∪Mx mk,k ′
λν+αe
)
=
(1−θ)λναe
∑
k∈Ex ml ,kh
e
k
(α¯−αe )α¯
+
(1−θ)λν
(α¯−αe )α¯
(
λν
∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
) ∑
k ′∈Ex∪Mx
mk,k ′ − (λν+αe )
∑
k∈Mx∪Ex
ml ,k
)
(19)
and α¯ is as given in equation (24), i.e., α¯ = (ei g (Amx )− 1)λν. Assume that αmx is the only eigenvalue of
(Amx − I )λν larger than zero, then we have α¯=αmx .
Proof 4 As yl (t ) satisfies the following fixed point equation
yl (t ) = θ
∫t
0
∑
k∈Mx
al ,k yk (t −τ)(λ+ν)e
−(λ+ν)τdτ
+(1−θ)
∫t
0
∑
k∈Mx
ml ,k (1+ yk (t −τ))(λ+ν)e
−(λ+ν)τdτ
+(1−θ)
∫t
0
∑
k∈Ex
ml ,k (1+ y
e
k (t −τ)) (λ+ν)e
−(λ+ν)τdτ
and that it has the following structure: yl (t )= gl +hl e
αe t +ol e
α¯t for l ∈Mx .
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Directly substituting the above representation of yl (t ), we have (λν :=λ+ν):
gl +hl e
αe t +ol e
α¯t
= yl (t )= θ
∫t
0
∑
k∈Mx
al ,k
(
gk +hke
αe (t−τ)+oke
α¯(t−τ)
)
λνe
−λντdτ
+(1−θ)
∫t
0
∑
k∈Mx
ml ,k
(
1+ gk +hke
αe (t−τ)+oke
α¯(t−τ)
)
λνe
−λντdτ
+(1−θ)
∫t
0
∑
k∈Ex
ml ,k
(
1+
(
g ek +h
e
ke
αe (t−τ)
))
λνe
−λντdτ
=

θ ∑
k∈Mx
al ,kgk + (1−θ)
∑
k∈Mx
ml ,k (1+ gk )+ (1−θ)
∑
k∈Ex
ml ,k (1+ g
e
k )

 (1−e−λνt )
+ eαe t

θ ∑
k∈Mx
al ,khk + (1−θ)
∑
k∈Mx
ml ,khk + (1−θ)
∑
k∈Ex
ml ,kh
e
k

(1−e−(λν+αe )t ) λν
λν+αe
+ eα¯t

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

(1−e−(λν+α¯)t ) λν
λν+ α¯
.
Thus we need that:
gl = θ
∑
k∈Mx
al ,kgk + (1−θ)
∑
k∈Mx
ml ,k (1+ gk )+ (1−θ)
∑
k∈Ex
ml ,k (1+ g
e
k ), (20)
hl =

θ ∑
k∈Mx
al ,khk + (1−θ)
∑
k∈Mx
ml ,khk + (1−θ)
∑
k∈Ex
ml ,kh
e
k

 λν
λν+αe
and (21)
ol =

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

 λν
λν+ α¯
(22)
and that
−θ
∑
k∈Mx
al ,kgk − (1−θ)
∑
k∈Mx
ml ,k (1+ gk )− (1−θ)
∑
k∈Ex
ml ,k (1+ g
e
k )
−

θ ∑
k∈Mx
al ,khk + (1−θ)
∑
k∈Mx
ml ,khk + (1−θ)
∑
k∈Ex
ml ,kh
e
k

 λν
αe +λν
−

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

 λν
α¯+λν
= 0
which directly follows as we have y(0)= 0, i.e., the user with post of interest has not shared, and thus
gl +hl +ol = 0.
Case I: When mixed gets extinct with probability one, there is no positive α¯, that satisfies the eigen value
equation of hypothesis, also given by equation (24). In this case, we will show that ol = 0 and gl =−hl is the
solution. Note that in this case hl = h
e
l
(see equation 15). Now using (20) and (21), we have:
gl +
αe +λν
λν
hl = θ
∑
k∈Mx
al ,k (gk +hk )+ (1−θ)
∑
k∈Mx
ml ,k (1+ gk +hk )+ (1−θ)
∑
k∈Ex
ml ,k (1+ g
e
k +h
e
k )
= (1−θ)
∑
k∈Mx
ml ,k + (1−θ)
∑
k∈Ex
ml ,k , and
hl =

−gl + (1−θ) ∑
k∈Ex∪Mx
ml ,k

 λν
λν+αe
=
λν(1−θ)
∑
k∈Ex∪Mx ml ,k
αe
.
Thus, yl (t ) = y
e
l (t ) = −
λν(1−θ)
∑
k∈Ex∪Mx ml ,k
αe
+
λν(1−θ)
∑
k∈Ex∪Mx ml ,k
αe
eαe t
Case II: When ol 6= 0, then using gl +hl +ol = 0, g
e
l
+he
l
= 0 for each l (note that here hl 6= h
e
l
). And using
(20)-(22) we get
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gl +
λν+αe
λν
hl +
λν+ α¯
λν
ol = θ
∑
k∈Mx
al ,k
(
gk +hk +ok
)
+
∑
k∈Mx
(1−θ)ml ,k
(
1+ gk +hk +ok
)
+
∑
k∈Ex
(1−θ)ml ,k
(
1+ g ek +h
e
k
)
=
∑
k∈Ex∪Mx
(1−θ)ml ,k
hl =

−gl + (1−θ) ∑
k∈Ex∪Mx
ml ,k −ol
α¯+λν
λν

 λν
λν+αe
=

−gl −ol + (1−θ) ∑
k∈Ex∪Mx
ml ,k −ol
α¯
λν

 λν
λν+αe
.
Thus
hl =
λν(1−θ)
∑
k∈Ex∪Mx ml ,k −ol α¯
αe
, and gl =−hl −ol =−
λν(1−θ)
∑
k∈Ex∪Mx ml ,k −ol (α¯−αe )
αe
. (23)
Now summing equations (20)-(22), and by using hl + gl +ol = 0 and h
e
l
=−g e
l
in (21), we have:
0= gl +hl +ol =

θ ∑
k∈Mx
al ,kgk + (1−θ)
∑
k∈Mx
ml ,k (1+ gk )+ (1−θ)
∑
kEx
ml ,k (1+ g
e
k )


+

θ ∑
k∈Mx
al ,khk + (1−θ)
∑
k∈Mx
ml ,khk + (1−θ)
∑
k∈Ex
ml ,kh
e
k

(1− αe
λν+αe
)
+

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

(1− α¯
λν+ α¯
)
= −

θ ∑
k∈Mx
al ,khk + (1−θ)
∑
k∈Mx
ml ,khk + (1−θ)
∑
k∈Ex
ml ,kh
e
k

 αe
λν+αe
−

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

 α¯
λν+ α¯
+ (1−θ)
∑
k∈Mx∪Ex
ml ,k .
Substituting the value of hk as given in equation (23), we get:
−
∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
)(λν(1−θ)∑k ′∈Ex∪Mx ml ,k ′ −ol α¯
αe
)
×
αe
λν+αe
− (1−θ)
∑
kEx
ml ,kh
e
k
αe
λν+αe
−

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

 α¯
λν+ α¯
+ (1−θ)
∑
k∈Mx∪Ex
ml ,k = 0

θ ∑
k∈Mx
al ,kok + (1−θ)
∑
k∈Mx
ml ,kok

( α¯
λν+αe
−
α¯
λν+ α¯
)
= (1−θ)
∑
kEx
ml ,kh
e
k
αe
λν+αe
− (1−θ)
∑
k∈Mx∪Ex
ml ,k
+

 ∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
) ∑
k ′∈Ex∪Mx
(1−θ)mk,k ′

 λν
λν+αe
ol
λν+ α¯
λν
(
α¯
λν+αe
−
α¯
λν+ α¯
)
= 1−θ)
∑
kEx
ml ,kh
e
k
αe
λν+αe
− (1−θ)
∑
k∈Mx∪Ex
ml ,k
+ (1−θ)

 ∑
k∈Mx
(
θal ,k + (1−θ)ml ,k
) ∑
k ′∈Ex∪Mx
mk,k ′

 λν
λν+αe
(using equation (22)).
Thus ol is given by (19) given in the hypothesis of the Lemma.
Similarly, one can obtain the close form expressions for hl and gl by substituting the value of ol in (23)
and the final expressions are as in (17)-(18) given in the hypothesis of the Lemma.
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Again from (22), observe that the vector ol := {ol }l∈Mx is an eigenvector of the following matrix corre-
sponding to eigenvalue one:
λν
λν+ α¯
Ao , with Ao :=


θa1,1+ (1−θ)m1,1 θa1,2+ (1−θ)m1,2 · · · θa1,M + (1−θ)m1,M
θa2,1+ (1−θ)m2,1 θa2,2+ (1−θ)m2,2 · · · θa2,M + (1−θ)m2,M
...
θaM ,1+ (1−θ)mM ,1 θaM ,2+ (1−θ)mM ,2 · · · θaM ,M + (1−θ)mM ,M

 ,
which exactly equals Amx . In other words, we have
λν
λν+α¯
Aool = 1×ol . Thus, onemust chose a positive α¯ such
that the eigen value of λνλν+α¯
Ao is one, or in other words:
α¯= (ei g (Ao)−1)λν. (24)
Also note that when α¯> 0, then ol 6= 0 where 0 is the zero vector of appropriate order. Thus, we have
yl (t ) = gl +hl e
αe t +ol e
α¯t ; where gl ,hl ,ol are as given in by the equations 18, 17, 19.

Remarks: 1)When there are two ormore eigenvalues of (Amx− I )λν larger than 0, then onemay havemore
choices for α¯ in the above result. We need to work further to understand this type of scenarios. However, in
the branching process literature (in other contexts) it is well-known that the largest eigenvalue determines
the growth rate, and we anticipate the same here (in which case we will have α¯=αmx ).
2) Thus, we notice that for decomposable branching processes, the grow rates of the current population
(10) as well as the total shares (16) are influenced by two distinct exponential functions. Also, both of
them (like in other variants of the branching process) are influenced by the same growth patterns. Total
shares/total progeny even, in this case, does not seem to have a growth rate different from that of the
current population.
Conclusions
We study various variants of decomposable branching processes in the continuous time framework. In
literature, decomposable branching processes are relatively less studied objects compared to the non-
decomposable or irreducible counterpart. These objects are used in studyingmany real-world applications
such as cancer biology, viralmarketing, etc. We investigated the time evolution of the population of various
classes when the process is initiated by the other class particle(s). We obtained various measures such as
class-wise extinction probability, and the growth of the population of different classes in both scalar and
vector versions of the decomposable BPs. We then studied another peculiar type of decomposable branch-
ing process where any parent at the transition epoch either produces a random number of offspring, or its
type gets changedwhichmay ormay not be regarded as newoffspring produced depending on the applica-
tion. These processes arise in themodelling of content propagation of competing contents in online social
networks. We obtained extinction probability, the growth rate of class-wise population for this case also.
Additionally, we conjecture the time evolution of the expected number of shares (different from the total
progeny in irreducible branching processes) as sum of two (distinct) exponential curves corresponding to
the two classes.
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5 Appendix
Proof 5 of Theorem 1: (i) (a)
With Jk = { j1, · · · , jk } and l < j1 < ·· · < jk <m, we define the following set of indices:
Sml (Jk ) :=

{l , j1, j2, · · · , jk ,m} if Jk 6= ;{l ,m} otherwise.
For the ease of reference, we reproduce Mm(t ) given by (5) here and also write down the corresponding coef-
ficients using the above definition:
Mm(t ) = Xm(t )e
−αm t +
m−1∑
k=1
m−k∑
j1=1
m−k+1∑
j2= j1+1
m−k+2∑
j3= j2+1
· · ·
m−1∑
jk= jk−1+1
α j1 j2α j2 j3 · · ·α jkmX j1 (t )e
−αm t(
αm −α j1
)(
αm −α j2
)
· · ·
(
αm −α jk
)
=
(
am1 X1(t )+a
m
2 X2(t )+·· ·+a
m
m−1Xm−1(t )+a
m
mXm(t )
)
e−αm t , (25)
where ai
i
= 1 ∀i and am
i
is the coefficient corresponding to term Xi (t )e
−αm t in Mm(t ) and is given as:
ami =
m−i∑
k=2
m−k+1∑
j2=i+1
· · ·
m−1∑
jk= jk−1+1
αi j2α j2 j3 · · ·α jkm(
αm −αi
)(
αm −α j2
)
· · ·
(
αm −α jk
) + αim
αm −αi
; i = 1,2, · · · ,m−1
=
m−i−1∑
k=1
m−k∑
j1=i+1
· · ·
m−1∑
jk= jk−1+1
αi j1α j1 j2 · · ·α jkm(
αm −αi
)(
αm −α j2
)
· · ·
(
αm −α jk
) + αim
αm −αi
. (26)
We need to prove the following: for any δ> 0
E
[
Mm(t +δ)
∣∣∣Ft] = E[ m∑
i=1
ami Xi (t +δ)e
−αm (t+δ)
∣∣∣Ft]=Mm(t ) ∀t ; recall Ft is the natural filtration.
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Towards this, we first compute E
[
Xi (t+δ)
∣∣Ft ]. Denote by (eBmδ)i j the (i , j )-th entry of the generatormatrix5
eBmδ (see equation (2)). Appealing to the equations (4), (5) and (6) as given in [4], we can write the following
E
[
Xi (t +δ)
∣∣Ft] = (eBδ)1iX1(t )+ (eBδ)2iX2(t )+·· ·+ (eBδ)i−1iXi−1(t )+ (eBδ)i iXi (t ); and
E
[
Mm(t +δ)
∣∣∣Ft] = e−αm (t+δ)E[am1 X1(t +δ)+am2 X2(t +δ)+·· ·+ammXm(t +δ)∣∣∣Ft]
= e−αm (t+δ)
(
m∑
i=1
(
eBδ
)
1ia
m
i X1(t )+
m∑
i=2
(
eBδ
)
2ia
m
i X2(t )+·· ·+
+
m∑
i=m−1
(
eBδ
)
m−1ia
m
i Xm−1(t )+
(
eBδ
)
mma
m
mXm(t )
)
. (27)
Observe that if we prove
∑m
i= j
(
eBmδ
)
j ia
m
i
= am
j
eαmδ∀ j , then using equations (27) and (25), it follows
that
E
[
Mm(t +δ)
∣∣Ft ]=Mm(t ) ∀ δ> 0 and hence the proof would be complete.
Claim: We have 6
∑m
i= j
(
eBmδ
)
j ia
m
i
= am
j
eαmδ for any j .
We begin with expanding the summation as follows:
m∑
i= j
(
eBmδ
)
j ia
m
i =
(
eBmδ
)
j j a
m
j
+
(
eBmδ
)
j j+1a j+1
+ ·· ·+
(
eBδ
)
jma
m
m , (28)
Using Lemma 1 and equation (26), these terms can be rewritten as
m∑
i= j
(
eBmδ
)
j ia
m
i = e
α jδ

m− j−1∑
k=1
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jkm
(αm −α j )(αm −α j1 ) · · · (αm −α jk )
+
α jm
αm −α j


+ α j j+1
eα jδ−eα j+1δ
α j −α j+1

m− j−2∑
k=1
m−k∑
j1= j+2
· · ·
m−1∑
jk= jk−1+1
α j+1 j1α j1 j2 · · ·α jkm
(αm −α j+1)(αm −α j1 ) · · · (αm −α jk )
+
α j+1m
αm −α j+1


+

α j j+2 eα jδ−eα j+2δα j −α j+2 +
1∑
k=1
j+1∑
j1= j+1
∑
p∈S
j+2
j
(Jk )
α j j1α j1 j+2e
αpδ∏
l∈S
j+2
j
(Jk ):l 6=p
(αp −αl )


×

m− j−3∑
k=1
m−k∑
j1= j+3
· · ·
m−1∑
jk= jk−1+1
α j+2 j1α j1 j2 · · ·α jkm
(αm −α j+2)(αm −α j1 ) · · · (αm −α jk )
+
α j+2m
αm −α j+2

+·· ·+
+

α j i eα jδ−eαiδ
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk i e
αpδ∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )


×

m−i−1∑
k=1
m−k∑
j1=i+1
· · ·
m−1∑
jk= jk−1+1
αi j1α j1 j2 · · ·α jkm
(αm −αi )(αm −α j1 ) · · · (αm −α jk )
+
αim
αm −αi


+
...
+
+

α jm−2 eα jδ−eαm−2δ
α j −αm−2
+
m− j−3∑
k=1
m−2−k∑
j1= j+1
· · ·
m−3∑
jk= jk−1+1
∑
p∈Sm−2
j
(Jk )
α j j1α j1 j2 · · ·α jkm−2e
αpδ∏
l∈Sm−2
j
(Jk ):l 6=p
(αp −αl )


×
(
αm−2m−1αm−1m
(αm −αm−2)(αm −αm−1)
+
αm−2 m
αm −αm−2
)
5eBmδ = I +Bmδ+
(Bmδ)
2
2! ++
(Bmδ)
3
3! +·· · ; where I is the identity matrix of appropriate order.
6The first term is
(
eBδ
)
j j a
m
j
, the second term is
(
eBδ
)
j j+1a j+1 Note that equation (49) of Lemma 1 stops with the first term in
RHS when i = p+1, and amm = 1.
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+
α jm−1 eα jδ−eαm−1δ
α j −αm−1
+
m− j−2∑
k=1
m−1−k∑
j1= j+1
· · ·
m−2∑
jk= jk−1+1
∑
p∈Sm−1
j
(Jk )
α j j1α j1 j2 · · ·α jkm−1e
αpδ∏
l∈Sm−1
j
(Jk ):l 6=p
(αp −αl )

 αm−1m
αm −αm−1
+
+
eα jδ−eαmδ
α j −αm
α jm +
m− j−1∑
k=1
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
∑
p∈Sm
j
(Jk )
α j j1α j1 j2 · · ·α jkme
αpδ∏
l∈Sm
j
(Jk ):l 6=p (αp −αl )
.
One can write the above in compact form as
m∑
i= j
(
eBmδ
)
j ia
m
i = e
α jδ

m− j−1∑
k=1
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jkm
(αm −α j )(αm −α j1 ) · · · (αm −α jk )
+
α jm
αm −α j


+ α j j+1
eα jδ−eα j+1δ
α j −α j+1

m− j−2∑
k=1
m−k∑
j1= j+2
· · ·
m−1∑
jk= jk−1+1
α j+1 j1α j1 j2 · · ·α jkm
(αm −α j+1)(αm −α j1 ) · · · (αm −α jk )
+
α j+1m
αm −α j+1


+
m−2∑
i= j+2

α j i eα jδ−eαiδ
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk i e
αpδ∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )


×

m−i−1∑
k=1
m−k∑
j1=i+1
· · ·
m−1∑
jk= jk−1+1
αi j1α j1 j2 · · ·α jkm
(αm −αi )(αm −α j1 ) · · · (αm −α jk )
+
αim
αm −αi


+

α jm−1 eα jδ−eαm−1δ
α j −αm−1
+
m− j−2∑
k=1
m−1−k∑
j1= j+1
· · ·
m−2∑
jk= jk−1+1
∑
p∈Sm−1
j
(Jk )
α j j1α j1 j2 · · ·α jkm−1e
αpδ∏
l∈Sm−1
j
(Jk ):l 6=p
(αp −αl )

 αm−1m
αm −αm−1
+
+
eα jδ−eαmδ
α j −αm
α jm +
m− j−1∑
k=1
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
∑
p∈Sm
j
(Jk )
α j j1α j1 j2 · · ·α jkme
αpδ∏
l∈Sm
j
(Jk ):l 6=p (αp −αl )︸ ︷︷ ︸
. (29)
We claim that the simplification of the equation (29) yields the terms containing eαmδ only and all the others
cancel. We first gather the coefficient of eαmδ in the equation (29). Observe that the terms containing eαmδ
appear only in the last line in this equation with p =m and is given as
m− j−1∑
k=1
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jkme
αmδ
(αm −α j )(αm −α j1 ) · · · (αm −α jk )
+
α jme
αmδ
αm −α j
which is equal to am
j
eαmδ. (30)
Thus, we get am
j
as the net coefficient of eαmδ. We will now show the net coefficient of eαlδ, where l 6=m are
all zero. Define Υ j as the net coefficient of e
α jδ (in equation (29)) and we begin with j =m− 1. Basically
Υm−1 is obtained with p =m−1 in the last two lines of equation (29) and one additional term in the second
last line.
Υm−1 =

−α jm−1eαm−1δ
α j −αm−1
+
m− j−2∑
k=1
m−1−k∑
j1= j+1
· · ·
m−2∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jkm−1e
αm−1δ
(αm−1−α j )(αm−1−α j1 ) · · · (αm−1−α jk )

 αm−1m
αm −αm−1
+
m− j−1∑
k=1
∑∑
· · ·
∑

jk =m−1 : j +1≤ j1 ≤m−k,
.
.
.
jk−3+1≤ jk−2 ≤m−3
jk−1+1≤m−1


α j j1α j1 j2 · · ·α jkme
αm−1δ
(αm−1−α j )(αm−1−α j1 ) · · · (αm−1−α jk )
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= −
α jm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−αm)
−
m− j−2∑
k=1
m−1−k∑
j1= j+1
· · ·
m−2∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jkm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−α j1 ) · · · (αm−1−α jk )(αm−1−αm)
+
α jm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−αm)
+
m− j−1∑
k=2
∑∑
· · ·
∑

j +1≤ j1 ≤m−k,
.
.
.
jk−3+1≤ jk−2 ≤m−3
jk−1 ≤m−2


α j j1α j1 j2 · · ·α jk−1m−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−α j1 ) · · · (αm−1−α jk−1 )
( substituting jk )
= −
α jm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−αm)
−
m− j−2∑
k=1
m−1−k∑
j1= j+1
· · ·
m−2∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jkm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−α j1 ) · · · (αm−1−α jk )(αm−1−αm)
+
α jm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−αm)
+
m− j−2∑
k=1
∑∑
· · ·
∑

j +1≤ j1 ≤m−k,
.
.
.
jk−2+1≤ jk−1 ≤m−3
jk ≤m−2


α j j1α j1 j2 · · ·α jkm−1αm−1me
αm−1δ
(αm−1−α j )(αm−1−α j1 ) · · · (αm−1−α jk )(αm−1−αm)
= 0
Hence we see thatΥm−1 = 0.
In similar way, the coefficient of eαm−2δ is obtained by taking the last three lines of the equation 29 and so
on.
Observe that Υ j (see equation (29)) can be written as Υ j =
∑
l Υ
l
j
, where Υl
j
are the components contain-
ing the product of l−terms in the numerator and appearing with eα jδ. Further, note that Υ j involves the
greatest complexity among all in terms of number of terms appearing. In general, we have
Comp
(
Υ j
)
>Comp
(
Υ j+1
)
· · · >Comp
(
Υm−1
)
, where Comp
(
Υi
)
is the complexity ofΥi .
Thus, the computations of Υ j+1, · · ·Υm−2 and so on follow quite similar method as applied on a part of Υ j .
One can easily verify that Υ j+1,Υ j+2, · · · to be zero once we show Υ j = 0.
7 Towards showing Υ j = 0, we first
gather Υ1
j
, i.e., all terms containing eα jδ appearing with one term in the numerator (coming from the last
term of the first line and the first term of the last line of the equation (29)):
eα jδ
α jm
αm −α j
+
eα jδ
α j −αm
α jm = 0.
Now gather all terms containing eα jδ appearing with product of two terms in the numerator. These are
obtained by putting k = 1 in the first and the last line (additionally p = j for the last line)8, and collecting the
7Illustration for computationΥ j+1 is given after showingΥ j = 0 and rest of them follow similar logic.
8Note that J1 = { j1} and S
m
j
(J1)= { j , j1,m}.
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intermediate terms which contain α j j+1α j+1m , · · · so on as their parts. So,
Υ
2
j =
m−1∑
j1= j+1
α j j1α j1me
α jδ(
αm −α j
)(
αm −α j1
) −α j j+1 α j+1meα jδ
(α j −α j+1)(α j+1−αm)
−α j j+2
α j+2me
α jδ
(α j −α j+2)(α j+2−αm)
−·· ·
−· · ·−
α jm−1αm−1me
α jδ
(α j −αm−1)(αm−1−αm)
+
m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j −α j1
)(
α j −αm
)
=
m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j −αm
)(
α j1 −αm
) − m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j −α j1
)(
α j1 −αm
) + m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j −αm
)(
α j −α j1
)
=
m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j1 −αm
)
(
1(
α j −αm
) − 1
α j −α j1
)
+
m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j −α j1
)(
α j −αm
)
=
m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j1 −αm
) αm −α j1(
α j −αm
)
(α j −α j1 )
+
m−1∑
j1= j+1
α j j1α j1me
α jδ(
α j −αm
)(
α j −α j1
) = 0.
Thus, we get zero as the coefficient of eα jδ when it appears with the product of the two terms, i.e., Υ2
j
= 0.
We will now consider the overall coefficient of eα jδ constructed using all components have r ≥ 3 number of
terms in the numeratorΥr
j
and show that the overall coefficientΥr
j
is again zero. Once this is done, the proof
is complete for j , i.e., the sum of all the terms containing term eα jδ,Υ j = 0.
Towards this we will have terms like the following, each of which can be split as below into 4 different
sub-terms (one for each i and note only terms containing eα jδ (with p = j in the second one) are considered);
and from among these we need to extract the ones that can be a part of the computation ofΥr
j
:

α j i eα jδ
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jk i e
α jδ∏
l∈Si
j
(Jk ):l 6= j
(α j −αl )


×

m−i−1∑
k=1
m−k∑
j1=i+1
· · ·
m−1∑
jk= jk−1+1
αi j1α j1 j2 · · ·α jkm∏
l∈Sm
i
(Jk ):l 6=m(αm −αl )
+
αim
αm −αi


=
m−i−1∑
k=1
m−k∑
j1=i+1
· · ·
m−1∑
jk= jk−1+1
α j i e
α jδ
α j −αi
αi j1α j1 j2 · · ·α jkm∏
l∈Sm
i
(Jk ):l 6=m(αm −αl )
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jk i e
α jδ∏
l∈Si
j
(Jk ):l 6= j
(α j −αl )
αim
αm −αi
(31)
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
α j j1α j1 j2 · · ·α jk i e
α jδ∏
l∈Si
j
(Jk ):l 6= j
(α j −αl )
×
m−i−1∑
k ′=1
m−k ′∑
j1=i+1
· · ·
m−1∑
j ′
k
= jk′−1+1
αi j1α j1 j2 · · ·α jk′m∏
l∈Sm
i
(Jk′ ):l 6=m
(αm −αl )
+
α j iαim
(α j −αi )(αm −αi )
(32)
Using the above split after gathering required terms with product of r -terms in the numerator (from (29 and
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the Lemma) we have9:
Υ
r
j =
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jr−1me
α jδ
(αm −α j )(αm −α j1 ) · · · (αm −α jr−1 )︸ ︷︷ ︸
from
(
eBmδ
)
j j a
m
j
component
+
m−r+1∑
i= j+1
m−r+2∑
j1=i+1
· · ·
m−1∑
jr−2= jr−3+1
α j iαi j1α j1 j2 · · ·α jr−2me
α jδ
(α j −αi )(αm −αi )(αm −α j1 )(αm −α j2 ) · · · (αm −α jr−2 )︸ ︷︷ ︸
from
(
eBmδ
)
j ia
m
i
components, with i s.t. it becomes product of r terms (k = r −2)
and using first part of the split equation (31)
+
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−2∑
jr−2= jr−3+1
m−1∑
i= jr−2+1
α j j1α j1 j2 · · ·α jr−2iαime
α jδ
(α j −α j1 ) · · · (α j −α jr−2 )(α j −αi )(αm −αi )︸ ︷︷ ︸
from the second part of the split equation (31) after rearranging
as in footnote 9 and with k = (r −2) (s.t. we have product of r terms),
i.e., first summation till j1 ≤m− r and one more ( j1 =m− r +1) term from
(
eBmδ
)
jm−1a
m
m−1
+
r−3∑
k=1
m−r+1∑
j1= j+1
· · ·
m−r+k∑
jk= jk−1+1
m−r+1+k∑
i= jk+1
α j j1α j1 j2 · · ·α jk i
(α j −α j1 ) · · · (α j −α jk )(α j −αi )
×
m−r+k+2∑
jk+1=i+1
m−r+k+3∑
jk+2= jk+1+1
· · ·
m−1∑
jr−2= jr−3+1
αi jk+1α jk+1 jk+2 · · ·α jr−2m
(αm −αi )
(
αm −α jk+1
)
· · ·
(
αm −α jr−2
)
︸ ︷︷ ︸
from the third part of the split equation given by (32)
after rearranging the order of summations as in footnote 9
and using k ′ = r −k−2
+
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jr−1me
α jδ
(α j −α j1 ) · · · (α j −α jr−1 )(α j −αm)︸ ︷︷ ︸
from
(
eBmδ
)
jm
amm
.
9 The order is interchanged from the following (with the convention that
∑b
j=a
..= 0 when b < a)
m−2∑
i= j+2
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
=
m−3− j∑
k=1
m−2∑
i=k+1+ j
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
=
m−3− j∑
k=1
m−2−k∑
j1= j+1
m−2∑
i=k+ j1
· · ·
i−1∑
jk= jk−1+1
.
.
.
=
m−3− j∑
k=1
m−2−k∑
j1= j+1
· · ·
m−4∑
jk−1= jk−2+1
m−2∑
i= jk−1+2
i−1∑
jk= jk−1+1
=
m−3− j∑
k=1
m−2−k∑
j1= j+1
· · ·
m−4∑
jk−1= jk−2+1
m−3∑
jk= jk−1+1
m−2∑
i= jk+1
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Thus, after using matching indices for all the terms:
Υ
r
j =
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jr−1me
α jδ
(αm −α j )(αm −α j1 ) · · · (αm −α jr−1 )
+
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jr−1me
α jδ
(α j −α j1 )(αm −α j1 ) · · · (αm −α jr−1 )
+
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jr−1me
α jδ
(α j −α j1 ) · · · (α j −α jr−2 )
(
α j −α jr−1
)(
αm −α jr−1
)
+
r−3∑
k=1
m−r+1∑
j1= j+1
· · ·
m−r+k∑
jk= jk−1+1
m−r+1+k∑
jk+1= jk+1
m−r+k+2∑
jk+2= jk+1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jk jk+1α jk+1 jk+2 · · ·α jr−1m(
α j −α j1
)
· · ·
(
α j −α jk
)(
α j −α jk+1
)(
αm −α jk+1
)
· · ·
(
αm −α jr−1
)
+
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1
α j j1α j1 j2 · · ·α jr−1me
α jδ
(α j −α j1 ) · · · (α j −α jr−1 )(α j −αm)
.
One can rewrite the above as
Υ
r
j =
m−r+1∑
j1= j+1
m−r+2∑
j2= j1+1
· · ·
m−1∑
jr−1= jr−2+1

 1(
αm −α j
)(
αm −α j1
)
· · ·
(
αm −α jr−1
)
+
1(
α j −α j1
)(
αm −α j1
)(
αm −α j2
)
· · ·
(
αm −α jr−2
)
+
1(
α j −α j1
)(
α j −α j2
)(
αm −α j2
)
· · ·
(
αm −α jr−2
)
+
1(
α j −α j1
)(
α j −α j2
)(
α j −α j3
)(
αm −α j3
)
· · ·
(
αm −α jr−2
)
+·· ·+
1(
α j −α j1
)
· · ·
(
α j −α jr−2
)(
αm −α jr−2
)(
αm −α jr−1
)
+
1(
α j −α j1
)
· · ·
(
α j −α jr−1
)(
α j −αm
)

 . (33)
and observe the following for any ( j1, j2, · · · jr−1):
1(
αm −α j
)(
αm −α j1
)
· · ·
(
αm −α jr−1
) + 1(
α j −α j1
)(
αm −α j1
)(
αm −α j2
)
· · ·
(
αm −α jr−2
)
︸ ︷︷ ︸
+
1(
α j −α j1
)(
α j −α j2
)(
αm −α j2
)
· · ·
(
αm −α jr−2
)
+
1(
α j −α j1
)(
α j −α j2
)(
α j −α j3
)(
αm −α j3
)
· · ·
(
αm −α jr−2
) +·· ·+
+
1(
α j −α j1
)
· · ·
(
α j −α jr−2
)(
αm −α jr−2
)(
αm −α jr−1
)
+
1(
α j −α j1
)
· · ·
(
α j −α jr−1
)(
α j −αm
)
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=
1(
αm −α j
)(
α j −α j1
)(
αm −α j2
)
· · ·
(
αm −α jr−2
) + 1(
α j −α j1
)(
α j −α j2
)(
αm −α j2
)
· · ·
(
αm −α jr−2
)
+
1(
α j −α j1
)(
α j −α j2
)(
α j −α j3
)(
αm −α j3
)
· · ·
(
αm −α jr−2
) +·· ·+
+
1(
α j −α j1
)
· · ·
(
α j −α jr−2
)(
αm −α jr−2
)(
αm −α jr−1
)
+
1(
α j −α j1
)
· · ·
(
α j −α jr−1
)(
α j −αm
) = 0 ∀r ≥ 3. (34)
Using (34), we getΥr
j
= 0 for all r ≥ 3. In all, we see that the net coefficient eα jδ is zero.
Illustration for the computation ofΥ j+1: It is obtained by substituting j1 = j+1 and p = j+1 in the terms
coming from
(
eBδ
)
im
and then gather all the terms containing eα j+1δ using similar method as employed in
obtainingΥ j . And so on for the others. Thus the claim is true and hence first result of part (i) follows.
Proof of (i) (b) In this part, we compute the expected value of Xm(t ) using equation (25) with a
j
i
as defined
previously (e.g., see equation (26)), that is:
a
j
i
=
j−i−1∑
k=1
j−k∑
j1=i+1
· · ·
j−1∑
jk= jk−1+1
αi j1α j1 j2 · · ·α jk j(
α j −αi
)(
α j −α j2
)
· · ·
(
α j −α jk
) + αi j
α j −αi
; and aii = 1 ∀i .
We have E [Mm(t )]= E [Mm(0)]= a
m
1 (using martingale property), and thus
E [Mm(t )] = E
[
Xm(t )e
−αm t
]
+
m−1∑
i=1
ami E
[
Xi (t )e
−αm t
]
= am1 e
αm t −
m−1∑
i=1
ami E
[
Xi (t )
]
. (35)
We claim that
E
[
XN (t )
]
= aN1 e
αN t +
N−1∑
j=1
PNj e
α j t ; where (36)
PN1 = −a
N
1 −
N−2∑
k=1
(−1)k
N−k∑
j1=2
N−k+1∑
j2= j1+1
· · ·
N−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·aNjk ; P
N
N−1 =−a
N−1
1 a
N
N−1; and (37)
PNj =
N− j−1∑
k=1
(−1)k
N−k∑
j1= j+1
· · ·
N−1∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·aNjk −a
j
1a
N
j , for j = 2,3 · · · ,N −2. (38)
We use the mathematical induction to prove the claim as follows. For the base case N = 2, we have
E
[
X2(t )
]
= a21e
α2t −a21E
[
X1(t )
]
= a21e
α2t −a21e
α1t = a21e
α2t +P21e
α1t .
The above is because X1(t ) is a standard (non-decomposable) branching process and E [X1(t )] = e
α1t . Thus,
the claim holds for N = 2.
We assume that the claim holds true for N = 3,4, · · · ,m, and we prove the same for N =m+1 below.
Using equation (35), we have
E
[
Xm+1(t )
]
= am+11 e
αm+1t −am+11 E
[
X1(t )
]
−am+12 E
[
X2(t )
]
−·· ·−am+1m E
[
Xm(t )
]
.
We now substitute value of E
[
X j (t )
]
for j = 1,2, · · · ,m as per the claim (see 36)
E
[
Xm+1(t )
]
= am+11 e
αm+1t −am+11 e
α1t −
m∑
p=2
a
p
1 a
m+1
p e
αp t −
m∑
p=2
p−1∑
j=1
P
p
j
am+1p e
α j t ; with P ii = 1 ∀i .
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Substituting P
p
j
using equations (37) and (38) in the above equation, we get
E
[
Xm+1(t )
]
= am+11 e
αm+1t −am+11 e
α1t −
m∑
p=2
a
p
1 a
m+1
p e
αp t
+
m∑
p=2
am+1p

ap1 + p−2∑
k=1
(−1)k
p−k∑
j1=2
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk

eα1t
+
m∑
p=3
am+1p

p−1∑
j=2
a
j
1a
p
j
eα j t −
p−2∑
j=2
p− j−1∑
k=1
(−1)k
p−k∑
j1= j+1
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·a
p
jk
eα j t


= am+11
(
eαm+1t −eα1t
)
−
m∑
p=2
a
p
1 a
m+1
p e
αp t +
m∑
p=2
a
p
1 a
m+1
p e
α1t
+
m∑
p=2
p−2∑
k=1
(−1)k
p−k∑
j1=2
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p e
α1t
+
m∑
p=3
p−1∑
j=2
a
j
1a
p
j
am+1p e
α j t −
m∑
p=3
p−2∑
j=2
p− j−1∑
k=1
(−1)k
p−k∑
j1= j+1
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·a
p
jk
am+1p e
α j t . (39)
Changing the order of summations:
m∑
p=3
p−2∑
k=1
(−1)k
p−k∑
j1=2
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
=
m−2∑
k=1
(−1)k
m∑
p=k+2
p−k∑
j1=2
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
=
m−2∑
k=1
(−1)k
m−k∑
j1=2
m∑
p= j1+k
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
=
m−2∑
k=1
(−1)k
m−k∑
j1=2
m−k+1∑
j2= j1+1
m∑
p= j2+k−1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
= .... =
m−2∑
k=1
(−1)k
m−k∑
j1=2
m−k+1∑
j2= j1+1
· · ·
m−1∑
jk= jk−1+1
m∑
p= jk+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p .
To summarize (changing order), we have
m∑
p=3
p−2∑
k=1
(−1)k
p−k∑
j1=2
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
=
m−2∑
k=1
(−1)k
m−k∑
j1=2
m−k+1∑
j2= j1+1
· · ·
m−1∑
jk= jk−1+1
m∑
p= jk+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p . (40)
Observe that
m∑
p=2
a
p
1 a
m+1
p +
m−2∑
k=1
(−1)k
m−k∑
j1=2
m−k+1∑
j2= j1+1
· · ·
m−1∑
jk= jk−1+1
m∑
p= jk+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
=−
m−1∑
k=1
(−1)k
m+1−k∑
j1=2
m−k+2∑
j2= j1+1
· · ·
m∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·am+1jk
;
=⇒
m∑
p=2
a
p
1 a
m+1
p +
m∑
p=3
p−2∑
k=1
(−1)k
p−k∑
j1=2
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·a
p
jk
am+1p
=−
m−1∑
k=1
(−1)k
m+1−k∑
j1=2
m−k+2∑
j2= j1+1
· · ·
m∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·am+1jk
. (41)
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Similarly, it is easy to verify that
−
m∑
p=2
a
p
1 a
m+1
p e
αp t +
m∑
p=3
p−1∑
j=2
a
j
1a
p
j
am+1p e
α j t
−
m∑
p=3
p−2∑
j=2
p− j−1∑
k=1
(−1)k
p−k∑
j1= j+1
p−k+1∑
j2= j1+1
· · ·
p−1∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·a
p
jk
am+1p e
α j t
=−
m∑
j=2
a
j
1a
m+1
j e
α j t +
m−1∑
j=2
m− j∑
k=1
(−1)k
m−k+1∑
j1= j+1
· · ·
m∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·am+1jk
eα j t (42)
Substituting the expressions of equations (41) and (42 ) in 39, we obtain
E
[
Xm+1(t )
]
= am+11
(
eαm+1t −eα1t
)
−
m−1∑
k=1
(−1)k
m+1−k∑
j1=2
m−k+2∑
j2= j1+1
· · ·
m∑
jk= jk−1+1
a
j1
1 a
j2
j1
· · ·am+1jk
−
m∑
j=2
a
j
1a
m+1
j e
α j t +
m−1∑
j=2
m− j∑
k=1
(−1)k
m−k+1∑
j1= j+1
· · ·
m∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·am+1jk
eα j t
= am+11 e
αm+1t +
m∑
j=1
Pm+1j e
α j t ; and this completes the induction based proof.
Hence we have E
[
Xm(t )
]
= am1 e
αm t +
∑m−1
j=1
Pm
j
eα j t .
Proof of (ii) When α1 > α2 > ·· · > αm , the martingale Mm(t ) is positive for all t ≥ 0. Using the fact that
Mm(t ) is positive, it converges almost surely to non-negative integrable random variable Wm(e.g., see [12]).
And hence
Xm(t )e
−αm t +
m−1∑
k=1
m−k∑
j1=1
m−k+1∑
j2= j1+1
m−k+2∑
j3= j2+1
· · ·
m−1∑
jk= jk−1+1
α j1 j2α j2 j3 · · ·α jkmX j1 (t )e
−αm t(
αm −α j1
)(
αm −α j2
)
· · ·
(
αm −α jk
) a.s.−−→Wm
Equivalently,
∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣ a.s.−−→ 0. (43)
We show the following with Pm
j
(as defined previously).∣∣∣∣∣∣Xm(t )e−αm t −W1Pm1 eα1te−αm t +
m−1∑
j=2
W j a
m
j e
(α j−αm )t
−
m−2∑
j=2
m− j−1∑
k=1
(−1)k
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
W j a
j1
j
a
j2
j1
· · ·amjk
e(α j−αm )t −Wm
∣∣∣∣∣∣ a.s.−−→ 0.
In a compact form, we claim that ∣∣∣∣∣∣XN (t )e−αN t −
N−1∑
i=1
PN
i
ai1
Wi e
(αi−αN )t −WN
∣∣∣∣∣∣ a.s.−−→ 0. (44)
As before, we again use mathematical induction to prove this result. Base case, i.e., for N = 2, we have (using
equation (43)) ∣∣∣X2(t )e−α2t +a21X1(t )e−α2t −W2∣∣∣ a.s.−−→ 0, and ∣∣∣W1−X1(t )e−α1t ∣∣∣ a.s.−−→ 0
where W1,W2 are non-negative random variables. The base case immediately follows from the fact that
P21 =−a
2
1 and a
1
1 = 1, hence
∣∣∣∣X2(t )e−α2t − P21a11 X1(t )e−α2t −W2
∣∣∣∣ a.s.−−→ 0.
Now assume that the result (44 holds for all N = 3, · · · ,m−1.We now show it for N =m as follow:
Xm(t )e
−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm = Xm(t )e
−αm t −Wm +a
m
1 e
(α1−αm )t
(
X1(t )e
−α1t −W1+W1
)
+
+
m−1∑
k=2
amk e
(αk−αm )t

Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk +
k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t +Wk

 .
24
On rearranging the terms, then Xm(t )e
−αm t +
∑m−1
i=1
am
i
Xi (t )e
−αm t −Wm equals
= Xm(t )e
−αm t +am1 W1e
(α1−αm )t +
m−1∑
k=2
amk

k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αm )t +Wke
(αk−αm )t

−Wm
︸ ︷︷ ︸
+am1 e
(α1−αm )t
(
X1(t )e
−α1t −W1
)
︸ ︷︷ ︸+
m−1∑
k=2
amk e
(αk−αm )t

Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


︸ ︷︷ ︸
Nowusing the following inequality: if D = A+B+C then |D| ≥ |A|−|B |−|C |where A,B ,C ,D are real numbers.
In what follows, we can write∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣
≥
∣∣∣∣∣∣∣Xm(t )e
−αm t +am1 W1e
(α1−αm )t +
m−1∑
k=2
amk

k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αm )t +Wke
(αk−αm )t

−Wm
∣∣∣∣∣∣∣
−
∣∣∣∣am1 e(α1−αm )t (X1(t )e−α1t −W1)
∣∣∣∣−m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


∣∣∣∣∣∣∣
=
∣∣∣∣∣∣Xm(t )e−αm t +W1e(α1−αm )t
(
am1 +
m−1∑
k=2
amk P
k
1
)
+
m−1∑
k=3
k−1∑
i=2
amk
Pk
i
ai1
Wi e
(αi−αm )t +
m−1∑
k=2
Wka
m
k e
(αk−αm )t −Wm
∣∣∣∣∣∣
−
∣∣∣∣am1 e(α1−αm )t (X1(t )e−α1t −W1)
∣∣∣∣−m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


∣∣∣∣∣∣∣ .
Observe that am1 +
∑m−1
k=2
am
k
Pk1 =−P
m
1 . Changing the order of summations, we obtain∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣
≥
∣∣∣∣∣∣Xm(t )−Pm1 W1eα1t +
m−2∑
i=2
m−1∑
k=i+1
amk
Pk
i
ai1
Wi e
(αi−αm )t +
m−1∑
k=2
Wka
m
k e
(αk−αm )t −Wm
∣∣∣∣∣∣
−
∣∣∣∣am1 e(α1−αm )t (X1(t )e−α1t −W1)
∣∣∣∣−m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


∣∣∣∣∣∣∣ . (45)
Now observe the following
n−1∑
m= j+1
Pmj a
n
m =
n−1∑
m= j+1
m− j−1∑
k=1
(−1)k
m−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
a
j
1a
j1
j
a
j2
j1
· · ·amjk
anm −
n−1∑
m= j+1
a
j
1a
m
j a
n
m .
By changing a series of order of summations as before (e.g., see 40), we have
n−1∑
m= j+1
Pmj a
n
m =
n− j−1∑
k=1
(−1)k
n−k∑
j1= j+1
· · ·
m−1∑
jk= jk−1+1
n−1∑
m= jk+1
a
j
1a
j1
j
a
j2
j1
· · ·amjk
anm −
n−1∑
m= j+1
a
j
1a
m
j a
n
m . (46)
Thus,
∑n−1
m= j+1
Pm
j
anm +a
m
j
anm = −P
n
j
. Substituting
∑n−1
m= j+1
Pm
j
anm = −P
n
j
−am
j
anm in the inequality as given
in (45): ∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣
≥
∣∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
+am
j
anm
ai1
Wi e
(αi−αm )t +
m−1∑
k=2
Wka
m
k e
(αk−αm )t −Wm
∣∣∣∣∣∣
−
∣∣∣∣am1 e(α1−αm )t (X1(t )e−α1t −W1)
∣∣∣∣−m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


∣∣∣∣∣∣∣ (47)
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Note that
Xm(t )e
−αm t −
m−1∑
i=1
Pm
i
+am
j
anm
ai1
Wi e
(αi−αm )t +
m−1∑
k=2
Wka
m
k e
(αk−αm )t −Wm
= Xm(t )e
−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm︸ ︷︷ ︸
+
m−1∑
k=2
Wka
m
k e
(αk−αm )t −
m−1∑
i=1
am
j
anm
ai1
Wi e
(αi−αm )t
︸ ︷︷ ︸
; as before
∣∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
+am
j
anm
ai1
Wi e
(αi−αm )t +
m−1∑
k=2
Wka
m
k e
(αk−αm )t −Wm
∣∣∣∣∣∣
≥
∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm
∣∣∣∣∣−
∣∣∣∣∣
m−1∑
k=2
Wka
m
k e
(αk−αm )t
∣∣∣∣∣−
∣∣∣∣∣∣
m−1∑
i=1
am
j
anm
ai1
Wi e
(αi−αm )t
∣∣∣∣∣∣
In what follows, the inequality in the equation 47 becomes∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣≥
∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm
∣∣∣∣∣
−
∣∣∣∣∣
m−1∑
k=2
Wka
m
k e
(αk−αm )t
∣∣∣∣∣−
∣∣∣∣∣∣
m−1∑
i=1
am
j
anm
ai1
Wi e
(αi−αm )t
∣∣∣∣∣∣
−
∣∣∣∣am1 e(α1−αm )t (X1(t )e−α1t −W1)
∣∣∣∣−m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


∣∣∣∣∣∣∣
Observe that the above inequality holds for all the sample paths, i.e., for any ω ∈Ω, we have∣∣∣∣∣Xm(t ,ω)e−αm t +
m−1∑
i=1
ami Xi (t ,ω)e
−αm t −Wm(ω)
∣∣∣∣∣≥
∣∣∣∣∣Xm(t ,ω)e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi (ω)e
(αi−αm )t −Wm(ω)
∣∣∣∣∣
−
∣∣∣∣∣
m−1∑
k=2
Wk (ω)a
m
k e
(αk−αm )t
∣∣∣∣∣−
∣∣∣∣∣∣
m−1∑
i=1
am
j
anm
ai1
Wi (ω)e
(αi−αm )t
∣∣∣∣∣∣−
∣∣∣∣am1 e(α1−αm )t (X1(t ,ω)e−α1t −W1(ω))
∣∣∣∣
−
m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t ,ω)e−αk t − k−1∑
i=1
Pk
i
ai1
Wi (ω)e
(αi−αk )t −Wk (ω)


∣∣∣∣∣∣∣ ; thus
∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm
∣∣∣∣∣≤
∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣
+
∣∣∣∣∣
m−1∑
k=2
Wk (ω)a
m
k e
(αk−αm )t
∣∣∣∣∣+
∣∣∣∣∣∣
m−1∑
i=1
am
j
anm
ai1
Wi (ω)e
(αi−αm )t
∣∣∣∣∣∣+
∣∣∣∣am1 e(α1−αm )t (X1(t ,ω)e−α1t −W1(ω))
∣∣∣∣
+
m−1∑
k=2
∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t ,ω)e−αk t + k−1∑
i=1
Pk
i
ai1
Wi (ω)e
(αi−αk )t −Wk (ω)


∣∣∣∣∣∣∣ . (48)
Appealing to the continuous mapping Theorem10 in almost sure convergence (see Theorem 17.5 [14]),
and using limt→∞ e
(αi−αk )t = 0 (∵αk >αi ∀k > i ).∣∣∣∣am1 e(α1−αm )t (X1(t )e−α1t −W1)
∣∣∣∣ a.s.−−→ 0 and∣∣∣∣∣∣∣
(
amk e
(αk−αm )t
)Xk (t )e−αk t − k−1∑
i=1
Pk
i
ai1
Wi e
(αi−αk )t −Wk


∣∣∣∣∣∣∣
a.s.
−−→ 0 ∀ k <m and so on.
10If Xn
a.s.
−−−→ X , then f (Xn )
a.s.
−−−→ f (X ) where f (.) is a continuous function.
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Basically, all the terms on the right hand side of the equation 48 are converging to zero almost surely. Thus,
we get the desired result ∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm
∣∣∣∣∣ a.s.−−→ 0.
And, for sufficiently large t , we have Xm(t )≈
m−1∑
i=1
Pm
i
ai1
Wi e
αi t +Wme
αm t .

Lemma 1 With Bm as the generator matrix of the process for 2≤m ≤ n and
(
Bkm
)
j i be the ( j , i )−th entry of
the matrix (Bm)
n . We have
(
eBmδ
)
kk = e
αkδ ∀ k and for 1≤ j < i ≤m
(
Bnm
)
j i = α j i
αn
j
−αn
i
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk i∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )
αnp ; and
(
eBmδ
)
j i = α j i
eα jδ−eαiδ
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk i∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )
eαpδ. (49)
Proof 6 We prove it through the method of induction. Firstly, note that one can decompose the generator
matrix as below.
Bm =


α1 α12 · · · α1m−1 α1m
0 α2 · · · α2m−1 α2m
...
...
. . .
...
...
0 0 · · · αm−1 αm−1m
0 0 · · · 0 αm


=
[
Bm−1 C
0 αm
]
; C = [α1m ,α2m , · · · ,αm−1m]. (50)
We require to compute Bnm . With the help above decomposition (50), we have the following
B2m =
[
Bm−1 C
0 αm
][
Bm−1 C
0 αm
]
=
[
B2m−1 Bm−1C +αmC
0 α2m
]
; and in general
Bnm =

 Bnm−1 (Bn−1m−1+αmBn−2m−1+·· ·+αk−1m Bn−km−1+·· ·+αn−2m Bm−1+αn−1m I )C
0 αnm

 ; (51)
where I is the identity matrix of the appropriate order.
Induction: For m = 2, we have B1 =α1,C =α12,αm =α2 and
Bn2 =

α
n
1 α12
αn1−α
n
2
α1−α2
0 αn2

 ; and eB2δ =

e
α1δ α12
eα1δ−eα2δ
α1−α2
0 eα2δ

 . (52)
We see that each entry of eB2δ is according to (49). Thus, the claim hold for m = 2.
Assume that result holds for m−1, by which we have
(
eBδ
)
kk = e
αkδ ∀ k ≤m−1 and for 1≤ j < i ≤m−1
(
Bnm−1
)
j i = α j i
αn
j
−αn
i
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk iα
n
j∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )
; and (53)
(
eBm−1δ
)
j i = α j i
eα jδ−eαiδ
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk i e
α jδ∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )
. (54)
We have to prove it for m. From (51) it is clear that to compute Bnm , we need to compute its last column
only (as the rest of the entries are given by Bnm−1). Further, observe that in the most general case, we require
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to compute the first element of the last column of eBmδ only while the rest of the entries are filled by suitably
changing the role of the indices. Utilizing both the facts, it suffices to compute
(
Bnm
)
1m only in order to get the
full matrix Bnm and hence e
Bmδ. We thus calculate the first entry of the last column as follows(
Bn−1m−1+αmB
n−2
m−1+·· ·+α
k−1
m B
n−k
m−1+·· ·+α
n−2
m Bm−1+α
n−1
m I
)
C =
n∑
k1=1
α
k1−1
m B
n−k1
m−1 C .
Note that it is obtained by multiplying the first row, say [b1,b2, · · · ,bm−1], of the matrix
∑n
k1=1
α
k1−1
m B
n−k1
m−1
with the vector C. Using equation (53) for j = 1, we have
b1 =
n∑
k1=1
α
k1−1
m α
n−k1
1 ;
bi =
n∑
k1=1
α
k1−1
m

α1i αn−k11 −αn−k1i
α1−αi
+
i−2∑
k=1
i−k∑
j1=2
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si1(Jk )
α1 j1α j1 j2 · · ·α jk iα
n−k1
p∏
l∈Si1(Jk ):l 6=p
(αp −αl )

∀ i ≥ 2
=
α1iα
n
1
(α1−αi )(α1−αm)
+
α1iα
n
i
(αi −α1)(αi −αm)
+
α1iα
n
m
(αm −α1)(αm −αi )
+
i−2∑
k=1
i−k∑
j1=2
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si1(Jk )
α1 j1α j1 j2 · · ·α jk i∏
l∈Si1(Jk ):l 6=p
(αp −αl )
αnp −α
n
m
αp −αm
.
And
(
Bnm
)
1m =
m−1∑
i=1
biαim =α1m
αn1 −α
n
m
α1−αm
+
m−1∑
i=2
(
α1iαimα
n
1
(α1−αi )(α1−αm)
+
α1iαimα
n
i
(αi −α1)(αi −αm)
+
α1iαimα
n
m
(αm −α1)(αm −αi )
)
+
m−1∑
i=3
i−2∑
k=1
i−k∑
j1=2
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si1(Jk )
α1 j1α j1 j2 · · ·α jk iαim∏
l∈Si1(Jk ):l 6=p
(αp −αl )
αnp −α
n
m
αp −αm
= α1m
αn1 −α
n
m
α1−αm
+
m−2∑
k=1
m−k∑
j1=2
m−k+1∑
j2= j1+1
· · ·
m−1∑
jk= jk−1+1
∑
p∈Sm1 (Jk )
α1 j1α j1 j2 · · ·α jkmα
n
p∏
l∈Sm1 (Jk ):l 6=p
(αp −αl )
.
Observe that ∑
j∈Si1(Jk )
1∏
l∈Si1(Jk ):i 6= j
(α j −αl )
= 0 ∀ i and Jk 6= ;. (55)
It is easy to verify the following using the expression for
(
Bnm
)
1m and the equation (55)
(
eBmδ
)
1m = α1m
eα1 −eαm
α1−αm
+
m−2∑
k=1
m−k∑
j1=2
m−k+1∑
j2= j1+1
· · ·
m−1∑
jk= jk−1+1
∑
p∈Sm1 (Jk )
α1 j1α j1 j2 · · ·α jkme
αp∏
l∈Sm1 (Jk ):l 6=p
(αp −αl )
.
We see that
(
eBmδ
)
1m matches the entry as per the hypothesis. And the remaining entries of the last column
of eBmδ are computed using the following observation.
Bm =


α1 α12 α13 · · · α1m−1 α1m
0 α2 α23 · · · α2m−1 α2m
0 0 α3 · · · α3m−1 α3m
...
...
. . .
...
...
0 0 0 · · · αm−1 αm−1m
0 0 0 · · · 0 αm


.
The lower m−1×m−1 block of the matrix Bm is similar to Bm−1 when all the row and column indices are
shifted above by one each. Further, as thematrices, i.e. Bm−1,Bm , are upper triangular, the lowerm−1×m−1
block of eBm preserves the structure of the matrix eBm−1 with the said indices shifting. In all, we have for
1≤ j < i ≤m
(
eBmδ
)
j i = α j i
eα jδ−eαiδ
α j −αi
+
i−1− j∑
k=1
i−k∑
j1= j+1
· · ·
i−1∑
jk= jk−1+1
∑
p∈Si
j
(Jk )
α j j1α j1 j2 · · ·α jk i∏
l∈Si
j
(Jk ):l 6=p
(αp −αl )
eαpδ. (56)
Hence proved.
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Proof 7 of Theorem 2: This proof is constructed using the standard arguments used for the extinction prob-
ability in branching processes. Appealing to Theorem 1, we have∣∣∣∣∣Xm(t )e−αm t +
m−1∑
i=1
ami Xi (t )e
−αm t −Wm
∣∣∣∣∣ a.s.−−→ 0; and (57)∣∣∣∣∣Xm(t )e−αm t −
m−1∑
i=1
Pm
i
ai1
Wi e
(αi−αm )t −Wm
∣∣∣∣∣ a.s.−−→ 0 (58)
whereW1,W2, · · · ,Wm are non-negative random variables. As we know that the above result holds when the
process is started by a type-1 particle (most general framework). We have similar results when the process is
initiated by particle(s) of some other type. For the sake of this proof, we require the equivalent of Theorem 1
when the starting particle is of type-i . Towards this, let Xi j (t ) represent the size of the type-j population at
time t, when the process starts with one type-i particle. Then the equivalent of (58) is:∣∣∣∣∣∣Xi j (t )e−α j t −
j−1∑
k=i
a
j
k
Xk j e
−α j t −Wi j
∣∣∣∣∣∣ a.s.−−→ 0
and ∣∣∣∣∣∣Xi j (t )e−α j t −
j−1∑
k=i
P
j
k
ak
i
Wk j e
(αk−α j )t −Wi j
∣∣∣∣∣∣ a.s.−−→ 0.
whereWi j ,Wi+1 j , · · · ,W j j are non-negative and integrable random variables. Observe that
Xi j (t )= 0 for some t > 0 ⇐⇒ Wi j =Wi+1 j = ·· · =W j j = 0. (59)
This is because {eα j }1≤ j≤m are linearly independent, and P
m
j
,am
j
are non zero. Further, as α1 < α2 · · · < αm ,
it is easy to see that
lim
t→∞
Xi j (t )e
−α j t =Wi j . (60)
As we have from equation (3)
qi j = P
[
Xi (t )= 0 ∀ i ≤ j for some t > 0 | X(0)= ei
]
. (61)
Recall that Xmm(t ) evolves according to a standard single-type CTBP. As we have E [ζi j logζi j ]<∞∀ i , j ,
using the well-known result for characterization of the random variableWm in irreducible BP ( [2]), we have
P (Wmm > 0)= qmm . And we precisely show that an equivalent of that holds in our framework too.
Say ζi j be the number of type-j offspring produced by one type-i particle ( j ≥ i ) at the first transition
epoch τ, then one can write:
Xi j (τ+ t ) =
j∑
k=i
ζik∑
l=1
X lk j (t );
where X l
k j
(t ) be the size of type-j produced by the l−th particle of type-k
Xi j (τ+ t )e
−α j (τ+t ) =
j∑
k=i
ζik∑
l=1
X lk j (t )e
−α j (τ+t ); now taking the limit on both the sides
lim
t→∞
Xi j (τ+ t )e
−α j (τ+t ) = lim
t→∞
j∑
k=i
ζik∑
l=1
X lk j (t )e
−α j (τ+t ).
And using equation (60), Wi j =
j∑
k=i
ζik∑
l=1
W lk j e
−α j τ; (62)
where {W l
k j
}l , for any given k and j , are IID random variables.
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Observe thatWi j = 0 if and only if W
l
i j
= 0,W l
i+1 j
= 0, · · · ,W l
j j
= 0 for all l . Define the following
ρi j := P
(
Wi j (ω)= 0
)
= P
(
∩
j
k=i
∩
ζi
l=1
W lk j (ω)= 0
)
. (63)
One can write ρi j by conditioning on the offspring of various types which are independent of each other
ρi j =
∑
ki+1,···k j
P
(
Wi j (ω)= 0
∣∣ζi i+1 = ki+1,ζi i+2 = ki+2 · · · ,ζi j = k j )P(ζi i+1 = ki+1, · · · ,ζi j = k j )
=
∑
ki+1,···k j
ρ
ki+1
i i+1
ρ
ki+2
i i+2
· · ·ρ
k j
i j
P
(
ζi i+1 = ki+1,ζi i+2 = ki+2 · · · ,ζi j = k j
)
which is the same equation satisfied by the extinction probabilities (4). Hence proved.

Proof 8 of Theorem 3: Using the linear property of expectation
E
[
Y(t +δ)T ξR2 +X(t +δ)
T
(
α2I − A11
)−1
A12ξ
R
2
∣∣X(t ),Y(t )]= E [Y(t +δ)T ξR2 ∣∣X(t ),Y(t )]
+ E
[
X(t +δ)T
(
α2I − A11
)−1
A12ξ
R
2
∣∣X(t ),Y(t )] (64)
and
E
[
Y(t +δ)T ξR2
)∣∣X(t ),Y(t )] = Y(t )T eA22δξR2 +E [Y(t +δ)T ξR2 ∣∣X(t )]
= Y(t )T ξR2 e
α2δ+X(t )T (eAδ)12ξ
R
2
E
[
X(t +δ)T
(
α2I − A11
)−1
A12ξ
R
2
∣∣X(t ),Y(t )] = E [X(t +δ)∣∣X(t ),Y(t )]T (α2I − A11)−1A12ξR2
= X(t )T eA11δ
(
α2I − A11
)−1
A12ξ
R
2 .
As we know that eA = I +A+ A
2!
+
A
3
3!
+·· · . We now computeAn as follows
A
2
=
[
A11 A12
0 A22
][
A11 A12
0 A22
]
=
[
A211 A11A12+ A12A22
0 A222
]
andA312 = A
2
11A12+ A11A12A22+ A12A
2
22 so on. Using A
n
22ξ
R
2 =α
n
2 ξ
R
2 , we get the following
(eA)12ξ
R
2 =
A12ξ
R
2
1!
+
A11A12ξ
R
2 + A12α2ξ
R
2
2!
+
A211A12ξ
R
2 + A11A12α2ξ
R
2 + A12α
2
2ξ
R
2
3!
+·· ·
=
[
I +
A11+α2I
2!
+
A211+ A11α2+α
2
2I
3!
+·· ·
]
A12ξ
R
2
=
(
I −B11
)−1
α2
[
α2
(
I −B11
)
+
α22
2!
(
I −B211
)
+
α32
3!
(
I −B311
)
+
α42
4!
(
I −B411
)
+·· ·
]
A12ξ
R
2 (B11 = A11/α2)
=
(
α2I − A11
)−1(
eα2 I −eA11
)
A12ξ
R
2
(eAδ)12ξ2 =
(
α2I − A11
)−1(
eα2δI −eA11δ
)
A12ξ
R
2 .
On substituting all these in (64)we get
e−α2(t+δ)E
[
Y(t +δ)T ξR2 +X(t +δ)
T
(
α2I − A11
)−1
A12ξ
R
2
∣∣X(t ),Y(t )]
= e−α2(t+δ)X(t )T
(
α2I − A11
)−1(
eα2δI −eA11δ
)
A12ξ
R
2
+ e−α2(t+δ)
(
Y(t )T ξR2 e
α2δ+X(t )T eA11δ(α2I − A11
)−1
A12ξ
R
2
)
= X(t )T
(
α2I − A11
)−1
e−α2t A12ξ
R
2 +e
−α2tY(t )T ξR2 . (65)
This completes the martingale part.
Convergence: When α2 > α1, then the matrix (α2I − A11) becomes an M-matrix whose inverse is a non-
negative matrix. This is because (α2I − A11) is a Z-matrix and the real part of all its eigen values are strictly
30
positive (definition in page 3 and Lemma 4.1 in [13]). Thus matrix
(
α2I − A11
)−1
has nonnegative entries,
A12 has nonnegative entries and by Perron Frobenius theory ξ2 is a positive vector and thus (65) is a nonneg-
ative vector. Thus, we have a non-negative martingale and by forward martingale convergence theorem it
converges to W˜12 which is non-negative and integrable. Thus,∣∣∣e−α2tY(t )ξR2 +e−α2tX(t )(α2I − A11)−1A12ξR2 −W˜12∣∣∣ a.s.−−→ 0. (66)
As before, we have∣∣∣e−α2tY(t )ξR2 +e−α2tW1eα1tξR1 (α2I − A11)−1A12ξR2 −W˜12∣∣∣
=
∣∣∣∣e−α2tY(t )ξR2 +e−α2t (X(t )−X(t )+W1eα1tξR1 )(α2I − A11)−1A12ξR2 −W˜12
∣∣∣∣
≤
∣∣∣e−α2tY(t )ξR2 +e−α2tX(t )(α2I − A11)−1A12ξR2 −W˜12∣∣∣
+
∣∣∣∣e−α2t (−X(t )+W1eα1tξR1 )(α2I − A11)−1A12ξR2
∣∣∣∣ .
As t → ∞, we obtain (as before )
∣∣∣e−α2tY(t )ξR2 +e−α2tW1eα1tξR1 (α2I − A11)−1A12ξR2 −W˜12∣∣∣ a.s.−−→ 0. Equiva-
lently, it is easy to see that∣∣∣Y(t )ξR2 +W1eα1tξR1 (α2I − A11)−1A12ξR2 −W˜12eα2t ∣∣∣ a.s.−−→ 0.
Further, for sufficiently large t , we have the following approximation
Y(t )T ξR2 ≈ W˜12e
α2t −W1e
α1tξR1
(
α2I − A11
)−1
A12ξ
R
2 .

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