For a long time, PageRank has been widely used for authority computation and has been adopted as a solid baseline for evaluating social influence related applications. However, when measuring the authority of network nodes, the traditional PageRank method does not take the nodes' prior knowledge into consideration. Also, the connection between PageRank and social influence modeling methods is not clearly established. To that end, this article provides a focused study on understanding PageRank as well as the relationship between PageRank and social influence analysis. Along this line, we first propose a linear social influence model and reveal that this model generalizes the PageRank-based authority computation by introducing some constraints. Then, we show that the authority computation by PageRank can be enhanced if exploiting more reasonable constraints (e.g., from prior knowledge). Next, to deal with the computational challenge of linear model with general constraints, we provide an upper bound for identifying nodes with top authorities. Moreover, we extend the proposed linear model for better measuring the authority of the given node sets, and we also demonstrate the way to quickly identify the top authoritative node sets. Finally, extensive experimental evaluations on four real-world networks validate the effectiveness of the proposed linear model with respect to different constraint settings. The results show that the methods with more reasonable constraints can lead to better ranking and recommendation performance. Meanwhile, the upper bounds formed by PageRank values could be used to quickly locate the nodes and node sets with the highest authorities.
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INTRODUCTION
Recently, a sizeable amount of network data have been accumulated in many application domains [Kwak et al. 2010; Wang et al. 2012; Zafarani et al. 2014; Xu et al. 2016] . They provide unparalleled opportunities for the researchers to understand the world and generate useful knowledge. Indeed, tremendous efforts have been made on these network data for node ranking by measuring node authorities [Farahat et al. 2006; Kleinberg 1999] or modeling social influence propagation [Aggarwal 2011; Garg et al. 2012; Goldenberg et al. 2001; Subbian et al. 2014; Zhang et al. 2014] .
In practice, both authority and influence can be used for estimating the importance of a node. Specifically, in traditional network analysis, the term authority is used for measuring the endorsement that is received by the node from its inlinks. Classic models include PageRank [Page et al. 1999] and HITS [Kleinberg 1999 ], both of which were first proposed for ranking web pages [Jeh and Widom 2003] . However, influence (or more specifically, social influence) is the impact that an individual has on others (e.g., leading to the change of their opinions or behaviors) from their outlinks. The Independent Cascade (IC) model [Goldenberg et al. 2001 ] and the Linear Threshold (LT) model [Granovetter 1978 ] are two of the most popular models for describing influence propagation. In fact, a web page is ranked high if many authoritative pages point to it, and an individual is most valuable if he/she influences many influential people. While authority and influence appear quite different at first glance, several researchers have sensed that they are essentially the same, e.g., we can interpret this type of cascade process [Prakash and Faloutsos 2012] as the individual earns authority by influencing others. Thus, some ranking work does not even distinguish between these two concepts deliberately Weng et al. 2010; . This is also the reason that the PageRank algorithm has been used as a solid baseline for evaluating influence-related applications Chen et al. 2010; Cheng et al. 2014; Goyal et al. 2011; Tang et al. 2009; .
Nonetheless, there are still several questions, and the answers to these questions may lead to the better measurement of node importance in large-scale networks. What is the connection between PageRank and social influence modeling? Can social influence models help better understand the authority values obtained by PageRank? Can the answers to the first two questions provide a better way to address some limitations of PageRank (e.g., the traditional PageRank method does not consider the prior knowledge of the nodes when measuring the authority of a node or a set of nodes)? To answer some of these questions, in our preliminary work ], we propose a linear and tractable social influence model which is an approximation of the IC model (which is intractable). Then, we show that this linear model generalizes the PageRank-based authority computation by introducing some constraints, i.e., PageRank is actually a special case of this model. Therefore, we argue that the authority of each node is essentially the collection of its influence on the network. Based on this finding, we reveal that many similar and effective authority computation methods, which consider more prior knowledge, can be obtained by simply changing the constraint settings in the proposed linear model. Meanwhile, we show that the PageRank value can be used to form an upper bound for the real authority with general constraints. This upper bound is then used to develop an efficient algorithm for finding the most authoritative nodes.
In this article, we further develop an algorithm for better exploiting the computation strategy of our proposed linear influence model by the Gauss-Seidel method. More importantly, we provide a new definition of combined influence/authority that measures the influence spread of a set of nodes. Meanwhile, we show how to quickly estimate these combined influences for ranking sets of nodes with the help of an important property, which indicates that the combined influence is no larger than the sum of the influence of each individual node. Finally, the extensive experimental results on four real-world network datasets prove the effectiveness of the linear model with constraints, the upper bounds and the combined influence. For instance, in terms of the constraints, we can conclude that the more reasonable constraints lead to the better ranking and recommendation performance, and when lacking of prior knowledge, it is a good choice to fix these constraints to be the same. Our contributions can be summarized as follows:
-By following the general assumptions in social influence analysis, we propose a linear influence model and reveal that PageRank is actually a special case of this model. In this way, we could connect PageRank with social influence analysis. -We propose a solution for better ranking nodes using prior influence constraints.
Then, we demonstrate that the choice of constraint terms in PageRank is exactly what is needed to get an efficiently solvable linear system. More importantly, we show the effect of these constraints on the performance of linear model. -In conjunction with PageRank, we introduce the idea of deriving upper bounds on the authority/influence of either a node or a set of nodes for general constraints. Exploiting the upper bounds that are discovered in this article, we develop efficient algorithms to identify Top-K nodes as well as sets of nodes.
To the best of our knowledge, this is the first comprehensive study exploring the relationship between ranking and influence, which are two key topics in social network analysis. Specifically, this study focuses on understanding the traditional PageRank from an influence perspective. It could further help other types of PageRank related methods, such as TwitterRank [Weng et al. 2010] , for better node ranking. Meanwhile, the methods developed in this article could be used in the application of social influence analysis (e.g., viral marketing ).
BACKGROUND AND RELATED WORK
In this article, we let G = (V, A, W, T) be a network (as shown in Figure 1 ), where V = {1, 2, . . . , n} is the node set and edge set A represents all connections between nodes. W = [w ij ] n * n is the PageRank matrix, w ij represents the strength of the endorsement from node i to node j. T = [t ij ] n * n is a transition matrix for influence propagation, t ij represents the propagation probability from node i to node j. If there is an edge from j to i in A (i.e., j trusts i), then w ji > 0 and t ij > 0, 1 otherwise w ji = t ij = 0. Since learning the nonzero t ij and w ij [Goyal et al. 2010 ] is beyond the scope of this article, we assume they are known and usually n i=1 t ij ≤ 1 [Yang et al. 2012] and n j=1 w ij = 1 [Bianchini et al. 2005] . We present W and T simultaneously because we will study both PageRank and the influence model within the same network framework.
Network G is assumed to be directed, as influence propagation is directed in the most general case . Note that the proposed techniques can also be applied to undirected networks.
Authority computation by PageRank: PageRank [Page et al. 1999 ] have been widely known as a reputable way to obtain the authority score of a node based on network connectivity. The general PageRank values x = [x 1 , x 2 , . . . , x n ] of the nodes in a network can be formalized as
where d ∈ (0, 1) is the damping factor, and e = [1, 1, . . . , 1] . It has been proven that the above iterative process is stable and the linear system always converges [Bianchini et al. 2005] . There are also some variants of PageRank to measure nodes' authorities better by including a limited amount of domain knowledge. A typical method is to obtain a nonuniform personalization vector instead of 1 n e [Haveliwala 2003 ]. An alternative way is to add different edge weights to get a more precise measurement W [Ding et al. 2009 ]. Going one step further, if enough ground truth labels or relations between node pairs are collected, they could be used to guide the PageRank transition matrix W on the network [Gao et al. 2011; Backstrom and Leskovec 2011] . For instance, Gao et al. [2011] propose a semi-supervised PageRank, where the transition probabilities are defined as parametric models. Then, the authors require that the ranking values should be as close to the stationary distribution of the parametric Markov process as possible. However, in this article, we consider a more general scenario where the authority values x are the output while W is given.
Actually, as an effective and efficient algorithm, PageRank model has been applied to a number of applications for authority computation, such as Web search [Page et al. 1999; Jeh and Widom 2003 ], bibliometrics analysis [Ding 2011 ], item recommendations , link predictions [Liben-Nowell and Kleinberg 2007] and expert finding [Zhu et al. 2011] tasks. Some works in these applications choose the ranking results of PageRank as the ground truth. For instance, in diversified ranking and recommendations, both Tong et al. [2011] and Küçüktunç et al. [2013] view the nodes' output by PageRank as the most relevant candidates (e.g., with respect to a specific query) since there is usually no ground truth in network datasets . Then, they try to quantify the goodness of a given Top-K ranking list by capturing both relevance and diversity. More often, PageRank serves as a baseline method [Shi et al. 2014] . For instance, in order to identify influencers on Twitter, Kwak et al. [2010] rank users by different methods (including PageRank) and make a quantitative comparison. Further, Liben-Nowell and Kleinberg [2007] experimentally demonstrate that PageRank could beat several predictors for the task of link predictions, and Bi et al. [2011] also choose PageRank as the specific baseline for evaluating the importance of each research paper.
However, there are still some shortcomings in the traditional PageRank method. For instance, it cannot effectively consider the prior knowledge of nodes when measuring one node's authority or directly measuring the combined authority of a set of nodes . Though Langville and Meyer [2004] present a comprehensive survey of the research issues related to PageRank, to the best of our knowledge, most existing works use PageRank to get an overall single value for measuring the node's importance, and have limited focus in understanding PageRank by exploiting authority endorsements between nodes (this will be illustrated later).
Influence models and computation. Several models [Kimura and Saito 2006; Chen et al. 2010; Du et al. 2013; have been provided to describe the dynamics of influence propagation. Among them, the IC model [Goldenberg et al. 2001 ] is widely used and studied [Lucier et al. 2015] . In the IC model, the activated/influenced nodes have a single chance to influence their neighbors independently with a probability. This iterative propagation process will not stop until there is no newly influenced node. The IC model with each link sharing the same propagation probability is called the Uniform IC model, and the one with different edge weights is called the Weighted Cascade (WC) model [Kempe et al. 2003 ].
An ultimate goal of social influence models is to find the most influential nodes, e.g., for viral marketing [Cheng et al. 2014] . However, most existing models are usually intractable, and a large number of Monte-Carlo simulations are needed. To improve computational efficiency, many heuristics have been proposed. For instance, Leskovec et al. [2007] have designed the cost-effective lazy forward (CELF) optimization, and Chen et al. [2009 Chen et al. [ , 2010 propose both the Degree Discount heuristic and the Maximum Influence Path heuristic. Similarly, Kimura and Saito [2006] propose the shortestpath-based influence algorithm. propose the SteadyStateSpread method by solving a system of nonlinear equations. Moreover, Yang et al. [2012] observe that propagation probabilities in real-world networks are usually quite small, and thus propose a quick approximation of influence spread by solving a linear system. In addition, many researchers also consider some constraints in practice, e.g., Tang et al. propose topical affinity propagation to model topic-level social influence [Tang et al. 2009] .
Similar to PageRank, many existing influence propagation models follow the idea of a random walk. From this viewpoint, though influence modeling and PageRank ranking are conducted in different contexts, both of them can be viewed as estimating the importance of each node in terms of information diffusion . Actually, if we simply ignore the meaning (e.g., node similarity or influence probability) of the edges, all these methods (e.g., PageRank and influence models) could be applied to this network for node ranking. Thus, enhance PageRank through influence propagation and Weng et al. [2010] propose TwitterRank, an extension of PageRank, to measure the influence of users in Twitter. Meanwhile, PageRank has been used as a solid baseline for evaluating influence related applications, e.g., social influence maximization [Chen et al. 2010; Goyal et al. 2011; Jung et al. 2012] , estimating node's reputation and finding the Trendsetters [Saez-Trumper et al. 2012] . However, as stated in Section 1, discovering the connection between PageRank and influence modeling is still an open question.
Node set mining and ranking. In this research domain, most current work focuses on mining a specific set of nodes. For instance, network community detection is one of the active research directions [Fortunato 2010; Zhang and Yu 2015] . Recently, researchers have paid more attention to community analysis with specific constraints. For instance, Tang et al. [2012] try to address the evolving group identification problem in dynamic multimode networks, and Wang et al. [2012] initiate the study of magnet community (the communities that attract significantly more peoples interests) mining problem. This type of research also includes finding Top-K nodes for diversified ranking [Tong et al. 2011 ] and influence maximization [Kempe et al. 2003 ]. In another direction, for ranking nodes in a given node set, propose a linear approach to compute independent influence. Though the similar way of modeling social influence prorogation is adopted, is significantly different from this article, for instance, it only uses the same constraint value for each node and does not try to improve the procedure of social influence modeling. To the best of our knowledge, the work of is the most similar to the work in this article, where it also aim to rank given node sets based on their influence. However, the work of simply views the node set as a big node and does not provide the solution for quickly identifying the Top-K influential node sets. Node set which stores all the nodes in domain t f S→ j Combined influence from node set S to j f S→T Combined influence from S to the nodes in set T f S Influence vector for node set
Matrix, where the rows and columns not corresponding to the members of S are removed from P
SOCIAL INFLUENCE MODELING
In this section, we propose a linear social influence model which is both tractable and efficient. For better illustration, Table I shows some mathematical notations.
Problem Formulation
In the literature of influence propagation [Goldenberg et al. 2001; Granovetter 1978] , there are two well-known assumptions on the acceptance of propagated information (e.g., opinion): (1) if someone is the original initiator, he/she will accept, while spread that information with full preference; (2) otherwise, this value will depends on his/her neighbors' influence. However, due to many internal or external profile factors, there may be some variations on the initiator's preference that are shown to the social neighbors. Let us consider a scenario where two Twitter users are advocating for the same thing (e.g., a movie), separately. For the first user (a famous critic), he frequently uses the strong words like "great" and "fantastic" to express his opinion, while the words chosen by the second user (a normal guy) are just "good" and "fine". We can see that the first initiator shows more confidence and preference; thus, he may spread more influence on other users than the second initiator. That is, for precisely computing the influence on the social network, we should also consider the prior knowledge (e.g., confidence and preference) of the initiator. To that end, we measure initiator profiles by generally including some constraints into the first assumption, and then propose an influence model as follows.
Definition 3.1. Denote the influence from node i to node j by f i→ j , then
where
and t kj (one entry in T) is the given propagation probability from k to j. In this definition, we assign each node i a constraint value α i , which is learned from prior content or domain knowledge. Specifically, if i shows full confidence or preference to the information, this value should be the maximum (e.g., 1). 2 In another direction, if i becomes of no interest at all, it will be 0. Meanwhile, another major difference from the traditional models is that we assume the influence flowing to node j is proportional to the linear combination of the influence to j's neighbors (see Equation (2)). Thus, the computation of influence will be linearly efficient. Parameter λ j is the damping coefficient of j for the influence propagation. It locates in range (0, +∞), and the smaller the λ j is, the less the influence will be blocked. For simplicity, we choose the same λ for each node, and name λI the damping matrix. We denote f i→T = j∈T f i→ j as the influence spread from node i to a group of nodes T ; that is, it stands for the total influence to the entire network if T = V.
Influence Computation
Under the above model definition, in this subsection we show the way to solve the influence spread vector
First, we can rewrite Equations (3) and (2) as
Here, ν i→ j is the jth entry in vector
, where only the ith entry ν i,i is not zero; that is, ν i,i should be equal to a number to guarantee f i→i = α i as described in Equation (3). Based on Equation (4), f i could be further represented by the following equations:
In these equations, (I + λI − T ) is invertible because it is strictly diagonally dominant, and we denote n * n matrix P equals (I + λI − T ) −1 . As ν i is a vector with only ν i,i being nonzero, Equation (6) could be rewritten as
Specifically, the ith entry in f i , i.e., f i→i , is ν i,i p ii . With the help of Equation (3), we could get
Since matrix P is both positive definite and nonnegative, p ii > 0. In summary, given two types of parameters α i and λ, and the influence propagation matrix T, to get the influence vector f i for node i, we only need to compute the ith column of P (P ·i ). Since P −1 P ·i = e i is a linear system which satisfies the Gauss-Seidel condition (i.e., P −1 = (I + λI − T ) is strictly diagonally dominant), P ·i can be computed iteratively and the iterative procedure converges to the exact solution for any initial values [Ding et al. 2008; Golub and Van Loan 1996] . In this way, we can get P ·i in O(|A|). The computation is summarized and shown in Algorithm 1, where in each iteration the elements of P ·i (e.g., p (iter+1) ji ) are computed sequentially using forward substitution.
3
In summary, given the influence transition matrix T and constraint α i , for computing influence spread vector f i for node i, we first fix f i→i as α i , then we use Algorithm 1 and Equation (8) to get other entries in f i (e.g., f i→ j ). Finally, the total influence from node i to the entire network G ( f i→V ) should be computed by
ALGORITHM 1: Gauss-Seidel:
Relationship with traditional social influence models: This linear influence model is closely related to the traditional ones. In the following, we demonstrate that it approximates the IC model [Goldenberg et al. 2001] . To this end, we refer to Yang et al. [2012] , where the authors prove that the influence propagation under the IC model could be well approximated by
where p( j(t)) is the probability that node j will take the action (be influenced) in step t and p(j(t)) is the probability that node j has not taken the action until step t. Therefore, under the IC model, f i→ j is exactly the sum of the probabilities that j will take the action in each step. Equation (10) gives a tractable-like stochastic way to represent the IC model; however, f i→ j is still intractable for p( j(t)) is intractable. Though it cannot be directly used to solve the IC model, Equation (10) helps to reveal the relationship between the linear model and the IC. Specifically, since p(j(t)) ≤ 1, Equation (10) can be represented by
That is, the inequality of f i→ j ≤ k∈N j t kj f i→k holds for the IC model, and this inequality could also be represented by Equation (2) in Definition 3.1. Thus, we can conclude that the IC and linear models describe the influence propagation process similarly. One step further, the influence spread result under the IC model is actually a special case of the linear model with specific λ j and α i settings.
We can prove that the nonlinear stochastic model ] can be also approximated by our model. The detailed proof is omitted since it is not very significant to the work in this article. Indeed, the following discussions and experiments mainly focus on exploring the relationship between PageRank and the proposed linear influence model. The aim is to precisely measure each node's importance and to get better node or node set ranking results effectively and efficiently.
PAGERANK WITH CONSTRAINTS
In this section, we first reveal that the linear model can generalize PageRank and introduce several interesting observations. Then, we provide an implication for the constraints automatically chosen by PageRank. Next, we discover an upper bound for quickly estimating authority/influence, and apply it to Top-K authoritative nodes identification.
General PageRank
For discovering the relationship between the linear social influence model and PageRank, let us first solve the general PageRank vector x (i.e., Equation (1)) algebraically:
Since W is actually a specification of influence propagation matrix T (Section 2), we can further replace matrix (I + λI − W ) −1 with matrix P (Equation (5)), that is
where x i (the ith entry in vector x) is the total PageRank value of node i. Comparing Equation (11) with Equation (9), we find that
which proves the following theorem. If we further use [x i→1 , x i→2 , . . . , x i→n ] to denote the authority obtained by node i from each endorsement, we have
which means PageRank value (x i ) is also a collection of pairwise authorities (e.g., x i→ j ). Based on the above, we deduce the following:
-PageRank is a special case of our linear social influence model. Thus, PageRank has close connections with existing social influence models which is the reason that PageRank serves as a strong baseline in social influence related applications [Chen et al. 2010; Goyal et al. 2011; Jung et al. 2012 ; Yang et al. p ii enables the computation of PageRank to be linear in time (we will explain this later). However, is λ n p ii an appropriate constraint? Do there exist more accurate ones? In the following, we will present other possible constraints along this line; -Similar to social influence, one node's authority in the network is also the collection of its authority from others. When computing authority and influence, the major difference is just using w ji or t ij . In most existing works, they are determined in the same way, i.e., equal to or proportional to
OutW eight( j) [Bianchini et al. 2005; Kempe et al. 2003 ], so the authority and influence computed are actually the same thing. In other words, the amount of authority endorsement given from node j to node i depends on the number of influence flows from i to j (x i→ j ∝ f i→ j ), and vice versa. Going one step further, we argue that each node's authority (influence) is essentially the collection of its influence (authority) on the network or a subnetwork (e.g., domain).
In the following, we use the expression in Equation (11) to represent PageRank. Since influence spread and authority are essentially one concept for measuring node's importance and they can be distinguished from the context, we use both "authority" and "influence" without distinction. Also, as λ n is a constant and could be omitted, we usually consider α i to be p ii instead of λ n p ii in PageRank.
Implications
From the previous subsection, we know that node i's PageRank value x i is actually f i→V with a specific α i (i.e., α i ∝ p ii ). Here, we will further demonstrate that since the traditional PageRank algorithm just considers the total authority (or influence spread) of each node, α i ∝ p ii is the only way to finish the computation of authority in a linear time. Meanwhile, we discuss the strengths and weaknesses for other alternative settings of α i .
We denote f = [ f 1→V , . . . , f n→V ] as the vector 4 storing all the nodes' total authorities/influences, and denote vector p = P e = [ p 1 , . . . , p n ] , where p i = (P ·i ) e = n j=1 p ji , i.e., p i is the sum of the values in the ith column of P. Then, both our linear social influence model and PageRank aim to get f. Specifically, based on Equations (8) and (9):
We can see that for solving f, if α i is not proportional to p ii (i.e., α i ∝ p ii ), we have to compute the inverse matrix P (the inverse of (I + λI − T )), and the time complexity is O(n 2 ). Otherwise (i.e., α i ∝ p ii ), just as PageRank does, we can get f ∝ P e = p, and this can be further represented as
In this way, we only need to know the sum of these values (i.e., vector p) instead of the exact value of each entry in P. Thus, both f and pcan be quickly computed in O(|A|) based on the Gauss-Seidel method (the computation process for solving Equation (13) is similar to that in Algorithm 1). Now we know why PageRank is efficient. However, setting α i ∝ p ii may not be a good choice for effectively measuring a node's authority since the value of p ii could be meaningless (as we show in Figure 3 in the experiments). It seems that it is more reasonable to set each α i to be a positive constant (e.g., α i = 1) when lacking of prior knowledge, or using some prior or domain knowledge for guiding this value. For instance, to mine the most influential researchers in a scientific collaboration network, we can use the number of their publications to generate a constraint (e.g., α i = log(#Publication i )).
However, if α i ∝ p ii , we need to compute the value of each entry in P ·i to get f i→V (or x i ) as noted previously (e.g., Equation (9)), which will take O(|A|) for each i. In total, it takes O(n|A|) to compute vector f for all nodes, i.e., n times of the PageRank computation. We are usually more interested in finding Top-K authoritative ones [Zheng et al. 2015] , the problem then becomes how to quickly estimate each node's authority and filter out insignificant ones. Indeed, we find out that, for each α, the aforementioned vector p, computed in O(|A|), can be used to form an upper bound for speedup.
Upper Bound and Applications
In this subsection, we first show that for a given constraint α i , the total authority of node i under linear model (for consistency, we note it as f i→V rather than x i ) is no larger than (1 + λ)α i p i . Then, we design an algorithm for the quick selection of Top-K authoritative nodes. Finally, we demonstrate that this algorithm is useful in a number of application scenarios.
PROOF. By Equation (6) f i = Pν i and since P = (I + λI − T ) −1 , we have
and specifically the ith entry in ν i is
As both t ki ≥ 0 and f i→k ≥ 0, we can get
For finding the Top-K authoritative nodes (when α i ∝ p ii ), we first compute all the upper bounds [(1 + λ)α i p i ]s in O(|A|), and then use them to save computations by only computing the real authority of the nodes with the biggest upper bounds. Algorithm 2 describes the process of the proposed framework. In a nutshell, if we only have to compute the real authority value for N nodes, the time complexity of Algorithm 2 is O ((N + 1)|A|) . From the experiments, we can see that N << n, i.e., the upper bounds are very effective.
Since our linear model generalizes the PageRank-based authority computation by introducing constraint (α i ), Algorithm 2 is also a general framework that will be useful in a number of scenarios, for instance, the most authoritative node identification in a specific domain. Indeed, with the help of the linear model and Algorithm 2, we can now effectively and efficiently solve this domain-specific authority computation as long as we collect the domain profiles (e.g., age, country or research interest) of each individual. Specifically, in Algorithm 2, we just need to change the target node set (V) from the entire network to the ones that we are interested in (e.g., the subgroup T t ) by summarizing and comparing f i→T t = i∈T t f i→ j for each authoritative candidate node i. 
COMBINED INFLUENCE AND AUTHORITY
Considering that we are also usually interested in studying the combined influence/ authority of sets of nodes (e.g., the node sets with different preferences for one product) rather than just the single nodes, in this section we extend our proposed linear influence model for measuring the influence spread of node sets. Specifically, we first give the definition of a node set's combined influence, and then show the computation process under this definition. Next, we find two upper bounds for this combined influence. Finally, we demonstrate that these two upper bounds could be applied for two possible applications.
Definition and Computation
In the following, we denote the combined influence/authority from node set S to single node j by f S→ j , and denote f S→T = j∈T f S→ j as the combined influence from S to a group of nodes T (e.g., T = V). Let us use PageRank algorithm to introduce our definition of combined influence. Actually, PageRank does not define the authority of a set, and with respect to traditional PageRank, we could have total influence from node set S to network G as the sum of each single node's influence:
However, this kind of definition does not consider the "mutual enrichment" and "influence/authority overlap" of the nodes in a set. For instance, suppose node i ∈ S and node j ∈ S in Figure 1 , then i's influence will be enriched by node j and vice versa. If we simply sum up these two nodes' total influence (i.e., by Equation (14)), some influence will be counted more than once, making the value much higher than their true influence . Notice that it is also unwise to simply remove the edges between nodes in the given set and then treat these nodes as a single node, since the graph structure will be changed in this way and some information will be lost. As the influence always spreads with the help of other nodes, it is not easy to figure out the real influence of each node. Alternatively, we could treat the nodes in set S as a whole, then we have the following definition for the combined influence.
Definition 5.1. Denote the influence from node set S to j by f S→ j , then
By fixing the influence constraints in the given node set (Equation (16)) and then treating these nodes like a single node (Equation (15)), the mutual enrichment of social influence can be addressed naturally without changing the network structure or information loss .
Computation: If we further denote the influence spread vector f S = [ f S→1 , f S→2 , . . . f S→n ] for node set S, f S can be computed similarly to vector f i (Section 3.2). Specifically, Equations (16) and (15) could be first rewritten as
] is a vector with only the entries ν S,i (i ∈ S)
nonzero, and ν S,i is equal to a number to guarantee f S→i = α i . One step further, influence spread vector f S can be represented by the following equation:
Here, matrix P is also equal to (I + λI − T ) −1 . Suppose S = {s 1 , s 2 , . . . , s |S| }, where |S| is the cardinality of S, and without loss of generality we assume the node id s 1 < s 2 < · · · < s |S| . We denote ν SS = [ν S,s 1 , ν S,s 2 , . . . , ν S,s |S| ] , i.e., the subvector after removing 0's from ν S , and the matrix P SS is cut down from P by removing the columns and rows not corresponding to the members of S. Then, for the nodes in S, Equation (18) could be rewritten as
Indeed, P SS is a principal submatrix of P (a positive definite matrix), and thus P
−1 SS
exists and is also a positive definite matrix. Based on Equation (20), we get ν SS and ν S . One step further, f S can be solved by Equation (18). In this way, for computing f S , we have to first compute two inverse matrices, P (i.e., (I + λI − T ) −1 ) and P −1 SS ; thus, the time complexity will be at least O(n 2 ). Since the ν S, j is 0, if j / ∈ S, Equation (18) can be rewritten as
From this equation, we observe that f S is actually a linear combination of the corresponding columns in P. Specifically, if S only contains one element, e.g., node i, then Equation (21) will turn into Equation (7). Thus, the total influence from node set S to the entire network or subnetwork (domain-specific combined influence) of G (e.g., f S→V ) is
Meanwhile, with the representation of Equation (21), we only need to compute |S| columns of matrix P for getting f S and f S→V . These values could be computed in O(|S||A|) by the Gauss-Seidel method (the computation of one column is shown in Algorithm 1). Notably, S often contains a limited number of nodes, then |S| is small and the computation of P −1 SS is very quick; thus, f S can be computed in nearly O(|A|).
Upper Bounds and Applications
However, when |S| is comparably large, the computation of influence spread vector f S will become very time consuming (at least O(|S| 2 + |S||A|)). Luckily, we can estimate f S and f S→V by using two upper bounds, e.g., the sum of each single node's influence spread (i.e., i∈S f i ).
Upper bound: Given α α α S , node set S's total social influence under the linear model is no larger than the sum of each single node's influence.
PROOF. First, let us prove f S→V ≤ i∈S f i→V by f S ≤ i∈S f i (based on Equations (22) and (9)) for ∀S.
Suppose i ∈ S, we rewrite the definition of linear social influence (Definition 3.1) as
Specifically, we first conclude f i→ j ≥ 0 for each k. Then, we denote function 
That is, each value in vector α α α S is no bigger than the corresponding value in vector i∈S α α α i ; thus, f (α α α S ) ≤ f ( i∈S α α α i ). Combining with Equation (23), we could get f S ≤ i∈S f i , and one step further f S→V ≤ i∈S f i→V holds. Second, from Theorem 4.2, we can easily prove i∈S f i→V ≤ i∈S (1 + λ)α i p i by the fact that f i→V ≤ (1 + λ)α i p i .
In this way, f S→V ≤ i∈S f i→V ≤ i∈S (1 + λ)α i p i holds.
Applications:
We have proposed two upper bounds for the combined influence ( f S→V ). The first bound i∈S f i→V is much tighter but the computation is as time consuming as the combined influence. In contrast, the second upper bound i∈S (1 + λ)α i p i is very efficient (please refer to Section 4.3). These two upper bounds are useful in some scenarios of influence and authority analysis, and in this article, we mainly focus on two of them, i.e., one application for each bound. First, the more the influence overlap among the nodes in set S, the bigger the difference between i∈S f i→V and f S→V . Thus, upper bound i∈S f i→V can help us measure the closeness of the nodes. Specifically, we can define the overall Inf luence Overlap Rate (IOR) for one node set as
For instance, we could use this IOR metric (in the range of [0,1]) to find the closest collaborators in the scientific collaboration network. That is, the bigger IOR stands for the closer relationship among researchers in set S (more influence overlap), and vice versa.
Second, given a number of node sets, the upper bound i∈S (1 + λ)α i p i can be used to develop an efficient algorithm which helps us quickly identify the Top-K influential node sets. To this end, the computation process is similar to Algorithm 2. Specifically, we can first compute the upper bound ((1 + λ)α i p i ) for each node's influence in O(|A|), then sum up the upper bounds for each node set (e.g., i∈S (1 + λ)α i p i for S) and rank these node sets based on their upper bounds. Then, we only have to compute the real influence (e.g., f S→V ) for the node sets with the biggest upper bounds (e.g., O(|S| 2 + |S||A|) for S), and if one set's real influence is still larger than other sets' upper bounds, we select this set as the candidate. The entire procedure does not stop until we have selected K candidates (i.e., Top-K influential node sets). In this scenario, if we have to compute the real social influence for N node sets, and suppose the average size of one node set is |S|, then the time complexity will be O(N(|S| 2 + |S||A|)).
EXPERIMENTAL RESULTS
We conduct experiments on four real-world networks. Specifically, we demonstrate 5 : (1) the results of the Top-K nodes selection with respect to different constraints; (2) the combined influence analysis; (3) the effectiveness of our upper bounds; (4) the performance of the combined influence computation for research committee recommendation; and (5) a study of the correlations of the output of different methods.
Experimental Setup
Datasets: The datasets are collected from different domains and platforms (Table II) : DBLP is a scientific collaboration network 6 ; Epinions is a given who-trust-whom social network of consumer review site Epinions.com [Massa and Avesani 2006] ; Flixster is [Albert et al. 1999] . From these networks, we can collect the prior information from DBLP data. Since the experimental results are comparatively easier for understanding Subbian et al. 2014; , we also give several carefully designed case studies on this data so as to get more intuitive conclusions. Specifically, we focus on six research domains (six subnetworks), which are "Artificial Intelligence" (AI), "Computer Vision" (CV), "Database" (DB), "Data Mining" (DM), "Information Retrieval" (IR) and "Machine Learning" (ML). We select the research papers published before January 2013 in several top-ranked journals and conferences from each domain, and the authors are treated as nodes to construct the scientific collaboration network G (the statistics can be found in Table III ). An edge A ji is added when two researchers have at least one co-authored paper, and the weight is accumulated by the contribution of this author pair on each of their collaborated paper; that is, the contribution of two researchers for one paper with k authors is 1/ [Bianchini et al. 2005; Kempe et al. 2003 ]. Meanwhile, for domainspecific authority, if the researcher has publications in the conferences/journals of this research topic/domain (e.g., AI), then this researcher is classified into the target group T of this domain, and the nodes' authorities on T are computed.
Methods: Since we focus on evaluating the effectiveness of the linear model with respect to different constraint settings (α i ) and the upper bounds (e.g., Algorithm 2), we choose five ranking methods listed in Table IV for comparison, where PageRank can also be viewed as a baseline and WPageRank is the abbreviation for weighted PageRank. Since the choice of constraint α i is application-specific, it is hard to find an α i that works for different applications. Generally speaking, we think there are two ways to determine an effective α i : We can design the constraints based on the prior knowledge that we can get; Without useful prior knowledge, we could fix α i to be the same (e.g., 1) for each node i. Following this, we design methods Prior(α i ) and Same(α i ), respectively. Specifically, the constraint α i in Prior(α i ) is noted by Const(i). Here, Const(i) is computed by log(1 + #Publication i ) (i.e., #Publication i is the total number of publications of node i) for DBLP. As we have no such content information for the rest of the networks, we simply set Const(i) to be proportional to log(1 + Degree i ) for the nodes in Epinions, Flixster and WebND. Meanwhile, to better test the impact of different constraints, we also randomly generate some constraints and get another baseline Random(α i ).
Finally, from Theorem 4.2, we can determine that the upper bounds for the Same(α) method are linear to PageRank, and the upper bounds for the Prior(α) method are linear to WPageRank. Thus, the corresponding ranking results of these upper bounds should be the same as PageRank and WPageRank, respectively. For each method, we choose the same λ = 0.176, since d = 1 1+λ = 0.85.
Evaluation metrics:
Directly evaluating the results is not easy since there is no general way to get the ground truth of node ranking based on authority. As an alternative, we refer to the research of social influence analysis, where the output of the WC influence model [Kempe et al. 2003 ] is often chosen as the evaluation metric [Jung et al. 2012; . The major reason is that as a kind of the IC model [Yang et al. 2012] , WC is the most widely accepted for simulating the influence propagation process. In each task, given the selected nodes (node sets) by different methods, we run a Monte-Carlo simulation under the WC model for sufficiently many (e.g., 20,000) times and sum up the influence spread (i.e., the expected number of nodes that will be influenced) as an estimation of the real influence/authority. We then evaluate the performance of each method based on the correlations between their output and the WC model. That is, we assume higher ranking correlations lead to better ranking results.
We also choose H-index to measure the ranking results on DBLP. Though there are several limitations for evaluating researchers by H-index, we do so for the following reasons: First, H-index can measure both quality and quantity of the published works of researchers, and we do not include the citation information for constructing the DBLP network; Second, H-index is well accepted and widely used, e.g., in bibliometric analysis [Ding et al. 2009 ] and network role analysis [Jin et al. 2014 ]; Third, we have observed the positive correlations between H-indexes and researcher authorities (which also proves the similar assumption in Subbian et al. [2014] ). For instance, the average spearman correlation between the ranking lists based on H-indexes and PageRank values of 20 randomly selected researchers is nearly 0.4.
Selection of Top-K Nodes
First, we show a case study by illustrating the names of the Top-10 authoritative researchers in each research domain of DBLP network in Table V , where "Total" means the entire DBLP collaboration network. In Table V , we can see that the results contain influential researchers from different research domains. Even though the methods (or constraints) are different from each other, the authoritative nodes determined are quite similar . Meanwhile, the results obtained by Random(α) are comparatively different from others, but its outputs are also well-known researchers that demonstrate that not only the constraint but also the network structure contribute to the final result. Furthermore, Table VI lists the average H-index results for Top-50 ranked researchers, where the H-indexes are collected simultaneously in May, 2012. In Table VI , we can see that the methods considering reasonable prior knowledge (e.g., Prior(α), Same(α) and WPageRank) generally perform better than those that do not (i.e., PageRank and Random(α)), and Prior(α) could figure out the top researchers with the highest H-indexes.
Next, we evaluate each method's effectiveness based on influence spread. Since it is very time consuming to run the Monte-Carlo simulation under the WC model, we design the following evaluation strategy. We first run the PageRank algorithm on each network and get the Top-50 nodes, then rank these nodes by other methods and the WC influence model, respectively. Finally, we compute the Spearman correlations 9 and the Kendall's tau coefficients 10 between each ranking list with the output of the WC model, the results for which are shown in Figure 2 . From this figure, we can see that the output of Spearman correlations (Figure 2(a) ) and Kendall's tau coefficient (Figure 2(b) ) are very similar. Generally, Prior(α) and Same(α) have the same performance for DBLP, and Same(α) performs best for Epinions, Flixster and WebND, indicating that without useful prior knowledge it is more reasonable to assign α i to be the same. Though there may be bias in the constraints (i.e., the simple Const(i) for Prior(α)), Prior(α) still outperforms WPageRank, PageRank and Random(α) .
To better understand the constraints automatically chosen in PageRank, Figure 3 presents the p ii values (PageRank constraints) of the Top-50 researchers (ordered by nodes' degrees) from DBLP and it also gives the names of the researchers at both ends (those with the highest or lowest constraints). From this figure, it is intractable for us to find meaningful patterns, and the results again demonstrate that it is not the best choice to use these values as the constraint α i for evaluating the importance of each candidate node. For instance, it is improper to set the constraint of Dr. Charu C. Aggarwal much lower. However, this observation does help us understand the results in Table V.
Combined Influence Analysis
In this subsection, we pay attention to the analysis of combined influence for node sets. Without loss of generality, we fix the size of each set (i.e., |S|) as 2 or 3 in the experiment.
Following , we also design a case study for influence overlap analysis. First, we manually select one famous researcher from each domain of the DBLP data (i.e., T. Sandholm, T. S. Huang, H. Garcia-Molina, P. S. Yu, W. B. Craft and M. I. Jordan) , and find the Top-8 co-authors (based on the numbers of co-authored papers) for each of them. Then, we compose many node sets with these researchers and their collaborators, i.e., each node set contains one chosen researcher and one of his collaborators (e.g., S = (T. Sandholm, V. Conitzer)). Next, we rank these nodes sets (more specifically, the collaborators) by their authority reduction ( i∈S f i→V − f S→V , noted as Red.), IOR (Equation (25)), number of co-authored papers (CoAuthors) and number of co-neighbors (CoNeighbors), respectively. The final results are shown in Table VII , where each row represents the ranking list of one corresponding method (e.g., Same(α)) under different metrics (Tasks, e.g., Red.). Notice that the scalar in each bracket (.) of the Same(α)) output stands for the IOR value (e.g., the computed IOR value for the set of (T. Sandholm, V. Conitzer) is 0.29). Here, we put the ranking lists of CoAuthors and CoNeighbors into the task of Red.
11 for better comparing the Spearman correlation results between each ranking list and the ranking of the WC model (shown in the last column). For simplicity, we just give the final results (Table VII) by the Same(α) ranking method (Actually, Prior(α) and Same(α) perform quite similarly for this task). Note that both PageRank and WPageRank cannot be adopted for this comparison since they cannot consider the authority overlap of the nodes. From this table, we have the following observations: First, the rank of the collaborators based on Same(α) is very similar to the output of WC for both Red. and IOR, while the output of CoAuthors and CoNeighbors is quite different; Second, for the same method (e.g., Same(α), WC), the ranking lists with respect to different tasks/metrics (i.e., Red. or IOR) are also different, which implies that the node sets with the maximum authority reduction may not lead to the biggest IOR.
Next, we show a more comprehensive comparison on combined influence by mining top authoritative node sets. We first illustrate the Top-5 authoritative researcher sets (|S| = 2) from DBLP in Table VIII , where most of the researchers in each selected set are authoritative researchers in each domain. The results of PageRank and WPageRank are based on Equation (14), and we do not give the results of Random(α) due to limited space. Though the top researcher sets of different methods are also different, it is still difficult to directly make conclusive judgments on the performance of each method. Therefore, we refer to the average H-index results. We first compute the "H-index" of each researcher set, where the researchers in this set are viewed as a single researcher, and if two researchers have collaborated on one paper, we only count the citation of this paper once. Table IX shows the average H-index results for Top-50 researcher sets (|S| = 2). Similar to Table VI, the results in Table IX also demonstrate that the combined influence by Prior(α) can measure the real authority of each researcher set much better, as the chosen sets have higher H-indexes than that of other methods. However, compared with Table VI, the improvements of Prior(α) shown in Table IX are even more obvious, and here Same(α) also outperforms PageRank and WPageRank.
Finally, we report the quantitative evaluations on four datasets. We first run PageRank algorithm and then get the top node sets. Next, we rank these node sets by other methods and the WC influence model, respectively. The Spearman correlations and Figure 2 , the difference between the performance of each method becomes much clearer, and Prior(α) and Same(α) still perform best for this task. Another observation is that four methods perform similarly on the Flixster data, and we find that the ranking lists of each method (PageRank, WPageRank, Prior(α), Same(α) ) are almost the same. The reason is that the constraints selected using these methods on this dataset are quite similar. Meanwhile, we should note that when the network is very large or sparse, it is possible that the top nodes identified by different methods (even the selections based on the nodes' degrees) are quite similar, as the authority differences among the top nodes are usually very significant. 
Upper Bounds Evaluation
We demonstrate the effectiveness of the upper bounds, i.e., (1 + λ)α i p i (Theorem 4.2) for single node's authority and i∈S (1 + λ)α i p i (Theorem 5.2) for combined influence.
We first run Prior(α), Same(α) and Random(α) on four networks to quickly select the top influential nodes and node sets, respectively. We then present the searched number of the candidates (N) for finding the Top-50 nodes (node sets with |S| = 2) in Figure 6 . We can observe that this number is usually quite small (no more than 200) with respect to the entire search space (n), which indicates that the corresponding algorithms (e.g., Algorithm 2) for searching top nodes (node sets) are scalable. For better understanding, we also illustrate the true authority value (computed by Prior(α) and Same(α) respectively) and the upper bounds for 1,500 randomly selected researchers from DBLP in Figure 7 , where the researchers are ranked by their true authorities. From Figure 7 , we observe that the upper bounds are always close to the real authority values. Combining the results in Figures 6 and 7 , we can conclude that the upper bounds we designed are effective.
Combined Influence for Recommendation
We also evaluate the effectiveness of each ranking method and the combined influence through a task of recommending editorial/organizing committees. As is well known, the committee members for each organization should be diversified for covering the interests and requirements from various members. Take academic organizations as an example. The members in each editorial/organizing committee are better contributors who are far away from each other in the collaboration network, i.e., if two researchers have much authority/influence overlap, they are usually not put into the same committee. To select a committee from a number of node groups (i.e., committee candidates), the recommendation method should rank each group by measuring the combined importance of their group members. Thus, the method that can measure the combined importance much better will achieve a higher recommendation accuracy.
Along this line, we first manually collect 52 committees from the official websites of some leading journals/conferences in Table III . On average, each committee includes 18 members (|S| = 18, and we have made this data publicly available). Then, for each given committee, we generate many dummy groups, each of which is composed of one committee member and several of his/her neighbors, making sure that the authority/influence of the dummy groups are lower than the real committee. After that, we compute the authority of both the real committee and the dummy ones using each method, and rank these user groups according to their authority. At last, the method that can rank the real committee higher is the better one. For the evaluation, we use the average rank of the real committee as the evaluation metric (the smaller the rank, the better the method, e.g., Rank 0 means the real committee is ranked higher than all the dummy ones). This result and its standard deviations (SD) for each ranking method are shown in Table X , from which we can see that Prior(α) performs best and it is followed by Same(α) and WPageRank. Meanwhile, Random(α) outperforms PageRank for this task, implying that when the node set is large, the combined influence computation is still effective even with random constraints since it can handle the authority overlap issue. To better evaluate these ranking lists, we further choose "Precision" and "Recall" as the metrics, and the corresponding results are shown in Figure 8 . Not surprisingly, we can observe that the ranking lists based on Prior(α) are much better than others. Combining the results in Table X and Figure 8 , WPageRank (with constraint p ii * Const(i)) outperforms Same(α) (with constraint 1), and this also demonstrates the positive effect of one reasonable prior constraint/weight. At last, by applying z-test, we find the differences between different ranking lists are statistically significant, for instance, the z-test results between Prior(α) and PageRank is |z| = 3.85 and thus p ≤ 0.05. This experimental study once again proves that the combined influence can discover the node sets with higher importance. 
Correlation Demonstration
For understanding the correlations of the output of different methods, Figure 9 shows the Jaccard similarity of the top nodes (Figure 9(a) ) and the node sets ( Figure 9(b) ) output by different methods. Specifically, we first run each method on the four datasets and then select the Top-10 nodes (node sets with |S| = 2) for each method from one dataset. Then, all four networks' Top-10 nodes (node sets) gained by the given method are used to stand for this specific method. Thus, the Jaccard similarity is computed between each of the 40 nodes or node sets. In Figure 9 , the darker the color between two methods, the smaller the similarity of their outputs. Similar results can be observed from both Figures 9(a) and (b). For instance, the results demonstrate that the output of the ranking methods (i.e., PageRank, WPageRank, Prior(α) and Same(α)) are somewhat similar to each other as discovered previously; Meanwhile, the most distinctive method is Random(α), and the second most dissimilar two pairs of methods are (PageRank, Prior(α) ) and (WPageRank, Same(α)), due to the difference in their constraints.
DISCUSSION
In this section, we discuss the significance, limitations and future research directions of this study.
From both the theoretical analysis and experimental validation, we can see that the proposed linear social influence modeling approach can effectively and efficiently measure node importance in large-scale social networks. Also, we reveal the close relationship between PageRank and social influence modeling by introducing prior influence constraint (e.g., α i ) for each node and node set. Generally, the more reasonable constraints (learnt from the prior knowledge, e.g., the number of publications for each researcher in DBLP network) lead to the better node ranking and recommendation results, and when lacking of prior knowledge, it is a good choice to fix these constraints to be the same (as shown in the experimental results on Epinions, Flixster and WebND). This finding can be further applied to help other PageRank related methods, such as TwitterRank [Weng et al. 2010] , to measure the influence of a single node and the combined influence of a node set (i.e., by including prior knowledge into these methods) much better. Moreover, we propose the idea of deriving upper bounds on the social influence of either a node or a set of nodes for general constraints. With respect to different types of constraints and upper bounds, the time complexity for each computation/ranking task is shown in Table XI , where n S is the number of candidate node sets. Since there are so many different ways to get α i (e.g., the ones in Table IV for better illustration, we omit the time consumption in this procedure. 12 Specifically, in terms of both computing and applying the global influence value (e.g., computing f S→V and selecting Top-K nodes/node sets), the PageRank way of setting constraints (i.e., α i ∝ p ii ) does help reduce the time consumption significantly. Unfortunately, we have to sacrifice effectiveness under this setting (shown in the experiments). As a tradeoff, we can exploit upper bounds for reasonable constraints (e.g., those α i ∝ p ii ) so as to develop efficient algorithms to identify more influential nodes (node sets). These upper bounds can be further used in other applications of social influence analysis. For instance, by exploiting the properties of the linear social influence model and the upper bounds based on PageRank, Liu et al. proposed two algorithms to quickly find a set of the most influential nodes (i.e., a set of seeds) to deal with the social influence maximization problem in viral marketing .
However, this study still has limitations. First, we do not consider some other factors in practice. For instance, the temporal effects may be included since individuals may have diversified interests/concerns and thus can be influenced by different users at different time periods. Second, this article focuses on demonstrating the effect of different constraints on the performance of linear model, and these constraints (i.e., α i ) are simply determined. Though the experimental results have illustrated that it is reasonable and safe to assign α i to be the same when useful prior knowledge is missing, we believe it is worth finding more effective constraints given some prior knowledge. In other words, it is possible to develop a more general solution for constraint selection in different scenarios (data). In the future, we plan to design a general approach for combining many internal (e.g., the personal interests of the user) and external (e.g., spaital and temporal dimensions) factors into the model to better understand the social influence mechanism.
CONCLUSION
In this article, we have provided a systematic study of PageRank and authority from an influence propagation perspective. Along this line, we first develop a linear social influence model, which generalizes the PageRank-based authority computation by introducing prior influence constraints. Also, we reveal that the authority of each node is essentially the collection of its influence on the network or a specific subnetwork. Furthermore, we show that many similar and effective authority computation methods, which consider more prior knowledge, can be obtained by different parameter settings in the proposed linear social influence model. Meanwhile, we find that the PageRank value can be used to form an upper bound for efficiently computing the most authoritative nodes. After that, we give the definition and computation of the combined influence of a set of nodes based on the proposed linear model, and also present the properties and applications for this combined influence. Finally, we empirically evaluate the above discoveries on real-world network datasets. Experimental results show the effect of different constraints on the performance of linear model, i.e., the more reasonable constraints lead to the better ranking results, and the proposed upper bounds can be used for quickly locating the Top-K nodes and node sets. We hope this study 12 Actually, this time consumption could also be linearly added into the entries in Table XI. can lead to more future work in the areas of both node ranking and social influence modeling.
