Characterizations of probability distributions by different regression conditions on generalized order statistics has attracted the attention of many researchers. We present here, characterizations of certain continuous distributions based on the conditional expectation of generalized order statistics.
Introduction
Kamps (1995) introduced generalized order statistics (gos) in terms of their joint density function. The record values, k-record values, order statistics are special cases of the gos. The random variables X (1, n, m, k) , X (2, n, m, k) , ..., X (n, n, m, k) , k > 0 , m ∈ R , are n gos from an absolutely continuous distribution F with density f if their joint density , f 1 ,2,...,n (x 1 , x 2 , ..., x n ) , is given by f 1 ,2,...,n (x 1 , x 2 , ..., x n ) = k
where 'x+'('x−') stands for the right(left)-sided limit at x, F (x) = 1 − F (x) and γ j = k + (n − j) (m + 1) for all j , 1 ≤ j ≤ n , k is a positive integer and m ≥ −1 .
For k = 1 and m = 0 , X (r, n, m, k) will be the rth order statistic and for k = 1 and m = −1 , it will be the upper record value of the i.i.d. random variables with common distribution F and density f .
where c r = Π r j = 1 γ j and
, f or all x ∈ (0, 1) and all m with
The joint density of X (r, n, m, k) and X (r + 2, n, m, k) , 1 ≤ r ≤ n − 2 , is (Kamps, 1995) 
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Consequently, the conditional density of X (r + 2, n, m, k) given X (r, n, m, k) = x , for m ≥ −1, is
Different regression conditions on generalized order statistics have been employed to characterize distributions (e.g., see Bieniek & Szynal, 2003; Bieniek, 2009; Cramer, Kamps & Keseling, 2004) , to name a few. In Bieniek and Szynal (2003) , the authors consider all distributions F for which the following linearity of regression holds:
They conclude that only exponential, Pareto and power function distributions satisfy this equation. Using this result they obtain characterizations of these distributions based on sequential order statistics, records and progressive type II censored order statistics. In the following section, we consider a certain class of gos and present two characterization results.
Characterization Results

Cramer et al. (2004), point out that characterizations of distributions based on linear regressions
have been studied extensively for order statistics and record values (r ∈ N , l = 1) and set up a comprehensive solution related to characterization problems. They solved the case of gos (l = 1) and pointed out that for larger l the calculations become more difficult. They were able to obtain an explicit result when g is a linear function. They concluded that the linearity of the conditional expectation provides a characterization of generalized Pareto distribution. Ahsanullah and Hamedani (2013) presented characterizations of continuous distributions based on (2.1) for l = 1 but without the assumptions of monotonicity of s (·) and linearity of g (·) . In what follows we present our characterizations for l = 2 with the assumption of monotonicity of s (·) but without assumption of linearity of g (·) .
Theorem 2.1. Let X : Ω → [a, b) be a random variable with a twice differentiable distribution function F (x) and with density function f (x). Let s (x) be a non-negative, non-decreasing and twice differentiable function on
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Proof. Suppose (2.2) holds and let A =
Differentiating both sides of (2.4) with respect to x , we have
Upon simplification, we get
Differentiating both sides of (2.5) with respect to x , we obtain
Simplifying (2.6) results in
Substituting for A and B in (2.7) and regrouping terms we arrive at
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Integrating both sides of (2.8) from a to x and in view of the assumption lim x→b s (x) = ∞ , we obtain the distribution function
Remark 2.1. For different functions s satisfying the conditions of Theorem 2.1, one can obtain characterizations of various well-known distributions. We will mention some of these distributions below.
(1) For
has a generalized Pareto distribution.
p , x ≥ 0. For α = p = 1, X has a generalized gamma distribution and for α = 1 , p = 2 , X has a generalized normal distribution.
Theorem 2.2. Let X : Ω → (a, b) be a random variable with a twice differentiable distribution function F(x) and with density function f (x). Let s (x) be a non-positive, non-decreasing and twice differentiable function on (a, b) such that for some
where C , which depends on x 0 , is a positive normalizing constant.
Proof. Suppose (2.9) holds, then we have
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Differentiating both sides of (2.11) with respect to x , we get
Upon simplification, we have
Differentiating both sides of (2.12) with respect to x and then simplifying, we obtain d dx
Integrating the above equation from x 0 to x , we arrive at
Integrating both sides of (2.13) from x to b and using the assumption lim x→b s (x) = 0 , we obtain
and
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