Abstract. Let p and q be two points on the surface of a polytope Π. This paper provides a rubberband algorithm for computing a Euclidean shortest path between p and q (a so-called surface ESP) that is contained on the surface of Π. The algorithm has κ1(ε) · κ2(ε) · O(n 2 ) time complexity, where n is the number of vertices of Π, κi(ε) = (L0 i − Li)/ε, for the true length Li of some shortest path with initial (polygonal path) length L0 i (used when approximating this shortest path), for i = 1, 2. Rubberband algorithms follow a straightforward design strategy, and the proposed algorithm is easy to implement and thus of importance for applications, for example, when analyzing 3D objects in 3D image analysis, such as in biomedical or industrial image analysis, using 3D image scanners.
Introduction
Let Π be a connected polyhedral domain such that its frontier is a union of a finite number of triangles. An obstacle is a connected, bounded polyhedral component in the complement R 3 \Π of Π. Let p, q ∈ Π such that p = q. The general Euclidean shortest-path problem (ESP) asks to find a shortest polygonal path ρ(p, q) which is either completely contained in Π, or just not intersecting any (topologic) interior of a finite number of given obstacles.
This problem is actually a special case of the problem of planning optimal collision-free paths for a robot system; for its specification and a first result, see [13] . This paper presented in 1984 a doubly exponential time algorithm for solving the general obstacle avoidance problem. [12] improved this by providing a singly exponential time algorithm. The result was further improved by a PSPACE algorithm in [2] . Since the general ESP problem is known to be NPhard [1] , special cases of the problem have been studied afterwards. [14] gave a polynomial time algorithm for ESP calculations for cases where all obstacles are convex and the number of obstacles is small. [4] solved the ESP problem with an O(n 6k−1 ) algorithm assuming that all obstacles are vertical "buildings" with k different values for height.
[13] is the first publication considering the special case that the shortest polygonal path ρ(p, q) is constrained to stay on the surface of Π. [13] presented an O(n 3 log n) algorithm where Π was assumed to be convex. [11] improved this result by providing an O(n 2 log n) algorithm for the surface of any bounded polyhedral Π. The time complexity was even reduced to O(n 2 ) [3] . So far, the best known result for the surface ESP problem is due to [10] ; it improved in 1999 the time complexity to O(n log 2 n), assuming that there are O(n) vertices and edges on Π.
This paper provides a rubberband algorithm (RBA) for computing approximate surface ESP. The algorithm has
time complexity, where n is the number of vertices of Π, and
for the true length L i of some kind of shortest path with length L 0i of the used initial polygonal path, for i = 1, 2. Although this rubberband algorithm is not the most efficient, it follows a straightforward design strategy, and the proposed algorithm is easy to implement. (See [8] for results on implementing rubberband algorithms for various shortest path problems.)
We generalize a rubberband algorithm from solving the 2D ESP of a simple polygon (see [9] for this 2D algorithm) to a solution for the surface ESP of polytopes. Considering the difficulty of the general ESP problem, our approach is very important for applications, e.g. when analyzing 3D objects in 3D image analysis (such as in biomedical or industrial image analysis, using 3D image scanners). For shortest paths on digital surfaces (in the context of 3D picture analysis), also known as geodesics, see the monograph [6] . One of the earlier publications, related to the calculation of surface geodesics, is [5] .
The rest of this paper is organized as follows: Section 2 provides the definitions of some useful notions. Section 3 presents four procedures being subroutines of the Main Algorithm. Section 4 proves the correctness of the Main Algorithm. Section 5 analyses the time complexities for involved procedures and Main Algorithm. Section 6 illustrates the main ideas behind the steps of the Main Algorithm by a simple example. Section 7 summarizes the paper.
Definitions
Let Π be a polytope (see Figure 1 for an example). Let T = { 1 , 2 , . . . , m } be a set of triangles such that ∂Π = ∪ where e ij (v ij ) is an edge (vertex) of both i and j , i = j, respectively, with i, j = 1, 2, . . . , m.
We construct a corresponding simple graph
Each v i is a triangle. Edges e ∈ E Π are defined as follows: If i ∩ j = e ij = ∅, then we have an edge e = v i v j (where e ij is an edge of both triangles i and j ); and if i ∩ j = ∅ or a vertex, then there is not an edge between v i and v j , i < j and i, j = 1, 2, . . . , m.
In such a case we say that G Π is a corresponding graph with respect to the triangulated polytope Π. See Figure 2 for an example. Analogously, we can define a corresponding graph for a connected surface segment (a subsurface) of a polytope. Abbreviated, we may also speak about "the graph for a polytope" or "the graph for a subsegment of a surface". A triangulated polytope Π can also be thought as being a graph such that each vertex of Π is a vertex of this graph, and each edge of a triangle is an edge of this graph. We denote this graph by G Π .
Let p = q, p, q ∈ V (G Π ); if ρ is a cycle of G Π such that G Π \ρ has two components, denoted by G 1 and G 2 with p ∈ V (G 1 ) and q ∈ V (G 2 ), then ρ is called a cut cycle of G Π or Π. For example, in Figure 1 , ABCDA or AF GDA are cut cycles of Π.
An approximate cycle is a graph such that it consists of a cycle plus a few more vertices, each of which is of degree one only, and (thus) adjacent to a vertex on the cycle. (The graph later shown in Figure 4 is an approximate cycle.)
A band is a subsurface of a polytope Π such that the corresponding graph of it is a cycle or an approximate cycle.
A band can also be thought as being a subgraph of G Π . Let E be the subset of all the edges of a triangulated band such that each edge belongs to a unique triangle. Then E consists of two cycles. Each of them is called a frontier of the band. For example, in Figure 1 , ABCDA and EF GHE are two frontiers of a band whose triangles are perpendicular to the xoy-plane.
If two triangulated bands share a common frontier, then they are called continuous (in the sense of "continuation").
Algorithms
Without loss of generality, we can assume that p = q, p and q ∈ V (Π).
Separation
The following procedure finds a cut cycle to separate p and q such that either p or q is not a vertex of the cut cycle. (This procedure will be used in Step 1 of the Main Algorithm below.)
Procedure 1
Input:
, and two vertices p = q ∈ V (Π).
Output: The set of all vertices of a cycle ρ in G such that, if we cut the surface of Π along ρ into two separated parts, then p and q are on different parts respectively.
1. Let N p = {v : vp ∈ E(Π)} (i.e., the set of all neighbors of p).
• . In other words, uv ∈ E(Π).
, the set of all neighbors of v).
5. Take a vertex w ∈ N v \V .
6. If w = u, then stop. Otherwise, let V = V ∪ {w}, v = w and go to Step 4.
For example, in Figure 1 , ρ can be either ABCDA or AF GDA, but it can not be AEHDA.
Step Set Calculation
The following procedure computes step bands (i.e., the step set for the second level RBA). It will be used in Step 2 of the Main Algorithm below.
Procedure 2
Input: G Π = [V (Π), E(Π)], and ρ: the cut cycle obtained with Procedure 1. Without loss of generality, we can assume that p ∈ V (ρ) and q / ∈ V (ρ). Output: The set of the step bands S = {B 1 , B 2 , . . . , B m } such that p ∈ V (B 1 ) and q ∈ V (B m ).
(Note: the used "minus" in graph theory can also be written as Π 1 \ρ 1 ; in other words, we delete each vertex in ρ 1 and each edge of Π 1 which is incident with a vertex of ρ 1 .) 2.2. Let ρ 2 be the frontier of Π 2 . 2.3. Let Π 1 , ρ 1 and ρ 2 as the input, compute a band
2.4. Update ρ 1 and Π 1 by letting ρ 1 = ρ 2 and
For example, in Figure 1 , if a single vertex can be thought of as being a band, then we can have S = {B 1 , B 2 , B 3 }, where B 1 = p, B 2 is the band such that V (B 2 ) = {A, B, C, D, E, F, G, H}, and B 3 = q.
Step Segments in a Single Band
The following procedure computes step segments in a single band (i.e., a subset of the step set for the initialization of the RBA). (It will be used in Step 1.1 of Procedure 4 below.)
Procedure 3
Input: The triangulated band B and two vertices u, v ∈ V (B) such that u and v are on two different frontiers of B, denoted by ρ 1 and ρ 2 (i.e., u ∈ V (ρ 1 ) and v ∈ V (ρ 2 ).
Output: Two step sets of segments (edges) S 1 and S 2 such that either S 1 or S 2 contains the vertices of a surface ESP of B from u to v.
Let u , v be the triangles such that u ∈ ∂ u and v ∈ ∂ v , respectively. Let w u and w v ∈ V (G B ) such that w u and w v correspond to u and v , respectively. By the definition of a band (see Section 2), there is a cycle, denoted by ρ B , such that either w u (respectively, w v ) ∈ V (ρ B ) or the unique neighbor of w u (respectively, w v ) is in V (ρ B ).
For example, in Figure 3 , the frontier of B consists of two cycles uABCDu and EF GHE. We have that u = pDA, v = AEF . S 1 = {AD, AE} and S 2 = {DA, DE, DH, DG, CG, CF, BF, AF }.
Case 1 : Both w u and w v are in V (ρ B ). In this case, ρ B can be decomposed into two paths from w u and w v , denoted by P 1 and P 2 . Let { 1 , 2 , . . . , m1 } be the sequence of triangles corresponding to the sequence of the vertices of P 1 .
Let {e 1 , e 2 , . . . , e m1−1 } be a sequence of edges such that e i = i ∩ i+1 , where i = 1, 2, . . . , m 1 − 1.
Let {e 1 , e 2 , . . . , e m1−1 } be a sequence of edges such that e i is obtained by removing a sufficiently small segment (Assume that the length of the removed segment equals δ .) from both endpoints of e i , where i = 1, 2, . . . , m 1 − 1.
The set {e 1 , e 2 , . . . , e m1−1 } is the approximate step set we are looking for.
Case 2 : Both w u and w v are not in V (ρ B ). Again, by the definition of a band (see Section 2), let w u (w v ) be the unique neighbor of w u (w v ) such that w u and w v / ∈ V (ρ B ). Fig. 4 . The corresponding graph with respect to B; the two frontiers of B are pABCDp and EF GHE in Figure 3 . v9 corresponds to pDA, and v2 corresponds to AEF .
In this case, ρ B can be decomposed into two paths from w u and w v , denoted by P 1 and P 2 . Appending w u and w v to both ends of P 1 and P 2 , we obtain two paths, denoted by P 1 and P 2 . Analogous to Case 1, we can compute the approximate step set.
Case 3 : Only one of either w u or w v is not in V (ρ B ). We can compute the approximate step set, analogously to Cases 1 and 2.
Initializations
The following procedure is the initialization procedure of the RBA. It will be used in Steps 7.2 and 8.2 of the Main Algorithm below.
Procedure 4
Input: Two continuous triangulated bands B 1 and B 2 , and three vertices u 1 , u 2 and u 3 , all three in V (B 1 ∪ B 2 ), such that u 1 and u 2 are on two different frontiers of B 1 , denoted by ρ 1 and ρ 2 ; u 3 is on the frontier denoted by ρ 3 ( = ρ 2 ), of B 2 .
Output: The set of vertices of an approximate ESP on the surface of B 1 ∪ B 2 , from u 1 to u 3 .
Let e u2 ∈ E(ρ 2 ) such that u 2 ∈ e u2 ; l a sufficiently large integer; and E = E(ρ 2 ).
1. While E = ∅, do the following:
1.1. Let G Bi and u i , u i+1 be the input; apply Procedure 3 to compute step segments in band B i , denoted by S Bi , where i = 1, 2.
1.2. Let S 12 = S B1 ∪ S B2 be the input. Apply Algorithm 1 of [9] to compute an approximate ESP on the surface of B 1 ∪ B 2 . This is denoted by ρ eu 2 , and it connects u 1 with u 3 . 1 1.3. Let the length of ρ eu 2 be equals l(ρ eu 2 ).
If l(ρ eu
) < l then let V = V (ρ eu 2 ).
) = l then let V = min lexi {V, V (ρ eu 2 )} (minimum with respect to lexicographic order).
1.5. Let E = E\{e u2 }.
1.6. Take an edge e ∈ E and let u 2 be one endpoint of e; let e u2 = e; go to Step 1.1.
2. Output V .
The Main Algorithm
The main algorithm defines now the iteration steps of the RBA.
Input: G Π = [V (Π), E(Π)], and two vertices p = q, p, q ∈ V (Π); accuracy constant ε.
Output: The set of vertices of an approximate ESP on the surface of Π.
1. Let G Π , p and q be the input; apply Procedure 1 to compute a cut cycle which separates p and q, denoted ρ pq .
2. Let G Π and ρ pq be the input; apply Procedure 2 to compute step bands S = {B 1 , B 2 , . . . , B m } such that p ∈ V (B 1 ) and q ∈ V (B m ).
3. Let p i be a point on the frontier of B i , where i = 1, 2, . . ., m, p = p 1 and q = p m . We obtain an initial path ρ =< p 1 , . . . , p 2 , . . . , p m > [note: it is very likely that there exist further points between p i and p i+1 !].
The following steps are modified from Algorithm 1 of [9] (note: only Steps 7.2 and 8.2 are modified!).
Let ε = 10
10 (the chosen accuracy).
5. Compute the length L 1 of the initial path ρ.
6. Let q 1 = p and i = 1.
7. While i < k -1 do: 
Let
11. If δ > ε , then let L 1 = L 2 and go to Step 7. Otherwise, stop.
We provide a proof of correctness, an analysis of run-time complexity, and an example for this algorithm. It is basically another illustration for the general comments (e.g., in [7, 8] ) that the basic idea of rubberband algorithms my be applied efficiently for a diversity of shortest path problems. Theorem 1. The approximate path computed by the Main Algorithm is an approximate ESP on the surface of Π.
Proof. Let {B 1 , B 2 , . . . , B m } be the step bands computed by Step 2 of the Main Algorithm. Let ρ i = B i ∩ B i+1 , where i = 1, 2, . . . , m − 1. For each point p i ∈ ρ i , where i = 1, 2, . . . , m − 1, the length of the surface path
Since ρ is continuous, for each ε > 0 and for each P = (p 1 , p 2 , . . . , p m−1 ) ∈ Π m−1 i=1 ρ i , there exists a δ ε > 0, such that for each P ∈ U (P, δ ε ), the difference between the lengths (i.e., of the outputs) of the Main Algorithm by using either P or P as an initial path, is not more than ε.
We can now construct an open cover for Π
By the finite cover principle of mathematical analysis, there exists a finite subcover of O ε which can cover Π m−1 i=1 ρ i . This implies that the number of approximate ESPs obtained by the Main Algorithm is finite. In analogy to the proof of Lemma 24 of [7] , the number of approximate ESPs obtained by the Main Algorithm is only one. This proves the theorem.
Time Complexity
This section analyses, step by step, the time complexity for each of the procedures and the Main Algorithm as presented in the previous section. Proof. In our data structure we identify adjacent vertices for each vertex; so Steps 1 and 4 can be computed in time O(|V (Π)|).
Step 2 can be computed in time O(|N p |).
Step 3 can be computed in time O(1).
Step 5 can be computed in time O(|N v |).
Step 6 
Step 2 can be computed in time O(|V |). Therefore, Procedure 2 can be computed in time 
An Example
The following example illustrates the steps of the Main Algorithm. Let Π be the unit cube in Figure 5 .
Step 1 computes a cut cycle (which may be not uniquely defined) ρ pq = ABCDA.
Step 2 computes step bands S = {B 1 , B 2 , B 3 }, where B 1 = p, B 2 's frontiers are two cycles ABCDA and EF GHE, and B 3 = q.
Step 3 decides that we use pIJq as an initial surface path from p to q (see Figure 5 ).
In Step 7.2, the algorithm applies Procedure 4 (the initialization procedure of the RBA) and searches each edge of the polygon ABCDA; it finds a point . pIJq is an initial surface path from p to q while pM LKq is an approximate surface ESP from p to q, where I ∈ AB, J, K ∈ EF , L ∈ AE and M ∈ AD.
M ∈ AD to update the initial point I, and it also inserts a new point L ∈ AE into the segment between M and J.
Analogously, in Step 8.2, the algorithm searches each edge of the polygon EF GHE and finds a point K ∈ EF for updating the initial point J; it also updates point L ∈ AE by point L ∈ AE which is between M and K.
The algorithm iterates (note: the iteration steps are defined in the Main Algorithm) until the required accuracy is reached.
Conclusions
The paper presented a rubberband algorithm for computing an approximate surface ESP of a polytope. Although it is not the most efficient, it follows a straightforward design strategy, and is thus easy to implement.
This algorithm generalized an rubberband algorithm designed for solving a 2D ESP of a simple polygon (see [9] ) to one which solves the surface ESP of polytopes. This approach is a contribution towards the exploration of efficient approximate algorithms for solving the general ESP problem. This will allow more detailed studies of computer-represented surfaces as typical (e.g.) in biomedical or industrial 3D image analysis.
