Abstract. The ability to restructure a decision tree efficiently enables a variety of approaches to decision tree induction that would otherwise be prohibitively expensive. Two such approaches are described here, one being incremental tree induction (ITI), and the other being non-incremental tree induction using a measure of tree quality instead of test quality (DMTI). These approaches and several variants offer new computational and classifier characteristics that lend themselves to particular applications.
Introduction
Decision tree induction offers a highly practical method for generalizing from examples whose class membership is known. The most common approach to inducing a decision tree is to partition the labelled examples recursively until a stopping criterion is met. The partition is defined by selecting a test that has a small set of outcomes, creating a branch for each possible outcome, passing each example down the corresponding branch, and treating each block of the partition as a subproblem, for which a subtree is built recursively. A common stopping criterion for a block of examples is that they all be of the same class.
This non-incremental approach to inducing a decision tree is quite inexpensive because exactly one tree is generated, without constructing or evaluating explicit alternatives. In terms of searching the space of all possible decision trees, the induction process consists of instantiating a specific tree, starting at the root. When one determines that a particular node shall be a decision node with a specified test, or a leaf with a specified class label, one implicitly rejects all other trees that would differ at this node. This greedy tree construction process implements a function that maps a particular set of examples to a particular tree.
There are alternative strategies for searching tree-space, two of which are presented here. First, for incremental decision tree induction, one can map an existing tree and a new training example to a new tree. This is different from the non-incremental approach described above, in which one maps a single batch of examples to a particular tree. Second, for decision tree induction using a measure of tree quality, hereafter called direct metric tree induction, one simply maps an existing tree to another. As explained below, each of these methods requires the ability to restructure an existing decision tree efficiently. The next section presents the tree revision mechanism, and the following two sections present the two decision tree induction algorithms that are based upon it.
Tree Revision
Both of the decision tree induction algorithms presented here depend on the ability to transform one decision tree into another. For simplicity, the discussion is limited in this section to a tree that is based on a consistent set of labelled examples. For any particular set of consistent examples, there exists a multitude of decision trees that would classify each of those examples correctly. For example, if one were to place a test t 1 at the root, and then build the rest of the tree recursively, a particular tree would result. However, if instead one were to place a different test t 2 at the root, and then build the rest of the tree recursively, a different particular tree would be produced. Each tree would be consistent with the training examples, but would likely represent a different partition of the example space.
An algorithm that restructures a tree will sometimes need to change the test that is installed at a decision node. When this occurs, one would like to be able to produce as efficiently as possible the tree that would result when using the newly installed test. One would like to effect such a change of the installed test by revising the existing tree, instead of building a new tree from the original training examples, assuming that this is computationally more efficient.
Representation
It is assumed that every possible test at a decision node has exactly two possible outcomes, which means that the decision tree is always binary. There is no loss of representational power in this choice because for every non-binary tree there are one or more binary trees that produce an identical partition of the example space. Symbolic variables with more than two possible values are mapped automatically to an equivalent set of propositional variables. For example, if the value set for the variable color were {red, green, blue} then the possible binary tests would be (color = red), (color = green) , and (color = blue). For numeric variables, the conversion to a binary test is done as it is by C4.5 (Quinlan, 1993) , by finding a cutpoint and incorporating it into a threshold test, for example (x < cutpoint). The outcome of a test is either that the value of the variable in the example satisfies the test, or that it does not.
The adoption of only binary tests brings two principal benefits. The first is that there can be no bias among tests that is due to the tests having a different number of possible outcomes. This is important because many common methods for selecting a test are biased in this manner (White & Liu, 1994) . Second, choosing a binary split at a decision node is a conservative approach to partitioning, because a block of examples is divided into at most two smaller blocks. This is beneficial because each block can be further subdivided, if necessary, by selection of a new test that is deemed best for that block. Choosing a test that immediately partitions a set of examples into more than two blocks is more aggressive. By partitioning more conservatively, one keeps a larger number of examples available in each block, which is important if additional partitioning will be done in that block. Mooney, Shavlik, Towell, and Gove (1989) found that recoding discrete variables as propositional variables improved classification accuracy for the ID3 decision tree induction algorithm. Breiman, Friedman, Olshen, and Stone (1984) employ binary tests in the CART decision tree induction program. Fayyad (1991) observes that for numeric variables, it can be advantageous to search for multiple cutpoints, rather than a single one. While several binary tests can represent the same partition that would be produced by a multiway test, there is no reason to believe that a greedy selection of such binary tests would actually lead to the same partition. One could search for multiple cutpoints, and then pick just one for a binary test, leaving other cutpoints to be found for the subtrees.
Information Maintained at Each Decision Node
To be able to change the test that is installed at a decision node, one needs to maintain information at that node that provides the basis for evaluating the quality of each possible test. The idea of maintaining such information for symbolic variables was demonstrated by Schlimmer and Fisher (1986) . For each test that is based on a specific value of a symbolic variable, e.g. (color = blue), the frequency counts for each outcome-class combination are kept and updated as necessary. For each possible test (based on a specific cutpoint) of a numeric variable, it would be too costly to keep a separate set of frequency counts for each test. Instead, the list of values observed in the examples at that node is maintained in sorted order by value, with each value tagged by the class of the example in which it was observed. For each pair of adjacent values, the midpoint of the two values defines a possible cutpoint. The possible cutpoints and the merit of each one can be computed efficiently during a single pass over the sorted list of tagged values. When average class entropy is the metric for test selection, one needs only to consider those cutpoints that separate two values from different classses (Fayyad & Irani, 1992) .
Incorporating a Training Example
A basic operation in tree revision is to change the set of examples on which the tree is based. Various forms of incremental tree induction are presented in the next section, each of which depends on the ability to add an example to the set of examples on which the tree is based. Adding an example in this way is also known as incorporating the training example into the tree.
When an example is to be incorporated into an empty tree, the tree is replaced by a leaf node that indicates the class of the leaf, and the example is saved at the leaf node. Whenever an example is to be incorporated, the branches of the tree are followed as far as possible according to the values in the example. If the example has the same class as the leaf, the example is simply added to the set of examples saved at the leaf node. If the example has a different class label from the leaf, the algorithm attempts to turn the leaf into a decision node, picking the best test according to the test-selection metric. The examples saved at the node that was just converted from a leaf node to a decision node are then incorporated recursively by sending each one down its proper branch according to the new test. Thus, an example can be added to a node, and it will work its way down the tree to a leaf, possibly sprouting branches at leaves as it moves downward through the tree. The procedure that accomplishes this task is named add example to tree, and pseudo-code for it is shown in Table 1 .
Missing Values
One must be able to handle an example for which the value of one or more input variables are missing. For tree construction, this is problematic when a test has been chosen for the decision node that requires knowing the value that is missing in an example. For classification of an unlabelled example, one must somehow use the tree and its leaves to infer the label for the unlabelled example. A missing value is treated as a special value that does not satisfy the test at a decision node. A value in an example either satisfies the test, or it does not. For example, if the test is (color = blue), then a value of blue satisfies the test, and neither the value red nor the value ? (missing) satisfies the test. Similarly, if the test is (age < 46), then a value of 31 satisfies the test, and neither the value 57 nor the value ? (missing) satisfies the test. During tree construction and classification alike, an example with a missing value for the test at the decision node will be passed down the false branch. This is similar to treating ? as a bonafide value, but it is different because no symbolic equality test can test for this value, nor can any numeric inequality test use ? as its cutpoint.
With binary tests, all the examples with missing values for the test are sent down the false branch. This concentrates examples missing a value for the particular test into the right subtree, and keeps the left subtree free of such examples. If further partitioning is required in the right subtree, the tree induction algorithm is of course free to select a new test, which can be based on any variable.
Similarly, the set of examples corresponding to the root has also not changed, though the designation of the installed test has, which means that the test information maintained at the root also remains unchanged. Only the sets of examples at the two new children of the root, now with test (color = blue), have changed. For example, the left subtree formerly corresponded to the examples used to build subtrees A and B, but now corresponds to the examples used to build subtrees A and C. This raises the problem of how to update the test information at each child of the root.
Fortunately, the problem has an inexpensive solution that does not generally require rebuilding the information from the training examples. One simply recreates the test information by merging the test information of the two grandchildren. For example, for the left subtree, one would define the information as the 'sum' of the information at nodes A and C. For a symbolic variable, one adds the corresponding frequency counts, and for a numeric variable one copies and merges the two sorted tagged lists of values.
There are several other base cases, all dealing with one or more grandchildren being leaves, or one or both children being leaves. If one of the children of the root is a leaf node, instead of a decision node, then transposition is accomplished somewhat differently. For example, consider the case in which the right subtree is a leaf. Then transposition is accomplished by discarding the root node, reattaching the left subtree in its place, discarding the right subtree (the leaf), and reincorporating its examples at the root. For the base case in which both subtrees are leaves, one discards both subtrees, installs the desired test at the root, and then reincorporates the examples from both leaves at the root. Reincorporating an example from a discarded leaf does constitute reprocessing the example, but this occurs only at the fringe of the tree.
All of these base cases revise the tree in such a way that the tree has no node that is unnecessarily expanded. Every node that should be a leaf is a leaf. There are a few other base cases that arise during the transposition process when a subtree may not exist because no examples had that outcome for the installed test, but these represent temporary states that are handled in a straightforward manner.
The base cases handle any tree in which a child of the root is either a leaf or is a decision node whose test is the one that is to be installed at the root. When either child is a decision node that has an installed test that is not the one to be installed at the root, then tree transposition is applied recursively to that child so that it has the desired installed test. This always produces one of the base cases, which is then handled directly.
When to Apply Recursive Transposition
As described above, the recursive tree transposition operator provides the ability to restructure a given tree into another that has the designated test installed at the root. This is quite useful, but it is not enough by itself for producing the best tree because it has only caused one decision node to have the desired test installed. During the recursive transposition, it may be that the subtrees have been transposed as a by-product of bringing the desired test to the root. The installed test of each decision node in the subtrees may be there as the result of transposition rather than as the result of a deliberate choice. Again consider the transposed tree in Figure 1 . Each of the two subtrees has test (color = blue) installed, but that is only because a transposition was performed from above, not because (color = blue) was identified as the best choice and installed intentionally.
To ensure that every decision node has the desired test installed, according to the attribute selection metric, one needs to visit the subtrees recursively. At each decision node that requires that a different test be installed, the algorithm transposes the tree to install the best test at the node. It could become costly to check every decision node of the subtrees after a transposition. Often, a subtree is not touched during a transposition. To this end, a marker is maintained in each decision node that indicates whether the choice of the installed test is stale. Any operation that changes the set of examples on which a subtree is based marks the test as stale. This can happen either when incorporating an example or when transposing a tree. Changing the set of examples on which a subtree is based changes the test information, invalidating the basis on which the installed test was selected.
Whenever a desired test has been identified and, if necessary, installed, one removes the test's stale mark. To ensure that every decision node has the desired test installed, one proceeds recursively in the following manner: at the root, identify the desired test and install it via recursive transposition; for each subtree, if it is marked stale, then recursively identify its desired test and install it. The procedure that accomplishes this task is named ensure best test, and pseudo-code for it is shown in Table 2 .
Incremental Tree Induction
This section presents an incremental tree induction algorithm ITI (incremental tree inducer) that makes extensive use of the tree transformation mechanism described in the previous section. An incremental algorithm makes sense for an application that uses an embedded classifier that is based on a stream of observed examples. Applications currently exist that accumulate examples by day, and rebuild the embedded decision tree by night. Employing an incremental method would allow online tree updating.
The algorithm described here was motivated by several design goals:
1. The average incremental cost of updating the tree should be much lower than the average cost of building a new decision tree from scratch. However, it is not necessary that the sum of the incremental costs be lower because we care only about the cost of being brought up to date at a particular point in time. 2. To the extent possible, the update cost should be independent of the number of training examples on which the tree is based.
3. The tree that is produced by the incremental algorithm should depend only on the set of examples that has been incorporated into the tree, without regard to the sequence in which those examples were presented.
4. The algorithm should not be biased toward selection of a test because the test has a larger set of possible outcomes than that of another test.
Additional well-accepted design goals are that the algorithm should accept examples described by any mix of symbolic and numeric variables (attributes), handle multiple classes, handle inconsistent training examples, handle examples with missing values, and avoid fitting noise in the examples.
Algorithm ITI
The basic ITI incremental decision tree induction algorithm is based on the tree revision mechanism described in Section 2, and thus can be stated simply. When given a training example that is to be incorporated into the tree, pass it down the proper branches until a leaf is reached. This includes updating the test information kept at each node through which it passes, and marking each such node stale. It also includes the process of incorporating an example at a leaf, which may cause additional growth of the tree below that leaf. After the example has been incorporated, visit each stale node recursively, as described above, ensuring that the desired test is installed at that node. The procedure that accomplishes this task is named incremental update, and pseudo-code for it is shown in Table 3 . As usual, a test is considered best if it has the most favorable value of the attribute-selection metric. For the order of the training examples to remain immaterial, a tie for the best test must be broken deterministically. Recall that a test is constructed from a variable and its observed value set. For ITI, such a tie is resolved in favor of the lexically lower variable name. For tests based on the same variable, a tie is resolved in favor of the lexically lower symbolic value or the numerically lower cutpoint, depending on the type of the variable. This tie-breaking mechanism ensures that there is a unique tree for any given set of training examples.
Inconsistent Training Examples
Two examples are inconsistent if they are described by the same variable values but have different class labels. When inconsistent examples occur, they will be directed to the same leaf. If one were to split every impure leaf, this would cause an infinite recursion. However, since converting the leaf to a decision node would provide no information, and this is easily detected by the gain-ratio metric, ITI keeps the node as a leaf and simply adds the example to the set of examples retained at the leaf, making an impure leaf. This causes no trouble for classification because the class name that is returned for the unlabelled example is that of the majority class of the examples at that leaf. A tie is broken in favor of the lexically lower class name.
Virtual Pruning
An important component of decision tree induction is to avoid overfitting the training data, especially when the data are known to contain attribute or classification error (noise). A variety of methods have come into existence, and the question is which of them is best suited to the incremental induction problem. All of the approaches that maintain a separate pruning set are oxymoronic for incremental tree induction. For ITI, a suitable approach is based on the minimum description length principle (Rissanen, 1978 , Quinlan & Rivest, 1989 .
To decide whether to prune a subtree to a leaf, one considers whether the subtree could be represented more compactly by a leaf with a default class and a list of exceptions, where each exception is an index into the list of examples and an indication of its non-default class label. For any subtree that one would want to be pruned (replaced with a leaf), one marks its root decision node as being pruned, but does not actually discard anything. For incremental induction, one preserves all information so that it is possible to reconsider whether a subtree should or should not be virtually pruned. To unprune it, one simply removes the mark that it is considered to be pruned. For all practical purposes, such as classifying examples with the tree, or inspecting the tree by printing it, a virtually pruned tree behaves and appears as though it had been truly pruned.
The virtual pruning process is accomplished by a post-order traversal of the decision tree that sets a marker in each decision node to indicate whether that decision node is to be considered pruned to a leaf. The previous status of whether the node was marked as pruned is immaterial. The procedure winds its way down to the leaves via the post-order traversal, and sets each subtree as pruned (or not) based on the minumum description length (MDL).
For each leaf, the number of bits needed to encode the leaf is measured as 1 + log(c) + x(log(i)+log (c −1)), where c is the number of classes observed at the leaf, x is the number of examples at the leaf that are not of the default class, and i is the total number of examples at the leaf. One bit is needed to indicate whether the node is a leaf, log (c) bits are needed to indicate the default class, and for each of the x exceptions, one needs log (i) bits to specify the exception, and log (c − 1) bits to specify its non-default class. This total number of bits to encode the leaf is stored in the leaf node.
For each decision node, the number of bits needed to encode the subtree is measured as 1 + log(t) + l + r, where t is the number of possible tests at the node, l is the MDL of the left subtree (already set), and r is the MDL of the right subtree (already set). One bit is needed to indicate whether the node is a decision node, log (t) bits are needed to identify the test, and l and r bits are needed to encode the left and right subtrees respectively. This total number of bits to encode the decision node is stored in the decision node. To decide whether to mark a decision node as pruned, the MDL for the node is computed for the case in which the node is left as a decision node (not pruned), and for the case in which it would be pruned to a leaf. If the virtual leaf would require fewer bits to encode, then the node is marked as pruned, and the MDL of the virtual leaf is saved at the node. Otherwise, the node is marked as not pruned, and the MDL of the subtree is saved instead.
Variants of ITI
A variety of training modes are possible, four of which are described here. Upon presentation of a training example, one can decide whether or not to incorporate that training example into the tree. Any policy for making this decision constitutes one element of a training mode. When one does elect to incorporate a new training example into the tree, one can then decide whether or not to ensure immediately afterward that the best test is installed at each decision node. Because the process of adding an example to a tree can be accomplished independently from revising the tree, it is possible to accept several examples at a time, add each one to the tree without revising (except possibly for growing new leaves), and then revise the tree just once by visiting the decision nodes to ensure that each has the best test installed.
In incremental mode, each training example that is presented is immediately incorporated into the tree, and the tree is then immediately restructured as necessary so that every decision node has its most desired test installed. This mode always produces the same tree that one would obtain with the batch version that is described below.
For error-correction mode, one incorporates a training example only if the existing tree would misclassify it. Otherwise the training example is not incorporated and therefore has no effect on the tree. This mode of training is akin to the error correction procedures of statistical pattern recognition, and it was also suggested by Schlimmer and Fisher (1986) . There are two variations of this mode. First, for a stream of training examples, one simply ignores examples for which the tree is currently correct. Second, for a fixed pool of examples that have not been incorporated into the tree, one cycles through the pool repeatedly, removing each incorrectly classified example from the pool and incorporating it into the decision tree, until the tree does not misclassify any example still remaining in the pool. Although examples are examined one at a time, this training regimen departs somewhat from the notion of a linear stream of training examples.
For a pool of examples, ITI will always build a tree and halt. This is true even when the examples are noisy, because ITI continues cycling through the pool until every example remaining in the pool is classified correctly. When an example in the pool is misclassified, it is removed from the pool and added to the tree. Thus, even though the tree may not become a perfect classifier on all the training examples that it has incorporated (when there is noise or inconsistency or pruning is turned on), it does continue to select and remove currently misclassified training examples from the pool until no misclassified examples remain in the pool. This occurs either when the current tree classifies all training examples still in the pool correctly or when the pool becomes empty because all examples have been incorporated in the tree. The procedure that accomplishes training from a pool of examples is named error correction train, and pseudo-code for it is shown in Table 4 .
In lazy mode, one delays ensuring that the tree is up to date until the tree is needed for some purpose, such as to classify an unlabelled example. Most of the effort in ITI goes to ensuring, after each training example, that the tree has the best test installed at each decision node. However, one could avoid this work by not doing it until the tree is needed. Instead, one can add each example to the tree without revising the tree, beyond the simple operations that occur when incorporating an example. Then, whenever the tree is needed, a single call to the procedure for ensuring that the best test is installed at each node brings the tree to its proper form. For all practical purposes, the tree is being updated in incremental mode, but presumably with less overall computation.
A batch mode exists for the case in which one has an initial batch of examples and no current tree, and wants to build a tree as quickly as possible. Of course this mode is not incremental in any sense, but it provides a method of building an initial tree from a set of examples that is more efficient than incremental mode. The algorithm constructs all the data structures that the incremental mode would, but in the traditional top-down manner. This mode is the fastest way to build an ITI tree from scratch, and makes sense for someone who wants to build a tree in the standard one-shot way. The data structures are created as they would be for incremental mode so that subsequent operations that might require revising the tree remain applicable. If one were to give up the ability to do subsequent revisions, one could be even more efficient by not building the data structures that go along with the tree revision capability.
Direct Metric Tree Induction
This section presents a direct metric tree induction algorithm DMTI (direct metric tree inducer) that relies on the tree restructuring mechanism described in Section 2. DMTI is not an incremental algorithm, but is instead a greedy top-down tree inducer. The distinguishing aspect of DMTI is that for each test that it could install at a node, it actually installs it, and then uses a metric that is a function of the resulting tree to assess the desirability of that test. This differs from the usual approach of picking a test based on a heuristic function (an indirect metric) of various frequency counts tallied from the examples. 
if node is a decision node then for each eligible_test at node transpose_tree(node,eligibile_test) note direct metric value for the resulting tree transpose_tree(node,best_eligible_test) dmti(node->left) dmti(node->right)
Algorithm DMTI
The DMTI algorithm is a variation of the classical top-down approach, because one finds the best test to install at the root, installs it, and then solves the subproblems recursively. There are three important differences. First, one starts the process with a decision tree built by ITI, instead of a set of examples. Second, a test is assessed at a node by installing it, including automatic revision of the subtrees using the indirect metric, and then by evaluating the direct metric on the resulting tree. Thus, for n permissible tests at a node, DMTI evaluates n different trees in order to pick the best test to install at that node. Third, it would typically be quite expensive to consider all possible tests at a node, so the set of permissible tests is limited to the best test for each input variable according to the indirect metric. For a symbolic variable, the best test is the best equality test variable, and for a numeric variable it is the best threshold test. So, for DMTI, the set of permissible tests at a node is limited in size to the number of input variables. Pseudo-code for the DMTI procedure is shown in Table 5 .
Direct Metrics
A direct metric defines whether one test is preferred to another based on a comparison of the trees that would result. This raises the familiar question of how to decide whether one tree should be preferred to another. With no additional information, there can be no universally correct answer to this question, but in practice it is usually possible to make a good choice. For example, if one has a strong prior belief that the target concept can be modelled best by a decision tree that is a simple function of the input variables, then one would prefer a smaller consistent tree to a larger consistent tree. Such a preference accompanies the belief that a designer of a set of training examples will try to choose input variables that are as predictive of the class label as possible. Other prior knowledge can be used to determine a direct metric that will be appropriate for a given tree induction task. Consider four such possible metrics.
The direct metric expected-number-of-tests returns the number of tests that one would expect to evaluate in order to classify an example, assuming that testing examples are drawn according to the same probability distribution as the training examples. The expected number of tests can be computed by counting the total number of tests evaluated while classifying all the training examples, and dividing by the total number of training examples.
It is possible to calculate the value of this metric during a single traversal of the tree, without actually classifying any examples. All the examples that have been incorporated into the tree are saved at a leaf of the tree, and all node heights are known during the traversal.
The metric leaf-count returns the number of leaf nodes in the tree. This count can be computed during a single traversal of the tree. Though the number of leaves is related to the number of tests, it is not directly related to the expected number of tests. For example, it is possible for a tree t 1 to have a higher leaf count and a lower expected number of tests than another tree t 2 .
The minimum-description-length metric returns the number of bits needed to encode the tree, using the encoding scheme described in Section 3.3. Whether or not one has pruning turned on, one can apply DMTI to search for a test that produces a tree with the locally smallest attainable MDL.
The metric expected-classification-cost is identical to expected-number-of-tests except that each test has a specified evaluation cost, instead of the implied uniform evaluation cost. In some applications, such as diagnosis, some tests are much more expensive than others, and the cost of producing the answer is an important factor (Tan & Schlimmer, 1990) .
Finally, the direct metric expected-misclassification-cost measures the penalty that one would pay when misclassifying an example, assuming that testing examples are drawn according to the same probability distribution as training examples. Often, tree induction algorithms embody the assumption that all classification errors incur the same cost (Pazzani, Merz, Murphy, Ali, Hume & Brunk, 1994) . To be more comprehensive, one can include an explicit cost matrix that specifies the cost of labelling an example with class X when it should have been class Y. It is possible to calculate the value of this metric in a single traversal of the tree.
Comparison of Performance Characteristics
When might one want to use ITI or DMTI? To answer such a question, one first needs to know how good a classifier one can expect, and how much it may cost to produce it. To this end, consider a comparison of several algorithms along several criteria: classification accuracy, tree size as measured by number of leaves, classification cost as measured by the number of tests one can expect to evaluate when classifying an example, and the CPU cost to build the tree. Which algorithms are better than which?
Experimental Design
The algorithms to be compared are three variants of ITI, three variants of DMTI, and two variants of Quinlan's C4.5. All eight algorithms are applied to forty-six classification tasks in a perfectly balanced and perfectly crossed manner. For each task-algorithm combination, the variables mentioned above are measured by a ten-fold stratified cross validation. The purpose of the cross validation is to obtain a reasonably unbiased point estimate, not to obtain ten separate measurements. The same splits of the data were used for all algorithms.
To be able to draw conclusions about which algorithms are significantly different from the others, one must choose a significance test that is designed to handle multiple comparisons. One cannot simply apply a test for each comparison, because the chance of a false difference rises with each test, much like repeatedly rolling a twenty-sided die that has one face marked 'significant'. A variety of multiple comparison procedures have been devised, and Duncan's Multiple Range Test (Walpole, 1974 ) is used here.
To use the Duncan Multiple Range Test (DMRT), one first isolates the variance that cannot be attributed to any treatment, which is called the error variance. To do this, one proceeds with the initial stages of an analysis of variance. Here, a two-way analysis is used to factor out variance that can be attributed to choice of task or choice of algorithm. Then, instead of proceeding with an F-test, as one would for an analysis of variance, one proceeds with the multiple range test, which involves comparing the means of the algorithms. The term 'algorithm mean' indicates the mean for the algorithm across all the tasks.
The least significant range for the p means to be compared is the product of the least significant studentized range and the square root of the quotient of the error variance and the number of tasks. The least significant studentized range can be determined from a table that is indexed by the error degrees of freedom and the number p of means being compared. If the range of the means (highest -lowest) being compared is greater than the corresponding least significant range, then the means are presumed to be significantly different. The table of least significant studentized ranges was computed by Duncan to compenstate for the fact that multiple comparisons are being made.
One initially sorts the algorithm means, and then tests each of the possible ranges of means. If a group of adjacent means is not significantly different, then that is depicted by drawing a line segment under that group, and none of its subgroups are tested further. Any two means that are underscored by any common line are not significantly different, and any two means that are not underscored by a common line are significantly different (Steel & Torrie, 1960) .
Finally, to reduce experimental error, the eight algorithm variants are run as a group with pruning turned off, and then again as a separate group with pruning turned on. There is no discussion here of the relative merits of pruning versus not pruning.
Algorithms
For ease of reference, each of the eight algorithms is given a simple name here. Variant I1 is ITI in batch mode, with a leaf being split when there is at least one example of the secondmost frequently occuring (second-majority) class. Variant I2 is ITI in batch mode, with a leaf being split only when there are at least two examples of the second-majority class. Batch mode is used here because it runs more quickly than incremental mode, and builds the same tree. The computational characteristics of incremental mode are discussed below in Section 6, and are not of interest here. Variant IE is like I1, but runs in error-correction mode instead of batch mode.
Variant C2 is C4.5 with its default settings. Like the I2 variant, C2 splits a leaf when there are at least two examples of the second-majority cass. The C1 variant uses the -m1 option of C4.5 to make it correspond to the I1 variant of ITI. The C4.5 algorithm uses non-binary tests for discrete variables that have a value set larger than two. One could recode the data in a preprocessing step, so that C4.5 would be forced to produce binary tests, but that is not what C4.5 does, so no recoding has been done here.
The remaining three algorithms are variants of DMTI, each using a different direct metric. The DM variant uses minimum description length, the DE variant uses expected number of tests for classification, and the DL variant uses the number of leaves.
Tasks
Thirty-nine of the tasks were taken from the UCI (Murphy & Aha, 1994) repository, and the remaining seven were acquired or produced elsewhere. From all the available UCI tasks, one was generally taken from UCI and included here if it was not extraordinarily large and if there was a clearly defined class label. The forty-six tasks differ in many ways, including number and type of attributes, number of classes, noise, missing values, and default accuracy. The goal was to pick as many tasks as was practical.
The heart disease tasks (cleveland, hungarian, switzerland, and va) are each fiveclass problems, whereas in many reports one sees four of the classes grouped, resulting in a two-class problem. The fayyad and usama-mys tasks come from Usama Fayyad. The horse-dead and horse-sick tasks are different from the UCI horse-cholic task. The mplex-6 and mplex-11 are six and eleven bit versions of the multiplexor problem. The tictactoe data is different from the UCI task of similar name. Here, all positions that can occur during play appear as examples, labelled with 'draw', or the number of ply until a win will be achieved. All positions are represented from the point of view of the player on-move, coded as 'x'.
For any task in which a training set and testing set were given, those sets were merged into a single set of examples. In this way, the stratified cross validation could be applied to all tasks. The tasks for which this was done were audio-no-id, monks-2, soybean, splice, and vowel.
Accuracy
For average accuracy of the algorithms when pruning is turned off, the DMRT indicates that DM is significantly more accurate on average than each of I2, I1, C2, DL, and DE. There are no other significant differences. Table A .1 shows the cross-validated accuracy for each of the task-algorithm combinations, with pruning turned off. The corresponding standard deviations are shown separately in Table A .2 because they do not fit into one table. These deviations do not play a role in the analyses, but are included in order to help interpret the point estimates. Similarly, Table  A .3 shows the cross-validated accuracy for each of the task-algorithm combinations when pruning is turned on, with the standard deviations shown separately in Table A.4.
Leaves
Consider the average tree size, as measured by the number of leaves. It is important to use the number of leaves because this indicates the number of blocks in the partition of the example space. This number is comparable for the different algorithms, whether or not they use a binary test at a decision node. For average tree size of the algorithms when pruning is turned off, the DMRT indicates the same set of significant differences. Table A .5 shows the leaf counts for each task-algorithm combination when pruning is turned off, with the corresponding deviations appearing in Table A .6 . Inspection of the data shows considerable variability with respect to which algorithms produced the smallest or largest trees. The means for C1 and C2 seem to be pulled up by just a few tasks. For example, C1 and C2 produce large trees for the nettalk task. Although there are only seven attributes, each has a very large value set, and neither the C1 algorithm nor the C2 algorithm are restricted to binary tests. For this task, any test will have a large number of branches. In contrast, the binary tests of ITI/DMTI cause a more conservative two-way split. Table A.7 shows the leaf counts for each task-algorithm combination when pruning is turned on, with the associated deviations appearing in Table A.8.
Expected Tests
The expected number of tests provides a measure of classification efficiency. The C1 and C2 variants were omitted because this measure is not readily available. One would expect DE to have the lowest mean since it attempts to minimize this very measure. For the average number of expected tests when pruning is turned off, the DMRT shows the same set of significant differences when pruning is turned on. The ITI and C4.5 variants are not significantly different in CPU cost. The I1 and I2 CPU requirements are within one second of those of C1 and C2 on average.
The DMTI variants are much more expensive, but perhaps worth the cost for some applications. For example, if one wants a decision tree that requires few tests on average for classification, then DE produces a significant improvement, at the cost of extra computation. One might argue that an algorithm such as I1 that builds a classifier in an average of 1.5 seconds is not working hard enough to find a tree that provides efficient classification. 
Incremental Update Cost
Might one want to use the incremental ITI algorithm within a serial learning system or knowledge maintenance system? The primary issue is whether online learning via incremental tree revision is sufficiently time efficient. Under what conditions, if any, would one prefer to build a new tree from scratch?
In a serial task, in which each new training example is received sequentially, the problem to be solved by the algorithm is to obtain the new tree based on the newly augmented set of training examples. In the batch case, one takes the complete set of examples that has accumulated, and builds a new tree from them. In the incremental case, one takes the current decision tree and the new training example, and produces the new decision tree from them. What is the cost of obtaining the tree at time t, where t is the number of training examples that have been observed? For the incremental case, one has the tree at time t − 1 and the new example observed at time t. The costs accrued prior to time t are not a concern because they have already been incurred and paid. Of interest is the cost of producing the tree at time t.
Cost Factors
There are five important factors that affect the cost of an incremental update of the existing decision tree. First is the cost of adding the information from the example to the data structures maintained at a decision node. For each symbolic variable, one increments the counter for the value-class combination present in the example. As the number of different observed values (the value set) grows, there is additional overhead in locating the counter in the data structure. For each numeric variable, one inserts the value found in the example (tagged with the class in the example) into a sorted list of values. For symbolic and numeric variables alike, the cost is proportional to the log of the size of the value set. For symbolic variables, the value set of a variable typically reaches its final size early in the training.
The second cost factor is the number of decision nodes that are updated when an example is incorporated into the tree. The tree is relatively small early in the training, and will tend to do most of its growing early, as the utility of observing new examples diminishes. It is a matter of seeing a large enough number of training examples to be representative of the underlying example distribution. As enough examples come to have been seen, the size of the tree tends to stabilize.
The third factor is the frequency of changing the installed test at a decision node somewhere in the tree. Early in the training, the example distribution is not well represented, meaning that a new example can by itself cause a noticeable change in the distribution and the conditional probabilities that are computed within the test metric computation. Later in training, one example is unlikely to have much effect. Indeed, most examples do not lead to a change of the installed test. This effect of increased stability occurs earlier at higher decision nodes in the tree because these nodes are based on more examples. As the examples are partitioned, the decision nodes lower in the tree are based on fewer examples, and tend to lag in stability.
The fourth factor is the cost of restructuring a tree or subtree. This cost is attributable mostly to tree transpositions. What affects the cost of tree transposition? There is the matter of how many recursive calls are needed to set up a base case at the node in hand, and how many follow-up recursive calls are needed to ensure that the best test is installed at each of the decision nodes below. As mentioned above, stability of the best test at a node tends to be greater at nodes closer to the root of the tree. From this, one can surmise that transposition activity is generally lowest at the root, and generally highest at the fringe. The closer to the fringe that one transposes, the cheaper it is.
For a base case tree transposition of the kind shown in Figure 1 , adjusting the pointers to reattach the subtrees has negligible cost. The bulk of the expense is in recreating the counting information that is maintained in each of the two decision nodes below the root. at a decision node. It does however bring some inefficiency when merging two AVL-trees, for example two sorted lists of tagged values, making the cost O(n log n) instead of O(n).
Related Work
The incremental tree induction algorithm ID5R (Utgoff, 1989 ) demonstrated the basic process of tree revision. It did not handle numeric variables, multiclass tasks, or missing values, and did not include any prepruning or postpruning method for avoiding overfitting. The first version of ITI (Utgoff, 1994) had an awkward manner for handling numeric variables and for handling missing values, which have been replaced here. Schlimmer and Fisher's (1986) ID4 demonstrated incremental tree induction through test revision and discarding of subtrees. Crawford (1989) has constructed an incremental version of the CART algorithm (Breiman, Friedman, Olshen & Stone, 1984) . When a new example is received, if a new test would be picked at a decision node, a new subtree with the new test is constructed by building the new subtree from scratch from the corresponding subset of the training examples. Crawford notes that this approach is expensive, and proposes an alternative that invokes tree rebuilding less often. Van de Velde (1990) designed IDL, based on ID4 and ID5, with the goal of finding trees smaller than those that result from the standard top-down induction methods. Lovell and Bradley (1996) present the MSC algorithm, which refines a decision tree incrementally, with limited backtracking, making it dependent on the order of the presented training examples.
Fisher (1996) presents a method for optimizing a hierarchical clustering built initially by COBWEB. It implements a hill-climbing search through the space of clusterings, attempting to find an improved clustering according to specified metric, similar in spirit to DMTI. Cockett and Herrera (1990) present an algebraic approach to finding irreducible trees. Kalles and Morris (1996) have devised a scheme to reduce the number of times the test selection metric must be evaluated.
Conclusions
This article has presented a set of fundamental tree revision operators, and shown how two decision tree induction algorithms can be built from them. The ITI algorithm performs incremental decision tree induction on symbolic or numeric variables, and handles noise and missing values. The algorithm also includes a virtual pruning mechanism that can operate in conjunction with a tree induction algorithm. ITI is suitable for embedding in an application that receives or creates new examples online, such as knowledge maintenance systems. For tasks with no numeric variables, the cost of tree revision is largely independent of the number of examples that have been incorporated. For tasks with numeric variables that have large value sets, the cost of tree revision can grow noticeably with the number of examples.
The non-incremental DMTI algorithm uses an attribute selection metric that is a function of a tree instead of a function of counting information kept at a node. This makes it possible to choose from among a set of trees based on a direct measure of tree quality. It also lends itself to studies of how well the indirect metrics do at identifying tests that lead to induction of the most preferred trees. DMTI is suitable for producing trees that are intended to minimize a specified objective function. Due to DMTI's greater computational expense and associated greater minimization ability, it is suitable when one is willing to spend extra time to produce a superior tree. 
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Appendix
The tables here show the point estimates and standard deviations for each of the measurements for each of the algorithm-task combinations discussed in Section 5. The point estimates and deviations are presented as a pair of tables because a single table with all this information would be too large. For each of the variables measured, there is a pair of tables for the case in which pruning is turned off, and another pair of tables for when pruning is turned on. See Section 5.2 for an explanation of the algorithm names. Table A.13 for associated point estimates  Task  DL  DM  DE  IE  I1  I2  C1  C2 audio-no-id 321.1 278.8 81. 
