Abstract. With a special`Ansatz' we analyse the regularity properties of atomic electron wavefunctions and electron densities. In particular we prove an a priori estimate, sup y2B(x;R) jr (y)j C(R) sup y2B(x;2R) j (y)j and obtain for the spherically averaged 
(1.
3) It is known that then is continuous with bounded derivatives, and 2 W 2;2 (R 3N ) ( Kato 8] ) and that is in fact analytic away from the singularities (in R 3N ) of V , since V is here real analytic (see Hopf 7] ). In this paper we derive various qualitative and quantitative properties of the wave function and of the corresponding one-electron density Remark 1.1. Aside from Kato's classical results (see Kato 8] ), the local behaviour of electron wavefunctions has been investigated more recently by Ho mann-Ostenhof et al. 4 ], 6]. The electron density itself has been studied extensively in the large-Z-limit, see Lieb 9] . Except for the spatial asymptotics, see Ahlrichs et al. 1] , there are virtually no recent rigorous results on despite the fact that the density is the central object in various popular numerical approximation schemes, as Density Functional Theory (DFT) and all the various descendants of Hartree-Fock theory.
We now present our results. 
Proofs
Throughout the proofs, we will denote by C generic constants. Crucial for our investigations is Corollary 8.36 in Gilbarg and Trudinger 3]. We shall make use of this result several times and for convenience we state it already here, adapted for our special case: 
Make the`Ansatz' = e F?F 1 1 . Using (H ?E) = 0 and (2.2) we get that 1 satis es the equation hence we obtain (1.9). Integration of (1.9) over S 2 yields (1.10). The proof of the regularity properties of the functions h and e h are rather technical, and therefore postponed to the next section.
We now verify the regularity properties of the functions and e under the assumption that the regularity properties of h and e h stated in Theorem Since the R.H.S. of (2.13) is in C (R 3 n f0g), we obtain that e as a (radially symmetric) function in R 3 is C 2; away from the origin, and therefore e : R + ! R satis es e 2 C 2; ((0; 1)). That e 2 C 2 ( 0; 1)) is shown in the proof of (iv). and so h(x) " (x) with " = E N?1 0 ? E > 0.
Next we prove (iii
As for the bound (1.11), note that due to the operator inequality ? ? =r ? 2 =4 (true in dimension 3) and the translation invariance of ? we have, for almost all x k 2 R 3 ( xed), k 2 f1; : : : ; Ng, k 6 = j, so that due to (2.23) e 00 (r) is continuous at r = 0. Hence formula (1.13) follows from (2.23) and e 00 (0) = 0. This nishes the proof of Theorem 1.11.
3. Regularity of h and e h In this section we prove the statements in Theorem 1.11 on the regularity of the functions h and e h. More precisely, we prove the following: The proof of (b) is similar to that of (a) so we omit the details.
The proof of the following fact is straightforward:
There exist constants C = C( ; R) and e = e ( ) such that exp(? j(x; : : : ; x N )j) C exp(?e j(x 0 ; : : : ; x N )j)
for all x 2 B(x 0 ; R).
Using this and Lemma 3.3, 3.4, we shall prove the following lemma on the regularity of the functions J 1 ; J 2 and J 3 from (3.2). The function 1=jx 1 j is smooth for x 1 6 = 0 and therefore in C loc (R 3 nf0g). is in C loc (R 3 ). The functions in (3.13) are therefore in C loc (R 3 n f0g).
As for the functions in (3.14), these are all in C loc (R 3 ), which can be seen by applying the previous ideas, in particular Lemma 3.5, (3.6), (3.7) and (3.9).
This proves that I 1 2 C loc (R 3 n f0g). The term with j = 1 is in C loc (R 3 nf0g). This can be seen by following the ideas in the proof of the regularity properties of the function in This inequality follows from (2.3), (2.5) and (3.7) (remember that 1 = e F 1 ?F ).
This proves that I 5 2 C loc (R 3 n f0g), and so nishes the proof that J 1 2 C loc (R 3 n f0g). (See (3.10) ). This proves (ii) and therefore Lemma 3.5. Therefore f 2 C 0 ( 0; 1)).
Recall the proof of the fact that h 2 C loc (R 3 n f0g). In fact, the only terms in the decomposition of h (see (3.1), (3.2), (3.10), and (3.11)) that are only in C loc (R 3 n f0g) and not in C loc (R 3 This proves that the functions in (3.18) are in C 0 ( 0; 1)). Therefore e h 2 C 0 ( 0; 1)), which nishes the proof of Proposition 3.1.
