Fix an algebraically closed field F and an integer d ≥ 3.
Introduction
Throughout the paper F denotes an algebraically closed field. All scalars will be taken from F. Fix an integer d ≥ 0 and a vector space V over F with dimension d + 1. Let F d+1 denote the F-vector space consisting of the column vectors of length d + 1 and Mat d+1 (F) denote the F-algebra consisting of the (d + 1) × (d + 1) matrices. The algebra Mat d+1 (F) acts on F d+1 by left multiplication.
We begin by recalling the notion of a Leonard pair. We use the following terms. A square matrix is said to be tridiagonal whenever each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. A tridiagonal matrix is said to be irreducible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero. Definition 1.1 [7, Definition 1.1] By a Leonard pair on V we mean an ordered pair of linear transformations A : V → V and A * : V → V that satisfy (i) and (ii) below: Note 1.6 Let A, A * be a Leonard pair on V . For scalars α, α * , the pair A + αI, A * + α * I is also a Leonard pair on V , which is called a translation of A, A * . Here I denotes the identity. If A, A * has LB-TD form, then any translation of A, A * has LB-TD form.
Below we display a family of LB-TD Leonard pairs in Mat d+1 (F). Consider the following LB-TD pair in Mat d+1 (F):
Proposition 1.7 Fix a nonzero scalar q that is not a root of unity. Let α, α * , a, a ′ , b, b ′ , c be scalars with c = 0. Define scalars a ∈ {a ′ q 2d−2 , a ′ q 2d−4 , . . . , a ′ q 2−2d },
b ∈ {b ′ q 2d−2 , b ′ q 2d−4 , . . . , b ′ q 2−2d },
To state our further results, we recall some materials concerning Leonard pairs. Consider a Leonard pair A, A * on V . We first recall some facts concerning the eigenvalues of be an ordering of the eigenvalues of A. For 0 ≤ i ≤ d pick an eigenvector v i ∈ V of A associated with θ i . Then the ordering {θ i } d i=0 is said to be standard whenever the basis {v i } d i=0 satisfies Definition 1.1(ii). A standard ordering of A * is similarly defined. For a standard ordering {θ i } d i=0 of the eigenvalues of A, the ordering {θ d−i } d i=0 is also standard and no further ordering is standard. A similar result applies to A * . Let
) be a standard ordering of the eigenvalues of A (resp. A * ). By [7, Theorem 1.9 ] the expressions
are equal and independent of i for 2 ≤ i ≤ d − 
The sequence {ϕ i } d i=0 is uniquely determined by the ordering
With reference to Lemma 1.8 we refer to {ϕ i } d i=1 as the first split sequence of A, A * associated with the ordering (
. By the second split sequence of A, A * associated with the ordering (
we mean the first split sequence of A, A * associate with the ordering ({θ
. By a parameter array of A, A * we mean the sequence
where
is a standard ordering of the eigenvalues of A, {θ
is a standard ordering of the eigenvalues of A * , and
) is the first split sequence (resp. second split sequence) of A, A * associated with the ordering ( 
Then (11) is a parameter array of A, A * .
For the rest of this section, we assume d ≥ 3. Let A, A * be a Leonard pair on V , and
) be a standard ordering of the eigenvalues of A (resp. A * ). Let β be one less the common value of (9). We call β the fundamental parameter of A, A * . Let q be a nonzero scalar such that β = q 2 + q −2 . We call q a quantum parameter of A, A * . We now give a solution of Problem 1.3 for the case that q is not a root of unity: 
Let A, A * be a Leonard pair on V with parameter array (11) . Our next result gives a necessary and sufficient condition on the parameter array for that A, A * has LB-TD form. To state this result, we use the following notation. Let q be a quantum parameter of A, A * , and assume q is not a root of unity. By [7, Lemma 9.2] there exist scalars α, α * , a, a ′ , b, b ′ such that
By [6, Lemma 13.1] there exists a scalar ξ such that
Theorem 1.11 With the above notation, the following (i) and (ii) are equivalent:
This paper is organized as follows. In Sections 2 and 3 we recall some materials concerning Leonard pairs. In Section 4 we prove Propositions 1.7 and 1.9. In Section 5 we recall the Askey-Wilson relations. In Section 6-7 we use Askey-Wilson relations to obtain the entries of A * in (1). In Section 8 we prove Theorem 1.11. In Section 9 we prove Theorem 1.10. Leonard pairs have been classified in [10, Section 35] : there are 7 types for the case that q is not a root of unity. In Section 10 we explain about which types of Leonard pairs have LB-TD form.
Recurrent sequences
In this section we recall the notion of a recurrent sequence. We also mention some lemmas for later use. Assume d ≥ 3 and consider a sequence {θ i } d i=0 consisting of mutually distinct scalars. We say {θ i } d i=0 is recurrent whenever the expression
is independent of i for 2 ≤ i ≤ d − 1. For a scalar β, we say {θ i } d i=0 is β-recurrent whenever
Observe that {θ i } d i=0 is recurrent if and only if it is β-recurrent for some β. In this case, the value of (19) is equal to β + 1.
is β-recurrent for some scalar β. Then the following hold:
(ii) Let γ be from (i). Then there exists a scalar ̺ such that 
is β-recurrent, and take a nonzero scalar q such that β = q 2 + q −2 . Assume q is not a root of unity. By [7, Lemma 9.2] there exist scalars α, a, a ′ such that
Lemma 2.3 Let the scalars γ, ̺ be from Lemma 2.1. Then
Proof. Routine verification. ✷
Lemma 2.4 Let the scalars γ, ̺ be from Lemma 2.1, and let {θ
i=0 that satisfies both
Then the sequence
Proof. Note that the sequence {θ i } d i=0 is β-recurrent by (25) and Lemma 2.2. By this and [7, Lemma 9.2] there exist scalarsα,ã,ã ′ such that
By (23) and (25) for i = 1 one findsα = α. By this and (23), (24), (26), one finds aa ′ =ãã ′ . Using these comments and the assumption that
The result follows. ✷
Parameter arrays
In this section we recall some materials concerning Leonard pairs.
We first recall the notion of an isomorphism of Leonard pairs. Consider a vector space V ′ over F that has dimension d + 1. For a Leonard pairs A, A * on V and a Leonard pair B, B * on V ′ , by an isomorphism of Leonard pairs from A, A * to B, B * we mean a linear bijection σ : V → V ′ such that both σA = Bσ and σA * = B * σ. We say that the Leonard pairs A, A * and B, B * are isomorphic whenever there exists an isomorphism of Leonard pairs from A, A * to B, B * .
Next we recall some facts concerning a parameter array of a Leonard pair.
Definition 3.1 By a parameter array over F we mean a sequence (11) consisting of scalars in F that satisfy (i)-(v) below:
(v) The expressions
are equal and independent of i for 2 (ii) The sequence (11) is a parameter array over F.
Suppose (i) and (ii) hold above. Then A, A * is unique up to isomorphism of Leonard pairs. 
Proof. Such a scalar c exists since F is algebraically closed. To get (29) and (30), (17) and (18). ✷ 4 Proof of Propositions 1.7 and 1.9
Proof of Propositions 1.7 and 1.9. Fix a nonzero scalar q that is not a root of unity. Let α, α * , a, a ′ , b, b ′ , c be scalars with c = 0. Define scalars
by (2)- (5), and define scalars {θ
. One checks that the conditions Definition 3.1(i), (ii) are satisfied if and only if (6)- (8) hold. In this case, the conditions Definition 3.1(iii)-(v) are satisfied. Therefore (11) is a parameter array over F if and only if (6)- (8) hold. Let the matrices A, A * be from (1) 
One routinely verifies that
Therefore the matrices representing A, A * with respect to {u r } d r=0 are as in (10) . By these comments and Lemma 3.2, A, A * is a Leonard pair with parameter array (11) if and only if (6)- (8) hold. In this case, observe that y i z i = 0 for 1 ≤ i ≤ d. The results follow. ✷
The Askey-Wilson relations
For the rest of the paper we assume d ≥ 3. In this section we recall the Askey-Wilson relations for a Leonard pair. Consider a Leonard pair A, A * on V with parameter array (11) and fundamental parameter β. Note that β is well-defined by our assumption d ≥ 3. By Lemma 2.1 there exist scalars γ, γ * , ̺, ̺ * such that
Lemma 5.1 [11, Theorem 1.5] There exist scalars ω, η, η * such that both
The scalars ω, η, η * are uniquely determined by A, A * .
The relations (35) and (36) are known as the Askey-Wilson relations. Below we describe the scalars ω, η, η * . Define scalars {a i } d i=0 and {a
For notational convenience, define θ −1 , θ d+1 (resp. θ * −1 , θ * d+1 ) so that (31) (resp. (32)) holds for i = 0 and i = d. Let the scalars ω, η, η * be from Lemma 5.1. 
Let q be a quantum parameter of A, A * , and assume q is not a root of unity. Let α, α * , a, a ′ , b, b ′ , ξ be be scalars that satisfy (15)-(18). 
Proof. 
Consider the matrices A, A * from (1), and assume A, A * is a Leonard pair in Mat d+1 (F) with fundamental parameter β and quantum parameter q that is not a root of unity. In this section we evaluate the Askey-Wilson relations to obtain some relations between the entries of A and A * . For each matrix in Mat d+1 (F) we index the rows and columns by 0, 1, . . . , d. 
Compute the (0, 1)-entry of (36) to find
. By these comments and Lemma 2.4 we find the result. ✷ Let {θ * i } d i=0 be a standard ordering of the eigenvalues of A * . Let α, a, a ′ (resp. α * , b, b ′ ) be scalars that satisfy (15) (resp. (16)). We assume α = 0 and α * = 0. Let the scalars γ, γ * , ̺, ̺ * be from (31)-(34). Let
) be the first split sequence (resp. second split sequence) of A, A * associated with the ordering (
). Let ξ be a scalar that satisfies (17) and (18), and let the scalars ω, η, η * be from Lemma 5.1. Note that the scalars γ, γ * , ̺, ̺ * , ω, η, η * are written as in (40) 
Proof. Compute the (i + 1, i − 2)-entry of (35) to find
By (47) for i = 2
Compute the (3, 0)-entry of (36) to find
In this equation, eliminate z 3 using (48), and simplify the result using β = q 2 + q −2 to find
So either z 2 = z 1 q 2 or z 2 = z 1 q −2 . After replacing q with q −1 if necessary, we may assume
Now the result follows from this and (47). ✷
For the rest of this section, we choose q that satisfies (46).
Lemma 6.3 With the above notation, for
Proof. Compute the (i + 1, i − 1)-entry of (36) to find
In this equation, the first term is zero by (31). Simplify the remaining terms using (46) to find (49). ✷
Lemma 6.4 With the above notation, for
Proof. Compute (i + 1, i − 1)-entry of (35) to find
In this line, eliminate z i+1 using (46), and simplify the result using (15) to find (50). ✷ For notational convenience, define y 0 = 0 and y d+1 = 0.
Lemma 6.5 With the above notation, for
Proof. Compute the (i, i − 1)-entry of (35) to find
Simplify this using (31) and (33) to get (51). ✷ Lemma 6.6 With the above notation, for 1 ≤ i ≤ d
Proof. Compute the (i, i − 1)-entry of (36), and simplify the result using (46) to find that the left-hand side of (52) is equal to z i times
Using (31) one finds that the above expression is equal to
Using Lemma 6.5 one finds that z i times the above expression is equal to the right-hand side of (52). ✷ Lemma 6.7 With the above notation,
Proof. Compute the (0, 0)-entry and the (d, d)-entry of (35). ✷ Lemma 6.8 With the above notation,
Proof. Compute the (0, 0)-entry of (36) to find
By (31) 2θ 0 − βθ 1 = θ 0 − θ 2 . By these comments we find (55). ✷
Obtaining the entries of
be scalars such that y i z i = 0 for 1 ≤ i ≤ d. Consider the matrices A, A * from (1), and assume A, A * is a Leonard pair in Mat d+1 (F). In this section we obtain the entries of A * .
By Lemma 6.1 {θ i } d i=0 is a standard ordering of the eigenvalues of A. Let {θ * i } d i=0 be a standard ordering of the eigenvalues of A * . Let β (resp. q) be the fundamental parameter (resp. quantum parameter) of A, A * , and assume q is not a root of unity. Let α, a, a ′ (resp. α * , b, b ′ ) be scalars that satisfy (15) (resp. (16)). We assume α = 0 and α * = 0. Let
). Let ξ be a scalar that satisfies (17) and (18). Let the scalars γ, γ * , ̺, ̺ * be from (31)-(34), and the scalars ω, η, η * be from Lemma 5.1. Note that these scalars are written as in Lemma 5.3.
Lemma 7.1 With the above notation,
Proof. Routinely obtained from (50) for i = 1 and (49) for i = 1, 2, . . . , d − 1. ✷
Lemma 7.2 With the above notation, for
Proof. Obtained from (52) for i = 1 and (51) for i = 1, 2, . . . , d − 1 using Lemma 7.1. ✷
We first consider the case that a = a ′ q 2d+2 and a ′ = aq 2d+2 .
Lemma 7.3
With the above notation, assume a = a ′ q 2d+2 . Then
Proof. In (53), eliminate y 1 using Lemma 7.2 and simplify the result to find
By this and aq −d−1 = a ′ q d+1 we find (57). ✷ Lemma 7.4 With the above notation, assume a = a ′ q 2d+2 and a ′ = aq 2d+2 . Then
Proof. In (54), eliminate x d and y d using Lemmas 7.1 and 7.2. Then eliminate ξ using (57). Simplify the result using (15) and Lemma 5.3 to find
We have a ′ = aq 2d−2 ; otherwise θ d−1 = θ d . By our assumption a ′ = aq 2d+2 . By these comments we get (58). Line (59) follows from (57) and (58). ✷ Lemma 7.5 With the above notation, assume a = a ′ q 2d+2 and a ′ = aq 2d+2 . Then
Proof. The values of x i and y i are obtained from Lemmas 7.1, 7.2 and (58). The value of z i is given in Lemma 6.2. ✷ Next consider the case a = a ′ q 2d+2 . Note that a = 0 in this case; otherwise θ i = 0 for 0 ≤ i ≤ d.
Lemma 7.6
Proof. In (51) for i = d, eliminate y d−1 , y d , x d−1 , x d using Lemmas 7.1 and 7.2. Then simplify the result to find that q 3d−2 (q 2d+2 − q −2d−2 ) times
is zero. The result follows. ✷ Lemma 7.7 With the above notation, assume a = a ′ q 2d+2 . Then at least one of the following (i)-(iii) holds:
Proof. In (55), eliminate x 1 and y 1 using Lemmas 7.1 and 7.2. Then eliminate x 0 using Lemma 7.6 to find that z −1
is zero. The result follows. ✷ Lemma 7.8 With reference to Lemma 7.7 , assume (i) holds. Then
Proof. The values of x i and y i are obtained from Lemmas 7.1, 7.2, 7.6. The value of z i is given in Lemma 6.2. ✷ Lemma 7.9 With reference to Lemma 7.7, assume (ii) holds. Then
Proof. Similar to the proof of Lemma 7.8. ✷ Lemma 7.10 With reference to Lemma 7.7 , assume (iii) holds. Then
Proof. Similar to the proof of Lemma 7.8. ✷
Next consider the case a ′ = aq 2d+2 . The following lemmas can be shown in a similar way as Lemmas 7.6-7.10.
Lemma 7.11
With the above notation, assume a ′ = aq 2d+2 . Then
Lemma 7.12 With the above notation, assume a ′ = aq 2d+2 . Then at least one of the following (i)-(iii) holds:
(ii)
Lemma 7.13 With reference to Lemma 7.12 , assume (i) holds. Then
Lemma 7.14 With reference to Lemma 7.12 , assume (ii) holds. Then
Lemma 7.15 With reference to Lemma 7.12 , assume (iii) holds. Then
Proof of Theorem 1.11
Let A, A * be a Leonard pair on V with parameter array (11) . Let q be a quantum parameter of A, A * , and assume q is not a root of unity. Let α, α * , a, a ′ , b, b ′ , ξ be scalars that satisfy (15)-(18). (1), and note that y i z i = 0 for 1 ≤ i ≤ d. In view of Note 1.6 we may assume α = 0 and α * = 0. We show that at least one of aa ′ , bb ′ is nonzero. By way of contradiction, we assume aa ′ = 0 and bb ′ = 0. Note that a = a ′ q 2d+2 and a ′ = aq 2d+2 ; otherwise both a = 0 and a ′ = 0 by aa ′ = 0. Let
). Let ξ be a scalar that satisfies (17) and (18). By (59) ξ = 0. By this and (17), (18)
Note that ϕ 1 = 0 and φ 1 = 0 by Lemma 3.2(ii). So
Therefore Proof. Without loss of generality, we may assume A, A * is an LB-TD pair in Mat d+1 (F).
In view of Lemma 6.1, we may assume that A is the matrix from (1) after replacing
if necessary. Write A * as in (1), and note that y i z i = 0 for 1 ≤ i ≤ d. In view of Note 1.6 we may assume α = 0 and α * = 0. First consider the case a = a ′ q 2d+2 . Note that aa ′ = 0; otherwise θ 0 = θ 1 . By Lemma 7.7 at least one of (i)-(iii) holds. First assume (iii) holds. Then at least one of bb ′ , ξ is nonzero; otherwise az 1 = 0. Next assume (i) holds. By way of contradiction, assume both bb ′ = 0 and ξ = 0. We must have b ′ = 0 since b = 0 by 0 = z 1 = −a −1 bq 2d . By these comments and Lemma 7.8,
We claim that det A * = 0. To see the claim, for 0 ≤ k ≤ d we define (k + 1) × (k + 1) matrix M k that consists of the rows 0, 1, . . . , k and columns 0, 1, . . . , k of A * . So
Using induction on k = 0, 1, . . . , d one routinely finds that
Thus det M d = 0 and the claim is proved. By elementary linear algebra, det
This contradicts the claim. We have shown that at least one of ξ, bb ′ is nonzero for the case of (i). Next assume (ii) holds in Lemma 7.7. We can show the assertion in a similar way as above. We have shown the assertion for the case of a = a ′ q 2d+2 . The proof is similar for the case of a ′ = aq 2d+2 . ✷ Proof of Theorem 1.11. (i)⇒(ii): By Lemma 8.2 at least one of aa ′ , bb ′ is nonzero. First assume a = a ′ q 2d+2 and a ′ = aq 2d+2 . By Lemma 7.
1 . If one of aa ′ , bb ′ is zero, then ξ = 0. Thus at least two of aa ′ , bb ′ , ξ are nonzero. Next assume a = a ′ q 2d+2 or a ′ = aq 2d+2 . In this case aa ′ = 0; otherwise θ 0 = θ 1 . Moreover, at least one of bb ′ , ξ is nonzero by Lemma 8.3. Thus at least two of aa ′ , bb ′ , ξ are nonzero.
(ii)⇒(i): Follows from Proposition 8.1. ✷ 9 Proof of Theorem 1.10
Proof of Theorem 1.10. Consider sequences of scalars
such that y i z i = 0 for 1 ≤ i ≤ d, and consider the matrices A, A * from (1). Assume A, A * is an LB-TD Leonard pair in Mat d+1 (F) with quantum parameter q that is not a root of unity. By Lemma 6.1 {θ i } d i=0 is a standard ordering of the eigenvalues of A. Let {θ * i } d i=0 be a standard ordering of the eigenvalues of A * . Let β (resp. q) be the fundamental parameter (resp. quantum parameter) of A, A * , and assume q is not a root of unity. Let α, a, a ′ (resp. α * , b, b ′ ) be scalars that satisfy (15) (resp. (16)). We may assume α = 0 and α * = 0.
). Let ξ be a scalar that satisfies (17) and (18). Note that at least two of aa ′ , bb ′ , ξ are nonzero by Theorem 1.11, and so Lemma 3.3 applies.
First consider the case that a = a ′ q 2d+2 and a ′ = aq 2d+2 . By Lemma 7.5 the scalars
are written as in Lemma 7.5. Setting z 1 = −cq d−1 in these expressions, we obtain (3)- (5) .
Next consider the case a = a ′ q 2d+2 . By Lemma 7.7 at least one of (i)-(iii) holds in that lemma. First assume (i) holds. By Lemma 7.8 the scalars
are written as in Lemma 7. 
are written as in Lemma 7.10. Setting z 1 = −cq d−1 in these expresssions, we obtain (3)- (5) .
Next consider the case a ′ = aq 2d+2 . By Lemma 7.12 at least one of (i)-(iii) holds in that lemma. First assume Lemma 7.12(i) holds. By Lemma 7.13 the scalars
are written as in Lemma 7.13. Setting ξ = −aa ′ c − bb ′ c −1 in these expressions, and replacing (b, b ′ , c) with (acq d+1 , a −1 bb ′ c −1 q −d−1 , a −1 bq −d−1 ), we obtain (3)-(5). Next assume Lemma 7.12(ii) holds. Observe the expressions in Lemma 7.14 are obtained from the expressions in Lemma 7.13. Now proceed as above after exchanging b and b ′ . Next assume Lemma 7.12(iii) holds. By Lemma 7.15 the scalars
are written as in Lemma 7.15. Setting z 1 = −cq d−1 in these expresssions, we obtain (3)- (5) .
We have shown that there exist scalars α, α * , a, a ′ , b, b ′ , c with c = 0 that satisfy (3)- (5) . By the construction, (2) holds. By Proposition 1.7 these scalars satisfy the inequalities (6)- (8) . ✷
Types of Leonard pairs
Let A, A * be a Leonard pair on V with quantum parameter q that is not a root of unity. Let
be a parameter array of A, A * . By [7, Lemma 9.2] there exist scalars α, α * , a, a ′ , b, b ′ such that
By [6, Lemma 13.1] there exists a scalar ξ such that (ii) A, A * has one of the types: q-Racah, q-Hahn, dual q-Hahn.
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