This survey deals with pluri-periodic harmonic functions on lattices with values in a field of positive characteristic. We mention, as a motivation, the game "Lights Out" following the work of Sutner [20], Goldwasser-Klostermeyer-Ware [5], Barua-Ramakrishnan-Sarkar [2, 19] , Hunzikel-Machiavello-Park [12] e.a.; see also [22, 23] for a more detailed account. Our approach uses harmonic analysis and algebraic geometry over a field of positive characteristic.
Introduction
We consider harmonic functions with values in a field K of positive characteristic on the Caley graph with respect to a free set of generators of a free abelian group (i.e., a lattice) Λ. We are interested in determining all lattices of periods of such functions. In the case of characteristic 2, this question arises naturally in relation with the game "Lights Out" on a rectangular or toric board, or more generally in relation with the dynamics of linear cellular automata on a lattice Λ. We present two possible reductions of this problem. The first one, developed by Sutner [20] , Goldwasser-Klostermeyer-Ware [5] , Barua-Ramakrishnan-Sarkar [2, 19] , Hunzikel-Machiavello-Park [12] e.a. deals with Chebyshev-Dickson polynomials and their generalizations. The second one leads to counting points on a certain affine algebraic variety Σ over the algebraic closure of K . Points on Σ correspond to harmonic characters on Λ. We express pluri-periods of harmonic functions on Λ, or, equivalently, sizes of the toric boards presenting obstructions for the "Lights Out" game, as torsion multi-orders of the corresponding points on Σ. It is my pleasure to thank Don Zagier and Roland Bacher for many useful suggestions.
The game "Lights Out"
The "Lights Out" is a solitary game played on a rectangular board of size × . The board is initially filled with 0's ("black") and 1's ("white"). A legal move changes the state of a cell and of all its immediate (horizontal or vertical) neighbors. Winning the game consists in finding a sequence of moves leading to the "all white" state. For instance, we can start with the following board of size 3 × 3 and perform the following sequence of moves centered at the cells indicated over the arrows: More generally, one can play the game "Lights Out" on any finite graph Γ. Sutner's Garden-of-Eden Theorem [20] says that starting with the "all black" pattern on Γ one can always reach the "all white" pattern. The "all black" pattern is thus winning for any finite graph Γ.
The central problem is as follows: For which finite graphs Γ can one win the game "Lights Out" on Γ for any initial configuration? We say that such a graph Γ is winning. The answer for a given graph Γ can be reduced to a spectral problem for the corresponding Laplacian ∆ Γ on Γ. Indeed, it turns out that one cannot win the game "Lights Out" for any initial configuration if and only if there exists a nonzero harmonic function on Γ (see Proposition 1.1 below).
Definition 1.1.
Let Γ be a simple (no multiple edges and no loops) graph with non-oriented edges E(Γ), and let K be an abelian group. A function on the set of vertices of Γ with values in K is called harmonic if 1
Alternatively, one can define harmonic functions via the identity
In the case of a field K of characteristic 2 this replacement leads to the same class of harmonic functions, whereas for Char(K ) > 2 the class of harmonic functions changes. However, similar results hold after this replacement. We give below a general approach covering all cases.
Or, in other words, if
We call the star-function centered at .
Observation 1.2.
Given a finite field K and a simple finite graph Γ, one can play the game "Lights Out" on Γ with patterns (or configurations) taking values in K ; see e.g. [7] . A move centered at a vertex ∈ Γ corresponds to the translation −→ + in the vector space (Γ K ) of all K -valued functions on Γ. Thus is winning 2 if and only if ∈ span ( | ∈ Γ) =: W Given a pattern on Γ, all patterns that can be reached starting with fill in the affine subspace + W . The invariants of the game "Lights Out" are the functions on the space of patterns (Γ K ) which are constant along any such affine subspace. In particular, linear invariants are linear forms −→ on (Γ K ) which vanish on W i.e., such that ⊥W with respect to the standard (non-degenerate) symmetric bilinear form
For instance, for any harmonic function on Γ and for any ∈ (Γ K ), by virtue of (1)
Hence provides a linear invariant for the game "Lights Out" on Γ. Every linear invariant is of this form since it is orthogonal to all the star-functions . These observations lead to the following criterion. Proof. We let Harm(Γ K ) = ker(∆ Γ ) denote the space of all K -valued harmonic functions on Γ. It follows from the previous discussion that Harm(Γ K ) = W ⊥ , and that Γ is winning if and only if W = (Γ K ). Since the pairing · · is non-degenerate on (Γ K ), we have 3 dim W ⊥ = card (Γ) − dim W and so
So Γ is winning if and only if Harm(Γ K ) = (0) Problem 1.1.
Given a finite field K , determine all pairs of natural integers ( ) such that the rectangular board of size × is winning, or, equivalently, determine the sizes of all boards which admit no nonzero K -valued harmonic function.
Example 1.1.
For K = F 2 , the square board 3 × 3 is winning. The boards 4 × 4 and 5 × 5 are not winning. Nonzero binary harmonic functions for these boards are for example given by 
Problem 1.1 for a rectangular board of size
× is closely related to a similar question for a toric board of size ( + 1) × ( + 1); see [22] . Considering the game "Lights Out" on toric boards rather than on rectangular boards provides certain advantages. Indeed, the toric board T of size × represents the Caley graph of the abelian group Z/ Z × Z/ Z for the standard choice of generators. Its maximal abelian cover is the Caley graph of the free abelian group Λ = Z 2 . Every harmonic function ∈ Harm(T K ) can be lifted to a bi-periodic harmonic functioñ ∈ Harm(Λ K ) with periods 1 and 2 . Problem 1.1 for toric boards leads to the following one.
Problem 1.2.
Given a lattice Λ and a field K , determine all maximal lattices of periods of nonzero pluri-periodic harmonic functions : Λ → K .
We call here a function : Λ → K pluri-periodic if it has a lattice of periods of finite index in Λ.
Example 1.2.
The game "Lights Out" played over the binary field F 2 on the toric board T 10 10 is not winning. Indeed, the torus T 10 10 possesses nonzero binary harmonic functions, for instance, the following one obtained by the trick of period-doubling [22, 2.8]:
This pattern is actually composed of five crosses
It can be lifted to a bi-periodic binary harmonic function˜ on the lattice Λ = Z 2 with basic periods 10 1 10 2 .
Remark 1.1.
Since the standard pairing on the space (Γ K ) is non-degenerate, an initial position : Γ → K is winning (i.e., ∈ W ) if and only if ⊥ Harm(Γ K ) = W ⊥ . However, it can happen that W ∩ W ⊥ = {0} and so there is a winning harmonic pattern on Γ. Letting K = F 2 consider, for instance, a circular graph T with vertices ranged from 0 to − 1.
is a winning harmonic pattern on T . Here as before = δ −1 +δ +δ +1 is a star-function on T . Actually Harm(T F 2 ) = W ⊥ ⊆ W in this case. While (T F 2 ) = W ⊕ W ⊥ for every ≡ 0 mod 6. In fact, dim Harm(T F 2 ) = 2 for every ≡ 0 mod 3 and Harm(T F 2 ) = {0} otherwise, see Example 1.3 and subsection 1.2 below. Similarly, for a toric board T with ≡ 0 mod 6 and ≡ 0 mod 4, the harmonic pattern
is the star-function on T centered at ( ) ∈ T . In contrast, for every ∈ supp( ), one cannot win the game "Lights Out" starting with the delta-function δ concentrated at , because δ = 1. Consider further the game "Lights Out" on a complete graph K with vertices. 4 The only winning patterns on K are the "all white" and the "all black" ones i.e., W = {0 1} is a line in (K F 2 ). While the hyperplane W ⊥ = Harm(K F 2 ) consists of all patterns ∈ (K F 2 ) with card(supp ) ≡ 0 mod 2. Hence for odd
Observation 1.4.
Iterating the Laplacian ∆ Λ acting on the space (Λ K ) of all functions Λ → K provides a linear cellular automaton on Λ [16] . Actually, any Λ-equivariant linear cellular automaton on Λ appears in this way. Furthermore, ∆ Λ can be expressed as the convolution operator ∆ Λ : −→ * 0 with kernel the star-function 0 centered at the origin of Λ. Thus
The period vectors of a pluri-periodic harmonic function˜ on Λ form a sublattice
of finite index. The quotient T = Λ/Λ is a finite abelian group, and˜ is the pull-back of a function : T → K which is harmonic with respect to an appropriate Laplacian ∆ T on T.
Example 1.3.
For a circular graph T = Caley(Z/ Z) and for any field K of characteristic > 0, one has
is a nonzero K -valued harmonic function on T . Conversely, we can write
is the right shift acting on (T K ). By virtue of the Spectral Mapping Theorem 5 ,
whereK stands for the algebraic closure of K .
"Lights Out" game played on circular graphs
For any finite simple graph Γ, the matrix of the "Markov operator" ∆ Γ −1 in the canonical base of δ-functions (δ : ∈ Γ) in the lattice 6 (Γ Z) ∼ = Z card Γ is just the adjacency matrix of Γ. For a circular graph T with ≥ 3 vertices this is the matrix
denote the characteristic polynomial of adj (T ).
wherẽ
The corresponding eigenfunctions are just the constant functions on
T . Furthermore,
Hence over C, for ≥ 3 one has:
Therefore, over a field K of characteristic = 3, the game "Lights Out" on a circular graph T ( ≥ 3) is winning if and only if ≡ 0 mod 3. For = 3, none of the graphs T ( ≥ 3) is winning. Every non-winning graph T carries a nonzero K -valued harmonic function. For = 3, every constant function on T is harmonic. For = 3 and = 3 the space Harm(T K ) consists of 3-periodic functions and is spanned by the function given in Example 1.3 above and by its shifts.
Recognizing winning boards
In Theorem 1.1 below we mention two different approaches to Problem 1.1 for the game "Lights Out" on toric boards. None of them is explicit. The first one applies over the Galois field F , while the second one deals with its algebraic closureF . See e.g., [5, 12, 20] for the proof of (a) and [22] for (b).
Theorem 1.1.
(a) For a toric graph T = Caley (Z/ Z × Z/ Z) one has
Generalized Chebyshev-Dickson polynomials
Consider a lattice Λ, a field K of characteristic > 0, an arbitrary function : Λ → K with finite support, and the corresponding Laplacian ∆ : → * Let : Λ → K be a pluri-periodic function with lattice of periods Λ ⊆ Λ. Then clearly the period lattice of the function
We call the characteristic polynomial
In characteristic = 2, the classical Chebyshev-Dickson polynomials 7 T correspond to
Given a base = ( 1 ) of the lattice Λ and a sublattice Λ of the form
the Chebyshev-Dickson polynomial T Λ can be expressed via iterated resultants [23] .
As in the classical case, a system of generalized Chebyshev-Dickson polynomials possesses the following divisibility properties [23] .
See Appendix below.
The partnership graph
In this subsection we return to the special case related to the game "Lights Out" on 2-tori, where K = F 2 , Λ = Z 2 , and = 0 is the star-function on Λ. The covering T → T yields an inclusion
Thus one can stick in Problem 1.2 to "primitive" non-winning × toric boards.
Definition 1.3.
A pair ( ) ∈ N 2 is called a pair of partners if there exists a solution (ζ 1 ζ 2 ) of ( * ) with exact torsion orders = ord(ζ 1 ) and = ord(ζ 2 )
Since Char(K ) = 2, and are odd integers.
Following a suggestion by Don Zagier, we can represent the above partnership relation on a "partnership graph". This graph has vertices given by the set N odd of all positive odd integers. Edges are pairs of partners. We label the graph by attributing to an edge [ ] the number of solutions of ( * ) divided by 2. Given a vertex ∈ N odd , the sum of labels over all incident edges 8 equals ( ), where stands for the Euler totient function. Indeed, given a primitive th root of unity ζ 1 , the equation ( * ) with = 2 admits exactly 2 solutions of the form (ζ 1 ζ 2 ) and (ζ 1 ζ −1 2 ), which yields the claim. In particular, possesses no isolated vertex, and the number of its edges, including loops, is infinite. The following simple observation is also due to Don Zagier.
Proposition 1.2.
All connected components of the partnership graph are finite. We denote by = −1 0 ( ), = 1 2 the level sets of 0 . By definition of 0 , a level set is contained in the set of all divisors of 2 2 − 1. Therefore it is finite. Letting ( ) denote the connected component of which contains a given vertex ∈ N odd , we note that all vertices of ( ) are contained in the finite set , where = 0 ( ). The set of vertices of ( ) is thus finite.
Proof. Given
The first 12 level sets V = −1 0 ( ), = 1 12, and the corresponding subgraphs of the labeled partnership graph are shown on Figures 1-3 below; they were computed by Don Zagier with PARI. A vertex on these figures is underlined if 0 ( ) = ( ). These computations suggest that among the V 's, only V 5 is disconnected.
Symbolic variety
We denote henceforth by K an algebraically closed field of characteristic > 0. The choice of a basis = ( 1 ) of a lattice Λ yields an identification of Λ with Z , where = rk (Λ) . For a function : Λ → K with finite support, the symbol of the corresponding Laplacian ∆ is the Laurent polynomial
where is the coefficient function. We associate to ∆ its symbolic variety
which is a hypersurface in the affine algebraic torus (K × ) . More generally, for any -tuple¯ = ( 1 ), 9 we consider the symbolic variety given by the system of equations
This is a closed subvariety of (K × ) .
Example 1.4.
Consider again K =F 2 and the Laplacian ∆ 0 of the lattice Λ = Z 2 with kernel the star-function 0 . The corresponding symbolic variety is the elliptic cubic curve
The logarithm of the Hasse-Weil zeta-function counts points on Σ 0 according to the filtrationF 2 = ∈N F 2 . This formula suggests that the number of toric × boards which admit a nonzero binary harmonic function is infinite. Moreover, the number of primitive boards (not non-trivial coverings of smaller ones) is also infinite. Indeed, as we noted already, the number of edges of the partnership graph (including loops) is infinite.
Let us consider further the algebraic closure K =F of a Galois field F . For ∈ N coprime with we let µ ⊆ K × denote the subgroup of th roots of unity. For a multi-index¯ ∈ N , where ≡ 0 mod ∀ , we consider the finite -torus
The multiplicative group K × being a torsion group, the torus (K × ) is filtered by its finite subgroups: where ν¯ ⊆ µ¯ denotes the set of all elements of µ¯ whose th coordinates are primitive th roots of unity, = 1 . Let us propose the following Question. Given a "generic" algebraic subvariety Σ ⊆ (K × ) , we wonder whether the multi-sequence card(Σ ∩ ν¯ ) admits a reasonable counting function. By this we mean a function such that, computing its values for a finite set of multi-indices , we can then recover all other values by a simple procedure. In other words, does there exists a computable formula for card(Σ ∩ ν¯ ) which includes just a finite number of parameters depending on Σ ?
Harmonic characters
We let Char(Λ K × ) denote the set of all characters χ : Λ → K × . Given a base = ( 1 ) of Λ we consider the associated isomorphism
For K =F every K × -valued character of Λ is pluri-periodic. Given a sublattice Λ ⊆ Λ of finite index, all Λ -periodic K × -valued characters can be produced by pulling back the K × -valued characters of the quotient group T = Λ/Λ . A character χ is called -harmonic if ∆ (χ) = 0. The set of all -harmonic characters of Λ is denoted by Char −harm (Λ K × ). The next proposition follows immediately by using the Fourier transform on a finite abelian group; see [23] . There is a natural bijection between the -harmonic characters Char −harm (T¯ K × ) and the points on the corresponding symbolic variety Σ with torsion multi-order dividing¯ . More precisely, we have the following result [23, Proposition 3.1].
Theorem 1.3.
Consider a product sublattice
of index coprime to . Then for K =F the isomorphism as in (2) yields bijections
and
where T¯ := Λ/Λ . Reciprocally, we can consider an arbitrary affine algebraic subvariety Σ of the torus (K × ) . Such a variety Σ is defined by a finite sequence ( ) of Laurent polynomials. We can ask if Σ contains a point of given torsion multi-order.
To answer this question, we consider the associated system of Laplacians ∆ = 1 , where : Z → K is the coefficient function of the polynomial . It is easily seen that the orthogonal projection π : (Λ K ) Λ → ker (∆¯ ) is given by
In the simplest case where = 1, i.e. if Σ = Σ ⊆ (K × ) is a hypersurface, the existence of a point in Σ ∩ µ¯ can be decided by studying the dynamics of a map. We note [23, Lemma 1.1] that the restriction ∆ | (Λ K ) Λ is induced by a Laplacian ∆ * acting on the space (T¯ K ). Moreover, the behavior of the set Σ ∩ µ¯ is governed by the dynamics of the Laplacian ∆ * . Namely, according to Theorem 3.2 in [23] , we have the following invertible on the space (T¯ K ). We let = ∆ * (δ 0 ). There is a finite subfield L ⊆ K (generated by the set * (T¯ )) such that all the take values in L. Since (T¯ L) is finite, + = for suitable integers ≥ 0 > 0. We can take a pair ( ) which is minimal. If ∆ * (δ 0 ) = δ 0 ∀ > 0 then > 0 and so the nonzero function = + −1 − −1 ∈ (Λ K ) Λ is harmonic. To show the converse, we consider the Fourier transform F : (T¯ K ) → (T * K ). It sends * to * , δ 0 to 1, and sends ∆ * into the operator of multiplication by * . For a suitable > 0 we have ( * ) = * . Clearly ∆ * is invertible if and only if * is, if and only if ( * ) −1 = 1. Since δ 0 = 1, the assertion follows.
Harmonic functions and Artin's conjecture on primitive roots
The following results were elaborated in Hunziker-Machiavelo-Park [12] . We formulate them in terms of existence of a nonzero harmonic function on a toric square board with values in a Galois field F .
Theorem 1.4 ([12]).
For an × torus T the following assertions hold. The proof of (c) is based on a result of Heath-Brown [8] , which concerns the following classical conjecture of Artin.
Artin's conjecture on primitive roots (1927; see [17, 18] ): Every integer = −1 which is not a square is a primitive root modulo for an infinite number of primes .
Due to Heath-Brown [8] this conjecture holds indeed for all primes = with at most 2 exceptions, and for all squarefree integers with at most 3 exceptions (see also [17, §5] ). For instance, at least one among the primes 2 3 5 must satisfy Artin's condition. However, no specific prime is known to possess the Artin property.
Harmonic functions on trees
We fix a field K of characteristic > 0 and a finite graph Γ. 
We call these two surgeries admissible. The following simple observation is essentially due to [7] .
Proposition 2.1.
Let Γ be a graph obtained from Γ by an admissible surgery. Then any K -valued harmonic function on Γ restricts to a K -valued harmonic function on Γ . Vice versa, any K -valued harmonic function on Γ extends uniquely to a K -valued harmonic function on Γ. This extension provides an isomorphism
In particular, for a linear path P with ≥ 3 vertices we have
Consequently, Harm (P K ) = (0) if and only if ≡ 2 mod 3. Every finite graph Γ can be simplified by a suitable sequence of admissible surgeries, to a reduced graph red (Γ) having no extremal linear segments of length > 1 and no vertices adjacent to ≥ leafs. This reduced graph is not unique, in general, but depends on the sequence of admissible surgeries chosen. In the case = 2, a reduced graph red 2 (Γ) associated to a tree Γ consists of isolated vertices 1 and of isolated edges
Any harmonic function on Γ vanishes at 1 , while ( ) = ( ) ∀ = 1 . Conversely, any such binary function on red 2 (Γ) is harmonic and extends uniquely to a binary harmonic function on Γ. This leads to the following result.
Corollary 2.1.
For Γ a finite tree, dim Harm (Γ F 2 ) is equal to the number of isolated edges in any reduced graph red 2 (Γ) associated to Γ.
Question. We wonder whether the invariant dim Harm (Γ F 2 ) can be expressed in terms of the usual combinatorial invariants of a finite tree (or a finite graph) Γ. 10
Remark 2.1.
While the number of isolated edges in a reduced graph red 2 (Γ) associated to a tree Γ is an invariant of Γ, the number of isolated vertices can depend on the chosen maximal sequence of admissible reductions. Indeed, the linear path P 3 with 3 vertices has two reduced graphs. The first is empty. The second is the graph P 1 consisting of a single vertex.
Example 2.1.
A graph is odd if all its vertices have odd degree. Proposition 6 in [1] shows that dim Harm (Γ F 2 ) = 1 if Γ is a finite odd tree. The only nonzero binary harmonic function on such a tree is the constant function 1. However, dim Harm (Γ F 2 ) = ∞ if Γ is a locally finite odd tree with an infinite number of vertices.
Appendix: Classical polynomials

Normalized Chebyshev polynomials and Fibonacci polynomials
We recall that the Chebyshev polynomials of the first (second) kind 11 satisfy the following relations:
The normalized Chebyshev polynomials of the first (second) kind G ∈ Z[ ] (F ∈ Z[ ], respectively) are defined [12] via
The Fibonacci polynomials ∈ Z[ ] are generated via the recurrence relation:
They reduce to the Fibonacci numbers for = 1 and satisfy identities similar to the classical identities for Fibonacci numbers. The polynomials F G and have the same parity as . We have G ( ) = 2V 2 and 3.1 ([4, 9], [12] , §2).
The normalized Chebyshev polynomials F , G and the Fibonacci polynomials satisfy the following relations:
The next result deals with irreducible factors of Fibonacci polynomials. [13], Corollary 2.3, [14] ).
Proposition 3.2 (
There are irreducible polynomials θ ∈ Z[ ] with nonnegative coefficients, of degree 12 deg θ = ( ) such that = | θ ∀ ≥ 1
Dickson polynomials
We recall [15] that the Dickson polynomials D ( ) ∈ Z[ ] and E ( ) ∈ Z[ ] of the first and second kind have the following recursive definitions:
They are also characterized by the identities:
D (µ 1 + µ 2 µ 1 µ 2 ) = µ 1 + µ 2 resp.,
Furthermore, E −1 = D / . For = 1, the Dickson polynomials specialize to the normalized Chebyshev polynomials:
G ( ) = D ( 1) and F +1 ( ) = E ( 1)
Similarly, ( ) =˜ ( 1), where˜ ( ) ∈ Z[ ] stands for the bivariate Fibonacci polynomials. These are defined [10] by the recursion˜
The polynomials and˜ are irreducible over Q if and only if is prime [10, 21] . An analog of Proposition 3.2 also holds for˜ [13] .
Reduction to a positive characteristic
Given a prime and a polynomial F ∈ Z[ ], we let F ( ) ∈ F [ ] denote the reduction of F modulo . The Dickson polynomials reduced modulo satisfy the relations [3] :
where ≡ 0 mod . For the reduction F ( ) of the normalized Chebyshev polynomials of the second kind, we have the following similar result.
Proposition 3.3 ([12], §2).
• 4 ([5, 19, 20] ).
The Chebyshev-Dickson polynomials T ∈ F 2 [ ] satisfy the relations:
• T ( + −1 ) = + − .
• T • T = T .
• gcd (T T ) = T gcd ( ) .
• T | T ⇐⇒ | .
• T 2 = T 2 .
• T 2 −1 T 2 +1 = ( 2 −1 − 1) 2 .
