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1 Einleitung 
In der Produktentwicklung nimmt die Bedeutung von Head-Mounted-Dis-
plays (HMD) stetig zu. Mit HMDs ist es möglich, virtuelle Objekte zu betrach-
ten und mit diesen in realem oder virtuellen Kontext zu interagieren.  
Die Entwicklung von HMDs im Entertainment-Bereich und die nativen Aug-
mented-Reality(AR)-Funktionen von Smartphones und Tablets (Apple Inc. 
2019, Google Inc. 2019) machen AR- und Virtual-Reality(VR)-Anwendungen 
einer breiten Nutzerbasis zugänglich. Die individuelle Entwicklung dieser An-
wendungen ist mit heutigen Software-Werkzeugen umfangreich möglich. Im 
Bereich der Produktentwicklung und Schulung werden die Geräte ebenfalls 
genutzt, bedürfen jedoch intensiver Erforschung und Anpassung an individu-
elle Bedürfnisse. Besondere Anforderungen kommen auf AR- und VR-Sys-
teme zu, wenn Nutzende kollaborieren möchten. 
Anders als im Entertainment-Bereich spielen hier die Genauigkeit der Senso-
rik, eine konsistente Wahrnehmung aller Teilnehmenden und Möglichkeiten 
zur Vermittlung von Ideen und Anmerkungen eine tragende Rolle. Als Werk-
zeug für einen solchen Gedankenaustausch werden neben verbaler Kommu-
nikation und Textverkehr meist Annotationen genutzt. Bedingt durch geräte-
spezifische Eingabemethoden müssen Annotationssysteme und 
Annotationen in AR und VR anders gestaltet werden als in klassischen Desk-
topanwendungen. In einem Review erzeugte Annotationen beinhalten wich-
tige Informationen, die in den Entwicklungsprozess integriert werden müs-
sen. Dementsprechend bedarf es einer Möglichkeit, Annotationen auch nach 




Diese verschiedenen Aspekte der Kollaboration sollen im Folgenden näher 
untersucht werden, um wichtige Erkenntnisse für den Einsatz von HMDs als 
Basis einer kollaborativen Umgebung zu vermitteln. 
2 Verwandte Forschung 
Die Kollaboration von Nutzenden ist seit Jahren Teil der AR- und VR-For-
schung. Die in dieser Veröffentlichung betrachteten Aspekte betreffen 
 die Platzierung und Ausrichtung der virtuellen Szene für alle Nut-
zenden (Kalibrierung), 
 die Wahrnehmung der Größe und Entfernung virtueller Objekte 
und  
 die Gestaltung von Annotationen auf einem HMD, sowie die wei-
tere Verarbeitung der Annotationen, die während der Kollabora-
tion erstellt werden. 
Die Kalibrierung einer Szene ist möglich, indem Objekte oder Marker optisch 
registriert werden und ein digitales Modell zur Realität ausgerichtet wird. 
Marker werden an bekannten Positionen der realen Objekte angebracht. 
Markerbasierte Verfahren werden von Lösungen wie ARToolKit (Kato und Bil-
linghurst 1999) und Vuforia (Parametric 2019) genutzt. 
Die objektbasierte Registrierung erfolgt mittels Kantenerkennung oder der 
Analyse von Punktwolken. Die Kantenerkennung wird unter anderem von Vi-
sionLib (Fraunhofer 2019) genutzt. Die Punktwolkenanalyse wird in MaskFu-
sion (Rünz & Agapito 2018) angewandt.  
Sowohl die Größe von virtuellen Objekten als auch die Entfernungen zu ihnen 
werden in VR und AR häufig zu klein wahrgenommen - dies belegen zahlrei-
che Untersuchungen (Creem-Regehr et al. 2005, Swan et al. 2007, Knapp & 
Loomis 2004, Renner et al. 2015). 
Die Forschungen zum Annotationsprozess sind vielfältiger Natur und befas-
sen sich neben Hilfsmitteln beim Design von Annotationssystemen (Pick & 
Kuhlen 2015) auch mit Workflowmodellen für die Annotationserstellung (Pick 
et al. 2016). Weitere Forschungen betrachten die Anordnung und Lesbarkeit 
von Text (Jankowski et al. 2010, Chen et al. 2004) und Freihandannotationen 




Camba et al. nutzten eine XML Datei, um Annotationen zwischen verschiede-
ner Software auszutauschen und zu verwalten, mit dem Ziel Annotationen 
effizient zu filtern und den Nutzenden das Verständnis der Annotationen zu 
erleichtern (Camba et al. 2014).  
In früherer Forschung wurde das Strukturmodell Erweiterter Szenegraph defi-
niert, welches als Basis für die Visualisierung von Produkten dient (Gebert et 
al. 2018). Die Struktur des Erweiterten Szenegraphs sieht bereits die Möglich-
keit vor, Annotationen zu integrieren. 
3 Lokalisierung 
Eine effiziente Kollaboration ist nur mit einer geeigneten technischen Basis 
möglich. Für die erfolgreiche Verständigung zwischen den Nutzenden sind 
zwei wichtige Voraussetzungen zu erfüllen: 
 Kalibrierung: Alle in der virtuellen Umgebung befindlichen Ob-
jekte richten sich an einem Koordinatensystem aus. Dieses müs-
sen alle Nutzenden an einem definierten Ort platzieren können. 
Dazu ist ein geeigneter Kalibriervorgang notwendig, der mindes-
tens einmal zu Beginn der Kollaboration durchgeführt wird. 
 Konsistente Wahrnehmung: Eine Verständigung zwischen allen 
Nutzenden bedarf einer weitgehend identischen visuellen Erfah-
rung. Die Größen- und Entfernungswahrnehmung von virtuellen 
Objekten sollte mit realen Objekten übereinstimmen. Hierfür 
müssen Einflussfaktoren auf die individuelle räumliche Wahrneh-
mung ermittelt und bei Bedarf kompensiert werden. 
3.1 Kalibrierung 
Die technische Umsetzung und Genauigkeit einer Kalibrierung ist stark von 
der genutzten Hardware abhängig. Mittels eines AR-HMDs (Microsoft Holo-
Lens, Zeller et al. 2018a) soll eine Möglichkeit zur Kalibrierung beschrieben 
und die resultierende Zuverlässigkeit bestimmt werden. 
Der Einsatz lizenzpflichtiger Techniken zur Registrierung von Markern (Vufo-
ria) ist für viele Einsatzgebiete aus Kostengründen nicht gewünscht. VisionLib 






Abbildung 1:  Bestimmung von Weltkoordinaten durch Triangulation eines Codes 
Die Registrierung mittels Punktwolkenanalyse (MaskFusion) darf für nicht-
kommerzielle Zwecke kostenfrei eingesetzt werden. Gleiches gilt für ARTool-
Kit. Die nötige Rechenleistung ist bei ARToolKit jedoch geringer. ARToolKit 
kann keine QR-Codes registrieren. Um mit einem Marker zusätzliche Infor-
mationen abrufen zu können, wurde auf einen angepassten Triangulations-
Algorithmus mittels eines QR-Codes zurückgegriffen. Abbildung 1 zeigt den 
Prozess zur Bestimmung des Koordinatensystems.  
Mit dem Farbbildsensor der HoloLens wird der QR-Code fotografiert. Soft-
wareseitig wird für die Aufnahme die PhotoCapture API (Unity Technologies 
2018) verwendet, welche bei der Aufnahme eines Bildes Informationen über 
die Kameraposition und die perspektivische Projektion der Kamera generiert. 
Der QR-Code ist mittig in einer Größe von 55x55mm auf einen weißen Karton 
in DIN-A4-Größe gedruckt. Den Code umgibt so ein ausreichend großer Rand 
(min. 5cm), damit die benötigten Tiefeninformationen zuverlässig generiert 
werden. 
Im RGB-Bild lassen sich mit kostenfreien Softwarelösungen (ZXing, Owen 
n.d.) die Pixelkoordinaten der drei oder vier Quadrate, die an den Eckpunkten 
des Codes platziert sind, bestimmen. Mithilfe der von der PhotoCapture API 
bereitgestellten Transformationsmatrizen werden aus der Brillenposition 
und den Pixelkoordinaten die dazugehörigen projizierten Koordinaten be-
rechnet. Aus diesen ergeben sich Projektionsgeraden (siehe Abbildung 1) 




schiedenen Perspektiven werden so mittels Triangulation die Geraden-
schnittpunkte (Bildkoordinaten) berechnet. Diese entsprechen mit kleinen 
Abweichungen den Weltkoordinaten (siehe Abbildung 2). 
 
Abbildung 2:  Bestimmung der Bildkoordinaten (links) und Platzierung und  
  Ausrichtung des Koordinatensystems (rechts) 
Aus den drei Koordinaten wird die Lage einer Ebene berechnet. Eine der Ko-
ordinaten wird als Zentrum des Koordinatensystems definiert. Mit einer zwei-
ten Koordinate wird die Richtung einer Raumachse festgelegt, die Richtung 
der zweiten Raumachse entspricht dem Normalenvektor der Ebene. Der 
Normalenvektor wird dabei so ausgerichtet, dass der Winkel zur Nutzerposi-
tion möglichst klein ist. Aus dieser Definition ergibt sich automatisch die Lage 
der dritten Raumachse. 
 
Abbildung 3:  Während der Kalibrierung blickt das AR-HMD in einem Winkel  





Abbildung 4:  Abweichungen der Messpunkte von ihren Mittelwerten  
  im Abstand von 0,5m und 1,0m in mm 
Bei der Kalibrierung gibt es durch Messungenauigkeiten eine Abweichung, 
die zu minimieren ist. Die tatsächliche Abweichung zwischen Bild- und Welt-
koordinate ist kaum zuverlässig bestimmbar und wird von Microsoft nicht 
beziffert. Die Wiederholgenauigkeit (Variationskoeffizient) der Kalibrierung 
lässt sich hingegen gut ermitteln und erlaubt wertvolle Aussagen hinsichtlich 
der zu erwartenden Abweichung von Koordinatensystemen der Nutzenden.  
Es werden je 38 Kalibriervorgänge aus einem Abstand von ca. 0,5m und 1,0m 
durchgeführt. Das AR-HMD wird dabei in einem Winkel von maximal ca. 15° 
gegenüber der Frontalansicht auf den Code ausgerichtet (α und β, vgl. Abbil-
dung 3). 
Mit jedem Vorgang werden die drei Koordinaten der Code-Eckpunkte im 
Raum bestimmt. Deren Standardabweichung liegt bei 1,84mm (0,5m Ab-
stand) respektive 8,61mm (1,0m Abstand). Abbildung 4 zeigt die Abweichun-
gen der Eckpunktkoordinaten von ihren Mittelwerten. Die mittleren absolu-
ten Abweichungen liegen bei 3,12mm (0,5m Abstand) und 10,28mm (1,0m 
Abstand). 
Ähnlich verhalten sich die Beträge der Abweichungen des Normalenvektors 
zum Mittelwert (vgl. Abbildung 5). Der Normalenvektor steht senkrecht auf 
der Ebene, die aus den drei Koordinaten aufgespannt wird. Die mittlere ab-



















Abbildung 5:  Abweichungen des Normalenvektors vom Mittelwert  
  im Abstand von 0,5m und 1,0m in Grad 
 
Es wird ersichtlich, dass mit steigendem Abstand zwischen AR-HMD und 
Code die Wiederholgenauigkeit in Position und Richtung sinkt. Die Kalibrie-
rung sollte daher mit einem möglichst geringen Abstand erfolgen.  
Abhängig vom Einsatzzweck ist das beschriebene Verfahren für virtuelle Sze-
nen mit weniger als ca. 2m Seitenlänge in der Regel hinreichend genau. Für 
höhere Anforderungen an die Wiederholgenauigkeit oder größere Szenen-
abmessungen sollte der Einsatz von mehreren Codes mit größtmöglichem 
Abstand erwogen werden. 
3.2 Konsistente Wahrnehmung 
Um die Effekte der Fehlwahrnehmung von Größen und Entfernungen mit ak-
tueller Hardware (HTC Vive Gen1, HTC Corporation 2018a) bewerten zu kön-
nen, wird eine Studie durchgeführt. Daran nehmen 31 Versuchspersonen 
(davon 27 männlich, 4 weiblich) mit unterschiedlicher HMD-Erfahrung im Al-














und Entfernungen ist kaum möglich. Deshalb wird von der Verwendung ab-
soluter Messwerte abgesehen. Vielmehr soll die Streuung der Messwerte be-
trachtet werden. 
Alter, Körpergröße, Augenabstand und Erfahrung mit HMDs ergaben keine 
erkennbaren Zusammenhänge mit den ermittelten Messwerten. 
Die Größenwahrnehmung wird in 5 Tests untersucht: 
 (1) Bodenhöhe: Die Versuchspersonen stellen mithilfe eines 
Vive-Controllers die geschätzte Bodenhöhe ein. 
 (2), (3) Objekthöhen: Die Versuchspersonen sehen nacheinander 
ein Objekt von 1,0m (2) und 1,5m (3) Höhe. Den Versuchsperso-
nen wird die Höhe der Objekte nicht mitgeteilt. Die Versuchsper-
sonen zeigen die wahrgenommene Höhe des Objekts mit der 
Hand an. Diese Höhe wird mittels Vive-Tracker (HTC Corporation 
2018b) auf der Handrückseite gemessen. Der Vorgang wird drei 
Mal wiederholt und die Messwerte werden gemittelt. 
 (4) Objekthöhe mit Vergleichskörper: Die Versuchspersonen stel-
len mithilfe eines Vive-Controllers eine Kugel möglichst exakt auf 
die gleiche Höhe einer nahegelegenen Referenzkugel ein. Dieser 
Vorgang wird vier Mal wiederholt und die Messwerte werden ge-
mittelt. 
 (5) Objektgrößen in verschiedenen Entfernungen: Kugeln in zwei 
Durchmessern (d1=0,5m; d2=0,75m) werden in drei verschiede-
nen Entfernungen (s1=1m; s2=3m; s3=5m) auf Brusthöhe plat-
ziert. Den Versuchspersonen werden diese Werte nicht bekannt 
gegeben. Die Versuchspersonen zeigen den geschätzten Durch-
messer der Kugel mit den Handinnenseiten an. Der geschätzte 
Wert wird mithilfe von Vive-Trackern an den Handaußenseiten 
bestimmt. 
Die Bestimmung der Bodenhöhe (1) streut mit einer Standardabweichung 
von 155,0mm sehr stark (vgl. Abbildung 6). Die Standardabweichungen der 
Objekthöhen sind mit 38,6mm (2) respektive 38,1mm (3) deutlich kleiner. 
Dies deutet auf eine bessere Einschätzung von Höhen nahe der Augenhöhe 
hin. Die Standardabweichung bei Einstellung der Objekthöhe mit einem Ver-




Abbildung 6:  Kastendiagramme zur Wahrnehmung von Boden- (1) und Objekthöhen (2)(3) sowie 
  Höhenwahrnehmung mit Vergleichskörper (4) 
 
Abbildung 7:  Kastendiagramm zur Wahrnehmung von Kugeldurchmessern  
in verschiedenen Entfernungen (5) 
Die Einschätzung von Kugeldurchmessern aus verschiedenen Entfernungen 
(5) (vgl. Abbildung 7) gelingt den Probanden nur mit großen Abweichungen: 
Der Variationskoeffizient liegt zwischen 0,28 (d2, s1) und 0,71 (d1, s3). Er fällt 




Aus dieser Untersuchung ergibt sich, dass die Wahrnehmung von Größen in 
VR durch Vergleichskörper mit bekannter Größe verbessert werden kann. 
Gleichzeitig sollten relevante Objekte möglichst nah am Betrachtenden plat-
ziert sein, um ihre Größe korrekt einschätzen zu können. 
Diese Aussagen lassen sich nur bedingt auf andere VR- und AR-Systeme 
übertragen, da die fixe Fokusebene und das Sichtfeld des Vive-Systems Ein-
fluss auf die Größenwahrnehmung haben können. 
4 Kommunikationswerkzeuge 
Ein gemeinsames Koordinatensystem stellt nur den Ausgangspunkt für die 
Kollaboration von Nutzenden dar. Die dokumentierte Bewertung einer Kon-
struktion oder eines Konstruktionsentwurfes ist das zentrale Merkmal des 
Design Reviews (DIN EN 61160 2005). Die Nutzenden benötigen Hilfsmittel, 
um eine solche Bewertung vornehmen zu können. Dabei sind Annotationen 
ein verbreitetes Werkzeug. Annotationen bieten in der Regel die Möglichkeit, 
Objekte oder Bereiche innerhalb eines Dokumentes hervorzuheben und zu 
kommentieren. In klassischen Desktopanwendungen erfolgt die Annotati-
onserstellung mit Maus und Tastatur. HMDs bieten diese gewohnten Einga-
bemethoden in der Regel nicht und erfordern dementsprechend die Anpas-
sung bestehender Konzepte an neue Eingabemethoden und Geräte. 
4.1 Annotationsmetaphern für HMDs in AR 
Die bestimmende Eingabemetapher an PCs und Touchgeräten ist die des 
Pointers. Auch in AR und VR wird die Pointermetapher in angepasster Form 
eingesetzt, ein Beispiel sind die Controller der HTC Vive, die in Verbindung 
mit einem in die 3D-Szene projizierten Strahl als Ersatz für Maus und Touch-
eingaben fungieren können. Auf der HoloLens wird die Pointermetapher mit 
einem Gazecursor und der Air Tap-Geste umgesetzt, die mit einer Hand im 
Sichtbereich der HoloLens ausgeführt werden kann (Zeller et al. 2019). 
Prinzipiell basieren alle Gesten, die von der HoloLens nativ erkannt werden 
können, auf der Air Tap-Geste (Zeller et al. 2019). Die Bloom-Geste stellt eine 
Ausnahme dar, wird auf der HoloLens jedoch genutzt, um das Hauptmenü 
aufzurufen und auszublenden und kann nicht anderweitig eingesetzt wer-




erkannt, ob der Air Tap gehalten wird (Tap and Hold). Aus der Kombination 
des Tap and Hold und der gleichzeitigen Handbewegung, können die Gesten 
Manipulation oder Navigation abgeleitet werden. Die Manipulation-Geste ver-
folgt die tatsächliche Handposition und eignet sich zum Zeichnen in der 
Szene oder zum Verändern von Objektpositionen, wie in Abbildung 8 gezeigt 
wird. Die Navigation-Geste setzt die Handposition in Beziehung zum Start-
punkt der Geste und eignet sich deshalb besonders, um eine Scrollfunktion 
umzusetzen und die Größe von Menüfenstern anzupassen. Allerdings kann 
auch diese Geste genutzt werden, um die Position von Objekten zu manipu-
lieren. Mit den nativ durch die HoloLens unterstützten Gesten kann eine Viel-
zahl gängiger Mausgesten substituiert werden, siehe Abbildung 9. 
Abbildung 8:  Beispiel für den Einsatz der Manipulation-Geste  
  als Ersatz für Drag & Drop mit der Maus 
 
Abbildung 9:  Übersetzungsempfehlung für Mausgesten auf der HoloLens 
Eingaben wie auf einer physischen Tastatur sind mit den beschriebenen Ges-
ten nicht ohne weitere Hilfsmittel möglich. Einige Anwendungen orientieren 
sich an der Implementierung der Tastatur auf Touchgeräten, indem eine vir-
tuelle Tastatur im Sichtfeld des Nutzenden dargestellt wird, deren Tasten mit 
der Kombination aus Gaze und Air Tap bedient werden können (Turner et al. 




gungen und Air Tap-Gesten. Dementsprechend wird viel Zeit benötigt, um ei-
nen Text zu erstellen und der Vorgang ist für die Nutzenden vergleichsweise 
anstrengend und umständlich. Die Menügestaltung und auch die Art der An-
notationen sollten aufgrund dieser Einschränkung nicht einfach aus einer 
Desktopanwendung übernommen, sondern angepasst werden. Da die Text-
eingabe ein essentielles Element der Annotationserstellung ist, müssen Mög-
lichkeiten gefunden werden, dieses Element durch andere Metaphern zu er-
setzen bzw. die Eingabeanzahl zu minimieren. 
Visuelle Metaphern wie Icons stellen eine Lösungsmöglichkeit für das be-
schriebene Problem dar. Eine andere Möglichkeit sind vorgefertigte Textbau-
steine, siehe Abbildung 10 a und b. In beiden Fällen ist es notwendig, typische 
Reviewsituationen im geplanten Einsatzumfeld zu analysieren, um auf diese 
Weise oft verwendete Anmerkungen zu identifizieren. Werden mehrere Icons 
oder Textbausteine miteinander verknüpft, können auch komplexere Zu-
sammenhänge ohne umfangreiche Texteingabe verdeutlicht werden, siehe 
Abbildung 10 c. 
Abbildung 10:  a) Beispiel Icons b) Beispiel Textbausteine c) Beispiel für die Darstellung einer  
  Texteingabe mit Hilfe von Icons und Textbausteinen 
4.2 Annotationsaustausch 
Die erzeugten Annotationen und die darin enthaltenen Informationen kön-
nen in den Entwicklungsprozess integriert werden, um auf deren Basis bei-
spielsweise Änderungen an Bauteilen vorzunehmen. Hierzu muss es möglich 
sein, die Annotationen in einem möglichst allgemeingültigen Austauschfor-




Es wurde in Anlehnung an Camba et al. eine XML-Struktur definiert (Camba 
et al. 2014), die die Annotationen und alle spezifischen Informationen abbil-
den kann. Die Struktur kann außerdem in den Erweiterten Szenegraph (Gebert 
et al. 2018) integriert werden (siehe Abbildung 11).  
 
Abbildung 11:  XML-Annotationsstruktur 
Die Struktur sieht Attribute vor, mit denen Daten zu Position, Informationsin-
halt oder Priorität der Annotation abgelegt werden können. Jede Annotation 
verfügt über einen Verweis zu einem Bauteil oder einer Baugruppe aus der 
Baugruppenstruktur. Da die Baugruppenstruktur inklusive der Objektnamen 
und Eigenschaften in Unity aus dem Erweiterten Szenegraph abgeleitet wurde, 
ist die Integrität dieser Verweise auch außerhalb von Unity gegeben. Mit dem 
Erweiterten Szenegraphen kann der Austausch der Annotationen deshalb auch 
plattformunabhängig erfolgen. 
5  Zusammenfassung und Ausblick 
Durch die Kalibrierung ist eine wichtige Grundlage für die Kollaboration ge-
legt worden. Gleichzeitig konnte das Verständnis der Wahrnehmung von 




sollten stets Vergleichsobjekte mit bekannten Maßstäben eingeblendet wer-
den und relevante Objekte im greifbarer Nähe des Nutzenden angeordnet 
werden. 
Das für den Einsatz mit einem HMD in AR optimierte Annotationssystem er-
möglicht die Durchführung und Dokumentation von Reviews unter Beach-
tung der Eingabebeschränkungen des Gerätes. Die Annotationen wurden in 
den Erweiterten Szenegraph integriert und können auf diese Weise gewinn-
bringend in die weiteren Schritte des Entwicklungsprozesses einbezogen 
werden. 
In Kapitel 3.2 wurden Erkenntnisse zur Größen- und Entfernungswahrneh-
mung mit einem VR-HMD gewonnen. Diese sind nicht zwangsläufig auf an-
dere Geräte übertragbar und sollten daher insbesondere auf AR-Hardware 
überprüft werden. Auf dieser Basis ließen sich allgemeine Aussagen zur 
Wahrnehmung treffen. 
Die aktuellen Forschungen konzentrieren sich auf Teilaspekte und zu schaf-
fende Vorrausetzungen der Kollaboration zwischen mehreren Nutzenden. 
Im nächsten Schritt sollen die integrierten Netzwerkfähigkeiten von Game 
Engines untersucht und genutzt werden, um die Teilaspekte zusammenzu-
fügen und eine standortunabhängige Live-Kollaboration auf Basis des Erwei-
terten Szenegraphen zu ermöglichen. Es wird weiterhin angestrebt die Unter-
stützung von Game Engines für diverse Plattformen zu nutzen, um die 
Kollaboration zwischen Nutzenden auf unterschiedlichen Plattformen zu er-
möglichen. Die Kollaboration erfordert in diesem Zuge außerdem eine geeig-
nete Rechte- und Nutzerverwaltung, um unterschiedlichen Einsatzzwecken 
und Nutzerprofilen gerecht werden zu können. 
Die im Strukturmodell hinterlegten Annotationsdaten können prinzipiell ge-
nutzt werden, um eine abgelaufene Reviewsession in Teilen zu rekonstruie-
ren und als Grundlage für automatisch generierte Berichte über die Sessions 
fungieren. Weitere Verwertungsmöglichkeiten der gewonnenen Annotati-
onsdaten können gegebenenfalls in deren Rückführung aus dem Erweiterten 
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