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ABSTRACT

Harrison, Aaron J. Ph.D., Purdue University, December 2015. Detailed Investigations of
Capillary and van der Waals Forces in the Adhesion between Solids. Major Professors:
Stephen Beaudoin and David Corti.

The primary focus of this dissertation is on characterizing two fundamental forces
common to adhesion between solids: capillary and van der Waals forces. These two
forces have a significant impact on how solids flow, stick to surfaces, agglomerate and
break; therefore, understanding their behavior can lead to better processing techniques.
Capillary forces are responsible for caking in the food, cosmetic, and
pharmaceutical industries and are caused by the spontaneous formation of liquid bridges
between two surfaces in close contact. To better understand how capillary forces depend
on the system relative humidity (RH), solid surface separation, and surface
hydrophilicity, the Wang-Landau Monte Carlo technique on a lattice-gas framework has
been used. For a smooth, hydrophilic AFM tip against a flat, hydrophilic plate on a 45x45
lattice, a maximum capillary force occurs when the separation distance is one molecular
diameter of the adsorbate and the capillary force decreases as the separation distance
increases, except when the tip and the surface are in contact. The capillary forces
associated with completely wetting AFM tips are strongly dependent on the system RH,
while partially wetting and partially drying tips are relatively independent of RH.

xviii
Interestingly, capillary forces can be significant in low RH environments and thus cannot
be ignored in AFM studies involving hydrophilic surfaces.
Another aspect in predicting capillary forces involves the use of the Kelvin
equation, which describes the relationship between the system saturation and the
curvature of the liquid-vapor interface. Using a two-dimensional lattice-gas model with
mean-field density functional theory, the effect of meniscus curvature on the prediction
of the Kelvin equation has been studied. First, the dependence of the surface tension on
the curvature of the liquid-vapor interface is established for critical bubbles forming
within a bulk liquid. It is demonstrated that for a pure-component, bulk system the Kelvin
equation properly describes the curvature of the interface at the Gibbs surface of tension,
even for very small bubbles. Next, the system is modified to include parallel, hydrophilic
surfaces between which capillary bridges can form. The curvature of these capillary
bridges is quantified at differing saturation levels, separation distances and contact angles
and then compared to the Kelvin equation. For these capillary bridges, it is found that the
radius of curvature is not constant (i.e., the meniscus is not circular) and that the Kelvin
equation is a non-physical extrapolation as the system approaches zero saturation or as
the separation distance decreases. Therefore, the Kelvin equation best describes
curvatures for pure-component systems or for capillary bridges that are near or at
saturation and with large plate separations.
Dry adhesion caused by dipole-dipole interactions (i.e.,van der Waals forces)
have also been considered. The Hamaker constants (which are a measure of the van der
Waals forces) and dispersive surface energies have been characterized for ten energetic
powders using inverse gas chromatography. It has been determined that the effect of the

xix
amount of fuel additives in the energetic powders on Hamaker constants is not
statistically significant. In addition, the Hamaker constants agree with Lifshitz theory
indicating that inverse gas chromatography is a possible alternative for characterizing the
dry adhesion of powders. Lastly, when combined with a better prediction of capillary
forces, these experimentally determined Hamaker constants can lead to better models
describing the removal of these energetic materials.
Finally, an ancillary project investigating the nanoscopic, chemical properties of
crystalline griseofulvin embedded in polymer is also included in this dissertation.
Obtaining small-scale chemical information from traditional infrared (IR) spectroscopy
has recently been improved from 3-30 μm to 10-100 nm by combining atomic force
microscopy (AFM) with IR and is known as AFM-IR. It is shown that AFM-IR can
chemically distinguish drug nanoparticles embedded in polymer with a sub-100 nm
resolution, which is a considerable improvement over traditional IR techniques.
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CHAPTER 1. INTRODUCTION

1.1

Overview

The handling, manufacturing, and processing of solid materials represents a
substantial portion of the world’s economic interests. For example, in 1993, the U.S.
Department of Commerce estimated that particulate products contributed approximately
one trillion dollars to the U.S. economy [1]. The following year, Ennis, Green, and
Davies reported that 62% of DuPont’s 3000 products were “powders, crystalline solids,
granules, flakes, dispersions, slurries, and pastes” [2]. Similarly, 50% of Dow Chemical’s
products have been estimated to be particulates [3]. Yet, the behavior of particulate
matter is difficult to predict and hence affects the reproducibility of solid processing
systems. As such, there is an academic and industrial drive to accurately understand and
model the behavior of particulate matter in a wide variety of applications to improve the
product reproducibility and quality control of solids processing.
Adhesion between solid particles and between solid particles and surfaces in a
medium is fundamental to all aspects of solids processing. Among other things, the
adhesion affects how solids flow, stick to surfaces, agglomerate and break. Several
forces, such as van der Waals (vdW) forces, electrostatic forces, and forces caused by
condensed vapors (i.e., capillary forces) influence the strength of adhesion. The
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condensed vapor forces are of particular interest because they will tend to dominate the
adhesive interaction when present [4]–[9]. To correctly predict the magnitude of the
adhesion between particles and substrates, capillary forces must, therefore, be included in
the analysis. However, both capillary-induced adhesion and dry cohesion of solids are
considered in this work.
The remainder of this chapter describes the basic equations of capillarity;
evaluates atomic force microscope (AFM) measurements of capillary forces throughout
the literature; derives the most common analytical equations to describe capillary forces
between surfaces; and outlines common simulation techniques. Chapter 2 focuses
primarily on determining capillary forces between an AFM tip and a flat surface at
varying separation distances, relative humidity levels and hydrophilicity using the WangLandau Monte Carlo technique on a lattice-gas framework. Mean-field density functional
theory is then used in Chapter 3 to evaluate the applicability of the Kelvin equation in
analytical methods to describe capillarity between solid surfaces.
Dry cohesion and solid, dispersive surface energies of ten energetic powders have
been characterized in Chapter 4 using inverse gas chromatography. This has direct
application in detecting trace amounts of explosives residues. A review of the important
literature for that topic is contained in the introduction to that chapter.
Chemical characterization of solids systems is also an important aspect to solid
processing, especially for pharmaceutical solid dispersions where the proper dosage of a
drug is critical. Therefore, the resolution limits and chemical characterization of a
crystalline drug embedded in polymer are established for photothermal-induced
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resonance in Chapter 5. Its appropriate literature review is also the introduction to that
chapter.

1.2

Introduction to Capillarity

Capillarity is the governance of the effects of surface tension in a given system.
Through capillary action, redwood trees transport hundreds of liters of water per day up
to 116 vertical meters without the use of a pump [10] and horny devils drink the water
that condenses onto their backs in the deserts of Western Australia [11]–[13]. Through
capillary condensation, capillarity provides the increased adhesion necessary to mold
sand into sandcastles [14]. Similarly, capillarity influences how chemical,
pharmaceutical, food, and cosmetic powders flow, stick to surfaces, agglomerate, and
break [15], which affects the reproducibility and quality of processing these powders.
Hence, there is a biological and industrial interest in understanding and predicting
capillary behavior.
The present review focuses on forces caused by capillarity (i.e., capillary forces)
in the context of particle adhesion to facilitate powder processing. Adhesion between
solid particles and between solid particles and surfaces in a medium is fundamental to all
aspects of solids processing. Several forces, such as van der Waals (vdW) or dipoleinduced forces, electrostatic forces, and capillary forces influence the strength of
adhesion [16]. Capillary forces are of particular interest because they tend to dominate
the adhesive interaction when present [4]–[9].
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Water is the typical component studied in capillarity because of its ubiquitous
nature in experiments and application. However, capillary action, condensation, and
capillary forces can happen with a variety of adsorbates, such as organic solvents [17]–
[20], with or without a high vapor pressure [14], and even within immiscible fluid-fluid
mixtures [21]. The principles of capillarity discussed in this review will be applicable to
any type of adsorbate, but the applications will generally refer to water-based systems.
This review begins with the basics of capillarity and capillary forces. This is then
followed by the derivation of the governing equations of capillarity and a brief discussion
of their utility and applicability. A variety of aspects surrounding the experimental
determination and validation of capillary forces primarily via atomic force microscopy
are then analyzed. Next a survey of analytical models assuming ideal and non-ideal
geometries is presented. This is followed by an analysis of several molecular approaches
to simulating capillary forces. Finally, a summary of theoretical, experimental, and
analytical utility and applicability is discussed.

1.3

Capillarity Concepts

The excess free energy caused by the formation of an interface when divided by the
interfacial area is commonly referred to as the surface energy (or tension for a fluid-fluid
system). For a planar interface, it is defined as the reversible work required to increase
the interfacial area by a unit area at constant pressure, volume (or total moles) of each
component in the system, and temperature [22], or as the work required to bring
molecules out of a bulk phase and into the interface as the interface expands [23]. In
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terms of forces, the surface energy is the cohesive force per unit length tangent to the
interface and normal to its curvature [22]–[24], which results in an elastic, membrane-like
surface separating the phases. Because of the surface energy, two bulk phases can be in
mechanical equilibrium even if the pressures in the two phases are different; the surface
energy balances the net force caused by the pressure difference. In this case, the surface
energy is regarded as the amount of work added to the system with a unit change in the
area of the dividing surface for a given interfacial curvature [22]. In order to minimize the
free energy of the system, the interface will assume the shape with the least amount of
surface area. For a two-phase, fluid-fluid system without any external fields, the interface
will always be spherical (e.g., droplets and bubbles).
The pressure difference across a curved interface is commonly referred to as the
Laplace or capillary pressure and it pushes the interface in the concave direction [25].
This means that the liquid in a droplet has a positive or compressive Laplace pressure,
whereas the liquid in a bubble has a negative or tensile Laplace pressure [25] (Figure
1.1). Similarly, the fluid in concave menisci between two solid bodies may also have a
negative pressure, which increases the attraction between the two solids. The increased
attraction caused by the surface energies and the pressure difference between two solids
is the origin of capillary forces in particle adhesion.
For a meniscus to form between two solid bodies, the surfaces must be lyophilic
(able to attract the adsorbate) or the system must be at or very near saturation. When two
such solids are in close contact, a meniscus forms by either the spontaneous condensation
of a vapor in a confined space, otherwise known as capillary condensation; or, for nonvolatile liquids, the combination of adsorbed layers on the two surfaces which are drawn

6

Figure 1.1 The Laplace pressure (ΔP) acts in the concave direction of the interface. a.
Liquid droplets surrounded by vapor have positive Laplace pressures. b. Liquid
surrounding vapor bubbles have negative Laplace pressures.

into a meniscus [14]. The size of the meniscus depends on several factors including the
surface energy of the condensate and solid bodies, the pressures within each bulk phase,
the saturation of the system, and the temperature, which also influences the strength of
the capillary forces. The challenge of accurately predicting and measuring the impact and
magnitude of these forces is addressed throughout the remainder of this article.

1.4

Governing Equations

The three fundamental equations of capillarity are the Young-Laplace equation, the
Young equation and the Kelvin equation. The Young-Laplace equation relates the mean
curvature of the interface to the pressure difference, whereas the Young equation relates
the fluid-fluid surface energies to the solid-fluid surface energies. Both can be derived
from classical force balances [23]–[26], thermodynamics [22], [27]–[31], and
hydrostatics [29], [32]. The Kelvin equation represents the dependence of the curvature
of the interface on the saturation of the system and is typically derived using
thermodynamics. Commonly used derivations and forms of these equations are presented
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here with some comments as to their utility and application. This will prove useful for
analyzing experimental studies and models regarding capillary forces.

1.4.1

Young-Laplace and Young Equations

Derivation
Consider a two-phase, fluid-fluid system separated by an interface (Figure 1.2).
From a classical point of view, the differential-stress balance yields [23]
൫ ܂ஒ െ  ܂ఈ ൯ ή   ݃݀ܽݎ௦ ߛீ െ ߛீ ሺ ή ሻ ൌ Ͳ

(1.1)

where  ܂ఈ and  ܂ஒ are the bulk, stress tensors in the α or β fluid phase,  is the unit

normal from the interface into phase β, ݃݀ܽݎ௦ ൌ  െ ሺ ή ሻ, and ߛீ is the fluid-fluid

surface tension. The surface gradient describes spatial variants within the surface and has
been divided into its tangential (݃݀ܽݎ௦ ߛீ ) and normal (ߛீ ሺ ή ሻ) components for

convenience. Assuming that the system is static, the stress tensor is related to the bulk
pressures in the α and β phases (ఈ and ఉ , respectively) and strictly diagonal. Thus,

 ܂ఈ ൌ ఈ ۷ and ܂ఉ ൌ ఉ ۷, where ۷ is the identity tensor. If only the normal component of
the stress balance is considered, equation (1.1) reduces to

ఈ െ ఉ ൌ ߛீ ሺ ή ሻ.

(1.2)

Recognizing that ሺ ή ሻ is related to the curvature of the interface, it is immediately

apparent that equation (1.2) is the Young-Laplace equation. However, ሺ ή ሻ is more
usefully expressed as the mean curvature  ܬof the two principal radii, ܴଵ and ܴଶ :
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ሺ ή ሻ ൌ ቀ

ଵ

ோభ



ଵ

ோమ

ቁ ൌ ܬ.

(1.3)

For a spherical interface, ܴ ൌ ܴଵ ൌ ܴଶ , and equation (1.2) becomes
ఈ െ ఉ ൌ

ଶఊಽಸ
ோ

.

(1.4)

Note that the curvature of the interface may be positive or negative depending on how the
phases are defined. For example, if the liquid is defined to be the α phase for a droplet,
the curvature will be positive. On the other hand, if the liquid is the α phase surrounding a
bubble, the curvature will be negative.
For a system where there is a solid surface interacting with a liquid and a vapor
(e.g., a sessile drop), there exists a contact-line between the solid-liquid (subscript SL),
solid-vapor (subscript SG) and liquid-vapor (subscript LG) interfaces. A force balance on
this contact line in the plane of the solid reveals [23], [25], [26]
ߛீ  ߶ ൌ ߛௌீ െ ߛௌ ,

(5)

where ϕ is the contact angle, ߛௌீ is the surface energy of the solid-vapor interface, and

ߛௌ is the surface energy of the solid-liquid interface (Figure 1.3). Equation (1.5) is

known as the Young equation and provides an important relation between the fluid-fluid
surface energy and the solid-fluid surface energies.
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Figure 1.2 Stresses on a fluid-fluid interface.  ܂ఈ and  ܂ஒ are the bulk, stress tensors in the
α or β fluid phase,  is the unit normal, and ߛீ is the fluid-fluid surface tension.

Figure 1.3 The contact angle ߶between a sessile drop and a solid surface. ߛௌீ , ߛௌ , and
ߛீ are the surface energies of the solid-vapor, solid-liquid and liquid-vapor interfaces,
respectively.
To discuss some technical aspects of equations (1.2) and (1.5), it is of interest to
consider them from a thermodynamic standpoint. The following discussion is based on
the method developed by Gibbs, which is elucidated elsewhere [22], [31], [33]. Consider
a three-phase system, where the liquid and vapor consist of one component and the solid
surface is inert and has a constant volume ܸௌ and surface area ܣ௦ (i.e., ܸ௦ ൌ Ͳ and ܣ௦ ൌ
Ͳ). The differential of the free energy ࣠ can then be expressed as [28]

࣠ ൌ  െܵܶ െ  ܸ െ  ீܸ ீ ߛீ ܣீ  ߛௌ ܣௌ  ߛௌீ ܣௌீ  ߤܰ

where ܵ is the entropy; ܶ is the absolute temperature;  and  ீare the bulk,

(1.6)
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homogeneous pressures in the liquid and vapor phases on either side of the interface;ܸ

and ܸீ are the volume of the liquid and vapor phases, respectively;  ܣis the interfacial
surface area for a given interface at the surface of tension; ߤis the chemical potential

(which is the same in the liquid and vapor phases at equilibrium); and N is the number of
moles in the liquid and vapor system. For an isothermal and constant mass system (i.e.,
ܶ ൌ Ͳ and ܰ ൌ Ͳ), equation (1.6) reduces to

࣠ ൌ  െ ܸ ீ ሺ ீെ  ሻܸ  ߛீ ܣீ  ሺߛௌ െ ߛௌீ ሻܣௌ

(1.7)

by remembering that ܸ ൌ ܸீ  ܸ and ܸ݀ீ ൌ ܸ െ ܸ , where ܸ is the total volume of
the system and that ܣௌ ൌ Ͳ ൌ ܣௌீ  ܣௌ .

At equilibrium, the Helmholtz free energy must be at a minimum at constant ܸ, ܶ

and N. Therefore,

࣠ ൌ Ͳ ൌ ሺ ீെ  ሻܸ  ߛீ ܣீ  ሺߛௌ െ ߛௌீ ሻܣௌ

(1.8)

ሺ ீെ  ሻܸ ൌ െߛீ ܣீ െ ሺߛௌ െ ߛௌீ ሻܣௌ .

(1.9)

which leads to

This is the Young-Laplace equation from a thermodynamic viewpoint although it may
not be immediately apparent that equation (1.9) reduces to equation (1.2) for a droplet or
bubble. Yet, for a pure-component, spherical droplet (Figure 1.4), ܸ ൌ Ͷߨܴ ଶ ,ܣீ ൌ
ͺߨܴ and ܣௌ ൌ Ͳ, which leads to equation (1.4).
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Figure 1.4 Geometry of a spherical droplet in vapor. ܴ is the radius, ܸ is the volume, and
ܣீ is the surface area of the droplet
A similar relationship between the three surface energies can be derived for a
system consisting of a cylindrical capillary tube with a known inner radius r and contact
angle ϕ (Figure 1.5). Here, ܸ ൌ ߨ ݎଶ ,ܣீ ൌ Ͳ and ܣௌ ൌ ʹߨ ݎand equation (1.9)
reduces to

ሺ ீെ  ሻ ൌ െ

ଶሺఊೄಽ ିఊೄಸ ሻ


.

(1.10)

Utilizing the force balance and noting that that ܴ ൌ ܴଵ ൌ ܴଶ and  ݎൌ ܴ  ߶ in this

system, the Laplace pressure must be

ሺ ீെ  ሻ ൌ

ଶఊಽಸ ୡ୭ୱ థ
ୖ

(1.11)

because of equations (1.2) and (1.3). Setting equations (1.10) and (1.11) equal to one
another reveals
ߛீ ߶ ൌ ߛௌீ െ ߛௌ ,

(1.12)

which is identical to equation (1.5). Though not a purely thermodynamic derivation, the
thermodynamic approach reveals that if ܣீ is not independent of ܣௌ , such as might
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Figure 1.5 Geometry of a curved meniscus in a cylindrical capillary tube.  ݎis the inner
radius of the tube, ߶ is the contact angle, ܸ is the liquid volume, and ܣௌ is the liquidsolid surface area
be the case for heterogeneous, rough surfaces, then the Young equation becomes much
more complex [28]. These complexities related to the determination of the contact angle
have been extensively studied [25], [34]–[38] and will not be discussed here.

Theoretical and Experimental Limitations
The derivation presented for the Young-Laplace equation is specific to a fluid-fluid
system, though it is more general [27], [28], [32], and applies to solid systems [25],
reversible, non-isothermal systems, as well as open systems [28]. However, it is
important to note that the Young-Laplace equation does operate under some assumptions:
1.

The system must be static (no motion in the bulk phase) [23].

2.

Bulk pressures are maintained on either side of the interface [22].

That the system must be static means that there can be no bulk motion within the
phases toward, away from, or across the interface. The implication here is that if the
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system is changing faster than the interface can reach an equilibrium shape, then the
Laplace equation will not apply. This is an important aspect to consider when performing
and evaluating experimental capillary force studies.
The second assumption is not overly restrictive except in the cases where the
curvature is high, and/or the pressure inside phase α is not the bulk pressure. These
situations typically occur in very small bubbles and droplets or other nucleation sites. The
thermodynamic aspects of these nuclei are considered in section 1.4.2. Still, it should be
noted that the Young-Laplace equation can be used even if phase α is not at a bulk
pressure. The analysis does require the use of a different reference pressure, like the
normal pressure at the center of phase α [31]. Note also that the application of the YoungLaplace equation becomes more complex in the presence of an external field because the
isotropy of the pressure tensor changes.
The real challenge in using the Young-Laplace equation is determining the actual
shape of the interface. Even for simple geometries, this may be analytically and
numerically complex. It is common to encounter functions of incomplete elliptic integrals
[39], especially for non-spherical interfaces and complex surface geometries [27], [28].
Yet, this level of precision may not be necessary to accurately represent the magnitude of
capillary forces in a given system. Approaches to estimate the shape of the interface are
summarized by Schrader et. al. [40] and is also discussed in Chapter 3.
The Young equation is less robust and includes these assumptions:
(1) The solid-fluid interfacial surface energies are invariant as the fluid spreads across
the surface (e.g., the solid surface is smooth and homogeneous) [28].
(2) The adsorbates do not form a thin film [34].
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For the majority of real systems, a solid surface has a significant degree of roughness and
heterogeneity. Depending on the severity of the deviation from ideality, these factors will
affect the form of equation (1.5) [34]. The second assumption limits the use of the Young
equation to moderate or large contact angles because thin films do not exhibit bulk liquid
behavior. For low contact angles, the concept of the disjoining pressure must be
introduced [25], [41], [42]. Therefore, care must be taken so that the proper form of the
Young equation is used for a system of interest [28], [37].

1.4.2

Kelvin Equation

The Kelvin equation describes the relationship between the system saturation and
the curvature of the interface. It is extensively used to describe nucleation in
supersaturated systems [35], and capillarity in unsaturated systems [25].

Derivation
For a pure-component system, let two phases exist in mechanical, thermal, and
chemical equilibrium, such that
ߤ ఈ ሺܶǡ ఈ ሻ ൌ ߤ ఉ ൫ܶǡ ఉ ൯

(1.13)

where ߤ ఈ and ߤ ఉ are the chemical potentials in the α and β phases, respectively. It is

convenient to choose a reference state where the curvature of the interface is zero,  ܬൌ Ͳ,
and the pressures on either side of the interface are equal to the saturation pressure  ௌ

[28]. Hence the reference chemical potential ߤ  is
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ߤ  ൌ ߤ ఈ ሺܶǡ  ௌ ሻ ൌ ߤ ఉ ሺܶǡ  ௌ ሻ

(1.14)

Subtracting equation (1.14) from equation (1.13) yields,
ߤ ఈ ሺܶǡ ఈ ሻ െ  ߤ ఈ ሺܶǡ  ௌ ሻ ൌ ߤ ఉ ൫ܶǡ ఉ ൯ െ  ߤ ఈ ሺܶǡ  ௌ ሻ

(1.15)

At this point, it is important to note that for an isothermal, pure-component system
ఓ



ఓ ߤ ൌ  ೄ ܸ 

(1.16)

where ୫ is the molar volume and an equation of state must be assumed for phase α and
β, which will also inherently specify the type of phase. If phase α is an incompressible
liquid,
ߤ െ  ߤ  ൌ ܸǡ ሺ െ  ௌ ሻ.

(1.17)

with ܸǡ as the liquid molar volume. If phase β is an ideal gas,


ߤீ െ  ߤ  ൌ ܴܶ  ቀಸೄ ቁ

(1.18)

and  ீȀ ௌ is the relative vapor pressure or relative humidity (RH) for water vapor.
Equation (1.15) then becomes



ܸǡ ሺ െ  ௌ ሻ ൌ ܴܶ  ቀ ಸೄ ቁ.

(1.19)

It is convenient to express equation (1.19) in terms of the pressure of the vapor  ீ. The

Young-Laplace equation provides the necessary relationship and equation (1.19) can be
solved to show
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 ீെ  ௦ െ ߛீ  ܬൌ

ோ்

ǡಽ



 ቀ ಸೄ ቁ.

(1.20)



Noting that  ீെ  ௦ is typically negligible (< 0.1% of ܴܶΤܸǡ ), equation (1.20) takes on
the traditional form of the Kelvin equation

ܴ௦ ൌ ቀ

ଵ

ோభ



ଵ

ோమ

ିଵ

ቁ

ൌെ

ǡಽ ఊಽಸ


ோ் ୪୬൬ ಸ
ೄ ൰

.

(1.21)



where ܴ௦ is the Kelvin radius.
Theoretical and Experimental Limitations
Though equation (1.21) and other variations using simple geometrical interfaces
are commonly presented in literature, it is an approximation [22], [27]–[29], [43]
governed by some underlying assumptions that must be considered carefully before it can
be properly employed.
As presented, equation (1.21) is only valid for a pure-component system, (e.g.,
water vapor and liquid water). Since air is a mixture of gases, any theoretical treatment or
experiment conducted in air violates this assumption, strictly speaking. Although this
assumption may prove to be inconsequential if the extraneous components are chemically
inert or mutually soluble across the interface, it is an important aspect to consider for
multi-component, non-ideal systems such as in oil extraction [43]. The appropriate
alterations for this case to the Kelvin equation can be found in references [43]–[45].
Because the Young-Laplace equation is used to obtain the Kelvin equation, the
system must be static. Hence, the kinetics of droplet, bubble, or meniscus formation are
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completely neglected in the Kelvin equation. Whether or not this particular constraint is
met experimentally is debatable and is discussed in section 1.5.7.
The system must also be in thermal equilibrium, which indicates that capillary
condensation does not occur between two solids because of a temperature gradient. It
depends solely on the relative vapor pressure, interfacial surface energy, and the molar
volume of the condensed phase at a given temperature.
To integrate equation (1.16), the phases and their appropriate equations of state
must be specified. Therefore, equation (1.21) is only applicable to a liquid-vapor
interface. For systems with other combinations of phases in equilibrium, the Kelvin
equation will be different. For pure-component, isothermal, solid-vapor systems, the form
of the Kelvin equation is the same as equation (1.21) except that  ௌ becomes the solid

saturation pressure, the molar volume refers to the solid state and the surface tension is
the solid-vapor tension [35]. Liquid-liquid systems commonly utilize activity coefficients
and liquid-solid systems may require the concept of the disjoining pressure to obtain the
proper form of the Kelvin Equation [35]. Additionally, the phases are assumed to be ideal
such that the vapor follows the ideal gas law and the liquids and solids are
incompressible. For systems dealing with water vapor in an ambient environment, the
ideal gas assumption is reasonable. However, at high pressures or low temperatures, this
assumption is tentative and requires the use of a more robust equation of state. The
incompressibility of the liquids assumption is reasonable except at high curvatures, which
correspond to high Laplace pressures. When a liquid is in a high negative pressure state,
the molar volume can increase up to 17%, negating the incompressibility assumption
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[28], [46]. Models accounting for the different types of non-ideal behavior are illustrated
in references [28], [43], [46].
It is common to assume that the bulk properties of the liquid or vapor apply at all
levels of saturation and curvatures. However, at low saturation levels the Kelvin radius is
on the order of a few molecular radii. For example, at 20 °C and 50% RH, the Kelvin
radius for water is 0.8 nm [25]. With an effective diameter of approximately .37 nm [25],
water must form a meniscus with less than 3 molecules. Such a constraint considerably
stretches the intra- and intermolecular bonds of water. Furthermore, theory [28], [35] and
simulations have shown that as the saturation level decreases the change in the surface
tension can be significant, especially at saturations near the spinodal [31], [47].
Therefore, assuming that the bulk surface tension or bulk molar volumes are constant at
all saturations is also tenuous. Indeed a constant surface tension is neither required nor
implied in derivation of the Kelvin equation and its proper application must utilize the
true surface tension for a given curvature and saturation level.
Finally, the traditional form of the Kelvin equation is somewhat misleading.
Mathematically, it suggests that the curvature of the interface may be obtained for all
relative vapor pressures. Yet, at low relative vapor pressures, a condensed phase may not
exist, meaning that the Kelvin equation is only applicable for relative vapor pressures
between the spinodal and the binodal. Hence predictions involving capillary forces at RH
< 20%, are likely not from liquid menisci.
In summary, the traditional Kelvin equation includes, explicitly or inherently,
these assumptions:
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(1) A pure-component system
(2) Mechanical equilibrium such that the Young-Laplace equation applies (i.e., the
system must be static).
(3) Thermal equilibrium.
(4) An ideal vapor.
(5) An incompressible liquid or solid.
(6) The coexistence of the two phases at the given temperature for all relative vapor
pressures.

1.4.3

General Capillary Force Model

A meniscus minimizes its surface excess energy by forming a curved liquid-vapor
interface between two solid surfaces. This results in a more stable system and increases
the work necessary to separate the two solid bodies. Hence the adhesion between two
solid surfaces is greater because of the meniscus. The increase in adhesion due to these
menisci are capillary forces.
There are two components to the capillary force: the capillary pressure force ܨ

and the surface tension force ܨௌ . The capillary pressure force is the Laplace pressure as
described by the Young-Laplace and Kelvin equations multiplied by the wetted area of
the solid surfaces:
ܨ ൌ ܣ௪ ȟܲ ൌ ܣ௪ ሺ െ  ீሻ.

(1.22)
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This term is typically dominated by the magnitude of the pressure inside the meniscus
and not the ambient pressure [48]. The force that pulls the contact line between the
meniscus and the upper solid toward the contact line between the meniscus and the lower
solid is the surface tension force [48] and is characterized by the Young equation and the
contact angle [49]. ܨௌ is determined by multiplying the wetted perimeter lw (the three-

phase contact line) by the component of the surface tension normal to the two interacting
surfaces [48]:
ܨௌ ൌ ߛ ݈௪  ߶

(1.23)

where ߶ is the angle of inclination of the liquid meniscus from the normal (vertical)
direction [16] (Figure 1.6).

A general form of the total capillary force ܨ is then [14], [16], [48]
ܨ ൌ ܨ  ܨௌ ൌ ܣ௪ ȟܲ  ߛ ݈௪  ߶ .

(1.24)

ܨௌ is often neglected in the treatment of capillary forces because it is typically much

smaller than ܨ for lyophilic surfaces [25]. Yet equation (1.24) is the basic form from
which analytical capillary force equations are derived (see Section 1.6).
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Figure 1.6 Angle of inclination, ߶ , of the liquid meniscus between solid surfaces.
1.5

Experimental Considerations for Measuring Capillary Forces

The following section has been published in Particulate Science and Technology
DOI:10.1080/02726351.2015.1045641 [50].
Capillary forces between particles and surfaces were first characterized with freelysuspended spherical beads (0.03-0.10 cm in radius) and flat, vertical surfaces in a
controlled environment [51]. This landmark study indicated that the magnitude of the
capillary force depended on the size of the sphere, the surface roughness of the flat plate,
the type of condensed vapor, and the lyophilic nature of the surfaces [51]. Since then,
more sophisticated techniques involving centrifuges, surface force apparatuses (SFA),
and atomic force microscopes (AFM) have been employed to study these same issues in
capillarity between solid surfaces.
Though useful in establishing many aspects of capillarity and particle adhesion,
the centrifuge technique and the SFA experiments are limited. For example, it is not
possible to control the humidity in most centrifuges, and hence this technique is used
only sparingly [52]. Moreover, SFA is restricted to substances that can coat highly
curved, crossed-cylinders such as mica and gold. Some important results in relation to

22
surface contamination issues from SFA studies are discussed (see Section 1.5.2), but an
extensive review on capillary forces in SFA is not, though it is also commonly used to
study capillary forces [17], [53]. Therefore, only AFM studies are considered in this
review because of the ease of environmental control and the variety of particles and
surfaces that can be investigated through colloidal probe microscopy.
To measure adhesion forces between probes or colloidal particles and surfaces via
AFM, the surface is first mounted on a piezoelectric column. This column can move with
nanoscale precision in the X, Y, or Z planes based on an applied voltage. Then the
surface is lifted toward the probe or particle which has been pre-mounted onto a flexible
lever (known as a cantilever) with a known spring constant. As the surface approaches
the probe, the attractive forces between the surface and the probe will eventually
overcome the restorative force of the cantilever. This causes the cantilever to deflect
downward and is known as “snap in” to contact (Figure 1.7, location A). The surface
continues to rise for a fixed distance causing the cantilever to deflect in the positive zdirection past its nominal position (location B). Next the surface is lowered and the
cantilever deflects in the negative z- direction until the adhesion forces between the probe
or particle and the surface are overcome by the restorative force of the cantilever (“snap
out” of contact, location C). The difference between the nominal deflection of the
cantilever and its minimum negative deflection, represents the amount of adhesion
between the probe and the surface. Assuming Hookean mechanics, the adhesion is
quantified by multiplying the amount of deflection by the spring constant of the
cantilever. Utilizing this method, the effect of water vapor on the adhesion can also be
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Figure 1.7 AFM cantilever deflection as a function of vertical displacement of the surface
during a typical AFM force measurement. The cantilever jumps into contact at point A,
reaches a maximum positive deflection at point B, and jumps out of contact with the
surface at point C.

determined via AFM by varying the RH around the probe and the surface in a controlled
manner. For more details on AFM operation see reference [54].
Accurately accounting for the capillary force in an experimental setting is
challenging. The majority of capillary force models assume ideal geometries, smooth
surfaces, and/or the unqualified application of the Kelvin equation [47], [48], [55]–[67].
While these models establish trends, they often only qualitatively predict the capillary
forces. This is because the strength of the capillary force in reality depends on the
particle’s and surface’s roughness, deformability, lyophilic nature, and shape and size as
well as the time required to form a stable meniscus. Expectedly, the relationship among
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these parameters and the capillary force is complex and interdependent as is discussed in
the following sections.

1.5.1 Hydrophilicity
The hydrophilic nature of adhering surfaces determines the existence of capillary
forces. For example, when either or both of the surfaces are hydrophobic, the force of
adhesion is generally independent of RH [55], [68]–[75]. These results suggest that the
hydrophobicity inhibits capillary condensation and all of the attractive forces can be
attributed to other factors such as vdW interactions and surface topography.
Contrastingly, when both surfaces are hydrophilic and liquid bridges form more readily,
the force of adhesion can monotonically increase, monotonically decrease, exhibit a
maximum, step-wise increase, or remain constant as the RH increases (see Figure 1.8 for
representative plots of these trends). Therefore, the hydrophilic surfaces clearly enable
capillary forces to be a contributing factor to the overall adhesion. Yet with such a variety
of observable trends, it is reasonable to conclude that surface hydrophilicity merely
creates the circumstances necessary for the existence of capillary forces, but is
insufficient to describe how these forces will behave with a change in RH.
To further illustrate this point, it is instructive to analyze the studies which
investigate how the adhesion of two hydrophilic surfaces depends on varying RH
environments. Due to the wealth of information available on this topic, an attempt has not
been made to be comprehensive, but rather to be thoroughly representative of trends and
experimental procedures. Again, only AFM studies have been compared, with the
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Figure 1.8 Trends of force vs. RH curves typically obtained via AFM: a. monotonic
increase (two different types); b. monotonic decrease; c. maximum; d. step-wise increase;
and e. force is independent of RH.

exception of the fundamental study of McFarlane and Tabor [51]. Additionally, only
studies involving hydrophilic surfaces are being analyzed (with the exception of CaF2
which will be discussed later) because hydrophobic surfaces tend to be consistently
independent of changes in RH.
In Tables 1.1-1.8, experimental details and results of AFM force experiments at
varying RH levels are presented. These results are separated by the substrate material and
then categorized by the tip material in alphabetical order. Eight substrates are
represented: aluminum oxide (Al2O3), gold-coated mica, calcium fluoride (CaF2), mica,
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silicon wafers (Si), silicon dioxide/quartz/glass (SiO2), stainless steel, and titanium
dioxide (TiO2). Of these eight, mica, Si, and SiO2 are the most commonly studied. There
is some ambiguity with Si and SiO2 since Si readily forms an oxide layer, but if the study
mentions a silicon wafer, it has been characterized under Si. Otherwise the study has been
characterized under SiO2. The AFM tips utilized in these studies are comprised of Si,
silicon nitride (Si3N4), gold-coated Si3N4, SiO2, and TiO2. (See Table 1.9 for the sessiledrop contact angles of water against each of the substrate and tip materials). The reported
radius of curvature (ROC) of the tip or the colloidal probe (in nm) has been used to
normalize the adhesion data which is generally size-dependent and allows for the
comparison between AFM tips and colloidal probes. Note that the magnitude of the
normalized adhesion force for large probes and AFM tips is generally 0.10–1.0 nN nm-1.
When a range is listed for the ROC, the mean ROC is used to normalize the adhesion
data. The number of force measurements (FM) taken at each RH level and the number of
different locations sampled have also been listed for each study. Finally, the range of RH
levels investigated, the range of the normalized adhesion forces, and the observed
adhesion trends with changes in RH are reported. It is important to note that the values
listed for the normalized forces are approximate, but the trends are not. These are
followed by some explanatory notes and the reference. Any information that is unknown
or unclear is marked with a U.

12

ROC
(nm)

U

# of FM

U

# of
Loc.
0.200.70

RH
range

1.5-6.5

Normalized
force range
(nN nm-1)
Monotonic increase

Observed Trend

Notes

Si3N4

Tip

10

ROC
(nm)

U

# of FM

U

# of
Loc.

0.0-0.72

RH
range

0.35-0.47

Normalized
force range
(nN nm-1)

Maximum around 0.4
RH

Observed Trend

Au-coated Mica

Ref.

[77]

Measurements under UHV were conducted
and produced lower results than the 0 RH
value. Retraction speed: 150 nm s-1

[76]

Ref.

Notes

Table 1.2 Experimental AFM force measurements (FM) of silicon nitride tips against gold-coated mica. U: Unknown.

Si

Tip

Al2O3 and Al2O3-HfO2

Table 1.1 Experimental AFM force measurements (FM) of silicon against aluminum oxide. U: Unknown.
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27

ROC
(nm)

10-20

U

Tip

Si or
Si3N4

U

Numerous

U

# of FM

U

U

# of
Loc.

0.20-0.80

0.05-0.85

RH
range

3.5-4.0

0.47-1.43

Normalized
force range
(nN nm-1)

Independent of RH

Maximum around 0.2
RH

Observed Trend

CaF2

[72]

Diffusion of ions from the surfaces into a
meniscus can affect the surface tension of
the condensing fluid.

[78]

Ref.

Notes

Table 1.3 Experimental AFM force measurements (FM) of silicon or silicon nitride tips against calcium fluoride. U: Unknown.

28

28

Si3N4

Si

Aucoated
Si3N4

Tip

U

~1600/
experiment

10

U

U

U

10100

U

3 / RH

U

20

U

U

U

# of
Loc.

20-40

U

U

Several
hundred

# of FM

7-20

7

2

100

ROC
(nm)

0.0-0.70

0.0-0.75

0.10-0.42

0.15-0.95

0.05-1.0

0.05-1.0

0.25-0.85

RH
range

8-11

0.20-0.40

1.2-1.8

0.10-0.40

0.89-1.4

0.20-1.3

1.7-2.1

Normalized
force range
(nN nm-1)

[7]

[55]

Used a polonium wand to eliminate electrostatic
effects
Noted that Force-RH trends differed from
experiment to experiment. Both maxima and
monotonic increases were observed. Changed
RH quickly: ~ 15 min/experiment.

Step-wise increase. The
transition occurs between
0.20-0.60 RH.

Maximum between 0.200.40 RH

[6]

Monotonic increase

[6]

Maximum between 0.300.40 RH

[63]

[73]

Ref.

[63]

Found a similar trend with tips of different radii

Notes

Maximum between 0.150.25 RH

Monotonic decrease

Independent of RH

Observed Trend

Mica

Table 1.4 Experimental AFM force measurements (FM) of various AFM tips against mica. U: Unknown.

29

29

90

U

U

U

Numerous

U

U

U

U

U

U

Several
hundred

100

8000

U

U

# of
Loc.

U

U

# of FM

15-25

15

ROC
(nm)

SiO2

Si3N4

Tip

Table 1.4. Continued

0.43-0.61

0.40-0.80

0.40-1.0

6.5-7.2

0.00.85

0.00.85
0.200.80

0.70-1.4

0.30-0.70

Normalized
force range
(nN nm-1)

0.250.85

0.051.0

0.00.75

RH
range

Independent of RH

Maximum between 0.500.60 RH

Monotonic increase

Independent of RH

Maximum between 0.200.80 RH.

Step-wise increase.
Transition occurs between
0.20-0.50 RH.

Observed Trend

Mica

[79]

Observed a difference between hydrophilic and
hydrophobic surfaces and differences between
AFM tips and colloidal probes

[78]

[79]

[73]

[63]

[8]

Ref.

Observed a difference between hydrophilic and
hydrophobic surfaces and differences between
AFM tips and colloidal probes

Always observed this behavior

Notes

30

30

Si

Tip

1024-4096 on a
500 x 500 nm2 grid

U

135

25

U

U

U

0.77-1.2

0.60-1.0

0.00.40

1.5-7.0

0.040-0.19

2.4-3.6

5.2-8.0

1.3-1.9

0.50-2.3

Normalized
force range
(nN nm-1)

0.201.0

0.00.90

0.00.80

10 /
RH

15

0.00.70

0.00.90

RH
range

U

1/RH

# of
Loc.

250/RH

20/RH

4/RH

# of FM

2000

900

450

20

ROC
(nm)

Maximum around 0.30
RH

Maximum around 0.70
RH

Maximum around 0.30
RH

Maximum around 0.70
RH

Monotonic increase

Maximum around 0.600.80 RH

Observed Trend

Si Wafer

This trend was observed for increasing and
decreasing humidity

Observed ice-like water in the low RH
regime, which is hypothesized to cause the
maximum in the adhesion.

[83]

[82]

[66]

[81]

[80]

Used flat tips parallel to the smooth Si
Wafer surface. In this arrangement their
results were consistently reproducible.
Found that force depends on tip shape, RH
and piezo speed.
Found that the smooth Si surface is able to
consistently similar results even over the
course of several months. Used flat tips
parallel to smooth and etched Si surfaces.

[70]

Ref.

Observed a repeatable and reversible trend

Notes

Table 1.5 Experimental AFM force measurements (FM) of various AFM tips against silicon wafers. U: Unknown.

31

31

U

0.0-0.80

0.50-2.3

U

0.90

0.90-1.3

11-14

0.20-0.60

0.25-1.45

Normalized
force range
(nN nm-1)

50

0.300.70

0.10-1.0

0.0-0.72

0.050.90

RH
range

1.5

3/
RH

U

U

U

# of
Loc.

50

22

25/RH

~1600

10

10

U

10

Si3N4

U

10-20

Si or
Si3N4

# of FM

ROC
(nm)

Tip

Table 1.5. Continued

Step-wise increase with a
transition around 0.60 RH

[74]

[84]

Maximum between 0.600.80 RH

Observed a linear dependence on the size of
the tip and the adhesion at 0.30 RH

[55]

Noted that Force-RH trends differed from
experiment to experiment. Both maxima
and monotonic increases were observed.
Changed RH quite quickly ~ 15
min/experiment

Monotonic increase

[77]

[72]

Ref.

Measurements under UHV were conducted
and produced lower results than the 0.0 RH
value.

Notes

Monotonic increase

Maximum between 0.400.80 RH

Observed Trend

Si Wafer

32

32

SiO2

14500

9500

6900

3800

U

3700

U

U

U

28-43

Si3N4

# of
Loc.

1024 -4096 on a
500 x 500 nm2
grid

# of FM

ROC
(nm)

Tip

Table 1.5 Continued

0.0035-0.030

0.0033-0.0084

0.120.55

0.0-0.65

0.99-1.6

0.40 – 1.6

Normalized
force range
(nN nm-1)

0.20-1.0

0.15-1.0

RH
range

Step-wise increase with a
transition around 0.60 RH

Monotonic increase

Maximum around 0.25
RH with a sudden
increase at 1.0 RH

Monotonic increase

Observed Trend

Si Wafer

Noted that the size of the sphere did not
affect the adhesion force at a given
humidity. However, the trend might change
when RH > 0.65.

The shape of the cantilever changes based
on the RH of the system. The tip ROC can
either increase in size (most common) or
decrease.

Notes

[74]

[72]

[82]

Ref.

33

33

SiO2

Si3N4

Si

Tip

8000

U

U

80/RH

~100

15500

16/location

200

U

200/RH

35

U

4/RH

# of FM

20

ROC
(nm)

0.240.94
0.051.0

16 /
RH
80 /
RH

U

U

U

0.60-0.80

0.060-0.39

0.00.95

0.00.85

1.5-2.5

0.100.55

0.30-0.75

0.0050-.50

0.3-0.6

0.00.90

1/RH

2/RH

Normalized
force range
(nN nm-1)
0.70-3.0

RH
range
0.00.90

# of
Loc.

[79]

[89]

Step-wise increase with
transition between 0.300.70 RH

Monotonic increase

[88]

[87]

[86]

[48],
[85]

[70]

Ref.

Monotonic increase

Observe a difference between hydrophilic
and hydrophobic surfaces and differences
between AFM tips and colloidal probes

Achieved a Gaussian distribution of forces
at each RH

Demonstrated that the force depends on
the ROC of the tip

Decrease from 0.20-0.80
and then a slight increase
to 0.95 RH
Maximum around 0.600.80 RH

Exhibited a minimum threshold for
capillary forces around 0.25 RH

Did not observe hysteresis and found that
the RH equilibrated in about 10 min.

Notes

Monotonic increase

Monotonic increase

Observed Trend

SiO2 or Glass

Table 1.6 Experimental AFM force measurements (FM) of various AFM tips against silicon dioxide and/or glass. U: Unknown.
NA: Not applicable.

34

34

TiO2

SiO2

Tip

200/RH

NA

.2 – 1
mm

45

U

10000

200/RH

35

200/RH

200/RH

2500

120

200/RH

# of FM

1000

ROC
(nm)

Table 1.6. Continued

2/RH

NA

U

2/RH

2/RH

2/RH

2/RH

# of
Loc.

U

0.18-0.26

0.401.0
0.00.80

0.050-0.33

0.040.90

1.3-1.6

0.00.85
1.2-1.4

0.27-0.33

0.00.80

0.00.80

0.28-0.48

Normalized
force range
(nN nm-1)

0.00.80

RH
range

Monotonic increase

Monotonic increase

Step-wise increase with
transition above 0.60 RH

Monotonic increase

Monotonic increase

Monotonic increase

Monotonic increase

Observed Trend

SiO2 or Glass

Exhibited a minimum threshold for
capillary forces around 0.45 RH

Studied the adhesion between a suspended
glass bead and a glass surface. This was not
an AFM study.

Blunted tip

Blunted tip

Exhibited a minimum threshold for
capillary forces around 0.40 RH

Exhibited a minimum threshold for
capillary forces around 0.30 RH

Notes

[85]

[51]

[90]

[85]

[85]

[85]

[85]

Ref.

35

35

90

10-25

U

ROC
(nm)

U

Tip

U

U

# of FM

Table 1.6 Continued

U

U

# of
Loc.

0.55-2.6

6.0-20

0.040.90

Normalized
force range
(nN nm-1)

0.00.85

RH
range

Step-wise increase with
transition above 0.60 RH

Monotonic increase

Observed Trend

SiO2 or Glass

[79]

Observe a difference between hydrophilic
and hydrophobic surfaces and differences
between AFM tips and colloidal probes

[90]

Ref.

Notes

36

36

20

ROC
(nm)

1200/RH

# of FM

12/RH

# of
Loc.
0.150.65

RH
range

0.17-1.6

Normalized
force range
(nN nm-1)
Maximum between 0.350.45 RH

Observed Trend

40

65

TiO2

ROC
(nm)

SiO2

Tip

200/RH

200/RH

# of FM

2/RH

2/RH

# of
Loc.

0.16-0.43

0.3-0.36

0.00.85

Normalized
force range
(nN nm-1)

0.00.85

RH
range

Monotonic increase

Monotonic increase

Observed Trend

TiO2

Notes

Notes

Exhibited a minimum threshold for
capillary forces around 0.45 RH

Table 1.8 Experimental AFM force measurements (FM) of various tips against titanium dioxide.

Si3N4

Tip

Stainless Steel

Table 1.7 Experimental AFM force measurements (FM) of silicon nitride tips against stainless steel.

[85]

[85]

Ref.

[69]

Ref.

37

37

38

Table 1.9 Experimental water contact angles (sessile-drop method) against various
substrates
Substrate

Contact Angle (°)

Ref.

Al2O3

27-93

[91]

Au

0

[73]

CaF2

95, 103

[92], [93]

Mica

0

[7]

Si

0-25

[7]

Si3N4

3

[7]

SiO2

10-50

[7]

Stainless Steel

50

[69]

TiO2

80

[85]

Upon inspection, Tables 1.1-1.8 show inconsistent experimental trends of the
capillary force as a function of RH among the different researchers and studies. For
example, the capillary force can exhibit a maximum around 0.25 [82] or 0.60-0.80 [55] or
monotonically increase [82], [84] with varying magnitudes of adhesion as RH increases
for a Si3N4 tip and a Si substrate (Table 1.5). In general, the purpose of each study and
the consequent differences in experimental preparation and execution primarily
contributes to these inconsistencies. Such details must be considered in their proper
context before any conclusions are drawn concerning the influence of RH on capillary
forces. In outlining these differences, the purpose is to illustrate that the adhesion data
presented in the literature represents real trends. However, that one trend from one study
represents the true influence of capillary forces for a particular tip-substrate combination
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is unlikely, especially because some studies are less carefully executed and reported than
others.
For example, three studies do not explicitly mention the AFM tip material [72],
[79], [90], which is key to understanding both the vdW interaction between the two
surfaces and the hydrophilic nature of the tip. Another does not mention the size of the tip
[88] (Table 1.6), so the results cannot easily be compared or extended to other systems.
Moreover, RH is controlled using ultra high vacuums [77], fluid cells [55], and/or
humidity chambers encasing the AFM [69]. Each method results in uncertainty around
the true RH, especially in the vicinity of the measurement. These different methods of
environmental control contribute to the scatter of the data.
One of the most prevalent issues among the different studies is that of the
statistical validity of the force-RH curves presented. For a study to be statistically
arguable, there must be a large enough sample of the population to achieve a normal
distribution of forces about the mean. Such a sampling in AFM studies is difficult
because a 10 x 10 μm2 area of a circular substrate with a diameter of 1 cm represents only
0.000032% of the total substrate area. It can be argued that a random location on the
substrate likely represents the substrate as a whole chosen at random, but this assumption
should be verified by testing different locations. Certainly it is obvious that only taking a
few force measurements at a limited number of locations on a surface is insufficient to
claim that the force-RH curve is representative of a tip-substrate combination. Therefore,
it is necessary to maximize the number of force measurements and locations sampled on
a given substrate, while mitigating tip damage.
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Unfortunately, 14 of the 28 studies listed in Tables 1.1-1.8 do not report how
many force curves at how many different locations are measured [6], [8], [63], [66], [72],
[74], [76]–[79], [83], [88]–[90], and therefore do not identify outliers or the amount of
random error within the data. Of the remaining 14 studies, the number of force
measurements and locations ranges from 3 force curves per RH [7] to “several hundred”
[73] to 1024-4096 force measurements on a 500 x 500 nm2 grid [82] (see Tables 1.1-1.8).
While statistical methods are infrequently applied to these data, a few studies mention
reproducibility of the experiments [63], [70], [80], [82] even by testing different locations
[81]. In fact, Çolak et. al., [81] have noted that the adhesion forces can be log-normally
distributed by taking 250 force measurements over 10 different surface locations. While
Xiao and Qian [87] have shown a normal distribution of adhesion forces per RH by
taking 80 force measurements at 80 different locations at every RH. Interestingly, the
normal distribution is only reported for a hydrophobic surface, and even though it is
implied that a similar distribution is observed for hydrophilic surfaces, no data is
presented to confirm that is the case [87]. Still, these two studies indicate that many force
curves and many locations on a given surface must be probed to reasonably claim that a
given force is representative for a given tip-substrate combination at a given RH. This
observation is important to note for future studies so the data may be properly interpreted
and presented in a statistically valid context.
Even with a large sample size, the trends may yet be difficult to establish because
Farshchi-Tabrizia et. al., [55] have noted that the force-RH trends are not always
consistent across replicated experiments. When approximately 1600 force measurements
from low to high RH and back again are obtained in about 15 minutes, maxima or
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monotonic increases in the force-RH trends are typically observed. Yet these trends are
only “tendencies” for a given tip-substrate combination and can change from experiment
to experiment, or even within an experiment [55]. As a side note, it should be noted that
the magnitude of the normalized adhesion forces in [55] are an order of magnitude
greater than the majority of other studies. This could be a result of the speed at which the
measurements have been taken and/or non-equilibrium conditions due to rapid RH
adjustments. Nevertheless, this study shows that even with large sample populations and
experimental replicates the exact trends seem to largely depend on the specific
experimental setup than on properties inherent to the system.
As a result of the dependence on experimental setup and execution, even the
studies with better-documented methods sections report conflicting results for the same
tip-substrate combinations. For example, the capillary force between a Si3N4 tip and mica
is independent of RH [73], has a step-wise increase between 0.20-0.60 RH [7], or has a
maximum between 0.20-0.40 RH [55] (Table 1.4). The capillary force between a Si tip
and SiO2 increases monotonically [48], [70], or decreases monotonically [86] (Table 1.6).
There is one exception. The trend of the capillary forces as RH increases between a Si tip
and a Si surface consistently produces a maximum in adhesion around 0.70 RH [70],
[80]–[82] (Table 1.5). Indeed, the reproducibility of the Si AFM tip against a smooth Si
surface has been noted [81] and is probably the best system for experimentally
investigating the influence of RH on capillary forces.
In summary, the hydrophilicity of the adhering surfaces allows for the presence of
a capillary force, but its dependence on RH is heavily influenced by other experimental
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factors, such as ionic diffusion into liquid bridges [53], local roughness [81], deformation
[55], tip size and shape, and the kinetics of meniscus formation.

1.5.2 Ionic Diffusion
A common assumption in capillary force studies is that the liquid bridge is a one
component system (e.g., pure water). However, labile ions from ionic substrates or
surface contaminants can diffuse into a liquid bridge and thereby alter the properties of
the condensed vapor, such as the surface tension.
This effect is particularly significant for capillary studies involving muscovite
mica (KAl2(Si3Al)O10(OH,F)2) substrates. Mica is an ideal substrate to study moisture
effects in the absence of surface roughness because it cleaves easily and leaves a
molecularly smooth surface. Yet, the presence of deposited, involatile material after
evaporation [94] and a significant shift in the refractive index of water in these liquid
bridges [21], [95] in SFA studies suggest that dissolved surface contaminants are present
and can significantly change bulk water properties. For mica cleaved in air, it is suspected
that these surface contaminants are water-labile potassium salts [94] and are the cause of
sizable experimental deviations from theoretical predictions [6], [21], [53], [94]. Once
these surface contaminants are removed by rinsing the mica in dilute acid, experimental
results align properly with theoretical predictions of the Kelvin equation [53]. Therefore,
it is necessary to remove the surface contaminants caused by cleaving the mica in
capillary force experiments. Each of the studies in Table 1.4 mention that the mica has
been freshly cleaved prior to measurement, but none state that the mica has also been
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rinsed. Thus part of the discrepancies in force-RH trends and magnitudes among these
studies could be because of ionic diffusion into the liquid bridges.
The leaching of ions and surface contaminants into liquid bridges has also been
observed for silica [96] and CaF2 [72]. CaF2 is an interesting case because it is a
hydrophobic surface with a contact angle of 90-103° (Table 1.9) [92], [93]. Even though
ion transport is limited, the small amount of surface ions in the liquid bridge alter the
surface tension of the bulk liquid. Presumably this alteration allows for a maximum of
adhesion to occur around 0.20 RH [72] (Table 1.3), a trend typically reserved for
hydrophilic surfaces. Therefore, the diffusion of ions into the liquid bridge can even
cause a hydrophobic surface to exhibit hydrophilic adhesion tendencies. More generally,
the leaching of labile surface ions into liquid bridges and the consequent altering of pure
component properties of the bridge may explain how capillary forces can exhibit maxima
in low RH regimes on a variety of surfaces (Tables 3, 5, and 7). (Note that Tang et. al.,
[78] have indicated that the force-RH curve on CaF2 is independent of RH, which is
consistent with a hydrophobic surface. However, their force-RH curve of mica is
unexpectedly also independent of RH and their methods are ambiguous, which suggests
questionable results). Because of this leaching effect, care should be taken to remove
surface contaminants and/or inhibit ionic diffusion when studying capillary forces via
SFA or AFM.
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1.5.3 Surface Roughness
The surface roughness of the particle and the substrate is often a controlling factor
in the strength of adhesion. This is true for both the vdW and the capillary forces because
the surface roughness determines the degree to which two adhering surfaces complement
each other. The lower the complementarity between the two surfaces, the lower the vdW
force because the actual area of contact has decreased. The capillary force also decreases
because the nano-asperities limit the size of the menisci, at least until the RH reaches a
critical value at which the condensed moisture encompasses the nano-asperities [57],
[70], [97]–[99]. Indeed, if the complementarity of the particle and the substrate is low, the
force of adhesion will fall well below theoretical predictions [70].
This has been shown experimentally. AFM force measurements between a
smooth, silica sphere (10 μm in radius with a roughness root mean square (Rrms) ca. 0.2
nm) and a smooth silicon wafer (Rrms ca. 0.2 nm) produced 1.3 μN at 0.65 RH and 1.0 μN
at 0.30 RH. The effect of surface roughness was tested by depositing titanium onto the
silicon wafer surface through chemical vapor deposition. Adhesion forces of the silica
sphere against these regularly-shaped, rough surfaces decreased to ~0.25 μN at both 0.65
and 0.30 RH for a surface with Rrms of ca. 4 nm [57]. A similar decrease in the capillary
force with increasing surface roughness has been observed for substrate Rrms values
ranging from 0.2 to 0.7 nm [100] and for cumulative particle and substrate Rrms values
ranging from 1 to 14 nm [81], [98], [99].
Due to the apparent relationship between Rrms and the force of adhesion, models
relating the two quantities have been obtained [57], [100], but are of limited use since the
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Rrms parameter is not a comprehensive description of the surface roughness. That a
rougher surface will have a higher Rrms value is generally true, but the average asperity
height does not capture the average distance between peaks of similar height or surface
defects, such as crevices and plateaus. As was demonstrated in a recent microcantilever
study [97], it is not simply that the surface asperities have the correct average height, but
how and which asperities are in contact that is most important. In other words, the actual
area of contact must be recreated accurately (i.e., the two rough surfaces are properly
represented and aligned) in order to qualitatively predict the force of adhesion. Thus, for
regularly-shaped, rough surfaces, surface defects and orientation are less important than
the average asperity height or Rrms and it is reasonable to use Rrms to describe how surface
roughness changes forces of adhesion. However, for an irregularly-shaped, rough
surface, which is much more common, surface defects and orientation dominate,
rendering Rrms inadequate to predict force behavior by itself. Hence it is requisite to
develop methods which accurately account for the actual area of contact between the two
surfaces.

1.5.4

Deformation

To model the contact area, the rigidity of the system or its proclivity toward
deformation must be properly understood as well. Less rigid systems will deform more
readily to a strong attractive force than will a stiff system. This means that an increase in
the capillary force will likely increase the amount of deformation in the system, though it
will likely influence the strength of the vdW attraction as well, which could lead to more
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deformation and a wider, more stable capillary bridge. In the end, the system will deform
until an equilibrium between the attractive and repulsive forces is reached, but it must be
noted that it is difficult to know the capillary force without the deformation and vice
versa. It is reasonable to expect, however, that the capillary force will likely be larger in
less rigid, lyophilic systems than in more rigid, lyophilic ones. This is because the actual
area of contact will increase in the less rigid system and will encourage larger, more
stable liquid bridges to form.
The interdependence of the capillary forces and deformation has been predicted
using the Hertzian [55], [101], Greenwood-Williamson models [59], [101], and the
Extended-Maugis-Dugdale elastic theory [59]. The surfaces are allowed to be smooth;
nanopatterned with spherical [55], [101] and conical [55] asperities with uniform [55],
[101] or non-uniform [101] heights; a single spherical asperity [59]; or randomly rough
[59], [101]. These surfaces and models reveal that the capillary force increases surface
deformation which in turn increases the overall capillary and other attractive forces [55],
[59], [101]. Thus models that do not allow surface deformation often under-predict the
true contribution of capillary forces in particle adhesion [59].

1.5.5

Particle Shape and Size

The dependence of the capillary force on the shape and size of the particle can be
mitigated by normalizing the force by the ROC of the tip, but not eliminated. First, the
shape of the AFM tip must be properly represented by a sphere or circle for the
normalization by the ROC to be meaningful. Since the shape of the AFM tip or colloidal
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probe can easily change through the course of the experiment [55], this assumption may
not be accurate for all measurements. Secondly, smaller, sharper tips are more susceptible
to local surface roughness than larger, flat ones [80], [81], thereby producing more scatter
in the data. Also, some of the large SiO2 colloidal probes exhibit normalized forces that
are well below the typical values (~ 0.003) [72], [74], presumably because the adhesion is
not governed by the macroscopic shape, but by the nanoscale roughness on the surface of
the particle, thus skewing the normalization. In summary, the size (i.e., mass) of the
particle will dictate the general magnitude of adhesion; the local roughness and shape
will dictate the actual force measurement.

1.5.6

Kinetics of Meniscus Formation

The filling of a meniscus to stability is governed by bulk or Knudsen diffusion
[102], [103], liquid transport through an adsorbed liquid film [104], or liquid drainage of
the viscous condensate between the two solids [104]. Whatever the governing mechanism
of meniscus formation, it has been shown theoretically and experimentally that smaller
particles/asperities have a lower kinetic barrier towards meniscus formation. For
example, colloidal probes (i.e., micrometer-sized particles) require contact times longer
than 1 s and can require contact times on the order of 1000 s [6], [56], [98], [104] to reach
the equilibrium capillary force. Sharp AFM probes (ROC < 50 nm), on the other hand,
only require contact times on the order of milliseconds [14], [56], [79]. The relationship
between the size of the particle and the required contact time is a result of the time
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required to fill the meniscus to its equilibrium volume [56], [104]. This volume is larger
for larger particles or asperities.
As a result, the kinetics of meniscus formation between two surfaces is not
negligible in capillary force studies. For AFM experiments, this means that force-curves
must be conducted slowly to obtain the equilibrium capillary force. The typical
acquisition range for conventional force-curve measurements (colloidal probes) is
between 0.01 to 10 s [105]. Moreover, force-curve acquisition speeds are between 0.01 –
1 μs for dynamic AFM modes (i.e., tapping mode) and 0.01 – 1 ms for force-curve
mapping [105]. Thus, the acquisition speed must be pre-determined based on the size of
the particle/tip and the acquisition method so that the time-independent and equilibrium
assumptions may be employed. Longer contact times unfortunately may contribute to
surface modification of the probe or surface as indicated in the previous sections. As
such, differences in the sampling rates among the studies listed in Tables 1.1-1.8, may
also be a significant source of error contributing to the discrepancies among the results.

1.5.7 Summary
In summary, AFM experimental studies suggest that the hydrophilicity of the
adhering surfaces merely allows for the presence of a capillary force, but does not dictate
its dependence on RH. Certainly, experimental factors such as the tip changing shape
throughout the experiment [55] and the build-up of adsorbed water on the hydrophilic
surfaces [66], [106] affect the outcome of AFM studies and must be recognized as
inherent experimental error. Yet other physical factors like ionic diffusion into liquid
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bridges [53], local roughness [81], deformation [55], tip size and shape [63], surface
heterogeneity [14], [107], local temperature fluctuations [67], kinetics [67], and nonequilibration [79], [108] also affect (if not govern) these trends.

1.6

Analytical Capillary Force Models

For static menisci in thermal, mechanical, and chemical equilibrium, that exhibit
bulk fluid properties, analytical models utilizing the Young-Laplace, Young, and Kelvin
equations have considerable utility in predicting capillary forces. Butt and Kappl [14]
provide an excellent review of equations regarding idealized systems, including planeplane, sphere-plane, cone-plane, sphere-sphere, and cone-cone systems. In section 1.6.1,
the capillary force is derived for the simple case of axisymmetric, smooth parallel planes
to demonstrate the technique of deriving capillary forces from geometrical arguments.
This is followed by a short discussion of the capillary force equations for the more
common sphere-plane system and its most common forms. Section 1.6.2 presents how
the governing equations have been modified to account for non-idealities in particle
adhesion such as the surface roughness.

1.6.1

Models Assuming Ideal Surfaces

Parallel planes
Consider two smooth, parallel planes comprising of different materials separated
by a concave, liquid bridge with separation h (Figure 1.9). The system is axisymmetric
with respect to the z-axis and all external fields are neglected. Assuming that the lower
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plane is rigidly held, the total capillary force is the force required to pull the top plane
away from the bottom plane, or the net sum of the capillary pressure force and the surface
tension force, as revealed by a force balance on the top plane. Taking the direction of the
forces into account (Figure 1.9), equation (1.24) becomes
ܨ ൌ ܨௌ െ ܨ .

(1.25)

From equations (1.2) and (1.3), the capillary pressure force is:
ଵ

ଵ

ܨ ൌ ߨ ݎଶ ߛீ ቀ െ ቁ
ோ
ோ
మ

భ

(1.26)

where r is the radius of the three-phase contact line on the upper plane, and πr2 is the
wetted area of the plane. R1 and R2 have opposite signs because they are acting on
opposite sides of the meniscus. Assuming that the meniscus is circular,
݄ ൌ ܴଶ ሺ  ߶ଵ   ߶ଶ ሻ

(1.27)

Figure 1.9 Axisymmetric liquid bridge between parallel planes. ݄ is the separation
distance;  ݎis the radius of the three-phase contact line on the upper plan; ߶ଵ and ߶ଶ are
the contact angles of the liquid bridge against the upper and lower planes, respectively;
and ܴଵ and ܴଶ are the principle radii of curvature of the meniscus.
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with ϕ1 and ϕ2 as the contact angles of the liquid bridge against the upper and lower
planes, respectively, and that ܴଵ ൎ  ݎfor high saturation levels, equation (1.26) becomes
ܨ ൌ ߨ ݎଶ ߛீ ቀ

ሺୡ୭ୱ థభ ାୡ୭ୱ థమ ሻ


ଵ

െ ቁ.

(1.28)



The vertical component of the surface tension force can be obtained using equation
(1.23):
ܨௌ ൌ ʹߨߛݎீ  ߶ଵ .

(1.29)

Therefore, the total capillary force acting between the planes separated by a liquid bridge
is
ሺୡ୭ୱ థభ ାୡ୭ୱ థమ ሻ

ܨ ൌ ʹߨߛݎீ  ߶ଵ െ ߨ ݎଶ ߛீ ቀ



ଵ

െ  ቁ.

(1.30)

Assuming that ܴଵ ൎ  ݎand that the interface was circular significantly reduced the

complexity of determining the curvature of the meniscus. The first approximation is not

reasonable for low saturations, but the circular approximation is reasonable (within 5%)
unless the system is close to saturation [14]. More precise methods to calculate the
curvature of the meniscus are known for the plane-plane system but can only be solved
numerically [109]–[112].

Sphere-Plane
For a smooth sphere against a plane with a toroidal approximation for the
curvature of the meniscus, it has been similarly shown that the capillary pressure force is
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ܨ ൌ ߨߛீ ܾ ଶ ଶ ߶ ቀ

ଵ

ோభ

െ

ଵ

ோమ

ቁ

(1.31a)

൫ଵିୡ୭ୱ థ ൯ା

ܴଵ ൌ
ୡ୭ୱሺథ

(1.31b)

భ ାథ ሻାୡ୭ୱ థమ

ܴଶ ൌ ܾ  ߶ െ ܴଵ ൣͳ െ ൫߶ଵ  ߶ ൯൧

(1.31c)

where b is the radius of the sphere, ߶ is the filling angle (Figure 1.10), and ݄ is the

separation distance [14], [55], [79], [85], [87]. Again, R1 and R2 have opposite signs

because they are acting on opposite sides of the meniscus. The surface tension force is
ܨௌ ൌ ʹߨܾߛீ  ߶ ൣ൫߶ଵ  ߶ ൯൧.

(1.32)

Adding equations (1.31) and (1.32), the total capillary force between a smooth sphere and
a plane is
ଵ

ଵ

ܨ ൌ ߨߛ ܾ  ߶ ቂʹ ൫߶ଵ  ߶ ൯  ܾ  ߶ ቀோ െ ோ ቁቃ.
భ

మ

(1.33)

Though elegant, equation (1.33) is somewhat cumbersome outside of theoretical
studies because the filling angle is not easily determined, especially as it depends on the
RH by nature of the Kelvin equation [79]. A simpler expression can be derived by
ଵ

ଵ

starting with equation (1.26) and assuming that ܴଶ ܴ بଵ Ǥ Then ቀோ െ ோ ቁ ൎ ሺܴଵ ሻିଵ and
భ

మ

ܨ ൎ ߨܴଶଶ ߛீ Ȁܴଵ . Additionally, ߨܴଶଶ ൎ ʹߨܾܿ, where ܿ is the height of the meniscus onto

53

Figure 1.10 Axisymmetric liquid bridge between a smooth sphere and a plane. ܾ is the
radius of the sphere; ߶ is the filling angle of the meniscus; ݄ is the separation distance;
ܿ is the height of the meniscus on the sphere; ߶ଵ and ߶ଶ are the contact angles of the
liquid bridge against the sphere and plane, respectively; and ܴଵ and ܴଶ are the principle
radii of curvature of the meniscus.
the particle (Figure 1.10). When ߶ is small and ߶ଵ ൌ ߶ଶ ൌ ߶,
݄  ܿ ൎ ʹܴଵ  ߶.

(1.34)

Thus, the capillary pressure force is [19], [25]
ܨ ൌ Ͷߨܾߛீ  ߶ ቀͳ െ ଶோ

భ



ቁൌ
ୡ୭ୱ థ

ସగఊಽಸ ୡ୭ୱ థ
.
ଵା݄ൗܿ

(1.35)

When ݄ ൌ Ͳ equation (1.35) reduces to

ܨ ൌ Ͷߨܾߛீ  ߶.

(1.36)
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Note that ܨௌ ൎ ʹߨܴଶ ߛீ  ߶, but is generally inconsequential when compared to Fp,

unless ߶ is around 90° [25]. Equations (1.35) and (1.36) are the most common forms of

the capillary force between a sphere and a plane in the literature [7], [8], [19], [25], [48],
[70], [72]–[74], [76], [84], [87], [89]. When utilizing these equations, however, it is
important to remember that they are approximations and may not apply at very low or
very high RH levels.

1.6.2

Capillary Models Accounting for Non-ideality

As a result of the experimental complexity in obtaining an accurate capillary force
as a function of system saturation (see section 1.5), the analytical models used to predict
the true contribution of water vapor on adhesion are also widely varied. The effects of
surface roughness and ice-like adsorbates on the adhesion will be presented in detail
followed by a brief discussion on other treatments of the capillary force.

Surface Roughness
The simplest approach to introducing surface roughness into a capillary-force
model is to restrict the separation distance between the two adhering surfaces to height ݄.

This represents the height of the asperity limiting the contact between the two surfaces
and effectively adds distance to equation (1.31b). This added separation drastically

affects the results obtained by equations (1.31), allowing for a zero capillary force at low
RH values and causing the capillary force to develop at higher RH for larger separation
distances [55]. However, to obtain reasonable results from this method, the average
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height asperity must be known and the surface must be fairly uniform in asperity height
and distribution. If this is indeed the case, the effect of the average asperity height (Rrms)
on the capillary force between a sphere and a plate can be represented as [57]
ଵିோೞ

ܨ ൌ Ͷߨܾߛீ ቀ

ଶோభ

ቁ.

(1.37)

Equation (1.37) has been shown to improve the theoretical prediction of capillary forces
between smooth glass spheres and coated Si surfaces.
Most surfaces are not geometrically simple with uniform and nominal roughness.
A more sophisticated surface roughness model recognizes that the roughness is actually a
distribution of asperity heights. Using this distribution and a distribution of separation
distances between rough particles and surfaces, the capillary force can be best estimated
[52], [62], [107]. Indeed, the adhesion forces from 13 different experimental studies have
been reproduced to within one order of magnitude [85] when modeling surface roughness
as a distribution. This indicates that the capillary force may be estimated quantitatively
from theory. However, an accurate capillary-force model likely requires the ability to
account for the capillary condensation and the surface parameters, such as roughness. An
excellent review of surface roughness in adhesion models is provided by Prokopovich
and Starov [113].

Solid-like adsorbed layers on the surface
Traditionally, the forces caused by liquid adsorbates between surfaces is assumed
to be caused by the formation of a liquid-vapor interface. However, adsorbed molecules
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can form solid-like, monolayer structures on smooth, lyophilic materials (e.g., mica,
silicon dioxide, and gold) [114], which changes the interactions in the system from
liquid-solid to solid-solid. This phenomenon has been attributed to the surface having an
isosteric heat of adsorption greater than the latent heat of condensation for the adsorbate
[115]. These solid-solid interactions can increase the overall capillary force by increasing
the total surface energy. For example, the number of hydrogen bonds per water molecule
is greater in ice than in the liquid, such that a monolayer of ice-like molecules would
have a higher surface energy.
An ice-like contribution to the adhesion has been observed by Asay and Kim, who
note that the ߛீ of water cannot account for the total adhesive force between an AFM
probe and an ice-inducing surface. Using attenuated-total-reflectance infrared

spectroscopy (ATR-IR) to quantify the thickness of ice-like layers on a strongly
hydrophilic surface [106], they develop a solid-adsorbate-solid model that incorporates
the estimated surface energy of the ice-like, molecular water with the vdW, YoungLaplace and Kelvin adhesion models. By summing the vdW, capillary and ice-induced
forces, they successfully recreate a maximum adhesive force around 0.30 RH, which
correlates with their experimental data [66]. Hence, the contribution of the hydrogen
bonding within an ice network between the tip and the surface may significantly affect
the overall adhesion force for strongly hydrophilic, smooth surfaces [66]. Yet, this result
is limited to completely wetting, clean surfaces where ice-like layers are more likely to
form.
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Other Factors
The capillary force is also sensitive to changes in hydrophilicity of the surfaces.
Thus, the degree and arrangement of surface heterogeneity is an important factor to
consider in capillary force calculations. Butt [107] suggests that surface heterogeneity can
be treated as a rough surface where the regions of closer separation represent hydrophilic
regions and the larger separation distances represent hydrophobic regions. Essentially, the
actual separation distance between the surfaces is adjusted to account for variations in
surface hydrophilicity. This treatment exploits the fact that capillary condensation
requires a higher RH value to fill larger gaps between surfaces. Overall, it is a promising
method but is difficult to experimentally verify because characterizing surface
heterogeneity is difficult.
It is also commonly assumed that the meniscus curvature is constant (i.e.,
circular). However, this assumption is not valid for low RH and RH near saturation.
Using numerical methods, the exact form of the Young-Laplace equation has been solved
to yield the correct radius of curvature of the meniscus at each point along the interface
[48]. Though it can accurately predict experimental forces for AFM tips against smooth
surfaces [48], it can be computationally time-consuming and has yet to be extended to
describe the interactions between rough surfaces.
Additionally, the capillary force can be considered from the perspective of the
work of adhesion required to separate two surfaces from contact [7], [76], [77], [116].
Sedin and Rowlen [7] use this method to predict a vapor-induced force, which they
believe is necessary to account for capillary forces in low RH regimes. With the addition
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of this vapor-induced force to the traditional prediction of forces caused by liquidbridges, an experimental maximum in adhesion around 0.3 RH can be explained.
Finally, analytical models of the effects of surface deformation [52], [55], [59],
[62], [83], [117], changes in probe/tip shape [14], [48], [55], [63], [79], [85], [87], and
vdW force inclusion [55], [66], [69], [73], [79], [82], [83], [87] on the overall adhesion
and capillary forces are commonly demonstrated throughout the literature.
In summary, analytical equations describing capillary forces as a function of RH
are useful for determining basic trends in ideal situations. However, these models often
need to be significantly altered to explain experimental behavior, and often only work in
ideal experimental situations. Therefore, while utilizing these models to verify or predict
experimental behavior, it is vitally important to note the conditions under which the
equations are derived and the inherent or explicit assumptions associated with each
model. In this manner, they may be used to appropriately describe capillary forces in
particle adhesion.

1.7

Molecular Models

Computer simulations can act as a bridge between capillary-force experiments and
analytical equations. With a simulation, specific aspects inherent to every experiment can
be isolated or neglected, so, for example, the individual effects of roughness or size and
shape may be evaluated without worrying about interference from surface heterogeneity.
They also offer insight as to when and how the governing and analytical equations apply.
A brief survey of three different types of computer simulations and their application to
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capillary forces in particle adhesion is presented starting with a discussion on molecular
dynamics. This is followed by the specifics of lattice-gas Monte Carlo techniques.
Finally, the utility of mean-field density functional theory is outlined.

1.7.1 Molecular Dynamics Simulations
Molecular dynamics (MD) is a method of simulating the movement of molecules
in a system based on continuum or Newtonian equations of motion. Initially, the system
is filled with a given number of molecules at specified locations. By allowing the
molecules to move and interact, often described by a Leonard-Jones potential, the system
evolves over time until a state of equilibrium or quasi-equilibrium has been achieved. At
this point, properties of the system can be determined, such as molecular density profiles,
temperature, and excess surface energies [118]. Therefore, this type of simulation is
particularly suited to investigate the nanoscale properties of capillary forces and
interfacial phenomena.
For example, Langroudi et. al. [119] have used MD to conclude that the liquidvapor surface tension is independent of the wettability of the surface and that the YoungLaplace equation is applicable even for nano-size droplets. MD simulations also reveal
that the meniscus interface is not a sharp transition from bulk water to water vapor.
Indeed, Choi et. al. [67] have noted that even with a noticeable density gradient between
the liquid-bridge and the bulk vapor, the interfacial thickness ranges from 0.4 to 0.9 nm.
Finally, Ko et. al. [120] have confirmed that capillary forces are greater between smooth
surfaces than that of rough surfaces using MD techniques.
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This simulation method is also frequently used to describe capillary effects in
AFM measurements [67], [120], [121]. By varying the contact angle of the tip and the
surface as well as the separation distance, Cheng and Robbins [121] conclude that the
capillary force between AFM tips and surfaces caused by non-volatile liquids is
consistent with the Kelvin and Young-Laplace equations for distances greater than 5 nm.
At closer separation distances, the MD simulations reveal that the adhesion force
becomes oscillatory, which reflects the work required to remove or add complete
molecular layers between the surfaces. Such oscillatory behavior is not frequently
observed in experiment or reflected in other types of simulations. Other conclusions from
this study reveal that the surface tension can be considered to be constant to separation
distances close to 1 nm, which is consistent with SFA experiments for hydrocarbons [17];
and that the anisotropy of the pressure tensor causes the pressure difference across the
meniscus to be more positive than that predicted by continuum theory [121].
Clearly, MD simulations are robust and offer important insights for experimental
studies, since intermolecular attraction, orientation and shape of the molecules may be
considered. However, these simulations are computationally arduous and timeconsuming. Thus, Monte Carlo techniques and mean-field density functional theory on a
lattice-gas offer an attractive alternative to studying interfacial phenomena.

1.7.2

Monte Carlo Lattice Gas Simulations

In the lattice-gas (LG) model, molecules are allowed to occupy sites on a lattice
spanning the interstitial space between the two bodies, as shown in Figure 1.11. The
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distance between lattice sites usually corresponds to one molecular diameter, and each
site is either fully occupied or unoccupied. Molecules are only allowed to interact with
their nearest neighbors (NN) with a given intermolecular attraction. When a molecule’s
NN is either the top or the bottom surface (particle or substrate), binding surface energies
are imposed. A molecule is removed from, added to, or moved to a lattice site by
calculating the change in the total energy of the system if the change were to occur. If this
change is negative (i.e., the change is energetically favorable), the molecular removal,
addition or relocation is accepted. If this change is positive, the molecular removal,
addition or relocation occurs with a given probability. This grand canonical Monte Carlo
(GCMC) process is repeated hundreds of thousands of times, allowing the system to
reach equilibrium [65]. Then ܨ is calculated by integrating the partial derivative of the
excess number of molecules with respect to the bulk system (ܰ௫ ൌ ܰ െ ܰ௨ ), with

respect to changes in the height (݄) for a fixed ߤ and ܶ [122]
ఓ

డேೣ

ܨ ൌ ିஶ ቀ

డ

ቁ ᇲ ݀ߤ ᇱ .
ఓ

(1.43)

These LG GCMC calculations with the thermodynamic integration have been
used to predict capillary behavior between an AFM probe and a hydrophilic surface [71],
[122]–[128]. By changing the hydrophilicity of the tip relative to the hydrophilicity of the
surface, the LG GCMC simulations predict a maximum in the force of adhesion around
30% RH for a strongly hydrophilic tip; a plateau above 34% is predicted for a
hydrophobic tip, due to the interaction of two confined layers of water; and a monotonic
increase is predicted for a slightly hydrophilic tip [71], [129]. All of these behaviors have
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been observed experimentally [6], [7], [55], [66], [115], [130] (see section 1.5).
Additionally, the simulations predict the formation, shrinkage, and breakage of liquid
bridges between an AFM probe and a substrate [131]. Thus, by only accounting for
intermolecular attractions (e.g., hydrogen bonding networks in water) on a simple lattice,
it has been shown that capillary forces may affect particle adhesion below 45% RH on
strongly or weakly lyophilic surfaces.
This technique is discussed in further detail in Chapter 2, where the results of a
LG simulation using the Wang-Landau Monte Carlo technique are presented.

Figure 1.11 Schematic of the lattice-gas simulation model. Water vapor on a lattice
interacts with its NNs, the particle and the surface using interaction energies ߝǡ ்ܾ ǡ and ܾௌ ,
respectively.
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1.7.3

Mean-field density functional theory

A similar lattice model based on mean-field density functional theory has also
been used to evaluate the liquid-vapor interfacial properties of droplets and liquid
bridges. In terms of computational time, lattice density functional theory (LDFT) has the
advantage of simply minimizing the energy of the system, rather than requiring the
system to equilibrate. Like the LG GCMC model, molecules are allowed to occupy sites
on a lattice spanning the interstitial space between the two bodies in LDFT. The lattice
spacing remains one molecular diameter, and the value at each site represents the average
occupancy or probability a molecule is at that site. Again, molecules can only interact
with their NN’s.
With the same setup as the LG GCMC model, the LDFT model also predicts a
maximum in the adhesive force around 30% RH for a strongly hydrophilic tip; a plateau
above 34% RH for a hydrophobic tip; and a monotonic increase for a slightly hydrophilic
tip [71]. Moreover, LDFT can predict capillary condensation in mesopores of disordered
materials by accurately reproducing experimental hysteresis and equilibrium behavior of
condensed vapors [132]–[134]. Furthermore, a relationship between contact angles and
surface binding energies can be estimated [134].
Finally, LDFT can be used to examine the meta-stable, stable, and transitional
points in the overall energy of the system as a function of surface binding energies and
separation distance. Since transitional states or saddle points are unstable
thermodynamically and computationally, the LDFT method can be constrained simply to
stabilize these transitional states. Some of the major findings are 1) that the formation of
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a liquid bridge at high RH has a lower activation energy than the activation energy
required to break the liquid bridge. Hence, patterns of hysteresis are observed. 2) The
spontaneous formation or rupture of a liquid bridge depends on the distance between the
surface and the tip and their hydrophilicity [135] as well as tip pull-off velocity [108].
These results, with the exception of the dependence of the capillary force on RH, are for
RH environments of 50-95% [108], [135].
The LDFT approach to modeling capillary condensation is not as robust as the
MD or LG GCMC simulations. Hence, there are some results, such as density profiles
across an interface resembling a tanh curve, that are mean-field artifacts [136]. However,
its simplicity requires less computational resources and time allowing for larger and a
wider variety of systems to be analyzed. Hence, it is the method used in Chapter 3 to
investigate the curvature of liquid-vapor interfaces of liquid bridges between two plates
as a function of contact angle, RH, and separation distance.

1.8

Conclusion

Capillarity is an important phenomenon with applications spanning from biology to
tribology. The particular focus of this review has been on forces caused by capillarity in
solid systems, known as capillary forces, and their dependence on the system saturation.
As a result, the origin of the governing equations of capillarity, particularly the
Young-Laplace, Young, and Kelvin equations have been discussed. The assumptions
explicit or inherent to each of them has been evaluated and must be considered carefully
before they can be properly employed. Specifically, it is important to remember that the
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Kelvin equation is only applicable for a pure-component, two-phase system in thermal
and mechanical equilibrium. Hence, utilizing it to describe capillary condensation
between solid surfaces can lead to inaccurate results as will be shown in Chapter 3.
Additionally, a variety of aspects surrounding the experimental determination and
validation of capillary forces primarily via AFM have been analyzed (Tables 1.1-1.8). It
is demonstrated that the hydrophilicity of the adhering surfaces merely allows for the
presence of a capillary force, but does not dictate its dependence on RH. Though
commonly studied, there is little agreement throughout the literature as to how the
capillary force depends on system saturation due to a multitude of experimental factors
such as tip size, shape, and deformation, not to mention ionic diffusion into liquid
bridges, local roughness, and surface heterogeneity.
Some of the experimental trends have been described by basic analytical
equations. However, these models often need to be altered to explain experimental
behavior, and may only work in ideal experimental situations. Therefore, while utilizing
these models to verify or predict experimental behavior, it is vitally important to note the
conditions under which the equations are derived and the inherent or explicit assumptions
associated with each model.
Molecular simulations, such as the lattice-gas Monte Carlo technique, circumvent
the experimental challenges and do not require geometrical arguments to determine
capillary forces. In this manner, aspects such as surface heterogeneity and roughness can
be removed in order to investigate basic properties of capillary forces between solid
surfaces.
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To avoid describing experimental artifact, new AFM capillary force experiments
have not been performed in this work, nor has a new analytical model for a specific case
been developed. Instead, the LG Monte Carlo and LDFT simulations have been used to
study the principles of capillarity in solid systems as the RH level changes in Chapters 2
and 3.
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CHAPTER 2. MONTE CARLO SIMULATIONS OF CAPILLARY FORCES

2.1

Introduction

The presence of liquid bridges caused by condensed vapors (water vapor is the
most common and the object of this study) can either be a benefit or a hindrance in
atomic force microscopy (AFM). For example, the liquid bridge between an AFM
cantilever tip and a substrate is the medium through which molecules diffuse onto the
substrate in dip-pen nanolithography [122], [131]. Yet, these same liquid bridges can
significantly increase the adhesion in AFM force and imaging experiments and thereby
complicate the analysis of these studies [54], [55]. Therefore, the ability to correctly
predict the presence and influence of capillary forces in varying environments for AFM
applications is necessary.
As has been noted experimentally, the capillary forces between a hydrophilic
surface and hydrophilic tip can decrease monotonically [63], increase step-wise or
monotonically [7], [68], [70], [89], or exhibit a maximum [6], [55], [69], [87] in the
adhesion force with increasing relative humidity (RH). Unexpectedly, much of the
maxima behavior is observed in low RH environments (<0.5 or 50% RH), where
capillary forces are often considered negligible [57], or theoretically unlikely [47], and
where the Kelvin equation, which is typically used to describe the onset of capillary
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condensation/forces, has not yet been verified for water [17], [20], [53]. Although
adsorbed, ice-like monolayers of water are present in these low RH environments [6],
[66], [106], [114] and can be expected to influence the overall adhesion between an
AFM tip and a substrate, attributing all of the capillary force behavior in low RH to
interactions between adsorbed water layers is likely overly simplistic.
In recent years, grand canonical Monte Carlo simulations [65], [71], [122]–
[126], [128], [131], [137]–[140], molecular dynamics simulations [67], lattice density
functional theory calculations [71], [135], [141], and semi-empirical methods [66],
[106], have been used to study the behavior of adsorbed and condensed water vapor
in AFM at low RH. The formation and breakage of liquid bridges have been observed
[131] along with critical liquid bridge radii and stability requirements [123]. Trends
in AFM force experiments have also been qualitatively reproduced [65], [71], though
nanoscale roughness on the tip and/or the surface does significantly affect these
trends [57], [128], [142]. All of these results suggest that it is possible for liquid-like
bridges to form and affect AFM measurements in low RH environments.
In this work, the lattice-gas model developed and extensively studied by Jang
et. al., [65] has been utilized to analyze the thermodynamic properties, including the
capillary forces and first order transitions, of adsorbed/condensed vapors between an
AFM tip and a hydrophilic surface as a function of RH. The Wang-Landau Monte
Carlo (WLMC) sampling technique is used to determine these properties in place of
the traditional grand canonical Monte Carlo technique because the WLMC technique
estimates the partition function of the system. Hence, it is possible to calculate the
capillary force, ܨ , internal energy ()ܧ, entropy (ܵ), and Gibb’s energy ( )ܩat several
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different temperatures and RH values in one simulation. The WLMC technique and
its resulting thermodynamic study has not yet been undertaken to explore capillary
behavior in AFM as a function of RH.
In this study, the basic theory needed for the WLMC simulations is first
outlined, followed by a brief description of the parameters involved in the
simulations. Computational results are then presented and compared with previously
published studies.

2.2

Model

As presented in [131], the lattice gas (LG) model for capillary forces allows
water molecules to occupy sites on a two-dimensional lattice spanning the interstitial
space between the two bodies. The lattice spacing, ߪ, is one molecular diameter

(0.324 nm) and each site is either fully occupied or unoccupied. Only interactions
between a molecule and its nearest neighbors (NN) are allowed. Water molecules
interact with other NN water molecules with an intermolecular attraction energy of ߝ,

whereas water molecules interact with solid surface NN with binding energies of ்ܾ

(solid surface of AFM cantilever tip) or ܾ௦ (solid surface below AFM cantilever tip).

Finally, each molecule has its own chemical potential, ߤ, which is related to the RH
of the system by

ߤ ൌ ݇ ܶ  ܴ ܪ ߤ

where ݇ is Boltzmann’s constant, ܶ is the system temperature, and ߤ is the

(2.1)
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chemical potential at the bulk gas-liquid transition. For a two-dimensional LG
system,ߤ ൌ  െʹߝ [143].

The internal energy  of the system is then given by
ఌ

 ܧൌ െ σǡୀேே ܿ ܿ െ ்ܾ σୀ௧ ܿ െ ܾ௦ σୀ௦௨Ǥ ܿ
ଶ

where



and



ௗǤ

(2.2)

ௗǤ

indicate the occupation of site ݅or ݆ and is divided by two to avoid

double counting of the NN interaction. The first summation is over all NN not

adjacent to the tip or the surface; the second is over all tip-adjacent NN; and the third
is over all surface-adjacent NN. The free energy of the system ࣠ is then given by
࣠ ൌ  ܧെ ߤܰ,

(2.3)

where ܰ is the total number of molecules in the system or the total number of
occupied sites [65].

2.3

Theory

It is convenient to work in the grand canonical ensemble where the temperature,
ܶ, and the chemical potential, ߤ, of the system are held constant. The free energy of
the system in terms of the grand potential, ȳ, can be expressed as
ȳ ൌ െ ܸൌ  ܧെ ܶܵ െ ߤܰ,

where  is the pressure, ܸ is the volume,  ܧis the internal energy, and ܵ is the

entropy.

For a fluid confined between two parallel plates [45]

(2.4)
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 ܧൌ െ ܸ  ܶܵ  ߤܰ  ʹɀୗ ܣ௦ െ ሺܨ ሻ݄,

(2.5)

where ߛௌி is the solid surface-fluid interfacial tension, ܣ௦ is the surface area of the

plate, ܨ is the pressure-driven capillary force, and ݄ is the distance between the two
surfaces. Equation (2.4) then becomes

ȳ ൌ െ ܸ െ ܵܶ െ ܰߤ  ʹߛௌி ܣ௦ െ ሺܨ ሻ݄.

(2.6)

ȳୠ ൌ െ ܸ െ ܵ  ܶ െ ܰ  ߤ,

(2.7)

ȳ െ ȳ ൌ െܵܶ  ܵ  ܶ െ ܰߤ  ܰ  ߤ  ʹߛௌி ܣ௦ െ ሺܨ ሻ݄Ǥ

(2.8)

For a bulk system with the same , ܸ, ܶ, and ߤas the confined fluid [45],

where the superscript ܾ indicates a bulk quantity. Subtracting equation (2.7) from
equation (2.6) yields

At constant ܣ௦ , ܶ, and ߤ, equation (2.8) then reduces to
డஐౘ

ܨ ൌ ቀ డ ቁ

்ǡఓǡೞ

డஐ

െ ቀ డ ቁ

்ǡఓǡೞ

Ǥ

(2.9)

where a negative force is defined as an attractive capillary force between the two
plates. Furthermore, ȳ and ȳ are related to the partition function ܼ through
ȳ ൌ െ݇ ܶ  ܼ

(2.10)

with

ܼ ൌ  σா σே ݃ሺܧǡ ܰሻ݁

ሺ

ഋಿ
ሻ
ೖಳ 

݁

ି

ಶ
ೖಳ 

Ǥ

(2.11)
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where ݃ሺܧǡ ܰሻ is the density of states (i.e., the number of configurations) for a given
 ܧand ܰ [144].
డஐ

ቀ డ ቁ

Since the functional form of ܼ as a function of ݄ is not explicitly known,

்ǡఓǡೞ

is approximated by calculating the difference in ȳ with a small change in

separation distance (i.e., one lattice spacing, σ ):
డஐ

ቀ ቁ

డ ்ǡఓǡೞ

డஐౘ

ቀ డ ቁ

்ǡఓǡೞ
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௱
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௱
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ଵ
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ఙ

ౘ
ஐౘ
శ ିஐ

ఙ

From equations (2.9) and (2.12), ܨ is then
ଵ

ܨ ൌ ఙ ൬݇ ܶ 

ଵ

శ

ൌ  െ ఙ ൬݇ ܶ 

శ ್
್ 
శ




ቁ

್
శ

್

൰.

൰

(2.12a)

(2.12b)

(2.13)

In addition to calculating ܨ , ensemble averages, such as the average number

of molecules in the system ۄܰۃ, are also calculated with ܼ:
ۃȝ ۄൌ

షಹ

ሺ
ሻ
σಶǡಿ ሺாǡேሻ ೖ್ 



ǡ

(2.14)

where ȝ represents a thermodynamic property of interest (e.g., ܰ or )ܧ. It then

follows that the approximate derivatives of the ensemble averaged quantity with
respect to ݄ can be determined by
డ

ቀడቁ

்ǡఓǡೞ

ൎ

ۄۃ


ൌ

ሺۄۃశ ିۄۃ ሻ
ఙ



(2.15)
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Equation (2.15) is utilized in analyzing the effects of different energetic components
on the behavior of the capillary force curve as a function of RH.

2.4

Methods

2.4.1 Wang-Landau Monte Carlo Method
Traditional Monte Carlo techniques add, subtract, or remove molecules from
the system based on a given probability. A drawback to this approach is that as the
size of the system increases, the number of possible configurations exponentially
increases. In contrast, the number of energies of a given system scales proportionally
with the size of the system [144]. Thus for larger simulations, a more efficient
technique is to sample over all of the available energies.
Exploiting this advantage, the Wang-Landau Monte Carlo (WLMC) method
[144]–[146] finds ܼ by sampling the energies of a system and recording the frequency

that a given free energy state is visited. The more often free energy ࣠ሺܧ ǡ ܰ ሻ is

visited in comparison to other free energies, the more configurations that correspond
to ࣠ሺܧ ǡ ܰ ሻ and the higher its probability density.

An excellent presentation of the WLMC method is given in [144]. In

summary, to perform WLMC sampling, ݃ሺܧǡ ܰሻ for all  ܧand ܰ and the modification
factor ݂ are initialized to ݃ሺܧǡ ܰሻ ൌ ͳ and ݂ ൌ ሺͳሻ or, more conveniently,

൫݃ሺܧǡ ܰሻ൯ ൌ Ͳ and  ݂ ൌ ͳ. The system is then given a random configuration and

࣠ሺܧ ǡ ܰ ሻ is determined from equations (2.2) and (2.3). A molecule is then added,
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subtracted, or relocated and ࣠ሺܧଵ ǡ ܰଵ ሻ for the new configuration is calculated. The
move is accepted based on the following probability, ܲ,

ሺா ǡே ሻ

ܲሺ࣠ሺܧ ǡ ܰ ሻ ՜ ࣠ሺܧଵ ǡ ܰଵ ሻሻ ൌ  ൬ሺாబ ேబሻ ǡ ͳ൰Ǥ
భǡ భ

(2.16)

Every time a given ࣠ሺܧ ǡ ܰ ሻis accessed, its corresponding ݃ሺܧ ǡ ܰ ሻ and histogram

ܦሺܧ ǡ ܰ ሻ are updated to ݃ሺܧ ǡ ܰ ሻ ൌ ݂݃ሺܧ ǡ ܰ ሻ and ܦሺܧ ǡ ܰ ሻ ൌ ܦሺܧ ǡ ܰ ሻ  ͳ. This
algorithm punishes the acceptance of moves toward highly probable energies and
permits the uniform sampling of all energies of the system [145]. After an initial
number of Monte Carlo moves, the uniformity of ܦሺܧǡ ܰሻ is analyzed. If ܦሺܧǡ ܰሻ is

non-uniform, the addition, subtraction and relocation of molecules continues until the
distribution becomes uniform. When this occurs, ܦሺܧǡ ܰሻ is reset to zero, the

modification factor is reduced,݂ାଵ  ൌ ඥ݂ , and the Monte Carlo process repeats until

݂ାଵ ൏ ݂ . For small, well-behaved systems ݂ ൌ ሺͳͲି଼ ሻ, typically. The

resulting ݃ሺܧǡ ܰሻ is a relative quantity until it is normalized to the total number of

configurations possible for the system. Once the absolute ݃ሺܧǡ ܰሻ is known, ܼ may

be determined with equation (2.11).

2.4.2

Simulation Parameters

For the present simulations, a 23 nm radius of curvature (ROC) AFM tip is
simulated on a square 45x45 lattice with reflective boundary conditions at 300 K. ߪ is

set to the molecular diameter of water, 0.324 nm [122]. The interaction energy

between molecules, ߝ, is 9500 J/mol, from ߝ ൌ ʹ݇ ܶ ൫ͳ  ξʹ൯ and ܶ ൌ ͶǤ͵ K
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[147]. Effects of hydrophilicity on capillary forces are investigated by varying the
cantilever tip interaction energies from completely wetting (CW) ܾ௧ ൌ ͵ߝ, to partially

wetting (PW) ܾ௧ ൌ ͲǤͷߝ, and finally to partially drying (PD) ܾ௧ ൌ ͲǤʹͷߝ, whereas
the opposing surface is held as a CW surface, ܾௌ ൌ ͵ߝ. Only half of the tip is

simulated since the system is symmetric about the center [122] and then the
magnitude of the resulting force is multiplied by 2.

For the WLMC method, an initial sweep of 105 Monte Carlo moves is
performed to determine the number of accessible energies for a given ܰ; ݂ is set to
10-4, which is the lowest resolution required for  to converge; and ܦሺܧǡ ܰሻ is

considered uniform if the minimum of ݃ሺܧǡ ܰሻ is greater than or equal to 80% of the
average of ݃ሺܧǡ ܰሻ.

2.4.3

Verification of the WLMC Model

The validity of the WLMC model has been tested using the simplest case of
an ideal gas. Without interactions with the walls (்ܾ and ܾௌ ൌͲ) or between
molecules (ߝൌͲ), equation (2.3) reduces to

ߤܰ ൌ ݇ ܶܰ  ܴܪ.

(2.17)

Equation (2.17) can also be expressed in terms of the average site density ߩ by

dividing by the total number of sites, ܰ௧௧ :

࣠Ȁܰ௧௧ ൌ െ݇ ܶߩ  ܴܪ.

(2.18)
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Using lattice density functional theory [65] (LDFT) it can be shown for an ideal gas
that
ோு

ߩ ൌ ଵାோு

(2.19a)

and
ௌ

ே

ൌ  െ݇ ሾߩ  ߩ  ሺͳ െ ߩሻ ሺͳ െ ߩሻሿ.

(2.19b)

Therefore, it is expected that as RH ื Ͳ, ࣠, ߩ, and ܵȀܰ௧௧ all tend toward 0. As

RHื ͳ, ࣠ ื Ͳ, ߩ ื Φ, and ܵȀܰ௧௧  ื  െ݇  ͳȀʹ. As shown in Figure 2.1,
the predicted ideal gas behavior for the lattice system has been reproduced using the
WLMC model, even with a curved geometry caused by shape of the tip. In Figure
2.1a, ࣠ tends toward 0 as RH approaches either 0 or 1 and exhibits a global minimum

at RH ൎ ͲǤʹͺ, which is the theoretical predicted minimum of ࣠ with respect to RH.

Figure 2.1b shows that the average number of molecules in the system increases to ½
as the system approaches saturation and Figure 2.1c demonstrates the predicted
entropic increase for both the WLMC and LDFT methods.
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Figure 2.1 WLMC results for an ideal gas (, ǡ andԖൌͲ) at 300 K. a) Total free
energy as a function of RH with a minimum at RH = 0.278. b) Average number of
particles divided by the total number of sites as a function of RH. c) Entropy as a
function of RH as predicted by the LDFT (crosses) and WLMC method (solid line).
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2.5

Results and Discussion

The interaction forces between a cantilever tip and a substrate (force-distance
curves) for a CW tip and CW surface at varying RH levels from a 10x10 matrix with
periodic boundary conditions are shown in Figure 2.2. The forces have been nondimensionalized and are reported in units of ߝ Τߪ, which is approximately 49 pN. A

negative force indicates an attractive interaction, whereas a positive force indicates a
repulsive interaction. The purpose of using a small simulation size is to quickly verify
the general shape of force vs. distance curves and to identify the point at which the
highest attractive force occurs.

Figure 2.2 Capillary force-distance curves at varying RH levels for a CW tip and CW
surface at 300 K. The size of the lattice is 10x10. Force is given in units of ߝ Τߪ and
the separation distance is in lattice units, ߪ.
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When the tip and the substrate are in contact (i.e., ݄Ȁߪ ൌ Ͳ), ܨ is repulsive.

This means that the free energy required to hold the two surfaces together is much

greater than the free energy required to form a monolayer of water between the two
surfaces. Such a result is expected for two highly hydrophilic surfaces that don’t
interact with one another. At large tip-surface separation distances, ܨ approaches 0,

indicating the rupture of confined fluid bridges. The strongest attractive force occurs
when ݄Ȁߪ ൌ ͳ for all RH levels, indicating this is the most energetically favored
separation distance for ܨ . As such, the separation distance between the tip and

substrate has been fixed at ݄Ȁߪ ൌ ͳ for all other calculations ofܨ in this study. The

fact that the adhesion decreases monotonically with increasing RH is a consequence
of simulation size, boundary effects, and the strong hydrophilic nature of the tip and
surface.
Figure 2.3 showsܨ as a function of RH for CW, PW, and PD tips (dark,

medium, and light gray lines, respectively) from the WLMC simulations (using

reflective boundary conditions) on a 45x45 lattice. Even with size and boundary
effects mitigated on this larger lattice, ܨ remains strongly dependent on RH and the

hydrophilicity of the tip and the surface, resembling experimental results via AFM

[7], [69]. For example, a CW tip exhibits a maximum in adhesion between .05 and 0.3
RH and then decreases toward zero as RH approaches one. Figure 2.3 also agrees
with that of Jang, Schatz, and Ratner [122] who obtained similar trends and
magnitudes in their study of the same system using grand canonical Monte Carlo
sampling. That the two do not align perfectly is to be expected because the methods
of sampling the system are different. Jang and Schatz sample the number of
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configurations, whereas this study samples the number of free energy states. Thus the
two methods should produce identical results but might not because one method may
be more efficient in sampling the free energy space than the other. It is more
important to note that the trends and magnitudes of the force-RH curves are similar
leading to the same conclusion. Other common factors between the two studies are
that the magnitude of ܨ typically increases with increasing tip hydrophilicity; that ܨ
for PD and PW tips is weakly dependent on RH, as expected due to the tips’ more
hydrophobic nature; and that ܨ for the PD, PW, and CW tips approach a similar
value as the RH approaches one. All of this leads to the conclusion that it is

theoretically possible to observe a maximum in capillary forces below 0.45 RH for
hydrophilic surfaces.

Figure 2.3 Capillary force as a function of RH for CW, PW and PD AFM tips (23 nm
ROC). Force is given in units of ߝ Τߪ on a 45x45 lattice. All calculations are
performed at 300 K.
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The trends in ܨ can be explained by evaluating the thermodynamic properties

of the equilibrated systems. Only the results of the PW tip are shown in Figure 2.4 as
a representation of the trends observed in all three tip types. As calculated using
equations (2.14) and (2.15), the individual energetic (ȟۄܧۃΤȟ݄, dark gray), Gibbs

energetic (ȟۄܩۃΤȟ݄, solid light gray), and entropic (ȟۄܶܵۃΤȟ݄, broken light gray)

contributions to ȟȳΤȟ݄ are shown in Figure 2.4a. Expectedly, ȟۄܧۃΤȟ݄ and

ȟۄܩۃΤȟ݄ are similar in shape and magnitude and it is the difference between these
two quantities that dominates ȟȳȀȟ (and by corollary, ܨ ). However, as the RH

approaches the extremes, the difference between the energetic and Gibbs energetic
contributions is on the same order of magnitude as ȟۄܶܵۃΤȟ݄ and ȟȳȀȟ is instead
dominated by a combination of the three components. This suggests that entropy

becomes an important aspect to capillary forces at low RH and near saturation.
Figure 2.4b shows the average number of molecules in the system at ݄ (ۄܰۃ ,

solid dark gray line) and ݄  ߪ (ۄܰۃାఙ , solid light gray line) as a function of RH.

The change in the average number of molecules in the system divided by the change
in height (ȟۄܰۃΤȟ݄) is plotted on the secondary axis (light gray broken line). At 0.01

RH, ۄܰۃ and ۄܰۃାఙ are between 30 and 40, suggesting that a monolayer of water is

forming on the CW substrate. When both systems have reached 0.2 RH, a complete

monolayer of water has formed on the CW surface and dominates the interaction up
to about 0.5 RH. Such a persistence of adsorbed layers of water vapor on hydrophilic
surfaces has been observed experimentally [98] and does influence the strength of the
capillary force in the low RH environment. Around 0.5 RH, ۄܰۃ sharply increases

followed shortly thereafter by ۄܰۃାఙ , suggesting the formation of a liquid bridge that
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Figure 2.4 Capillary force dependence on ȟۄܧۃȀȟ݄, ȟۄܩۃȀȟ݄, ȟۄܶܵۃȀȟ݄ and
ȟۄܰۃΤȟ݄ on a 45x45 lattice for a PW tip at 300 K. a) Contributions of ȟۄܧۃȀȟ݄,
ȟۄܩۃȀȟ݄, and ȟۄܶܵۃȀȟ݄ to ȟȳȀȟ. b) Average number of particles in the system at
tip-substrate distances ݄ and ݄  ߪ (ۄܰۃ and ۄܰۃାఙ , respsectively) (primary axis).
ȟۄܰۃΤȟ݄ is indicated on the secondary axis. c) The capillary force is shown on the
right-hand axis in units of ߝ Τߪ. ȟۄܰۃΤȟ݄ refers to the left-hand axis. In all figures,
the dotted gray line indicates the zero line.
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then gradually fills the system as it approaches saturation. The appearance of
capillary forces above a threshold RH is commonly observed experimentally [8],
[48], [74].
Interestingly, there are regions where ۄܰۃ  ۄܰۃାఙ causing ȟۄܰۃΤȟ݄ to be

negative. Physically this situation indicates that the system at ݄ can hold more

molecules because of its proximity to the two surfaces than the system at ݄  ߪ can at
that RH. In Figure 2.4c, the plot of ܨ vs. RH on the primary axis and ȟۄܰۃΤȟ݄ on

the secondary axis is reproduced for comparison. This representation clearly indicates
that ܨ increases when ȟۄܰۃΤȟ݄ is negative and decreases when ȟۄܰۃΤȟ݄ is positive.

In other words, ܨ increases if the average number of molecules in the confined liquid
bridge increases as the two surfaces approach one another. Or, conversely, ܨ

decreases if the average number of molecules in the confined liquid bridge decreases
as the two surfaces approach one another. Therefore, the decrease in ܨ as RH

increases that is observed for the tips suggests that ۄܰۃାఙ  ۄܰۃ at high RH.

Figures 2.3 and 2.4 suggest that capillary forces can be present and dominant

in low RH environments. These forces, whether caused by interactions within solid or
liquid water, can affect the results of AFM studies through either the transfer of ions
onto the sample surfaces or increased adhesion. Therefore, it is important to consider
the possibility of capillary forces in any AFM study where hydrophilic surfaces are
used.
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2.6

Conclusion

The LG GCMC model has been used with WLMC sampling to predict ܨ as a

function of ݄, RH, and tip hydrophilicity on a 45x45 lattice. It is found that the

maximum force occurs when ݄ ൌ ߪ and that ܨ decreases as ݄ increases, except when

the tip and the surface are in contact. CW tips exhibit a maximum in ܨ as RH

increases, while PW and PD tips are relatively independent of RH. These force-RH
trends are generally dominated by the difference between the internal energy and the
Gibbs energy of the system and ȟۄܰۃΤȟ݄. It is also observed that capillary forces can

be significant in low RH environments and thus cannot be ignored in AFM studies
involving hydrophilic surfaces.
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CHAPTER 3. ANALYSIS OF THE KELVIN EQUATION

3.1

Introduction

Though the WLMC simulations are useful for determining the thermodynamic
properties of a confined fluid, the time requirements of these simulations limit the
dimensionality, size, and number of parameters that can be evaluated with this
technique, even when the code is fully parallelized. Therefore, it is proposed that a
similar lattice model based on mean-field density functional theory be used to
evaluate the nanoscopic properties of condensed vapor in particle adhesion. In terms
of computational time, lattice density functional theory (LDFT) has the advantage of
only minimizing the free energy of the system, rather than finding the density of
states of all free energies. Because it is computationally simpler, LDFT can be used to
investigate how the surface tension of a meniscus depends on the curvature of the
meniscus and ultimately how these curvature effects influence the presence and
strength of capillary forces in particle adhesion.
In this chapter, LDFT has been utilized to describe bulk and two- behavior of
a pure component system for planar interfaces, bubbles in a metastable liquid, and
liquid bridges between parallel plates. The concepts of dividing surfaces, particularly
the surface of tension, are introduced, and are used to determine the dependence of
the curvatures of an interface as a function of system saturation.
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These results are compared with the traditional Kelvin equation for curved
interfaces with and without plates at varying RH levels, separation distances, and
contact angles. Accounting for the deviation from the Kelvin equation can yield more
physical results and allows for the appropriate calculation of pressure differences
across the liquid-bridge interface and corresponding capillary forces.

3.2

Lattice Density Functional Theory

LDFT conveniently operates within the framework of the lattice-gas (LG)
model which can be described as a molecularly-occupied, skeletal lattice in free space
or in the interstitial space between two surfaces. Each intersection represents a site
where a molecule can exist and is separated from other lattice sites by the effective
diameter of one molecule. Each site is assigned a value between zero and one
indicating the average occupancy (or density) of a molecule at that site. Finally, only
interactions between nearest neighbors (NN) are allowed. A benefit of using the LG
model in LDFT is that the critical chemical potential at the bulk gas-liquid transition
is known [65]. This is necessary to relate the RH to the chemical potential.
Using the mean-field approximation [71], [148], the energy  ܧof a pure

component, unconfined system with only intermolecular interactions on a lattice is
ࣴ

ே

 ܧൌ െ ߝܰ ೌ .
ே
ଶ


(3.1)

ࣴ is the total number of possible bonds per site (4 for a 2-D system and 6 for a 3-D

system), ε is the intermolecular attraction energy, ܰ is the number of occupied sites,
and ܰ௧௧ is the total number of sites in the system. With the average occupancy at
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each site defined as ߩ ൌ ܰ Ȁܰ௧௧ , equation (3.1) becomes
ࣴ

 ܧൌ െ ଶ ܰ௧௧ ߝߩଶ .

(3.2)

By assuming random mixing and neglecting energies of interaction, the entropy ܵ of

the system is

ܵ ൌ  െܰ௧௧ ݇ ሾߩ  ߩ  ሺͳ െ ߩሻ ሺͳ െ ߩሻሿ.

(3.3)

where ݇ is Boltzmann’s constant. As a result, the Helmholtz energy ࣠ of the system

in terms of ߩ is

ࣴ

࣠ ൌ  ܧെ ܶܵ ൌ െ ଶ ܰ௧௧ ߝߩଶ  ܰ௧௧ ݇ ܶሾߩ  ߩ  ሺͳ െ ߩሻ ሺͳ െ ߩሻሿ (3.4)
with ܶ as the absolute temperature of the system.

The system pressure  is the change in the Helmholtz energy with respect to

the change in volume of the system while the temperature and number of occupied
sites are held constant or
డ࣠

 ൌ െ ቀడ ቁ

்ǡேೌ

.

(3.5)

From equation (3.4) and by noting that ܸ ൌ ܰ௧௧ ܸ (ܸ is the volume per lattice site),

the pressure-volume element ܸ at each site becomes
డ࣠

ܸ ൌ െ ቀడே ቁ


்ǡேೌ

ࣴ

ൌ െ ଶ ߝߩଶ െ ݇ ܶ ሺͳ െ ߩሻ.

Similarly, the chemical potential of the system ߤ becomes

(3.6)
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ߤൌ

࣠ା ே
ேೌ

ൌ െࣴߝߩ  ݇ ܶ 

ఘ

ଵିఘ

.

(3.7)

In order to ensure that the LDFT model properly represents a physical system,
the behavior at the critical point must be established. The critical point marks the end
of the phase coexistence curve for a given pure-component system [144], [149]. For
conditions beyond the critical point, only one phase is present; for conditions below
this point, two or more phases can simultaneously coexist. On a pressure-volume
diagram (Figure 3.1), the critical point is the point of inflection on the critical
temperature (ܶ ) isotherm. Thus, the critical parameters occur when
డ

ቀడቁ

் ǡேೌ

డమ 

ൌ ቀడ మ ቁ

் ǡேೌ

ൌͲ

(3.8)

which yields
 ்

್ 
ࣴߝߩ ൌ ଵିఘ

(3.9a)



ଶିఘ

͵ࣴߝߩ ൌ ݇ ܶ ሺଵିఘ ሻమ .


(3.9b)

from equation (3.6). Solving equations (3.9) for the critical density, ߩ , gives ߩ ൌ

ͳΤʹ, indicating that at the critical point each lattice site has an average occupancy of
50%. Equations (3.9) now reduce to

್ ்
ఌ

ൌ

ࣴ
ସ

(3.10)

Hence, if ܶ and ࣴ are known, ߝ is also specified. For water, ܶ = 647.3 K. Thus on a

two-dimensional (2-D) lattice (ࣴ = 4), ߝis estimated to be 5382 J mol-1. For a three-
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dimensional (3-D) system (ࣴ = 6), ߝ is estimated to be 3588 J mol-1. By solving
equation (3.7) at ߩ , the critical chemical potential ߤҧ is
ߤ ൌ െ

ࣴఌ
ଶ

(3.11)

Therefore, ߤ ൌ െʹߝ for a 2-D lattice and ߤ ൌ  െ͵ߝ for a 3-D lattice. Note that the
value of the critical chemical potential is independent of the system temperature.

Figure 3.1 Pure component pressure-volume phase diagram. The critical temperature
isotherm has a point of inflection at the critical point. Adapted from Antoni Salvà
(Own work), via Wikimedia Commons.
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Experimentally, the RH is controlled instead of the chemical potential. Thus a
relationship between the chemical potential and RH is necessary to predict the
dependence of capillary forces on RH. For an ideal gas [149]
ߤ ൌ ݇ ܶ    ߤ  Ǥ

(3.12)

ߤ ൌ ݇ ܶ   ௌ  ߤ  .

(3.13)

where ߤis the reference chemical potential. The chemical potential at saturation ߤ is

where  ௌ is the saturation pressure. Combining equations (3.12) and (3.13) and noting
that Ȁ ௌ  ൌ  leads to

ߤ െ ߤ ൌ ݇ ܶ  Τ ௌ ൌ ݇ ܶ  

(3.14)

or by rearrangement
ఓିఓ

 ൌ  ቀ 

್்

ቁ.

(3.15)

From equations (3.7), (3.11), and (3.15), the RH is also related to the average
occupancy


ࣴఌ

 ൌ ଵି  ቂെ ଶ

್்

ሺʹߩ െ ͳሻቃ.

(3.16)

With equations (3.7) and (3.16) it is now possible to discuss the
thermodynamic behavior of the LDFT model for a pure-component, bulk system as a
function of the average occupancy per site. Figure 3.2 shows three ߤ-ߩ isotherms at,

above, and below the critical temperature. First, note that the ߤ-ߩ isotherms converge
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onto and are symmetric about the critical density at ߤ , which is representative of the

critical point. Next for ܶ   ܶ , there is only one ߩ value for every ߤ. This means that
for temperatures greater than the critical temperature there is only one phase, as

expected. For ܶ ൏  ܶ , the number of roots for each chemical potential varies from 1

to 3, which means that more than one phase can simultaneously coexist for a given ߤ.
Finally, the critical isotherm is the transition temperature where the phases converge
to the same value. When RH is plotted in place of ߤ (Figure 3.3), similar behavior is
observed, except that the system is no longer symmetric about the critical density.

Figure 3.2 The chemical potential as a function of the average occupancy per site
from equation (3.7). Three different isotherms in relation to the critical isotherm are
represented. Above ܶ only one phase exists at a given ߤ, below ܶ more than one
phase may coexist.
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Figure 3.3 RH as a function of the average occupancy per site from equation (3.16)
for a two-dimensional lattice. Three different isotherms in relation to the critical
isotherm are represented. Above ܶ only one phase exists at a given ߤ, below ܶ more
than one phase may coexist.
Within the vapor-liquid equilibrium region in Figure 3.1, there exist regions
of stability, metastability and instability bounded by the binodal and spinodal curves.
As shown on a pressure-volume phase diagram (Figure 3.4), the binodal curve
represents the equilibrium coexistence of two phases within a pure-component, bulk
system, whereas, the spinodal curve represents the boundary between the metastable
and unstable regions [149]. These regions are also represented in the ߤ-ߩ and RH-ߩ

diagrams. For example, when three roots are possible in Figures 3.2 and 3.3, the root
closest to zero represents the stable vapor branch, the root closest to one represents
the metastable liquid branch, and the middle root represents the unstable liquid (see
Figure 3.5). The binodal curve is represented at ߤ ൌ ߤ and RH = 1. The spinodal
occurs at the transition between the metastable and unstable liquid branches. Any
chemical potential or RH below the spinodal value can only converge to the
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Figure 3.4 Pressure-volume phase diagram illustrating the stable, metastable, and
unstable regions at a given temperature.

Figure 3.5 RH-ߩ phase diagram illustrating the stable, metastable, and unstable
regions at ܶ ൏  ܶ from equation (3.16) for a two-dimensional lattice. For RH values
less than the spinodal, only the stable vapor phase exists.
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stable vapor branch because there is no corresponding metastable liquid branch. This
is an important result, as it suggests that below the RH that corresponds to the
spinodal limit, it is not possible to form two phases in equilibrium. Hence any
prediction of a liquid-vapor interface (at least for a single-component system) in that
region becomes an unphysical extrapolation.

3.3

Simulation of a Bulk System

The preceding analysis assumes that the occupancy at each site is equal to the
average occupancy of all other sites (ߩ ൌ σ ߩ Ȁܰ௧௧ ). This assumption is

reasonable for a non-constrained, bulk system, but is not valid for systems that
involve external forces such as molecular adsorption to walls. Hence, it is necessary
to allow each site on the lattice to optimize its density according to the density of its
nearest neighbors. However, it is expected that the simulated LDFT results of a bulk,
pure-component system will match exactly the results of the preceding section, as
will be demonstrated.
For the LDFT simulations, it is most convenient to operate in the grand
canonical ensemble where the temperature, total volume, and chemical potential of
the system are held constant. This ensemble allows the number of molecules in the
system to fluctuate for a given ߤ. The total energy of the system is represented by the
grand potential, ȳ, which is related to the Helmholtz energy by
ȳ ൌ ࣠ െ ߤܰ .

(3.17)
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Therefore, for a pure-component system without any external fields, equation (3.4)
becomes [132], [135], [141]
ఌ

ȳሺሼߩ ሽሻ ൌ ݇ ܶ σሾߩ  ߩ  ሺͳ െ ߩ ሻ ሺͳ െ ߩ ሻሿ െ ଶ σ ߩ σୀேே ߩ െ ߤ σ ߩ (3.18)
by recognizing that ܰ ൌ σ ߩ . ߩ is the average occupancy at each site and the

summations over ݅ are over the total number of sites, whereas the summation over
݆includes only the nearest neighbors of site ݅. Equation (3.18) can be made non-

dimensional by dividing by ߝ:

ഥ ሺሼߩ ሽሻ ൌ ߠ σሾߩ  ߩ  ሺͳ െ ߩ ሻ ሺͳ െ ߩ ሻሿ െ ଵ σ ߩ σୀேே ߩ െ ߤҧ σ ߩ
ȳ
ଶ

(3.19)

ഥ ൌ ȳȀߝ, ߠ ൌ ݇ ܶȀߝ, and ߤҧ ൌ ߤȀߝ (the bar indicates that the quantity is
where ȳ

without units).

The thermodynamic metastable and stable energies are found by minimizing
ഥ

ഥ with respect to ߩ , i.e., ቀ பஐ ቁ
ȳ
பఘ


ഥ ǡ்
ఓ

ഥ yields
ൌ Ͳ. Solving for ߩ at the minimized ȳ
ଵ

ିଵ

ɏ୧ ൌ ቂͳ   ቀെ ఏ ൣߤҧ  σǡୀேே൛ߩ ൟ൧ቁቃ Ǥ

(3.20)

After initializing the system, equation (3.20) is solved using a successive iteration
method (i.e., the previous set of densities is used to predict the next set of densities)
[133]. This process repeats until ሺͳΤܰ௧௧ ሻ σሺߩାଵ െ  ߩ ሻଶ ൏ ͳͲିଵ , where the
subscript ݊is the nth iteration [133]. This procedure prevents the system from

sampling saddle points and/or maxima in the free energy domain, thus optimizing the
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search for the minimum of the free energy [132], [135], [141]. Once the minimized
ഥ.
{ߩ } is found, equation (3.19) is used to determine the stabilized (meta-stabilized) ȳ
To compare the bulk simulations to the bulk prediction shown in Figure 3.5,

equations (3.19) and (3.20) are solved for a two-dimensional, 100 x 100 lattice with
periodic boundary conditions at ܶ = 300 K or ߠ = 0.4625. Since this is below ܶ , there
are multiple roots possible. Hence, the system is initialized with random densities

between 0 and 0.1 to investigate the stable vapor behavior of the system. Similarly,
the system is initialized with random densities between 0.9 and 1 to investigate the
metastable liquid branch. Then the system is allowed to reach equilibrium for RH
values between 0.01 and 1 in 0.01 increments. These results are plotted on Figure 3.6.
Even though each site on the lattice is initially different from its neighboring
sites, the optimized set of densities across the entire lattice converges to one bulk
value. This is an expected result, since the goal is to simulate a bulk system in the
absence of external fields. Therefore at each level of RH, there is only one value of ߩ
to report. As can be seen in Figure 3.6, below RH of 0.28, ߩ for systems initialized
close to zero and for systems initialized close to one both converge onto the stable
vapor branch, as there is not any metastable liquid branch on which to converge.
Above RH of 0.28, ߩ for the vapor-initialized system converges onto the predicted

vapor branch, and ߩ for the liquid-initialized system converges onto the metastable
liquid branch. Additionally, the system never converges onto the unstable liquid

branches. Clearly, the LDFT simulations are reproducing expected trends for a bulk
system. This is necessary to ensure before investigating two-phase phenomena
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Figure 3.6 Comparison between equation (3.16) and the LDFT simulation of a purecomponent, bulk system at T = 300 K for a two-dimensional, 100x100 lattice.
that have inhomogeneous density profiles as will be discussed in the following
sections.

3.4

Properties of the Planar Interface and Dividing Surfaces

An interface is caused by the convergence and coexistence of two or more bulk,
stable or metastable phases. For a two-phase, pure-component system at the binodal
(RH = 1), the normal pressures on either side of the interface are equal and the
interface is planar [22]. As this is the simplest type of interface, it is instructive to
define its properties before investigating the effects of pressure differences and
curvature. Only the most pertinent details of the analysis will be presented here, but
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the interested reader is referred to the work of Ono and Kondo [22] for a more
extensive presentation of interfaces and surface energies.
Consider a vapor and a liquid separated by a planar interface (Figure 3.7). A
cubic element of volume ܸ containing a representative sample of the bulk liquid,
interface, and bulk vapor will exhibit an inhomogeneous density profile that

transitions from high to low density in the direction normal to the interface (Figure
3.8). The transition region is not a step function, but is instead continuous, indicating
that it has a thickness or depth and so cannot always be accurately described as an
infinitely-thin, massless membrane. The energy of this interface/transition region is
ഥ ௫ , which is determined by subtracting the energetic
referred to as an excess energy ȳ
ഥ  and ȳ
ഥீ,
contributions of the bulk liquid and vapor as if there were no interface (ȳ
ഥ:
respectively) from the total energy of the system with an interface, ȳ
ഥ െ ሺȳ
ഥ  ȳ
ഥ ீ ሻ.
ഥ ௫ ൌ ȳ
ȳ

(3.21)

ഥ ൌ െܸȀߝ, therefore ȳ
ഥ  ൌ െ ܸ Ȁߝ
In general, the grand potential is defined as ȳ

ഥ  ൌ െ ீܸ ீȀߝ, where  ܮand  ܩrefer to the liquid and vapor states, respectively.
and ȳ
The excess energy can be expressed as

ഥ ௫ ൌ ȳ
ഥ െ ሺെܸ െ  ீܸሻȀߝ ൌ ȳ
ഥ  ሺܸ  ܸீ ሻȀߝ ൌ ȳ
ഥ  ܸȀߝǡ
ȳ

since the interface is planar (i.e.,  ൌ  ൌ  ) ீand ܸ does not change with the

(3.22)

location of the dividing surface. The surface energy or surface tension ߛҧஶ of a planar

interface is then
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ഥ ௫ Ȁܣҧூ .
ߛҧஶ ൌ ȳ

(3.23)

where ܣҧூ is the area of the interface divided by ߪ ଶ .

It is important to note that the surface energy of the interface ߛ is generally

dependent on the location of the dividing surface. It is independent for the planar case
in part because ܣҧூ is the same no matter where the interface is located within the

cubic segment. However, ܣҧூ increases with increasing radii for a spherical interface,

such as with a droplet or bubble, thus the choice of the dividing surface will affect the
value of the surface tension. Hence, it is useful to present the different types of
dividing surfaces that are available, their meanings, and how they are determined.

Figure 3.7 Schematic of planar interface separating two phases. The properties of the
interface can be examined by considering a cubic segment containing a representative
sample of the bulk phases and interface.
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Figure 3.8 A typical density profile for an interface in a two-phase system. ߪ
represents the diameter of one molecule of water.
The equimolar dividing surface ܺത is the point at which the number of moles

on the vapor side of the interface equals the number of moles on the liquid side of the
interface. For the planar case, it is the value at which
ത

ஶ


ିஶሾߩሺݔሻ െ ߩீ ሿ  ݔൌ  ത ሾ ߩ െ ߩሺݔሻሿݔ


(3.24)

is satisfied. Equation (3.24) is integrated over the density profile ߩሺݔሻ of the system

in the direction normal to the interface and ߩ and ߩீ are the bulk liquid and vapor
densities, respectively. This dividing surface is primarily used in determining the

Tolman length, which has been used to quantify the deviation of the surface tension
from its bulk value as a function of curvature [150].
A more useful dividing surface is known as the surface of tension or ܺത௦ ,

which conveniently becomes the only location for which the Young-Laplace equation
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assumes its traditional form and is implicitly assumed when invoking the YoungLaplace equation. It is defined as the point where the surface tension is independent
of changes in the mathematical displacement of the interface, all other factors being
held constant [22], [31] or as the dividing surface at which the surface tension reaches
a minimum value with respect to the location of the dividing surface. This physically
corresponds to the location along the direction normal to the interface where the
surface tension appears to act in order to balance the forces in the liquid and vapor
phases. For a planar interface, this physical definition is the most useful for
calculating ܺത௦ .

In order to calculate the forces acting on the interface and the moment, the

non-dimensional normal and transverse pressures (ҧ and ҧ் , respectively) as a

function of position in the normal direction must be known. For the cubic segment in
Figure 3.7, the normal pressure is the ҧ௫௫ component of the pressure tensor and the
transverse pressure is the ҧ௬௬ and ҧ௭௭ components of the pressure tensor (note that
ҧ௬௬ ൌ ҧ௭௭ ). The normal pressure can be calculated as a function of position using
equation (3.6). The transverse pressure is determined by calculating the grand
ഥ  and dividing it by ܸത :
potential at each position ȳ

ഥ  Ȁܸത
ҧ்ǡ ሺݔሻ ൌ  െȳ

(3.25)

where ܸത ൌ ܸ Ȁߪ ଷ . Or by invoking equation (3.19)

ଵ
ҧ்ǡ ሺݔሻ ൌ െ ቂߠሾߩ  ߩ  ሺͳ െ ߩ ሻ ሺͳ െ ߩ ሻሿ െ ଶ ߩ σୀேே ߩ െ ߤҧ ߩ ቃ Ȁܸഥ Ǥ

In terms of the transverse pressure, the total force acting on the interface is

(3.26)
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 ҧ் ሺݔሻݔݓ

(3.27)

where  ݓis the width of the interface (see Figure 3.9). In terms of the normal
pressure, the total force can also be expressed as

െߛҧஶ  ݓ  ҧሺݔሻݔݓ.

(3.28)

Note that the surface tension is defined to be positive. By equating equations (3.27)
and (3.28), the planar surface tension becomes
ߛҧஶ ൌ ሾҧሺݔሻ െ ҧ் ሺݔሻሿݔ.

(3.29)

Note also that equation (3.29) and equation (3.23) are equal. To find the location at
which the surface tension appears to act, the total moment must also be determined.
Since the moment is the force multiplied by the distance from an axis, the total
moment in terms of the transverse pressure is
ݔ ҧ் ሺݔሻݔݓ,

(3.30)

and in terms of the normal pressure is
െߛҧஶ ܺݓത௦  ݔ ҧሺݔሻݔݓ.

(3.31)

Equations (3.30) and (3.31) lead to
ߛҧஶ ܺത௦ ൌ ݔ ሾҧሺݔሻ െ ҧ் ሺݔሻሿݔ.

(3.32)

Therefore, by invoking equation (3.29)
 ௫ሾҧ ሺ௫ሻିҧ ሺ௫ሻሿୢ௫
ܺത௦ ൌ ሾҧ ሺ௫ሻିҧ ሺ௫ሻሿୢ௫ .




(3.33)
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Figure 3.9 Schematic demonstrating the a) transverse pressure and b) normal pressure
approaches to calculating the total force and moment for a planar interface. The
planar interface is located at the surface of tension or ܺത௦ . The length of the arrow (not
to scale) represents the magnitude of the force caused by the normal or transverse
pressure. The up or down direction of the arrow represents the direction the force acts
at a given position. The pressure-induced forces are balanced by the planar surface
tension acting at the surface of tension. In b), the gray arrows represent the bulk
pressure in the vapor, the black arrows represent the bulk pressure in the liquid.

Again, equation (3.33) represents the location of the dividing surface where the
surface tension appears to act.
With both the equimolar and surface of tension dividing surfaces defined, the
Tolman length for the planar limit is
ߜ ൌ ܺത െ ܺത௦ .

(3.34)

With the theory in place, the properties of a planar interface are simulated
using the LDFT model by once again creating a 2-D 100x100 lattice at 300 K and RH
is 1. Since the temperature is below ܶ , a liquid and vapor phase can coexist (see

Figure 3.5). The system is initialized by filling half of it (with respect to the x-axis)
with vapor (ߩ ൌ Ͳ) and the other half with liquid (ߩ ൌ ͳ). This artificially creates or

assigns the interface to be in the center of the simulation. Reflective boundary
conditions are imposed to maintain the symmetry of the interface.

As expected, minimizing the free energy of the system according to equation
(3.20) leads to a planar, liquid-vapor interface in the center of the simulation (see
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Figure 3.10). The density profile, as shown in Figure 3.11, remains constant and close
to zero for the bulk or region of the simulation. It then sharply, but continuously,
transitions to the bulk liquid density at the interface. The transverse pressure, plotted
on the secondary axis of Figure 3.11, is constant and equal to the normal pressure of
the system throughout the bulk phases, but then sharply decreases within the
interfacial region. From these two profiles and equations (3.24), (3.33), (3.34) and
(3.29), ܺത ൌ 47.5, ܺത௦ ൌ 48.1, ߛҧஶ ൌ0.394 (= 33.5 mJ m-2) and ߜ ൌ± 0.6 (= ± 0.2 nm).

Note that the Tolman length can be either positive or negative depending on whether
the starting phase is bulk liquid or vapor.
The LDFT model clearly under-predicts the bulk surface tension of water,
which is approximately 71 mJ m-2 at 300 K [151]. Yet this is to be expected because

intermolecular attraction energy is defined solely by the number of bonds per site and
the critical temperature (see equation 3.10). Hence there is no leniency in the latticegas model that allows hydrogen bonding to occur, which is a significant contributor to
the surface tension of water. Though its prediction of the surface tension is low, the
LDFT construction can still be used to demonstrate the effect of the curvature on the
surface tension. Traditionally, the surface tension’s curvature dependence has been
determined by the Tolman length as used in the Gibbs-Tolman-Koenig-Buff equation
[22], [150], [152]–[154]. However, because ߜ is a function of the curvature itself, the

utility of a Tolman length analysis is quite limited [153]. Therefore, a thermodynamic
approach using excess energy as is readily available in the LDFT model will be used
in the following sections to show the dependence of the surface tension on the
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Figure 3.10 LDFT simulated planar liquid-vapor interface on a 2-D 100x100 lattice at
300 K with reflective boundary conditions. The dark blue corresponds to dense liquid,
the light blue indicates a dense vapor, and white indicates a vapor phase.

Figure 3.11 The non-dimensional density (light gray diamonds, primary axis) and
transverse pressure (dark gray triangles, secondary axis) as a function of position for a
planar interface. Note the sharp transition in both the density and the transverse
pressure at the interface.
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curvature of the interface. In this manner the Tolman method of analysis is
circumvented altogether.

3.5

Curvature Dependence of the Surface Tension for a Two-Phase System

With the characteristics of a planar interface solidly established, the properties
of a curved interface in a two-phase, pure component system can be investigated. The
introduction of curvature implies that the bulk pressures on either side of the interface
are no longer equal. As first demonstrated by Lord Kelvin [155], the pressure
difference across the interface (as quantified by the curvature of the interface) is also
related to the saturation of the system, or in this case the RH, and is described by the
Kelvin equation (equation (1.21)). For a bulk, pure-component, two-phase system, the
Kelvin equation is accurate. However, at low humidity or high interfacial curvature,
its application is tenuous because the liquid-vapor surface tension and liquid molar
volumes may no longer be independent of saturation and interfacial curvature.
Therefore, the LDFT simulations can be compared against the Kelvin equation to
verify the LDFT model’s accuracy in bulk systems. Additionally, the LDFT model
can investigate deviations from the Kelvin equation in non-ideal situations because
interfacial curvatures can be thermodynamically determined without assuming a
value for the liquid-vapor surface energy or the liquid molar volume.
A two-phase system consisting of a bubble within a metastable bulk liquid has
been simulated. This system has been chosen because capillary bridges between two
surfaces are generally concave with respect to the vapor. The goal of these
simulations is to investigate the properties of curved interfaces spanning from the
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spinodal to the binodal, yet LDFT simulations are numerically unstable near the
spinodal (i.e., for bubbles of small radii). To circumvent this numerical issue, a
constraint has been introduced into the LDFT model using the method of Lagrange
multipliers [31], [135], [141].
Consider a system with two regions: inside a bubble and outside a bubble
(Figure 3.12). For an unconstrained system, the chemical potential is imposed in both
regions. For a constrained system, the chemical potential is only imposed on the
outside region, whereas the total number of molecules within the bubble is fixed.
Both regions interact to optimize the imposed chemical potential outside and the
constraint inside the bubble. Assigning the number of molecules within the bubble
automatically assigns the chemical potential within the bubble. Hence, the chemical
potentials across the interface are not necessarily equal in the constrained system.
However, the constraint stabilizes the simulation by guaranteeing that the center
region has the assigned density regardless of possible numerical instabilities.
Following the method in [31], [135], the total energy of the system can be
split into inside and outside regions:
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Figure 3.12 Inside and outside regions for a bubble in metastable liquid used in the
constrained LDFT method.

The summation over the outside region includes all lattice sites outside of the bubble
radius and the summation over the inside region includes all lattice sites inside of the
bubble. ߢҧ is the Lagrange multiplier and represents the chemical potential inside of

the bubble and ݊ is the total number of molecules within the bubble. As before, the
ഥ of the
free energy of the system is minimized by taking the partial derivatives of ȳ
inside and outside regions with respect to ߩ . This leads to
ଵ

ିଵ

(3.36)

ଵ

ିଵ

(3.37)

ߩ ൌ ቂͳ   ቀെ ఏ ൣߤҧ  σǡୀேே൛ߩ ൟ൧ቁቃ
for the outside region and

ߩ ൌ ቂͳ   ቀെ ൣߢҧ  σǡୀேே൛ߩ ൟ൧ቁቃ
ఏ

or
ఘ

ߢҧ ൌ ߠ  ቀଵିఘ ቁ െ σǡୀேே൛ߩ ൟ


(3.38)
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for the inside region. The constraint within the bubble can be expressed as
σ
 ߩ ൌ ݊

(3.39)

and when applied to equation (3. 37), it leads to
ଵ

ሺܰ െ ݊ሻ ሺߢҧ Ȁߠሻ ൌ σ
 ߩ  ቀെ σǡୀேே൛ߩ ൟቁ
ఏ

(3.40)

where ܰ is the total number of lattice sites within the bubble. By combining

equations (3.38) and (3.40), an iterative solution to the local densities within the
bubble is established:

ߩ ൌ ቈͳ 
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(3.41)

The free energy of the system is then minimized with the same iteration scheme
described previously, except that for each iteration of equation (3.36), equation (3.41)
is solved until the local densities do not change within the bubble. In this manner,
both the imposed chemical potential and the constraint of a fixed number of
molecules are satisfied. To locate the critical bubble size for a given RH, the number
of molecules is iteratively changed until ߢҧ and ߤҧ are equal, which indicates that the

system is in equilibrium and that the density profile across the interface is continuous.
Once the minimized free energy of the critical bubble is established, the
curvature of the liquid-vapor interface and the surface tension can be investigated
using the thermodynamic approach described by equations (3.21)-(3.23). However,
since the pressures across the interface are no longer equal, equation (3.22) becomes
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ഥ ௫ ൌ ȳ
ഥ  ሺ ܸீ  ܸ ሻȀߝ.
ȳ

(3.42)

 is the reference pressure of the critical bubble and can be defined in two

different ways. The traditional approach defines the reference pressure to be equal to

the pressure of the bulk vapor at the chemical potential of the system (from equation
(3.6)). The alternative approach defines the reference pressure as the transverse
pressure at the center of the critical bubble [31]. For bubbles large enough to exhibit
bulk properties in the interior, the two definitions yield the same results. Close to the
spinodal however, Corti et. al. [31] demonstrate that the two approaches deviate in
their predictions. As the transverse pressure more accurately represents the behavior
within the interior of the critical bubble, it has been used to define the reference
hereafter.
Like the planar case, the surface of tension is also the dividing surface of
interest for curved interfaces. This is because it is the surface where the Kelvin
equation is specifically defined, it represents the radius of curvature of the interface,
and it corresponds to the minimum of the surface tension. The surface of tension is
the circle of radius ܴത௦ which entirely encompasses the cylindrical bubble, while

ഥ ௫ . Hence, it is found
minimizing the free energy of the interface as represented by ȳ

by minimizing equation (3.23). Assuming that ܸீ ൌ ߨܴത ଶ , ܸ ൌ ܰ௧௧ െ ߨܴത ଶ , and ܣҧூ ൌ
ʹߨܴത for a 2-D cylindrical bubble, equation (3.23) becomes
ߛҧீ

ഥ ௫ Ȁܣҧூ ൌ
ൌȳ

ഥ  ҧ ߨܴത ଶ  ҧሺܰ௧௧ െ ߨܴത ଶ ሻ
ȳ
Ǥ
ʹߨܴത

(3.43)
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and both the optimized surface tension of the liquid-vapor interface and the surface of
tension can be determined (Figure 3.13).
The equimolar surface can also be determined for comparison by finding the
circle of radius ܴത which satisfies


σே
ߩ ൌ ߩ ሺܰ௧௧ െ ߨܴതଶ ሻ  ߩீ ߨܴതଶ


(3.44)

where ߩீ is the density of the site at the center of the bubble.

The bubbles have been modeled on a 2-D 100x100 lattice (corresponding to

cylindrical bubbles in 3-D space) at 300 K with RH varying from 0.01 to 0.99 in 0.01
increments. Reflective boundary conditions have been imposed to maintain the
symmetry. Initially, ߩ ൌ ݊Ȁܰ inside of the bubble and ߩ ൌ ͳ outside of the bubble.

For each RH level the optimum bubble radius and number of molecules has been

iteratively determined by changing the number of molecules in the bubble until the
chemical potential of the bubble matches that of the surrounding liquid.
Figure 3.14 contains the LDFT density map for a bubble in metastable liquid
at 300 K and RH = 0.90 and the corresponding density profile of the bubble in the
radial direction. In Figure 3.14a, the deeper the blue, the denser the component is at
that lattice site; hence, a bubble has been formed in the center of the simulation. The
black line around the bubble represents the surface of tension of the bubble and the
yellow line marks the 0.5 density line. Clearly, the surface of tension as estimated by
minimizing equation (3.43) is a reasonable representation of the radius of curvature of
the liquid-vapor interface. Additionally, the density profile again resembles that of a
planar interface (Figure 3.14b) with a continuous but sharp transition between the
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vapor and the liquid. The transverse pressure again has a sharp decrease within the
interfacial region like that of the planar case, but now the bulk pressure on the inside
of the bubble is greater than the bulk pressure in the surrounding liquid. Hence there
is a pressure difference across the interface, which is to be expected based on the
Young-Laplace equation. Finally, the equimolar dividing surface and the surface of
tension are in good agreement for this simulation close to the binodal. Similar results
were found for each RH value from the spinodal to the binodal.
As shown in Figure 3.15, the radius of curvature of the interfaces (defined to
be at the surface of tension) corresponds directly to the Kelvin equation (black line)
for most RH levels. Because the Kelvin equation is derived specifically for a purecomponent, two-phase system at the surface of tension, it is encouraging that the
LDFT model for a pure-component, two-phase system at the surface of tension also
predicts a similar behavior without assuming a value for the surface tension or liquid
molar volume. This strongly suggests that the LDFT model is capable of accurately
predicting interfacial curvatures for other systems where the application of the Kelvin
equation is questionable. It is also interesting to note that the agreement between the
Kelvin equation and the LDFT simulations deviate as the RH approaches the spinodal
limit of 0.28. This is because there is no metastable liquid branch below this RH level
(see Figure 3.6). Hence the LDFT simulations offer an important insight that the
Kelvin equation is an unphysical extrapolation for very low RH values when the
radius of curvature approaches the size of one molecule (Figure 3.15a).
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Figure 3.13 The surface tension as a function of the size of the dividing surface for a
bubble in metastable liquid (equation (3.43)). The minimum corresponds to the
surface of tension ܴത௦ and the optimized surface tension for a liquid-vapor interface ߛҧ௦ .

Figure 3.14 LDFT density map for a bubble within a metastable liquid and its
corresponding density profile. a) Density map of a bubble within a metastable liquid.
The deeper the blue, the more liquid-like the phase at a given site. The black line
represents the surface of tension and the yellow line represents the 0.5 density line. b)
The density profile, equimolar dividing surface, surface of tension, and transverse
pressure as a function of the radial distance from the bubble center . The transverse
pressure corresponds to the secondary axis.
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Figure 3.15 Radius of curvature of an interface as a function of RH. a) Nondimensional plot and b) dimensional plot. The gray squares are the simulation results
and the black line is the Kelvin equation.

To further illustrate this point, the surface tension has been plotted as a
function of the radius of curvature of the interface (Figure 3.16). As can be seen for
large radii of curvature, the surface tension can be considered constant and equal to
that of the planar interfacial surface tension. However, for very small radii of
curvature the surface tension is considerably dependent on the curvature of the
interface and rapidly approaches zero. Therefore, the assumption commonly applied
to both the Young-Laplace equation and the Kelvin equation of constant surface
tension is only applicable for RH values where the predicted radius of curvature is
greater than 2 molecular diameters (Figure 3.16a). Near the spinodal, the effect of
curvature on the surface tension must be accounted for in the Kelvin Equation.
In summary, the LDFT simulations of a bubble in a metastable liquid are in
good agreement with the traditional Kelvin equation except for RH levels below or
near the spinodal. In this region, the Kelvin equation is either an unphysical
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Figure 3.16 Surface tension of a liquid-vapor interface as a function of the surface of
tension. a) Non-dimensional plot and b) dimensional plot corresponding to the bulk
surface tension of water (71 mJ m-2).

extrapolation (beyond the spinodal) or must account for the dependence of the surface
tension on the curvature of the interface in order to be properly applied.

3.6

Radii of Curvature of Liquid Bridges between Walls of Varying Hydrophilicity
With the method of estimating the radii of curvature of interfaces firmly

established within the LDFT framework, the more complicated system of a liquid
bridge between two parallel planes can now be simulated and the results compared
against the Kelvin equation.
Consider a lattice-gas system where ܰ௫ is the number of lattice sites in the x-

direction and ܰ௭ is the number of lattice sites in the z-direction or the separation

between the two walls (Figure 3.17). The left half of the simulation ( ݔ൏  ܰ௫ Ȁʹ) is

unconstrained (i.e., no walls), whereas the right half of the simulation ( ݔ  ܰ௫ Ȁʹ)
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has two walls of fixed hydrophilicity at the top and bottom of the system. Both walls
have the same hydrophilic properties. The left half of the simulation represents the
bulk vapor portion whereas the right half represents the portion under the influence of
the walls. Reflective boundary conditions are again employed to maintain symmetry.
This configuration allows a liquid bridge to form an equilibrium meniscus with a bulk
vapor without constraining the system.
The total energy of this system is
ͳ
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(3.45)
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where ߚ௪ is the energy of adsorption of a molecule onto a wall divided by ߝ (in other
words a measure of the hydrophilicity), and ߟ is the matrix occupancy (whether or

not a site is adjacent to a wall). The addition of ߚ௪ is an example of an external field

acting over the right half of the system. It is the influence of this external field on the
radius of curvature of the liquid-vapor interface that is of interest.

Figure 3.17 Lattice system in the x-z plane for two parallel, hydrophilic walls
surrounded by bulk vapor.
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As is done in the previous cases, minimizing equation (3.45) with respect to
ߩ yields
ଵ

ߩ ൌ ቀͳ   ቀെ ൣߤҧ  σǡୀேே൛ߩ  ߚ௪ ൫ͳ െ ߟ ൯ൟ൧ቁቁ
ఏ

ିଵ

(3.46)

The minimum of the free energy and optimized density profile of the simulation is
then found by solving equations (3.45) and (3.46) using the same iteration scheme as
described for the bulk and planar cases. The resulting density maps at the minimum
of the free energy of the system exhibited three different types: vapor throughout the
system; layers of water adsorbed to the walls, but no liquid bridge; and a liquid bridge
(Figure 3.18). The first type corresponds to hydrophobic walls, where the vapor does
not readily adsorb (Figure 3.18a). The second type represents the case where the
vapors readily adsorb, but the separation between the two plates is too large to sustain
a liquid bridge (Figure 3.18b). The final situation occurs when the hydrophilicity of
the plates is great enough and the separation between them is close enough to
condense the vapor into a liquid bridge (Figure 3.18c). Though the first two have
interesting applications, it is the third situation that is studied here.
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Figure 3.18 Three possible results of the LDFT simulations for two parallel walls
surrounded by bulk vapor. a) Hydrophobic walls, no liquid phase, b) hydrophilic
walls with adsorbed liquid layers and c) hydrophilic walls and a liquid-bridge with a
curved meniscus. The deeper the blue the more dense the phase at the site. The black
and gray lines indicate the parallel walls.

3.6.1

Surface of Tension via the Minimization of the Excess Free Energy

The liquid-vapor interface forms a curved meniscus in Figure 3.18c. The
radius of curvature of this interface can be estimated using a method similar to that of
the bubble within a metastable liquid. First, the liquid-bridge system is recreated by
filling the left half with bulk vapor and the right half with bulk liquid. Then bulk
vapor in the shape of a circular segment can be added at the center of the simulation
while bulk liquid filling the same circular segment is subtracted. In this manner, the
liquid-vapor interface can be mathematically reconstructed (see Figure 3.19).
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Figure 3.19 Illustration of the method of recreating the liquid-bridge system. This is
required to calculate the excess energy.

Similar to equation (3.21), the excess free energy is calculated via
ഥ ୣ୶ ൌ ȳ
ഥെȳ
ഥ െ ȳ
ഥீ  ȳ
ഥ ீ௧ െ ȳ
ഥ ௧
ȳ

(3.47)

ഥ ௧ is the free
ഥ ீ௧ is the free energy of the vapor in the circular segment and ȳ
where ȳ

energy of the liquid bridge within the same circular segment. Assuming that the walls
extend infinitely into and out of the page, the system can be properly represented in
ഥ ீ is calculated by
two dimensions. Hence, the bulk free energy in the vapor ȳ

multiplying the bulk pressure in the vapor by the area of the left-hand side of the
simulation. Since the presence of the walls introduces solid-vapor and solid-liquid
ഥ  is
interfacial tensions into the system, the bulk free energy of the liquid ȳ

determined by summing the transverse pressures in the z-direction at the center of the
liquid bridge and multiplying it ܰ௫ Ȁʹ. Assuming that the interface will be

ഥ ீ௧ is estimated by multiplying the pressure of the bulk
approximately circular, ȳ
ഥ ௧ is estimated by
vapor by the area of the circular segment, ܣҧ௧ . Finally, ȳ

integrating the transverse pressure at the center of the liquid bridge over the area of
the circular segment. As a result, the excess free energy of the system is
ഥ െ ேೣ  ȳ
ഥ ǡ௫ୀே ܣҧ௧ Ǥ
ഥ ୣ୶ ൌ ȳ
ഥ ǡ௫ୀே  ݖ  ே ேೣ െ  ܣҧ௧ െ  ȳ
ȳ
ೣ
ೣ
ଶ
ଶ

(3.48)
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The surface energy of the liquid-vapor interface is then
ഥ ௫ Ȁܲത௧
ߛҧீ ൌ  ȳ

(3.49)

where ܲത௧ is the perimeter of the circular segment. Both the area and the perimeter of
the circular segment are functions of the position of the circle and the radius of the
circle:
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ೞ

where c is the length of the chord given by ܿ ൌ ʹඥܴത௦ଶ െ ܽଶ , and ܽ is the distance of
the center of the circle to ܰ௫ Ȁʹ (Figure 3.20). These equations assume that the

meniscus between the walls is always concave with respect to the vapor and that ܽ ൏

ܴത௦ .

The surface of tension and the optimum surface tension are now determined

by locating the minimum of equation (3.49) with respect to both ܴത௦ and ܽ. Figure

3.21 shows the typical shape of the surface tension of a liquid-bridge as a function of
the position and radius of the dividing surface. Generally, a global minimum is
expected for each liquid-bridge configuration; however, due to numerical issues
caused by integrating over a lattice configuration, the global minimum does not
always correspond to the correct interfacial curvature. Additionally, the minimum of
equation (3.49) is shallow, numerically difficult to distinguish from local minima,
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Figure 3.20 Geometry of a circular segment. The radius of the circle ܴത௦ corresponds
to the light gray line. The distance from the center of the circle to the middle of the
simulation ܽ is the dashed black line and the length of the chord ܿis the solid black
line.

Figure 3.21 The surface energy of the curved interface between two parallel walls as
a function of the position of the circle and the radius of the dividing interface.
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and often converges to the arbitrarily determined maximum of ܴ௦ within the

simulation program. Any results that automatically converge to this maximum limit
are not presented here because they are not representative of the true curvature of the
interface. Indeed, these instances likely indicate that the interface may be approaching
a planar or infinite curvature. Thus, the optimum circle which describes the interfacial
curvature is defined as that which (1) properly converges, (2) minimizes the surface
tension, and (3) minimizes the distance between the edge of the circle and the 0.5
density line of the simulation at ܰ௭ Ȁʹ. In this manner, reasonable estimations of the
surface of tension have been obtained.

The effect of the RH, plate separation distance and the hydrophilicity of the
walls has been studied at 300 K. The RH is allowed to vary from 0.01 to 1 in 0.01
increments. The separation of the walls varies from 1 to 18 lattice units, while ܰ௫ is
fixed at 100 lattice units. Following the method presented by Monson [134], the

relationship between the affinity of the vapor to the wall ߚ௪ and the contact angle ߶

has been determined by invoking Young’s equation (equation (1.5)), where the solidvapor and solid-liquid surface energies have been determined from excess grand free
energies of LDFT simulations involving only solid-vapor and solid-liquid interfaces.
The relationship between ߚ௪ and ߶ is shown in Figure 3.22. In this manner, the

hydrophilicity of the tip can vary in the simulations from completely wetting (ߚ௪ ൌ

ͳ, ߶ = 0°) to hydrophobic (ߚ௪ ൌ ͲǤͷ, ߶ = 90°) in increments of 15°. The case where

the walls have a higher affinity to the adsorbing vapor than the vapor has to itself has
also been studied and is considered a super-hydrophilic surface (ߚ௪ ൌ ͳǤͷ, ߶= 0°).

This differs from the completely wetting case only in that the affinity of the adsorbate
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Figure 3.22 Correlation between the contact angle ߶ and ߚ௪ . The gray squares are
LDFT simulations performed by the method described by Monson [134]. The
equation represents the least-squares fit (R2 = 1) and the trend line.

to the surface is greater, while both contact angles are the same. In order to ensure
that liquid-bridges form, the system has been initialized by filling the left half with
vapor (ߩ ൌ Ͳ) and the right half with liquid (ߩ ൌ ͳ). Finally, no results derived from

a negative excess energy are shown because this causes a negative interfacial surface
tension, which is unphysical.
A representative liquid bridge is shown in Figure 3.23 for super-hydrophilic
walls at RH = 0.8 and ܰ௭ = 12. The black circle represents the surface of tension and
the yellow line represents the 0.5 density line. As can be seen, the surface of tension
appropriately describes the radius of curvature of the liquid-vapor interface. This

result is the same for walls of varying hydrophilicity and separation distances, except
for RH levels near saturation where the interface tends toward the planar case.
For super-hydrophilic walls, the predicted surface of tension and interfacial
surface tensions at a given RH and wall separation distances of 1, 5 and 10 lattice
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Figure 3.23 Curvature of a liquid bridge between super-hydrophilic walls at 300 K.
RH = 0.80 and ܰ௭ = 12. The black circle represents the surface of tension and the
yellow line represents the 0.5 density line. The deeper the blue the more dense the
phase at the site. The black and gray lines indicate the parallel walls.

sites are shown in Figure 3.24. The solid black line represents the Kelvin equation,
the dashed black line is the planar surface tension limit, and the symbols represent the
simulated results, where lighter gray symbols represent larger wall separation. The
numbers indicate which plate separation distance corresponds to which set of
simulated results.
In Figure 3.24a, the surface of tension for a wall separation distance of one
lattice site corresponds to the situation of a monolayer of liquid between the walls. At
RH levels above 0.05, this becomes an extreme case that more closely resembles
vapor in contact with a heterogeneous surface than that of a curved liquid-vapor
interface between solid plates. Hence at these RH levels the simulation typically
converges to the arbitrary maximum value, which is why only two RH levels for
super-hydrophilic surfaces are plotted here. The important thing to note, is that the
close proximity of the surfaces allows the vapor to condense at very low RH levels
primarily due to the strong affinity of the adsorbing vapor to the walls.
A similar phenomenon is observed when the wall separation is increased to
five lattice sites (Figure 3.24c). Although, here the formation of a liquid bridge

Figure 3.24 Properties of a liquid bridge between two super-hydrophilic (ߚ௪ ൌ ͳǤͷ, ߶ ൌ Ͳ୭ ) parallel plates at 300 K obtained by
minimizing the excess free energy. The numbers indicate the plate separation distance ݄Ȁߪ. a,c,e) Surface of tension vs. RH. Black
line represents the Kelvin equation. b,d,f) Surface tension vs. RH. Dotted black line is the planar surface tension.
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occurs at RH around 0.5 instead of 0.02. This is expected because a higher saturation
is required to fill a larger space and the walls have less influence on the overall
behavior of the system. The adsorption to the walls initiates liquid-bridge formation
at low RH Subsequent increases in system saturation allow the system to relax and
the liquid more readily interacts with the vapor allowing the radius of curvature to
increase. Figure 3.25 shows the initial curvature of a liquid bridge and its eventual
saturation independence for super-hydrophilic walls separated by three lattice sites at
RH = 0.3 and 0.4. Similar trends are observed when the separation distance is
increased to ten lattice sites (Figure 3.24e).
Like the surface tension for a bubble in a metastable liquid, the surface tension
of a curved meniscus (Figures 3.24b,d,f) approaches zero as the RH approaches the
limit of stability of liquid-bridge formation at a given wall separation. This suggests
that for each separation distance there is a spinodal limit beyond which no liquid
bridge may form. It also suggests that the influence of super-hydrophilic walls can
stabilize the formation of a liquid phase at levels beyond the spinodal limit (lower
than 0.28 RH for 300 K), thus causing capillary effects at very low humidity levels.
This is an important effect to consider while working with hydrophilic surfaces
experimentally. Finally, note that the surface tension tends toward the planar limit
near saturation and for large separation distances.
The predicted surface of tension and interfacial surface tensions at a given RH
and wall separation distances of 1-18 lattice sites for different contact angles
including the super-hydrophilic case are shown in Figure 3.26. The lines and symbols
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Figure 3.25 Curvature of a liquid bridge for super-hydrophilic walls separated by
three lattice sites at ܰ௭ = 3 and RH = 0.3 and 0.4. The black circle represents the
surface of tension and the yellow line represents the 0.5 density line. The deeper the
blue the more dense the phase at the site. The black and gray lines indicate the
parallel walls.

are the same as before, remembering that lighter gray symbols represent larger wall
separations.
As expected, an increase in the contact angle (decrease in wall hydrophilicity)
increases the RH at which a liquid-bridge can form for a given separation distance.
For example, in Figures 3.26a, c, and e, the liquid-bridge for a separation distance of
one lattice site forms at RH levels of 0.02, 0.28 and 0.36 respectively. This is because
the influence of the walls changes the spinodal limit as the contact angle changes.
Thus, for a contact angle of 75°, a RH of about 0.8 is required before any capillary
condensation can occur (Figure 3.26m). Additionally, as the separation distance
between the plates increases, the simulations tend toward the Kelvin equation. This
suggests that for high system saturation, the Kelvin equation may be a reasonable
estimate of interfacial curvature. As illustrated with the super-hydrophilic case, the
radii of curvature of the interfaces tend to gradually increase even as the contact angle
increases. Thus, the mechanism of liquid-bridge formation is the same for different
contact angles, only the point of formation changes.

Figure 3.26 Properties obtained by minimizing the excess free energy of a liquid bridge between two parallel plates of varying
hydrophilicity at 300 K. The numbers indicate the plate separation distance ݄Ȁߪ. a,c,e) Surface of tension vs. RH at ߚ௪ ൌ ͳǤͷ, ߶ ൌ
Ͳ୭ , and ߶ ൌ ͳͷ୭ , respectively. Black line represents the Kelvin equation. b,d,f) Corresponding surface tension vs. RH at ߚ௪ ൌ ͳǤͷ,
߶ ൌ Ͳ୭ , and ߶ ൌ ͳͷ୭ , respectively. Dotted black line is the planar surface tension.

128

128

Figure 3.26 Continued g,i,k) Surface of tension vs. RH at ߶ ൌ ͵Ͳ୭ , ߶ ൌ Ͷͷ୭ , and ߶ ൌ Ͳ୭ , respectively. Black line represents the
Kelvin equation. h,j,l) Corresponding surface tension vs. RH at ߶ ൌ ͵Ͳ୭ , ߶ ൌ Ͷͷ୭ , and ߶ ൌ Ͳ୭ , respectively. Dotted black line is
the planar surface tension.
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Figure 3.26 Continued m,o) Surface of tension vs. RH at ߶ ൌ ͷ୭ , ߶ ൌ ͻͲ୭ ,
respectively. Black line represents the Kelvin equation. n,p) Corresponding surface
tension vs. RH at ߶ ൌ ͷ୭ , ߶ ൌ ͻͲ୭ , respectively. Dotted black line is the planar
surface tension.
It is interesting to note that as the contact angle increases, the liquid-bridges at
the closest separation distances actually disappear, meaning that the walls are now
sufficiently repulsive to the vapor that the close contact impedes the formation of a
vapor. However, as the system approaches RH = 1 and the separation distance is large
enough, the effect of the walls is small and stable liquid bridges form without regard
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to surface hydrophilicity. This behavior is representative of hysteresis in real
experiments.
In summary, Figures 24 and 26 clearly show that the curvature of a liquidvapor interface between two solid plates is a function of the system saturation, plate
separation, and surface hydrophilicity.

3.6.2

Surface of Tension via the Young-Laplace Equation

Alternatively, the curvature of a liquid bridge between two plates can also be
adequately described by the Young-Laplace equation (equation (1.4)) because the
simulations are static and bulk-like pressures are maintained on either side of the
interface. Therefore, only the pressure difference across the interface and the surface
tension of the interface is required to calculate the radius of curvature of a liquid
bridge between parallel plates. Assuming an infinite curvature into and out of the
page, equation (1.4) becomes

ܴത௦ ൌ

ߛҧீ ሺܴത௦ ሻ
ȟܲ

(3.51)

As demonstrated with a bubble in metastable liquid, the surface tension is a
function of the curvature of the interface (Figure 3.16). By fitting the simulated
surface tension vs. bubble curvature to an exponential function using the method of
ଶ
least squares regression (ܴௗ
ൌ ͲǤͻͻͷ), the dependence of the surface tension on the

curvature of the interface is approximately

ߛҧீ ሺܴത௦ ሻ ൌ ͲǤͶͲ͵ ሺെͲǤͲͲͲʹͲͲͷܴത௦ ሻ െ ͳǤͶͲ͵ ሺെʹǤͺܴത௦ ሻ (3.52)
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Note that this equation corresponds to the non-dimensional surface tension and ܴത௦ is
normalized by the length between lattice sites (ߪ).

Figure 3.27 shows the dependence of the absolute value of the pressure drop
across the interface on the absolute radius of curvature as obtained from equations
(3.50) and (3.51). Note first that there is a maximum pressure difference (ca. 0.31)
beyond which there is no solution to equation (3.50). This means that when the LDFT
simulation predicts a higher pressure difference, the curvature cannot be accurately
described by the Young-Laplace equation and other physical phenomena are likely
dominating the behavior of the system as is the case with strong wall interactions at
small separation distances. Additionally, it can be seen that below this maximum
pressure difference there are two possible radii of curvature corresponding to a given
pressure difference. An iteration scheme has been developed to select either the first
or the second solution (radius of curvature) based on the saturation of the system.
Extracting the appropriate pressure difference across the interface from the LDFT
simulations is more complicated than the bubble situation because the pressure tensor
is anisotropic. Indeed the transverse pressure within the liquid bridge varies in the zdirection. Therefore, the “bulk” pressure within the liquid bridge is assumed to be the
average transverse pressure in the z-direction at the center of the bridge:
ே


ҧ ൌ  σǡ௫ୀே
ҧ ሺݖሻ Ȁܰ௭ .
ೣ ்

(3.52)

For large separation distances where liquid bridges are stable, equation (3.52)
tends toward the bulk pressure within the liquid as determined by equation (3.6). This
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Figure 3.27 Absolute Laplace pressure as a function of the surface of tension (i.e., the
radius of curvature of the interface).

is to be expected because the wall interactions have less of an influence on the total
free energy of the system. For small separation distances where the walls significantly
impact the free energy of the system, the pressure within the liquid bridge deviates
from the expected bulk result. However, it more accurately represents the pressure
between the two plates and yields a better prediction of the curvature of the interface
than the bulk assumption does. The bulk pressure in the vapor is obtained from
equation (3.6), which yields the same result if it were determined using equation
(3.52) at x = 1. The bulk pressure in the vapor is then subtracted from the pressure in
the liquid bridge to yield the pressure difference across the interface (see Figure
3.28).
In short, the surface of tension of an interface has been predicted by inserting
the extracted pressure difference from the LDFT simulations into equation (3.50) and
then iteratively solving equations (3.50) and (3.51). From the two possible solutions,
the surface of tension that best agrees with the system saturation is chosen.
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Figure 3.28 Isotropy and anisotropy of the transverse pressures ҧ் within the bulk
vapor ҧீ and bulk liquid ҧ regimes, respectively. The arrows represent the
magnitude and direction of the pressures. The white arrows point inward to indicate
that the liquid is in a state of tension or negative pressure. The bulk pressure in the
vapor is equal to the transverse pressure at any point in the vapor. The bulk pressure
in the liquid bridge is found by averaging the transverse pressure in the z-direction at
the center of the bridge ( ݔൌ ܰ௫ ).
The effect of the RH, plate separation and the hydrophilicity of the walls on
the curvature of a liquid bridge has been studied at 300 K. The RH is allowed to vary
from 0.01 to 1 in 0.01 increments. Five plate separation distances (1, 5, 10, 15, and 20
lattice units) are considered and ܰ௫ is fixed at 100 lattice units. The relationship

between the affinity of the vapor to the wall ߚ௪ and the contact angle ߶ has been

calculated by the method described by Monson [134] (see Figure 3.22).The system
has been initialized like the previous case by filling the left half with vapor (ߩ ൌ Ͳ)
and the right half with liquid (ߩ ൌ ͳ) to ensure that liquid-bridges form.

A representative liquid bridge is shown in Figure 3.29 for super-hydrophilic

walls at RH = 0.88 and ܰ௭ = 20. The black circle represents the surface of tension and
the yellow line represents the 0.5 density line. As can be seen, the surface of tension
appropriately describes the radius of curvature of the liquid-vapor interface. This
agreement between the LDFT simulations and the surface of tension estimation is the
same for walls of varying hydrophilicity and separation distances, except for RH
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levels near saturation where the interface tends toward the planar case or when the
LDFT interface does not exhibit constant curvature.
For super-hydrophilic walls, the predicted surface of tension, interfacial
surface tension, pressure differences, and capillary forces as a function of RH and
wall separation distances are shown in Figure 3.30. The solid black line represents the
Kelvin equation or the prediction achieved by assuming the Kelvin equation, the
dashed black line is the planar surface tension limit or the zero line for the pressure
difference, and the symbols represent the LDFT simulated results, where lighter gray
symbols represent larger wall separation. The numbers indicate which plate
separation distance corresponds to which set of simulated results.
In Figure 3.30a, the surface of tension for a wall separation distance of one
lattice site corresponds to the situation of a monolayer of liquid between the walls.
The close proximity of the surface allows the vapor to condense at very low RH
levels (<0.2 RH) primarily due to the strong affinity of the adsorbing vapor to the
walls. For this separation distance, the surface of tension as a function of RH has a

Figure 3.29 Curvature of a liquid bridge between super-hydrophilic walls at 300 K.
RH = 0.88 and ܰ௭ = 20. The black circle represents the surface of tension and the
yellow line represents the 0.5 density line. The deeper the blue the more dense the
phase at the site. The black and gray lines indicate the parallel walls.
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similar shape as the Kelvin equation, but the slope is greater. As the separation
distance increases, the RH level at which a liquid bridge can form increases. This is
expected because a higher saturation is required to fill a larger space and the walls
have less influence on the overall behavior of the system. Hence, the presence of an
external field (attraction of the plates) effectively changes the phase diagram of the
condensed vapor between the two plates and the location of the spinodal and binodal
are different for each separation distance. Therefore, the influence of superhydrophilic walls may stabilize the formation of a liquid phase at levels beyond the
spinodal limit (lower than 0.28 RH for 300K) for very small separations, thus causing
capillary effects at low humidity levels. This is an important effect to consider while
working with hydrophilic surfaces experimentally. Once the separation becomes so
large that the effect of the plates is negligible, the phase diagram will behave as a
two-phase, pure component system would without an external field. This is evidenced
by the fact that the slope of the simulated results resemble the Kelvin equation more
closely for larger separation distances.
As expected, the surface tension of a curved meniscus (Figure 3.30b)
approaches zero as the RH approaches the limit of stability of liquid-bridge formation
for small separation distances. However, at a separation distance of 5 lattice sites, the
radius of curvature of the interface is always large enough to produce a meniscus with
a surface tension equal to the planar limit. Therefore, for plate separation distances
greater than 2 molecular diameters (see Figure 3.16), the surface tension can be
considered constant.
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Figure 3.30 Properties of a liquid bridge between two super-hydrophilic (ߚ௪ ൌ ͳǤͷ,
߶ ൌ Ͳ୭ ) parallel plates at 300 K. Lighter gray symbols represent simulations at larger
wall separation and the numbers indicate the plate separation distance ݄Ȁߪ. a) Surface
of tension vs. RH. Black line represents the Kelvin equation. b) Surface tension vs.
RH. Dotted black line is the planar surface tension. c) Laplace pressure vs. RH. Black
line is the pressure difference obtained from the traditional Kelvin equation, dotted
black line is the zero line. d) Capillary force as a function of RH. Black line
represents the capillary force predicted from the traditional Kelvin equation.
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In Figure 3.30c, the pressure differences from the LDFT simulation have also
been compared with the Laplace pressures (solid black line) assuming that the Kelvin
equation is applicable and the surface tension is constant. Initially, the LDFT pressure
differences are negative, which is consistent with the formation of a liquid bridge. As
the pressure difference approaches zero (dashed black line) with increasing RH, the
surface of tension also expectedly approaches infinity or the planar limit (Figure
3.30a). The pressure differences also approach the continuum limit as the separation
distance increases.
Note that the pressure differences associated for a separation distance of one
lattice spacing yield liquid-bridge formation for RH levels around 0.02. However, the
absolute value of the pressure difference is sometimes greater than 0.31, which has no
solution to equations (3.50) and (3.51). Thus, there are no corresponding surfaces of
tension or surface tensions for these RH levels. Indeed when the absolute value of the
LDFT pressure difference is greater than 0.31, the configuration may represent an
unphysical extrapolation of the model, since a monolayer of water between two
strongly adhering plates is an extreme case of liquid bridge formation. At larger
separation distances, the LDFT pressure difference is generally below 0.31, further
suggesting that the abnormal LDFT pressures are a model artifact.
Likewise, positive pressure differences indicate that the liquid bridge is
pushing into the bulk vapor. Therefore, in these situations, the system has changed
configurations from a liquid-bridge arrangement to a droplet. Even though this
configuration also exhibits curvature, it is not the system of interest in this study and
its properties are not considered herein. The key point is that the interface becomes
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planar as the pressure difference moves from negative to positive with increasing RH.
The effect of positive Laplace pressures is also mitigated at higher separation
distances, but not completely eliminated.
The capillary force between the walls is equal to the partial derivative of the
excess energy with respect to a change in plate separation divided by the total surface
area of the two plates:
ഥ ೣ
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(3.53)

The excess surface energy in this case is defined as the total energy of the system
(from equation (3.45)) minus the energy of a system of the same volume filled with
bulk vapor [45]:
ഥ ௫ ൌ ȳ
ഥെȳ
ഥ ൌ ȳ
ഥ  ܸ ீȀߝ
ȳ

(3.54)

Once the excess energies are calculated for the system at ݄ത and ݄ത   ͳ, the total

force for a given RH level is calculated from equation (3.53).

The capillary force results are shown in Figure 3.30d where negative forces
indicate an attractive force. The solid black line represents the continuum limit for the
capillary force between two flat plates and is calculated directly from the Kelvin
equation, a constant surface tension, and the Young-Laplace equation, and is
multiplied by the surface area of the plates. This model unphysically predicts that the
capillary force tends toward an infinite attraction as RH approaches zero, which is
purely an effect of the Kelvin equation. The LDFT simulations more realistically
indicate that eventually the capillary force tends to zero as the RH approaches zero,
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though it passes through a maximum attraction (minimum force) at different RH
levels depending on the separation distance of the plates. In general, the shape of the
LDFT-generated force curves follows the continuum trend. It is important to know
that this particular force curve is specific to liquid bridges between parallel plates.
The trend does change with changes in the morphology of the plates [14].
Figures 3.31-3.37 show the results for liquid bridges between plates with
contact angles varying from 0° to 90° in 15° increments. The lines and symbols
represent the same information as that in Figure 3.30. Interestingly, the observed
behavior in Figure 3.30 is typical for all contact angles. For example, the simulations
associated with a separation distance of one always have the greatest deviation from
the ideal case, since the system is governed primarily by the wall interactions and not
the fluid-fluid interactions. In fact, the liquid-bridges at the closest separation
distances actually do not appear for contact angles near 90° (Figures 3.36 and 3.37)
because the walls are now sufficiently repulsive to the vapor that the close contact
impedes the formation of a liquid bridge. As the separation distance increases, the
LDFT predictions generally tend toward the continuum limit. This means that the
surface tension for larger separation distances is usually equal to the planar surface
tension. Finally, the capillary-force curves exhibit maximum attraction and tend
toward zero as the RH approaches zero or RH approaches one.
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Figure 3.31 Properties of a liquid bridge between hydrophilic (ߚ௪ ൌ ͳ, ߶ ൌ Ͳ୭ )
parallel plates at 300 K. See Figure 3.30 for an explanation of lines and symbols
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Figure 3.32 Properties of a liquid bridge between hydrophilic (ߚ௪ ൌ ͲǤͻͷ, ߶ ൌ ͳͷ୭ )
parallel plates at 300 K. See Figure 3.30 for an explanation of lines and symbols.
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Figure 3.33 Properties of a liquid bridge between hydrophilic (ߚ௪ ൌ ͲǤͻ, ߶ ൌ ͵Ͳ୭ )
parallel plates at 300 K. See Figure 3.30 for an explanation of lines and symbols.
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Figure 3.34 Properties of a liquid bridge between hydrophilic (ߚ௪ ൌ ͲǤͺ͵, ߶ ൌ Ͷͷ୭ )
parallel plates at 300 K. See Figure 3.30 for an explanation of lines and symbols.
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Figure 3.35 Properties of a liquid bridge between hydrophilic (ߚ௪ ൌ ͲǤ͵, ߶ ൌ Ͳ୭ )
parallel plates at 300 K. See Figure 3.30 for an explanation of lines and symbols.
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Figure 3.36 Properties of a liquid bridge between hydrophilic (ߚ௪ ൌ ͲǤʹ, ߶ ൌ ͷ୭ )
parallel plates at 300 K. See Figure 3.30 for an explanation of lines and symbols.
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Figure 3.37 Properties of a liquid bridge between parallel plates (ߚ௪ ൌ ͲǤͷ, ߶ ൌ ͻͲ୭ )
at 300 K. See Figure 3.30 for an explanation of lines and symbols.
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As expected, an increase in the contact angle (decrease in wall hydrophilicity)
increases the RH at which a liquid-bridge can form for a given separation distance.
For example, in Figures 3.31a, 3.33a, and 3.35a, the liquid-bridge forms at RH levels
of 0.66, 0.71 and 0.8, respectively, for a fixed separation distance of five lattice sites.
Essentially, these results show that as the hydrophilicity of the walls decrease, a
higher saturation is required to sustain a liquid bridge for a given separation distance.
Hence with contact angles near 90°, only RH levels near saturation may produce
liquid bridges.
Peculiarly, the LDFT simulations predict that for a contact angle of 90° a
stable liquid bridge forms at a lower RH at a separation distance of ten, than the
liquid bridge formation at a separation distance of five (Figure 3.37). Intuitively, one
would expect that if a liquid bridge does not form at a separation distance of five for a
given RH, it will not form for larger separation distances. However, it actually
depends on the previous saturation of the system. To explain, the LDFT simulations
are initialized in such a manner that the presence of a liquid bridge is automatically
assumed. Essentially, this is equivalent to performing an experiment at complete
saturation and then slightly decreasing the RH. At these high RH values, the system
can form stable bridges resembling the planar case. Therefore, when the plates have a
negligible effect on the overall free energy of the system, the system will converge
onto a planar-like interface without regard to the wall separation. If the system is
instead initialized with randomly dispersed vapor and liquid sites (i.e., Ͳ  ߩ  ͳ)

throughout the system, the liquid bridge converges only part of the time, suggesting
that the liquid bridge is not the only possible configuration for that specific separation
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distance and RH. Therefore, this unexpected result is actually a reflection of
hysteresis, suggesting that the direction in which the simulations and experiments are
performed is also important in characterizing capillary forces.
Overall, the Kelvin equation is a reasonable estimate of the surface of tension
for liquid bridges between parallel walls, so long as the contact angle is close to zero
and the plates are sufficiently separated (Figures 3.31a-3.32a). Yet, it does not predict
the limit of stability for a given separation distance unless the dependence of the
surface tension and liquid molar volume on the system curvature and saturation are
properly considered. Because this information is not commonly known, a constant
surface tension and liquid molar volume are often assumed in the Kelvin equation,
which easily lends itself to unphysical extrapolations. This effect is exaggerated for
super-hydrophilic or hydrophobic surfaces (Figures 3.30a and 3.37a). Therefore,
analytical models assuming bulk properties within the Kelvin equation likely reflect
unphysical results especially for low RH levels.
Figures 3.30-3.37 are succinctly summarized in Figure 3.38. Here the x-axis
represents the RH, the y-axis is the contact angle of the walls, the z-axis is the
separation distance between the walls and the color represents the surface of tension
or radius of curvature of the interface. The difference here from Figures 3.30-3.37 is
that the numerical values of the radius of curvature and its comparison to the Kelvin
equation are not shown.
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Figure 3.38 Surface of tension of liquid bridges between parallel walls as a function
of RH, contact angle, and plate separation distance. The color represents the value of
the surface of tension.

3.6.3

Comparison of Methods and Limitations of LDFT

A comparison between the two methods described in sections 3.6.1 and 3.6.2
to estimate the curvature of liquid-bridges between super-hydrophilic plates is shown
in Figure 3.39. Generally, the results between the two methods are in reasonable
agreement by generating similar values for the radius of curvature of the interface for
a given RH and separation distance. Both methods also reveal that the presence of
hydrophilic plates stabilize the system allowing liquid-bridge formation at very low
RH levels. Moreover, both methods show that the simulated radii of curvature tend
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toward the Kelvin equation as the separation distance increases, which means that the
effect of the hydrophilicity of the plates becomes insignificant at large separation
distances. The discrepancy between the methods is mostly due to the numerical
instability of finding the minimum of the excess free energy. Improving the
minimizing algorithm should bring both methods into better agreement at more RH
levels.
Like any model, LDFT has its limitations. First, these simulations are
performed on a lattice. This discretization is most useful for investigating the
quantum nature of capillarity near the spinodal, where the consideration of individual
molecules is important. However, mean-field density functional theory does not take
into account any type of rotational, vibrational, or orientation effects within the
molecular or inter-molecular structure. Therefore, it is expected that there are

Figure 3.39 Comparison of the two methods to determine ܴ௦ as described in sections
3.6.1 and 3.6.2. a) Method of minimizing the excess free energy (3.6.1) b) Invoking
the Young-Laplace equation (3.6.2). The numbers indicate the plate separation
distance in lattice units. The black line is the Kelvin equation at 300 K.
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limitations to the preceding results. Second, these simulations are specific to the
parallel walls case and different geometries will likely yield different results. This
simply adds another dimension of uncertainty in predicting the effect of system
saturation on the strength of the capillary force. Certainly for a real system with nonideal geometries and omnipresent surface roughness, the observed dependence of the
radius of curvature of the interface on the system saturation will be highly irregular.
Yet, as has been demonstrated, the LDFT framework illustrates that assuming
the traditional form of the Kelvin equation, or simply multiplying by the contact
angle, does not accurately represent all of the possible effects of saturation on a
system, though it can be considered a reasonable, first approximation.

3.7

Future Work

The LDFT work herein establishes the foundation necessary to investigate the
effects of RH, separation distance, and hydrophilicity on the surface of tension of a
liquid bridge. It can easily be extended to investigate the effects of temperature,
surfaces with unequal contact angles, surface heterogeneity, and surface geometry on
the surface of tension. Furthermore, this model has considerable utility in three
dimensions, though care must be taken to appropriately describe the surface of
tension of a catenoid.
More appropriately, LDFT is particularly suited to predicting the limit of
stability of the liquid-vapor interface in either bubbles or liquid bridges. Therefore,
the most useful extension of this study is to investigate the liquid molar volume as a
function of the contact angle, separation distance, and saturation level. It is
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anticipated that at the spinodal the liquid molar volume is at a maximum, or
represents a highly compressed fluid beyond which there is not enough vapor to
sustain the necessary Laplace pressure. If the limit of stability of the liquid molar
volume can adequately be determined for given saturation levels, contact angles and
separation distances, an analytical adjustment of the liquid molar volume can then be
included in the Kelvin equation. This adjustment should then help to eliminate the
non-physical extrapolations of the Kelvin equation in capillary force predictions.
Two very promising models that could benefit from a corrected Kelvin
equation are that of Jaiswal et. al. [156] and You et. al. [52], [62], which utilize
surface roughness and separation distances to determine the forces of adhesion within
an order of magnitude of experimental measurements.

3.8

Conclusion

In summary, mean-field density functional theory on a lattice-gas framework
has been utilized to describe bulk and two-phase behavior of a pure component
system for planar interfaces, bubbles in metastable liquid, and liquid bridges between
parallel plates. First the bulk vapor and liquid properties within the lattice-gas are
established, which reveals that no stable liquid branch exists below RH of 0.28 at
300K. Next, the concepts of dividing surfaces, especially the surface of tension, are
elucidated while investigating the surface tension of a planar interface. The properties
of curved interfaces are then studied and show excellent agreement between the
Kelvin equation and the LDFT simulations up to the spinodal limit. These simulations
also reveal that the surface tension depends on the curvature of the interface for radii
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of curvature equal less than or equal to two molecular diameters. A relationship
between the radius of curvature of the interface and the surface tension has been used
to predict the radii of curvature of liquid bridges between parallel walls at varying RH
levels, separation distances, and contact angles. It has been found that the presence of
the walls affects the phase behavior of the vapor and can cause it to deviate
significantly from bulk behavior. Indeed using constant surfaces of tension and liquid
molar volumes may yield significant non-physical extrapolations of the Kelvin
equation. Once the proper limits of stability of the liquid bridges are established for a
given set of parameters, appropriate pressure differences across the liquid-bridge
interface and corresponding capillary forces may be calculated more accurately.
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CHAPTER 4. HAMAKER CONSTANTS OF EXPLOSIVES

4.1

Introduction

The following chapter has been published in Propellants, Explosives, Pyrotechnics
DOI: 10.1002/prep.201500021 [157].
A fundamental understanding of the adhesion between explosives residues, swabs
used during detection of these residues, and surfaces to which the residues adhere is
necessary to optimize the detection of these residues in airport security settings. The basic
forces that control the behavior of the residues are the van der Waals (vdW) forces, which
can be considered to be comprised of Keesom (dipole-dipole interactions), Debye
(dipole-induced dipole interactions), and London dispersion forces (induced dipoleinduced dipole interactions). The Hamaker constant  ܣestimates the magnitude of vdW
forces between two dissimilar materials or within a pure material [116]. Adhesive

Hamaker constants between materials ݅ and ݇ in medium ݆are denoted as ܣ while
cohesive Hamaker constants for material ݅ in a vacuum are denoted as ܣ . Using

combining rules established by Israelachvili [116], families of ܣ can be used to estimate

ܣ among a variety of materials in varying media. As a result, ܣ of explosives residues

allow prediction of ܣ ’s (and correspondingly the strength of adhesion) between these
residues and commonly swabbed surfaces.
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Methods of predicting ܣ using Hamaker’s pair-wise additive approach [158] or

the Lifshitz theory [3] are well-established [116], [159]. However, many materials,

especially powders, do not have idealized, consistent geometries or adequate optical data
to allow these approaches to be implemented in a straightforward manner. As has been
noted first by Fowkes [160] and verified by van Oss [161] and Israelachvili [116], ܣ can

be estimated via the surface tension ߛ of the materialǤ Fowkes and van Oss assert that the
surface tension (or surface energy for solids) can be split into a dispersive component ߛ 
and a polar component ߛ  , which describe the London dispersion and all other

interactions of the surface tension, respectively [161], [162]. In contrast, Israelachvili

does not assume that ߛ has dispersive and polar components, but instead uses the total
surface tension ߛ ் to predict ܣ [116]. This method works well for non-hydrogen

bonding materials, since ߛ   ൎ  ߛ ் , but it grossly exaggerates ܣ for materials which

participate in hydrogen bonding interactions, like water [116]. This is not surprising

because hydrogen bonding significantly contributes to ߛ ் but is not a vdW force. The ܣ
discrepancy for polar molecules in Israelachvili’s prediction method is eliminated when

ߛ  is used in place of ߛ ் , and it is hypothesized that ߛ  may be used to approximate ܣ
if ߛ  can be appropriately determined.

For liquids, ߛ (subscript refers to the liquid state) is typically determined via the

Owens and Wendt method [163] by measuring the contact angle of the liquid against a
non-polar solid, usually polytetrafluoroethylene (PTFE) [164]. This of course assumes
that PTFE only participates in dispersion interactions. For solid surfaces, ߛௌ is

determined by measuring the contact angles of a family of alkanes or other non-polar
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liquids against the surface of interest. ߛௌ for powders (and many explosives residues are
powders), however, cannot be estimated via contact angle measurements unless the
powder is compressed, which is potentially unsafe and/or can alter, through the
deformation process, the surface energy of the material in question. Other methods for
extracting ߛௌ without measuring the contact angles include the Washburn method via the
Lucas-Washburn equation [165], and inverse gas chromatography (IGC) [164], [166].

Since it utilizes small amounts of material, operates in an inert atmosphere, and is a nondestructive technique, IGC has been used in this study to determine ߛௌ for safety reasons.
The only energetic materials that have been characterized to date via IGC are

RDX (1,3,5-trinitroperhydro-1,3,5-triazine) [167], [168] and HMX (octahydro-1,3,5,7tetranitro-1,3,5,7-tetrazocine) [167]. Unfortunately, the two studies investigating ߛௌ for

RDX report conflicting results. At 298 K, Luo and Du’s [168] extrapolated results
predict ߛௌ = 23.0 mJ m-2 , whereas Teipel, Mikonsaari, and Torry [167] give an

experimental ߛௌ = 41.8 mJ m-2. Furthermore, Luo and Du state that the ߛௌ of RDX

increases with increasing temperature, whereas Teipel, Mikonsaari, and Torry report that
the ߛௌ of RDX decreases with increasing temperature. As has been observed with water

[151], metals [169], and cellulosic fibers [170], ߛ generally decreases with increasing

temperature. Therefore, that ߛௌ of RDX would increase is doubtful, especially since Luo

and Du do not offer any explanation as to why RDX would exhibit this kind of unusual
behavior. Other concerns with the Luo and Du paper include using only 3 homologous
alkanes to predict ߛௌ , injecting air into the column to correct for dead time instead of
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methane, and utilizing the highly disputed van Oss method [35], [36], [161], [171]–[174]


for determining ߛௌ .

In this study, IGC has been used to characterize ߛௌ and subsequently the ܣ for

not only RDX, but also for PETN (Pentaerythritol tetranitrate), TNT (trinitrotoluene),

ammonium nitrate (AN) and AN-based explosives at 303 K. The AN-based explosives
consist of a series of mixtures of AN with fuel oil (ANFO) and mixtures of AN with wax
(ANWAX). The resulting value of ߛௌ for RDX is compared to both Teipel’s and Luo’s

results and its implications are discussed. Additionally, the effect of the amount of fuel in
the AN mixtures on ߛௌ is examined using simple linear regression. Finally, the IGCpredicted ܣ ’s are compared to Lifshitz estimations for RDX, PETN, TNT, and AN.
4.2

Experimental Section
4.2.1

Materials

The alkane probes n-hexane, n-heptane, n-octane, n-nonane, and n-decane were
purchased from Mallinckrodt and were used without further purification. K9 NonHazardous Explosives for Security Training and Testing (NESTT) training materials for
RDX, PETN, and TNT were purchased from XM (www.xm-materials.com). These
training materials comprised fused silica coated in RDX, PETN, or TNT, with a specific
makeup of approximately 92 wt. % silica and 8 wt. % explosive. It was assumed (and
later supported) in the IGC measurements that the silica particles were completely coated
with the explosive material. The explosives-grade AN (Kinepak™) was obtained from
Orica Mining. The paraffin was purchased from Sigma Aldrich, (Product # 76243, Lot #
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1391695V) and the fuel oil (winter-grade diesel fuel) was purchased from a local gas
station.
The AN paraffin (ANWAX) mixtures at 2, 5, and 10% paraffin by weight were
prepared by melting paraffin at ca. 80 °C in a beaker and then stirring the corresponding
weight of AN in by hand. Similarly, the AN fuel oil (ANFO) mixtures at 2, 5, and 10 %
fuel oil by weight were prepared by adding fuel oil to a beaker and then mixing the AN in
by hand. These mixtures were stored in a desiccator while not in use.

4.2.2

Apparatus

A commercial inverse gas chromatograph (Surface Measurement Systems, U.K.)
was used for surface energy analysis. Approximately 500 mg of sample was packed in a
silanized glass column using a standardized packing method. Samples were equilibrated
with dry helium (10 mL/min) at 303 K for 4 hours prior to measurements. This treatment
allowed for removal of any sorbed water or volatile impurities from the system. Methane
was injected to correct for the retention time corresponding to the dead volume. Solvent
probes were injected at infinite dilution conditions at 303 K and detected with a flame
ionization detector. The procedure was repeated 3 times for each sample.

4.3

Theory

In IGC the dispersive surface tension of the probes ߛ is known for the n-alkane

series (see Table 4.1), whereas the dispersive surface energy of the powder ߛௌ is not. To
determine the value of ߛௌ , the net retention time ݐ (i.e., the amount of time the probe
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requires to exit the column minus the dead time), of each probe is recorded. ݐ can then

be related to net retention volume ܸ by [175]
ܸ ൌ




்

ݐܨ ் 


(4.1)

where݉ is the sample (powder) mass,  ܨis the exit flow rate of the probe, ܶ is the

column temperature, ܶ is the reference termperature, and jm is the James-Martin

compressibility factor, which accounts for the pressure drop in the column [24]. Injecting

the probes at infinite dilution condition allows for the assumption that probe-probe
interactions are negligible and the retention is due solely to probe-substrate interactions.
As a result, the probes can be treated as ideal gasses and the Gibbs energy of adsorption,
ο ܩ , is related to Vn through

ο ܩ ൌ ܴܶ  ܸ  ܥ

(4.2)

where ܴ is the ideal gas constant and  ܥis a constant dependent on the chosen reference
state [176].

ο ܩ can be approximated by multiplying the energy of adhesion per unit surface

area, ܹ , by the cross-sectional area of the probe moleculeܽ and Avagadro’s numberܰ :
ο ܩ ൌ ܽܰ ܹ .

(4.3)

ܽ has been estimated by Schultz, Lavielle, and Martin [176] by injecting the probes on

dispersive solids. Assuming that there are only dispersive interactions between the probe
and the powder, equation (4.3) can be expressed as
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ο ܩ ൎ ο ܩ ൌ ܽܰ ሺܹ ሻ.

(4.4)

ܹ ൌ ʹඥߛ ߛௌ .

(4.5)

ܴܶ  ܸ ൌ ʹܽܰ ቀඥߛ ߛௌ ቁ  ܥ.

(4.6)

According to Fowkes [162], [177],ܹ is related to the surface energies of the

interacting media through

Combining equations (4.2), (4.4) and (4.5), ܸ is finally related to the components

of the solid surface energy:

By determining the slope of ܴܶ  ܸ Ȁሺʹܰ ሻ versus ܽඥߛ for a homologous

series of hydrocarbon probes, ߛௌ becomes

ߛௌ ൌ ሺ݈݁ݏሻଶ Ǥ

Table 4.1 shows values of ܽ and ߛ for multiple homologous hydrocarbon

probes, as listed in [176].

Table 4.1 ɀୈ
 and  at 20 °C for the alkane probes obtained from [176].
ࢽ

mJ m-2
18.4
20.3
21.3
22.7
23.4i

i.

ii.


Probe
(nm2)
0.515
n-Hexane
0.570
n-Heptane
0.630
n-Octane
0.690
n-Nonane
0.750ii
n-Decane
[166]
Extrapolated from the n-hexane – n-nonane values

(4.7)
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Though this analysis is widely applied in IGC measurements, it must be noted that
there are significant concerns associated with its use. First, the assumption that ߛ can be

split into a dispersive component and other components and that these components are
additive may not be valid [178], [179]. Secondly, Fowkes’ theory including polar
contributions toߛ is thermodynamically inconsistent, in that it has three degrees of
freedom, whereas it should only have two [178]. This inconsistency can be eliminated

when a dispersive-only liquid interacts with a dispersive-only solid [178]. Additionally,
only the dispersion interactions of the vdW forces can be reasonably predicted using a
geometric mean [160], [179]. When Keesom and Debye interactions substantially
contribute to the vdW force, the use of the geometric mean is questionable [179], [180].
If hydrogen bonding effects are not eliminated in the measurement of ߛௌ these effects

can introduce significant error into the Hamaker constant prediction [116], [180]. Finally,
IGC is extremely sensitive to the ܽ parameter. Changing this value by 20% can change
the resulting ߛௌ by 56% [166].

In an effort to utilize the theory while mitigating its potential shortcomings, only

nonpolar probes were used in the analyses. This allows for the assumption that the
energetic powders only have dispersive interactions with the probes. In addition, this
substantiates the use of the geometric mean in equation (4.5), avoids the thermodynamic
inconsistency, and significantly reduces any hydrogen bond contributions to the vdW
force. Finally, by using probes with well-established values of ܽ, we can avoid artificially
extreme ߛௌ values.

With this approach and assuming that the London dispersion forces dominate the

vdW force, ܣ can then be reasonably predicted using ߛௌ [160]:
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ܣ ൌ ʹͶߨߛௌ ܦଶ

(4.8)

where the minimum separation distance between surfaces, D0, is approximately 0.165 nm
[116]. In this case, equation (4.8) becomes

where ߛௌ is in units of mJ m-2.

ܣ ൎ ʹǤͳ ൈ ͳͲିଶଵ ߛௌ

(4.9)

For comparison, ܣ of each explosive compound has also been estimated with the

Lifshitz model for the symmetric case of identical phases ݅ in air
͵
ߝ െ ͳ ଶ ͵݄ݒ ሺ݊ଶ െ ͳሻଶ
ܣ ൌ ݇ܶ ൬
൰ 
ߝ  ͳ
Ͷ
ͳξʹ ሺ݊ଶ  ͳሻଵǤହ

(4.10)

where ݇ is Boltzmann’s constant, ߝ is the dielectric constant, ݊ is the refractive index in

the visible range (at wavelength i), ݄ is Planck’s constant and ݒ is the main electronic
absorption frequency (assumed to be ͵ ൈ ͳͲଵହ s-1), as reported by Israelachvili [116].

The estimatedܣ based on Lifshitz theory are listed in Table 4.2.
4.4

Results and Discussion

The average ߛௌ and ܣ as obtained from IGC for RDX, PETN, TNT, AN,

ANFO, and ANWAX are reported in Table 4.3, where the ± indicates the 95%

confidence interval around the mean. The ߛௌ value for RDX at 303 K in this study agrees
with Teipel, Mikonsaari, and Torry [167] who reported ߛௌ = 41.8 mJ m-2 for RDX at 298
K. This agreement suggests that the silica in the NESTT materials did not significantly
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Table 4.2 Refractive indices n589, dielectric constants ε, and Lifshitz-derived ܣ for RDX,
PETN, TNT and AN. The error around ܣ is ± 20% as suggested by [116].
Lifshitz Theory

Explosive

n589

εv

RDX

1.59i

3.14

 (J x 1021)

PETN

1.55ii

2.72

83 ± 17

TNT

1.54iii

2.70

82 ± 17

AN

1.61iv

7.10

100 ± 16

94 ± 20

i. [181] ii. [182] iii. [183] iv. [184] v. [185]

interact with the alkane probes and justifies the use of the NESTT materials for energetic
material characterization via IGC. The result is not in agreement with the results obtained
by Luo and Du [168], who predict ߛௌ = 24.3 mJ m-2 at 303 K and ߛௌ = 41.8 mJ m-2 at
371 K. This illustrates the discrepancies that can arise in the prediction of Hamaker

constants using the IGC method, especially when there are variations in the experimental
conditions that are the basis for the calculations.
As shown in Figure 4.1, the percentage of fuel oil in the AN does not significantly
change the value of ߛௌ as indicated by the overlapping confidence intervals between 0%,
5%, and 10% fuel oil. Even though 2% fuel oil in AN appears to be signficant, a simple
linear regression analysis among all levels of fuel oil reveals that the slope is not
statistically distinguishable from 0 (p-value = 0.43). This suggests that ߛௌ for ANFO

mixtures is not different than pure AN. A similar conclusion can be made with the 0%,
2%, and 5% ANWAX mixtures for the same reasons (p-value = 0.49). However, there is
a significant difference from pure AN and ANWAX 10% (p-value = 0.0020), which is
likely caused by the liquid paraffin partially coating the AN prills and then hardening.
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Table 4.3 The dispersive surface energy ɀୈ
ୗ and Hamaker Constants ୧୧ of RDX, PETN,
TNT and AN-based explosives obtained via experimental IGC measurements. The error
indicates the 95% confidence interval around the mean.
-2
ࢽ
 (mJ m )

 (J x 10-21)

PETN

34.6 ± 1.3

72.7 ± 1.9

TNT

34.8 ± 4.1

73.2 ± 5.9

AN

39.6 ± 0.7

83.2 ± 1.1

ANFO 2%

41.5 ± 0.8

87.0 ± 1.2

ANFO 5%

40.1 ± 0.0

84.1 ± 0.1

ANFO 10%

39.8 ± 0.5

83.5 ± 0.7

ANWAX 2%

36.6 ± 1.5

76.9 ± 2.1

ANWAX 5%

38.4 ± 2.8

80.6 ± 4.1

ANWAX 10%

46.4 ± 0.9

97.4 ± 1.4

Explosive
RDX

41.8 ± 0.6

87.9 ± 0.9

Solid paraffin has a ߛௌ ൎ 68 mJ m-2 [186], so a partial coating of paraffin around the

prills would likely increase the ߛௌ of pure AN. This influence is not observed for 2% and
5% ANWAX mixtures because there is not enough paraffin to coat the prills in any

appreciable manner. Therefore, it appears that for ANWAX mixtures around 10%, the
ߛௌ is a function of the percentage of paraffin in AN. However, this dependence may not

be practically significant because the majority of AN-based explosives are optimized at

less than 10% fuel. Therefore, it is reasonable to assume that ߛௌ for ANFO or ANWAX

is approximately equal to the ߛௌ for pure AN, unless the paraffin content is close to or

greater than 10%.
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50.00
2%

5%

10%

ߛௌ (mJ m-2)

0%

40.00

30.00
ANFO

ANWAX

Figure 4.1 The dispersive surface energies ɀୈ
ୗ of ANFO and ANWAX as a function of
the wt. % of fuel in AN. The error bars indicate a 95% confidence interval around the
mean.

These results suggest that the addition of fuel oil or paraffin (up to 10%) in AN
does not significantly change the cohesive dispersive forces within the composite
material, at least near the surface of the prill. It should be noted that this does not
necessarily mean that the adhesion of ANFO or ANWAX to a substrate will be the same
as the adhesion of AN. This is because (1) the prill’s surface topography is extremely
variable among AN, ANFO, or ANWAX and (2) the prill’s susceptibility to deformation
can increase with an increasing amount of fuel. Both the surface topography and the
amount of deformation determine the closeness of approach of interacting surfaces and
can cause changes in adhesion even if the ܣ does not change. The fact that the ߛௌ does

not change for different compositions of fuel merely suggests that the ܣ of AN may be

used in addition to other variables such as surface topography and deformation to predict
the overall adhesion between substrates and AN-based explosives.
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It should be noted, that the results in Figure 4.1 are specific to explosives-grade
AN, which is highly porous and can absorb more fuel oil than less-porous, fertilizergrade AN. It is likely that ߛௌ for fertilizer-grade AN will significantly depend on the

weight percentage of fuel oil due to its lower porosity, but the effects of the grade and
method of preparation of AN on ߛௌ have not been considered in this study.

In Figure 4.2, the IGC-predicted ܣ of RDX, PETN, TNT, AN and the AN-based

explosives in Table 4.3 have been compared against the Lifshitz estimations listed in
Table 4.2. Note that the Lifshitz calculations are approximate because much of the

required data are not available in the literature. Indeed for ANFO and ANWAX, there are
no optical data available. Values for refractive indices and dielectric constants have been
taken from a variety of sources (see footnotes to Table 4.2) and ݒ has been assumed to

be ͵ ൈ ͳͲଵହ s-1. As a result, the error bars around the Lifshitz ܣ ’s are ± 20% [116].

Where the IGC and Lifshitz results were able to be compared, the agreement between
them was very good, within the error associated with the calculations.
In all cases, the IGC technique under-predicts the Lifshitz theory for the energetic
powders. The likely explanation for the discrepancy is that the analysis assumes that there
are no Keesom and Debye contributions to the overall vdW forces, and this assumption is
not strictly valid for any of the explosives investigated. The presence nitro groups in
RDX, HMX, PETN and TNT confers permanent local dipoles in each of their molecular
structures. Moreover, the contribution of Keesom and Debye forces is even stronger for
an ionic compound like AN. This explains why the IGC under-prediction is present for
all the explosives but is the largest for AN in Figure 4.2. The IGC-predicted ܣ ’s for
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energetic powders represent the lower limit of the vdW interactions within the material,
though the agreement will improve for less ionic energetic powders like RDX.

125

Lifshitz Theory

Aii (J x 1021)

100

IGC Estimation

75
50
25
0

Figure 4.2 Comparison of IGC-predicted ܣ to Lifshitz theory estimations for RDX,
PETN, TNT, AN and AN-based explosives. The error bars on the Lifshitz estimations are
± 20%, whereas the error bars on the IGC estimations indicate a 95% confidence interval
around the mean. The optical data required for the Lifshitz theory were not available for
ANFO or ANWAX

4.5

Conclusion

In summary, the ߛௌ and ܣ of RDX, PETN, TNT, AN, ANFO and ANWAX at 2,

5 and 10% fuel oil or paraffin, respectively, have been determined via IGC measurements
using linear alkane probes. The ߛௌ for RDX at 303 K is in good agreement with the 298
K value from [167] and the predicted Lifshitz ܣ from published optical data, but

disagrees with the results of [168]. Based on the experimental discrepancies in [168] and
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other known thermodynamic trends, the conclusions in [168] appear to be
unsubstantiated.
Additionally, it has been determined that ߛௌ for ANFO at 2, 5 and 10 % fuel oil

and ANWAX at 2 and 5% paraffin is statistically indistinguishable from ߛௌ of pure AN.

Therefore, ߛௌ for AN can be used to approximate ߛௌ and ܣ for ANFO and ANWAX, at
least below 10% paraffin or fuel oil content. Finally, the IGC-predicted ܣ ’s, though

consistently lower, are within the projected error of the Lifshitz predictions, and can be
used to determine the force of adhesion between explosives residues and common
surfaces to improve contact sampling technologies in airport security settings.
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CHAPTER 5. AFM-IR SPECTROSCOPY OF NANOCRYSTALS

5.1

Introduction

The following chapter has been published in Analytical Chemistry 2013 85(23) pp.
11449-11455, DOI: 10.1021/ac4025889 [187].
Drug-polymer composites, such as the coatings of drug-eluting stents [188] and
nanoparticulate formulations [189], [190], are of widespread interest because the drug’s
release kinetics and bioavailability are controlled through proper polymeric selection and
composite microstructure. To effectively engineer drug delivery systems, a fundamental
understanding of drug structure and distribution in the dosage form is required [191]–
[194]. This understanding necessitates methods to unambiguously chemically
characterize drug formulations on the micro- and nanoscales.
Fourier transform infrared (FTIR) spectroscopy provides a wealth of chemical and
structural information and is frequently used to characterize drug-polymer composites
[191], [195]. However, nanoscale phenomena cannot be discerned with conventional
FTIR spectroscopy because the spatial resolution is restricted to 3–30 μm by the optical
diffraction limit [196]–[199]. In contrast, assumptions concerning the nanoscopic makeup
of a system can be deduced from topographical and phase contrast analysis of solids
obtained via atomic force microscopy (AFM), but this technique cannot describe
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compositional effects directly. Recent innovations have overcome these limitations by
combining the two techniques.
In infrared scattering Scanning Near-field Optical Micrscopy (sSNOM), a purely
optical technique, an infrared light source is focused onto the apex of a cantilever tip. The
tip apex acts as a point source near the substrate which circumvents the optical diffraction
limit since the AFM tip is within nanometers of the surface. This technique has
effectively imaged polymer/polymer blends [200], polymer/inorganic patterns [201],
[202], and nanoparticles embedded in biological materials [203] with a spatial resolution
of up to 20 nm [201], [202]. However, the optical signal for the infrared sSNOM
technique is approximately six times weaker than that of infrared spectroscopy based on
the absorptivity of the sample.
Contrastingly, photothermal induced resonance (PTIR) exploits the increased
signal caused by infrared absorption. It allows for spatial resolution of chemical
information on the nanoscale [199], [204]–[207], and has successfully assessed
compositional variations in polymer blends [195], [208]–[215] and living cells [204]–
[206], [216], [217]. As a result, PTIR has been used to analyze the drug-polymer blends
in this study.
In PTIR spectroscopy, a sample is deposited onto a mid-infrared transparent ZnSe
prism which is then irradiated by electromagnetic energy of defined wavelengths. When
the wavelength of the incident radiation corresponds to one of the sample’s absorption
bands, the sample absorbs energy and converts it into heat. The resulting thermal stress
induces a mechanical expansion in the sample. An AFM cantilever in contact with the
sample will deflect as a result of this expansion. An optical parametric oscillator (OPO)
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nanosecond laser creates fast thermal expansions, or pulses, in the material. These can
cause an AFM cantilever in contact mode to oscillate. By recording the cantilever
deflection as a function of time and taking the Fourier-transform of this signal, the
cantilever’s harmonic modes are determined. A local, composition-specific infrared
spectrum may be obtained by examining the maximum amplitude of the cantilever’s
vibration modes as a function of the wavelength of the incident energy [207]. These
spectra can be highly sensitive and quantitative when evaluated at the harmonic modes of
the cantilever. At the same time, the cantilever acts like a spring-damper system where
the tip resonant frequency changes with variations in surface stiffness. By tracking the
contact resonant frequency as a function of position on a sample, one may simultaneously
obtain high-resolution stiffness maps of heterogeneous samples [199].
The goal of this work is to evaluate the use of PTIR spectroscopy to allow
chemical and mechanical evaluation of organic drug particles with diameters ca. 100 nm
embedded within solid matrices, thereby extending prior efforts with this technique into
the characterization of drug formulations. To this end, griseofulvin (GF) particles
embedded in hydroxypropyl methyl cellulose (HPMC) have been characterized with a
lateral resolution up to the smallest particle measured (90 nm), which is below the
diffraction limit at infrared wavelengths. Additionally, particle size distributions via
dynamic light scattering (DLS) and PTIR image analysis are shown to be similar,
suggesting that the PTIR measurements are not significantly affected by inhomogeneous
infrared absorptivity of the system. Finally, PTIR spectra well above the noise threshold
from 3600 to 1000 cm-1 for 100, 350, and 800 nm GF particles have been obtained.
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5.2

Methods

5.2.1

Materials

All chemicals were used as obtained without further purification. Griseofulvin
(GF), a poorly water-soluble drug (EP/BP grade, solubility in water: 8.9 mg/l) was
purchased from Letco Medical (Decatur, AL). Hypromellose, a.k.a., hydroxypropyl
methyl cellulose (HPMC), was used as neutral polymeric stabilizer in suspension
preparation and film/matrix former during spin-casting. Two grades of HPMC with
identical chemistry but with slightly different viscosity, Methocel E15LV and E3, were
purchased from Dow Chemical (Midland, MI). Sodium dodecyl sulfate (SDS) purchased
from Sigma-Aldrich Co. (St. Louis, MO) was used as a wetting agent and for its known
synergistic stabilizing action with cellulosic polymers in drug suspensions [189], [190],
[218]. All solutions were prepared in Milli-Q® ultrapure water (Millipore Corporation,
Billerica, MA).

5.2.2

Suspension Preparation.

Two aqueous suspensions of GF nanoparticles in HPMC/SDS were prepared via
wet stirred media milling (WSMM) process to determine the potential of the PTIR
technique for extracting chemical information on crystalline nanoparticles embedded in a
polymer matrix. Sample 1 suspension with 10% GF, 2.5% HPMC E15LV, and 0.5%
(w/w) (SDS) was prepared using a standard WSMM process, as described in [189]. To
the best knowledge of the authors, drug particles with a median size below 100 nm have
not been prepared using the WSMM process before. Sample 2 suspension was prepared
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using a novel, intensified WSMM process that utilizes 100 mm wear-resistant, yttriumstabilized zirconia milling beads (Saint Gobain, Mountainside, NJ), synergistic
stabilizing action of HPMC/SDS combination, and the low-viscosity HPMC grade. To
this end, sample 2 suspension with 10% GF, 2.5% HPMC E3, and 0.2% (w/w) SDS was
milled for 6 h.

5.2.3

Sample Preparation.

The suspensions were stirred at 300 rpm for 30 minutes. The d50 were
characterized by DLS (Zetasizer Nano-zs, Malvern) after diluting the suspensions with
purified water (1:19 (v/v) for sample 1 and 1:30 (v/v) for sample 2). The d50 of sample 1
was 335.7 nm and for sample 2 was 85 nm. Next, 0.5 mL of sample 1 was added to an
aqueous solution (4 mL) containing 2.5 % HPMC E15LV and 0.5% SDS by weight
resulting in a 1:8 dilution (v/v). This solution was then spin-cast using a custom-made
holder onto a ZnSe prism at 33.3 Hz (2000 rpm) for 20 s leaving a thin film of GF
nanoparticles in HPMC. Similarly, 0.05 mL of sample 2 was added to 2 mL of the same
aqueous solution as sample 1, resulting in a 1:40 dilution (v/v) and spin cast onto the
prism at 33.3 Hz for 20 s. Film thickness was estimated by comparing the vertical
displacement of the tip when moving from the coated to the uncoated regions on the
substrate. As a result, sample 1 was ~500 nm thick and sample 2 was ~100 nm thick on
average. The minimum heights in Figures 5.1 and 5.2 referred to these average film
thicknesses and the maximum heights were due to the topography of the embedded GF
clusters.
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5.2.4

Image Analysis.

The image analysis comparing the PTIR absorption data from Figure 5.2e to the
DLS data of sample 2 was performed with MATLAB® (R2012a, The MathWorks, Inc.).
Initially, each pixel in Figure 5.2e was normalized between zero and one by subtracting
the image’s minimum PTIR value and then dividing by the maximum PTIR value. The
projected areas of the GF particles were determined by separating areas of signal
intensity: large, medium large, medium small and small particles corresponded to areas
with a normalized signal between 0.45-1, 0.38-0.45, 0.31-0.38, and 0.2-0.31,
respectively. The equivalent diameters of each particle in the image were then calculated
by estimating the diameter of a circular disc with the same area as the projected area of
the particle.

5.2.5

PTIR Imaging.

All measurements were performed with an Anasys Intsruments nanoIRTM AFM
(Santa Barbara, CA) using C-450 silicon cantilever probes in contact mode. Ten
blank/background spectra, which normalized the signal intensity as a function of laser
power, were obtained and averaged before each set of experiments. The sample was
irradiated by an OPO nanosecond laser at a wavelength corresponding to the sample’s
absorption bands (e.g., 1710 cm-1 or 1625 cm-1 for griseofulvin), which rapidly expanded
and contracted causing the in-contact cantilever probe to oscillate. PTIR spectra and
images were obtained by recording the peak-to-peak amplitude of the cantilever
oscillations at varying locations on the sample. The first (61.0 kHz) and third (394 kHz)
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modes of the cantilever were used to distinguish between nanoparticles in Figures 5.1 and
5.2, respectively [209].
The images in Figure 5.1 were 2 μm x 2 μm and irradiated at 1710 cm-1 with a
resolution of 512 x 256 pixels. The pixel spacing on the AFM and infrared images was
approximately 4 nm in the x-direction and 8 nm in the y-direction. Figures 5.2a-c were 10
μm x 10 μm images irradiated at 1625 cm-1 with a resolution of 512 x 256 pixels yielding
a pixel spacing of 20 nm in the x-direction and 40 nm in the y-direction. Figures 5.2d-f
were 2.5 μm x 2.5 μm images scanned at 1625 cm-1 with a resolution of 256 x 256 pixels
yielding a pixel spacing of approximately 10 nm in both the x- and the y-directions. The
AFM topographical map in Figure 5.4 was a 2.5 μm x 2.5 μm scan with a resolution of
512 x 256 pixels. A total of 16 spectra were collected and co-averaged at each pixel for
the PTIR figures, which were scanned at 0.1-0.12 Hz. Individual spectra from 1800 to
1200 cm-1 were co-averages of 128 laser pulses per wavelength in increments of 4 cm-1.
Individual spectra from 3600 to 1000 cm-1 were co-averages of 256 laser pulses per
wavelength in increments of 6.5 cm-1.

5.3

Results and Discussion

Figure 5.1 shows the results of topographical and PTIR analysis to obtain
simultaneous topographical and chemical assessment of HPMC films containing GF
nanoparticles. The AFM topographical image (Figure 5.1a) reveals several micron-sized
agglomerates in the polymer. To establish the chemical composition of these surface
features, the sample was illuminated at 1710 cm-1, a characteristic absorption band unique
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to GF ketone groups [219]. The light areas of the PTIR image (Figure 5.1b) indicate
regions of high material infrared absorptivity while the dark areas are regions of low
absorptivity. The images also demonstrate the dependence of the PTIR signal on sample
thickness [213] because infrared intensities generally varied directly with changes in
local topography (i.e., thicker samples/taller structures showed stronger intensities). The
agreement between the topographical and chemical images confirms that the particles are
GF. Furthermore, Figure 5.1c shows clear GF features, including (C=O) absorption
bands at 1710 and 1664 cm-1 and the (C=C) absorption band at 1625 cm-1 for spectra
obtained in the particle regions [219]. It also shows a complete absence of these features
for spectra obtained outside the particle regions (in the HPMC matrix).
The high correlation between AFM topography and the PTIR signal of sample 1
suggests that the spatial resolution for PTIR on GF-HPMC films may be limited by the
size of the cantilever tip. Generally, variations in the thickness and thermo-mechanical
properties of the matrix surrounding the particle can reduce this resolution [210], [213],
[216], [220] by introducing thermal artifacts into the system response [195], [204], [206],
[208], [210], [212], [216], [221]. For example, there is an unexpected increase in
apparent spatial resolution and contrast from the topographical to the PTIR images in
Figure 5.1 because of the greater sensitivity of the PTIR technique on the sample
thickness than the topographical contact mode of the AFM. Yet this increase is only
apparent in the higher regions. The lower regions have lower contrast in the PTIR image
suggesting that as the topographical variation between the HPMC matrix and GF
nanoparticles decreases, the spatial resolution and contrast of the PTIR images decreases
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as well. Therefore, smaller GF particles have been analyzed to determine the resolution
limit of PTIR on sub-micron particles.
Topographical, PTIR, and stiffness images of a second GF nanoparticulate sample
dispersed in HPMC were obtained by irradiating the material at 1625 cm-1 as shown in
Figure 5.2. Figure 2a shows the topography of the sample, with many GF particles in the
HPMC matrix. The blue areas in the PTIR images (Figures 5.2b and 5.2e) indicate areas
of low infrared absorptivity, whereas the pink, yellow, and red areas (see color scale to
right hand side of image) indicate regions of high infrared absorptivity, reflecting the
presence of GF at these locations. Figures 5.2a-c show that a broad particle/cluster size
distribution (PSD), ranging from tens of nanometers (likely primary particles) to
approximately 1 micrometer (likely agglomerates), is present in the 10 x 10 μm2 area
studied. Figures 5.2d and e show a magnified area of sample 2 in which a 90 nm wide GF
particle was distinguishable (shown by the solid white circle) in both the topographical
and chemical maps. This demonstrates that sub-100 nm GF particles can be chemically
characterized with the PTIR technique.
The stiffness images also confirm the presence of crystalline GF embedded in the
HPMC matrix (Figures 5.2c and 5.2f) with increased spatial resolution because the
change in the contact resonant frequency is independent of material absorptivity. In these
images, the crystalline nanoparticles were noticeably stiffer than the surrounding HPMC
as indicated by the bright areas on the maps. The nature of the soft regions surrounding
each particle is not clear, but it is hypothesized that these are surfactant- and water-rich
regions that form during the drying of the films. Independent of the nature of these soft
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Figure 5.1 (a) AFM height image showing micron-sized GF agglomerates embedded in
HPMC. (b) Simultaneous PTIR chemical image when sample was illuminated at 1710
cm-1 (a characteristic frequency of the C=O bonds in GF). (c) The molecular structure of
GF, the GF (bold green) and HPMC (light green) spectra from 1800 to 1200 cm-1 and
their locations (bold and regular crosshairs) in (a) and (b). Spectrum acquisition time: 3
minutes. Sample studied: sample 1 was a 1:8 (v/v) dilution of an aqueous solution
originally containing 10 % GF, 2.5 % HPMC and 0.5% SDS (w/w) with d50 = 335.7 nm.
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regions, the results in Figure 5.2 demonstrate that PTIR measurements approaching
spatial resolution limits can be greatly enhanced by analyzing shifts in the contact
resonant frequency (stiffness maps) in addition to the PTIR signals themselves.
To verify that the particle sizes from the PTIR analyses are representative of the
true particle sizes, the distribution of the particles’ equivalent diameters via image
analysis (of the PTIR results) and DLS has been compared (Figure 5.3). Appropriate
particle diameters from the PTIR image (Figure 5.2e) have been calculated as equivalent
diameters based on the particles’ projected areas. The distribution of equivalent diameters
from the DLS analysis has been calculated assuming spherical particles. In the curve in
Figure 5.3a, the DLS results for sample 2 are presented. There is a broad particle size
distribution with d50= 85 nm. After converting the projected areas of the particles in
Figure 5.3b to equivalent spheres, the diameter distribution has been plotted as the
histogram in Figure 5.3a. As can be seen, the size distribution has d50=96 nm, and the
general shape shows reasonable agreement with the DLS curve suggesting that the PTIR
measurements on the sub-100 nm particles provide a reasonable representation of the
particle distribution, in spite of the heterogeneous nature of the sample.
As shown in Figure 5.4, spectra were collected from HPMC and from GF
particles approximately 100, 350, and 800 nm in diameter in sample 2 over the
wavelengths 3600 to 1000 cm-1.The color-coded crosshairs in the AFM topographical
map in Figure 5.4 show the spectra acquisition locations for each particle and HPMC.
The griseofulvin absorption peaks are readily distinguishable from the baseline noise for
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Figure 5.2. PTIR analysis of GF particles dispersed in HPMC. (a) 10x10 μm2 AFM height
image showing the broad GF particle size distribution. (b) Simultaneous PTIR chemical
image illuminated at 1625 cm-1, a characteristic frequency of the C=C bonds in GF; blue
indicates low infrared absorptivity and pink, yellow, and red indicate areas of GF. (c)
Simultaneous stiffness image, with nominal contact resonant frequency of 394 kHz;
darker areas are softer than lighter areas. (d) A magnified AFM height image of sample 2
and its corresponding (e) PTIR and (f) stiffness images showing a 90 nm wide
nanoparticle (solid white circle) and a 100 nm wide nanoparticle (dashed white circle).
Sample studied: sample 2 was a 1:40 (v/v) dilution of an aqueous solution originally
containing 10 % GF, 2.5 % HPMC and 0.2% SDS (w/w) with d50 = 85 nm.
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Figure 5.3 (a) Equivalent diameter particle size distribution based on the percentage of
the total volume as measured by DLS (curve) and projected areas from image analysis
(histogram). (b) Projected particle areas from PTIR image (2e), the different colors
represent different particle areas detected by the image analysis (i.e., red for the largest
particles and light blue for the smallest). (c) Figure 2e, replicated for ease of comparison
with (b).

all three particles, as well as from the HPMC spectrum for the spectral region 1700-1600
cm-1. The self-consistent signal-to-noise ratios for the 100, 350, and 800 nm particles at
1625 cm-1 were 5:1, 9:1, and 15:1 demonstrating that the GF is quantifiably different
from the background signal. In addition, the GF signals for the 100, 350, and 800 nm
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particles at 1625 cm-1 were 5, 8, and 26 times greater than the HPMC signal at 1625 cm-1,
respectively. These results indicate that the PTIR technique is sensitive enough to
chemically characterize local areas of heterogeneity to at least the 100 nm scale in drugpolymer systems.
This study demonstrates that chemical information for sub-100 nm particles can
be obtained via PTIR for drug particles dispersed in a solid polymer matrix. Because the
resolution of this technique depends on the infrared absorptivity and the
thermomechanical properties of the components, the true resolution will vary for other
samples. For materials with sufficient variation in electronic and mechanical properties,
this method offers great promise for both nanoparticle and nano/micro- structural
characterization of drug delivery systems.
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Figure 5.4 PTIR spectra of 800 nm (green), 350 nm (red), 100 nm (blue) GF particles and
HPMC (purple) from 3600 to 1000 cm-1 and their corresponding locations indicated by
the color-coded crosshairs on the AFM height image (inset). Spectrum acquisition time:
6.5 minutes.

5.4

Conclusion

The resolution and applicability of the PTIR technique for drug-polymer systems
was tested using crystalline GF nanoparticles embedded in a HPMC matrix. Sub-100 nm
drug particles in a polymer matrix were chemically characterized for the first time. PTIR
spectra distinguishable from a background HPMC spectrum were also obtained for GF
nanoparticles 100, 350, and 800 nm in diameter. This means that as modern
pharmaceutical applications continue to emphasize localized drug delivery via
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micro/nano-engineered structures, PTIR can be used to unambiguously chemically
characterize drug formulations at these length scales.
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