Abstract. The calculation of second derivatives is required by recent training and analyses techniques of connectionist networks, such as the elimination of super uous weights, and the estimation of con dence intervals both for weights and network outputs. We here review and develop exact and approximate algorithms for calculating second derivatives. For networks with jwj weights, simply writing the full matrix of second derivatives requires O(jwj 2 ) operations. For networks of radial basis units or sigmoid units, exact calculation of the necessary intermediate terms requires of the order of 2h + 2 backward/forward-propagation passes where h is the number of hidden units in the network. We also review and compare three approximations (ignoring some components of the second derivative, numerical di erentiation, and scoring). Our algorithms apply to arbitrary activation functions, networks, and error functions (for instance, with connections that skip layers, or radial basis functions, or cross-entropy error and Softmax units, etc.).
Introduction
In the last decade, error backpropagation (Rumelhart et al. RHW86] ) has emerged as the most popular training method for connectionist neural networks. Several of the more recent variations of backpropagation require second order derivatives in addition to the rst derivatives calculated during standard error backpropagation. These second derivatives are typically derivatives either of the network output or of the error function (also called cost function) with respect to the weights. A matrix of second order derivatives is commonly called a Hessian.
Second derivatives can be calculated exactly, calculated using approximations ignoring certain terms, or calculated using numerical di erentiation 1 . We here review these calculations. Second derivatives are important in several di erent contexts:
Within learning: Approximate second-order methods. Simple backpropagation is a rst order gradient descent method. Learning speed can be improved if information from second derivatives is also used, for instance in a Newton-Raphson type framework PFTV86, Section 9.6]. Since the second derivatives have to be computed for each weight update, the speed of the computation is here crucial. For large networks, calculation of the full Hessian was considered prohibitive. In Section 4.1 we review several approximations: Becker and Le Cun BL88] suggest a simple diagonal approximation to the Hessian. El-Jaroudi and Makhoul EJM90] make a block matrix approximation. Fahlman Fah88] uses in the Quickprop algorithm a simple diagonal approximation and also uses numerical di erentiation from the error derivatives of the previous cycle to approximate the diagonal terms of the Hessian (which we discuss in Section 4.3).
Within learning: Indirect second-order methods. There is another class of second order optimization algorithms that do not require direct calculation of the Hessian (or any approximation) because they operate in an iterative manner. The conjugate gradient and related algorithms PFTV86, Section 10.6] are generally considered the most powerful allpurpose minimization algorithms (although it is not clear whether this scales to very large networks). Here second derivatives are used during line search, so the full Hessian is not required, just the product of the Hessian and a given vector. M ller Mo93b, Mo93a] and Pearlmutter Pea93] have both independently suggest numerical di erentiation and exact calculation to compute this product. The calculation can also be used iteratively in the power method 2 GV89] to e ciently approximate the principle eigenvectors of the Hessian. The principle eigenvectors are used by Le Cun, Simard and Pearlmutter LSP93] to speed up gradient descent.
Within learning: Analysis. It is well known that the speed of training in least mean square algorithms is related to the ratio of the largest to the smallest eigenvalues. A good description is given by Jacob Jac88], and further analysis is presented by Le Cun, Kanter and Solla LKS91]. This ratio is called the condition number and is also associated with the accuracy to which the minimum can be calculated. The condition number can be approximated by approximating the largest and smallest eigenvalues with the power method.
After learning: Network pruning. Second derivatives are also used in a post-training phase. Because these post-training methods do not require second derivatives in each training 1 Numerical di erentiation interprets the de nition of a derivative numerically by @ E(x) @x 1
iteration, the e ciency of their computation is less crucial here than in the previous two cases. For example, Le Cun, Denker and Solla LDS90] ( \Optimal Brain Damage") use the Hessian of the error (calculated with the Becker and Le Cun approximation referred to above) to simplify the network by pruning weights in order to achieve good generalization performance. Hassibi and Stork HS93] (\Optimal Brain Surgery") apply the Sherman-Morrison-Woodbury formula for iterative matrix inversion GV89, PFTV86] to nd the inverse of an approximate Hessian. In Section 4.2 of this paper, we suggest a stronger justi cation for their approximation. In Bayesian and some Minimum Descripton Length methods, second derivatives are related to quantities such as the posterior variance of the network weights, and also to the description length of a set of weights used in evaluating the quality of the set of weights. Examples are the estimation of the generalization error of the network and of the precision of the network outputs (i.e., con dence intervals or error bars), as well as the comparison of di erent networks trained on the same data, see Buntine and Weigend BW91] After learning: Network analysis. One of the striking di erences between connectionist modeling and traditional statistics is the larger number of parameters in neural networks. However, a key feature is that the potential number of parameters is often much larger than the e ective number of parameters. Moody Moo92] uses the Hessian of the error in a regularization framework to estimate the e ective number of parameters of the network. Whereas Moody only considers the e ective number of parameters at the end of the training process, when the error has reached a minimum, Weigend and Rumelhart WR91] analyze the e ective network size during training (via the dimension of the space spanned by the activations of the hidden units.) The gradual increase in network size with training time provides a justi cation for another heuristic for obtaining good generalization: to train a large (oversized) network, but stop training early. Now, why a paper on second derivatives{isn't using second derivatives nothing but the chain rule for di erentiation? Yes|but there are many ways, with varying degrees of e ciency and accuracy. To handle the complication of second derivatives over a complex network, Werbos, McAvoy and Su WMS92] introduced the notion of the ordered derivative. Instead we use the notion of derivatives local to a unit and its immediate inputs/outputs, and derivatives global to the network, since these correspond to the key facets of the computation. Bishop Bis92] avoided this complication by restricting results to sigmoidal units with error a simple sum and with no connections skipping layers.
The goal of this paper is to present exact and e cient methods for calculating second derivatives, and then to discuss a range of approximations: In Section 2, we de ne two classes of network structure, depending on whether the hidden units are like radial basis functions or like sigmoids. In Section 3, we derive the exact forms for each class and give parallel algorithms for the calculation. In Section 4, we systematically discuss various approximations and compare their accuracy and their computational complexity with the exact methods. Finally, in Section 5, we summarize the results and put them in context.
Notation
We only consider networks that are directed acyclic graphs, i.e., we do not consider recurrent networks that have feedback-loops. In a feedforward network, a connection from unit n to unit m means that unit m receives the activation from unit n during the forward pass. The activation value is often multiplied with a weight, w m;n . The directed acyclic graph forms a partial order on the units in the network 3 that de nes the order in which forward propagation should precede. If ordering of the units is consistent with this partial order, then it de nes a suitable ordering for forward propagation through the units. Note such an ordering is not necessarily unique. If the reverse of an ordering is consistent with this partial order, then the ordering is suitable for backward propagation. In addition to the connectivity, speci c activation functions for each unit have to be de ned in order to specify the network. In the simple example network shown in Figure 1 , activations are passed upwards from unit to unit in the process of forward propagation. The activation of any unit n 2 N is denoted by u n which is a real number. The activation function for the unit m is a function of the activations u n for units n feeding unit m, and the function is parameterized by a vector of parameters w m . For instance, in Figure 1 , u 4 is a function of the activations u 6 , u 7 and u 8 and the weights w 4;6 , w 4;7 and w 4;8 together with the bias w 4;0 .
In the derivations below, it turns out to be advantageous to consider two classes of activation functions separately, allowing to derive exact algorithms. We de ne two types of activation functions for a unit n, u n = f n (v n ; w n;0 ) where v n := X k connects to n n;k (u k ; w n;k ) (r-type)
u n = f n (v n ) where v n := w n;0 + X k connects to n u k w n;k (s-type) (2) for any functions n;k and f n . An example of the r-type are radial basis function units which in general take a weighted sum of squared di erences between their input and their center 4 . The radius could also be made dependent on the inputs k, to give n;k . The s-type includes the usual sigmoid activation functions 5 . It is a dot-product with an o set (or bias or \0-weight") w n;0 which can be thought of as the weight for a constant activation u 0 = 1.
Seemingly an exception to these two classes are so-called \Softmax" units (Bridle, Bri89] ). They are a convenient choice for the 1-of-N classi cation tasks: The constraints on probabilities to be non-negative and add up to one are modeled by using exponential units that are normalized, and this choice leads to a simple update rule in backpropagation. They can be expressed in the framework set up here by absorbing the normalization into the error function. Suppose there are N output units, u 1 ; : : :; u N , and the correct assignment for a pattern is to the i-th class, then its error E under cross-entropy is given by
The error E for a single pattern depends on the outputs and targets for that pattern; typical error functions are mean squared error and cross-entropy. Details are given by Buntine and Weigend BW91] and by Rumelhart et al. RDGC93] . For many uses mentioned in the introduction we are interested in second derivatives for the sum (or average) error over the entire training set (the so-called \batch mode"), or at least a reasonable sized subset. Di erentiation distributes over summation, so to calculate the derivatives of the total training set error we can calculate the derivatives of single patterns, and sum afterwards. We are thus primarily interested in @ 2 E @w m;i @w n;j for the error E of a single pattern. 4 A simple example is a spherically symmetric Gaussian radial basis function for unit n centered around w n;k , un / exp The parameter n describes the width (or standard-deviation) of the Gaussian and can be interpreted as the radius of the hyperspherical receptive eld of the hidden unit in the d-dimensional input space. For accounting purposes, it can also be treated as a generalized \bias" term, n = w n;0 . In this simple formula we assume spherical symmetry ( n is a scalar). This case is discussed further in Weigend et al. WHR90] . 5 The sigmoid is a composition of two operators: an a ne mapping giving vn, followed by a nonlinear transformation fn. First, the inputs into a hidden unit h are linearly combined, and an o set or bias w n;0 is added. The sum is the network-input vn, vn = X k w n;0 + w n;k x k = w n;0 +w N ũ :
Interpreting this equation, the unit n only reponds town ũ, i.e., the projection of the vectorũ onto the weight vectorwn = (w h1 ;w h2 ; :::;w hd ). Changes in the input that are orthogonal to the direction of the weight vector have no e ect on the activation of the hidden unit. The \equi-activation surfaces" (on which a hidden unit's activation is constant) are hyperplanes orthogonal to the direction ofw h . The second step can be viewed as \piping" vn through a nonlinear activation function such as a sigmoid (or its symmetric version, a hyperbolic tangent) whose activation is given by un = fn(vn) = 1 1 + e ?avn = 1 2 1 + tanh a 2 vn : The sigmoid performs a smooth mapping (?1; +1) ! (0;1). The gain a can be absorbed into weights and biases without loss of generality and is set to unity.
The idea in the calculation of these second derivatives is the following: we need to arrive at global derivatives, but we want to obtain them by only using local derivatives (which are easily computed) and propagated local information. This is re ected in the notation: We treat the local derivatives of the activation functions (derivatives calculated from information local to the unit and its input activations) as \primitive components" in the calculation: rather than represent these as partial derivatives like @u n =@u k or @u n =@w n;k , we write u k n and u (k) n , respectively. Similarly, the slope of the activation function, @u n =@v n will be denoted by u 0 n . Now v n and w n;k are local information to the unit n so u (k) n := @u n @w n;k u 0 n := @u n @v n However, in general u k n 6 = @u n @u k ; because u k is non-local information. When some connections skip layers, the local derivative on the left hand-side and the global derivative on the right hand-side can di er. When k has only indirect connections to n, then the left hand-side will be zero but the right hand-side may be non-zero. So the distinction between the two forms must be maintained. Examples and the explicit formulae for r-type and s-type activations below will make this clearer. Werbos, McAvoy and Su WMS92] use the notion of an ordered derivative to maintain the same distinction 6 . Notice that the superscript k represents partial di erentiation w.r.t. the activation u k , the superscript (k) represents partial di erentiation w.r.t. the weight w n;k , and the prime denotes partial di erentiation w.r.t. the input sum v n . The same spirit applies to shorthands such as u k;l n , u (k);l n etc., and to the derivatives of the error function E. For instance, E l;k denotes the local partial derivative of the error E w.r.t. the output activations u k and u l which occur directly in E.
For instance, suppose the activation functions in . Locally, u 7 only e ects u 2 through the weight w 2;7 , but globally it also e ects it indirectly through u 4 and u 5 as well. Hence the global and local derivatives can di er. Also, by de nition u k n = u (k) n = u k;l n = u (k);l n = 0 whenever unit k does not directly connect to unit n in the network, implying u n n = 0, etc. Likewise, E m is zero if the activation u m does not appear directly in E. For instance, suppose the energy function E is a direct function of the three network outputs in Figure 1 . Then E 7 = 0, but @E=@u 7 might be non-zero because E 1 might be non-zero and u 1 is indirectly e ected by u 7 .
For the r-type activation functions, the local derivatives are:
n for k 6 = 0 ; u k;l n = u 00 n v k n v l n + k;l u 0 n v k;k n = u 00 n u 0 n u 0 n u k n u l n + k;l u 0 n v k;k n ; u k;(l) n = u 00 n u 0 n u 0 n u k n u (l) n + k;l u 0 n v k;(k) n for l 6 = 0 ;
etc., where k;l is the usual delta function (zero unless k = l). For s-type activation functions, the local derivatives are: u k n = u 0 n w n;k ; u (k) n = u 0 n u k ; u k;l n = u 00 n w n;k w n;l ; u (k);l n = u 00 n u k w n;l : With the superscript notation for local derivatives of activation functions and error, we can express backward propagation of rst derivatives with the following two Equations 4 and 5, and forward propagation with Equation 6. These equations apply to arbitrary networks in the form of directed acyclic graphs, including the case where connections skip layers, @u n @u l = n;l + X k u l k @u n @u k (activation backward propagation) :
The factor u l k implies that the sum is only over those units k that l connects forward to. The term n;l is usually not given in most formulations because it is implicity assumed that n 6 = l.
This equation is the chain rule of the backward pass in backpropagation. We propagate the partial derivatives of u n backwards in the network starting at u n and fanning backwards to the input units. 
This equation is used to calculate partial derivatives of arbitrary activations w.r.t. the particular activation u m . We propagate the derivatives w.r.t. u m forwards in the network starting at units u l that u m directly connects forward to. For a particular m we repeatedly apply the equation to units l in an order consistent with the network. The purpose of this section was to introduce the notation and to express the rst-order backpropagation equations in this notation. We now turn to second-order derivatives.
Exact calculations
In this section, we present an exact algorithm for calculating second derivatives of the error for a single pattern. As mentioned in the previous section, we might later sum these over patterns in a training set. We rst give the general basic theorem. We then simplify it for the two cases of r-type and s-type units. The theorem is mainly included for logical completeness, and can be skipped by most readers. We close this section with a procedural interpretation.
When reading the theorem and the two corollaries, bear in mind that the partial derivatives represented with the \@" sign will have to be calculated using forward or backward propagation passes through the network, whereas implicit partial derivatives in the form E l or u m;(k) l , as described previously, are available directly from information local to each unit. Also, please note that the summations use the convention described at the end of the last section, for instance, described for Equation (4). Due to E m;l the rst term in Equation (7) sums over output units l appearing directly in E. Likewise, due to u m l the second term sums over activation units l that m connects to.
Basic theory
If we assume nothing about the form of the activation functions, we can apply the chain rule to obtain a general form of the second derivative. While we do not advocate applying this directly, we use it to derive exact algorithms for the r-type and s-type cases introduced in Equation 1.
Theorem 1 Assume a neural network framework as set up previously with arbitrary acyclic connections and activation functions, and with E a function of activations. Equations (7) and (8) assume there is no sequence of connections from m to n (i.e. u n is not a partial function of u m ) although m and n may be equal with respect to w n;j . Notice the nal summation in Equation (8) is only present if there is a sequence of connections from unit n to unit m. 2 Equation (7) represents a recursive formula for calculating second derivatives of the error function with respect to the activation functions. For xed n, the recursion starts with m at the output of the network and works its way down while m has no connections to n. These second derivatives are a function of rst derivatives in the network and the second derivatives from connected units. In general these can be calculated in backward and forward propagation passes, which we describe below. Equation (8) uses the results of Equation (7) to calculate second derivatives with respect to weights.
Assumptions on the form of the activation (r-type or s-type) can simplify these equations. The main simpli cation comes about because for both r-type and s-type units, u k;m l = 0 whenever k 6 = m. This reduces computation by a factor equal to the network fan-in (maximum number of units connecting forward into a unit). In the corollary, we use the same summation conventions as just described, so the rst sum in Equation (12) is over units l that m connects forward to, and the second sum is over output units l. Similarly, the rst sum in Equation (10) is over output units l and k, and the second sum is over any unit l that both m and n connect forward to directly or indirectly (typically, later in the network).
Corollary 1 (r-type) Assume that for every unit activation input is r-type. Consider how the above second derivatives evaluate. Equation (9) 
Rearranging and substituting both second derivatives in Equation (7) yields Equation (12) Second, we can prove by induction from Equation (7) Manipulation of this and Equation (14) yields Equation (10). Substituting in Equation (14) into Equation (9), and cancelling terms almost gives us Equation (8). Equivalence of Equations (9) and (8) Initialization of the recursion for Equation (12) (the \base case") occurs when unit m is an output unit which does not connect further to other units. For this the second term in Equation (12) vanishes, so no recursion exists. Also the third term E m;l = 0 if m is not an output unit. For most error functions the third term is easy to compute since for many error functions E m;l = 0 for m 6 = l.
For cross entropy error, or when using the Softmax units at the output as in Equation (3), the third term requires summation over output units l. Second derivatives are therefore only expensive to calculate exactly if both weights are at hidden units.
If one unit is in the nal hidden layer (immediately before the output layer), then Equation (10) can be used directly instead of Equation (12). In this case the sums in Equation (10) are over the output units so can be computed directly. This sum may be faster than the recursion if the calculation is done in parallel with that of the output units.
Notice 
where @ 2 E=@v m @v n is calculated as before using Equation (12) or (10).
Algorithms
The algorithm below applies to both the r-type and s-type activation functions. Each individual step can be parallelized at the unit level. The algorithm for the general case is similar, except we drop
Step 2 and the corresponding equations from the theorem are used instead of the simpli cations.
1. Run standard backpropagation to compute the partial derivatives @E=@u n .
2. Thus compute G m and store this local to each unit. This will be constant time for each s-type unit, and require time proportional to the fan-out (number of units that the unit connects to) for each r-type unit.
3. For each unit n calculate @ 2 E=@w m;i @w n;j for units m after n in some order consistent with the network. This will require storage local to each unit m of three values.
(a) Calculate derivatives @u m =@u n for each unit m after n in the chosen order consistent with the network. Start at units that receive activation from unit n and propagate forward using Equation (6). For units m that do not have a connection from n directly or indirectly, @u m =@u n = 0. If unit n connects forward to no other units (i.e. is an output) then this step need not be done. Otherwise, this step takes approximately one forward propagation cycle. (b) Backward propagate starting from the output units to calculate @ 2 E=@w m;i @w n;j for each unit m after n using Equation (12). (Alternatively, if there is at most 1 hidden layer, calculate using Equation (10) To derive the necessary components, this calculation requires approximately2h+2 back/forwardpropagation passes, where h is the number of hidden units in the network. The nal calculation of second derivatives w.r.t. the weights is unavoidably of the order of jwj 2 , for w the number of weights in the network, since that is the size of the Hessian. This is the dominant term in the calculation.
Notice that for the special case where we only use the block diagonals, for instance, as assumed by El-Jaroudi and Makhoul EJM90], @ 2 E=@w m;i =@w n;j for n = m, of a network, Equation (10) should be used. Thus Equation (10) replaces Equation (12) in Step 3(b) and the calculation is only done for the unit m = n. Likewise for Step 3(c).
Approximations

Ignoring terms
If we have a layered network with no connections spanning multiple layers, and we assume units m and n are at the same level, then from Equation (7) These can be computed with one backpropagation pass, so calculation is e cient LDS90]. MacKay, however, found the method inaccurate for his purposes Mac92] and instead dropped the rst term from Equation (12) He reports this is inaccurate when approximating the determinant of the matrix of second derivatives, or looking at individual second derivatives, but seems ne when approximating the trace of the matrix. This approximation, ignoring the second derivatives, corresponds to the LevenbergMarquardt approximation in non-linear least squares PFTV86, Section 14.4]. Clearly, better approximations terms are available that ignore a few less terms.
Scoring
A second form of approximation exists if the network error function being minimized corresponds to the negative logarithm of the likelihood of the training sample, as is often the case when using mean-square error or cross-entropy error functions BW91, BW87 
Notice this only requires calculation of the rst derivatives of the error. The approximation step from line 2 to 3 is justi ed because at a local maxima the two sides are approximately equal on the assumption that the weights w are approximately correct (which they may well not be) and the sample size D is large. This follows from the probabilistic identity Z @ logp(zj ) operations where jwj is the number of weights. Clearly, if the number of weights is much larger than the number of patterns, then it would be more e cient to calculate the inverse once at the end using standard matrix inversion methods. However, networks are sometimes trained with many more weights than input patterns.
Numerical di erentiation
A third more exact approximation of second derivatives can be done by numerical di erentiation of the rst derivatives, which in turn can be calculated using standard backpropagation with Equation (5). MacKay has done this by numerical di erentiation of the derivatives w.r.t. the for some small value 4u n . The rst derivative on the right hand side is made by forcing u n = u n + 4u n in the calculation. The corresponding formula can be applied to compute second derivatives w.r.t. v m and v n instead of u m and u n . The second derivatives can then be found using Equation (8) in the general case, or Equations (9) and (15). Of course, additional rst derivatives @u m =@u n and @u i =@u n are required and can be got in approximately h backpropagation passes. A similar method is suggested by Becker and Le Cun BL88]. This approximation is therefore of the same computational order as the exact calculations described previously, but requires little additional algorithm overhead other than the backpropagation algorithm.
Moller and Pearlmutter have applied this numerical approach to calculate the second derivatives along a particular arc Mo93b, Pea93] in 2 backpropagation passes. Let v be a column vector in weight space expressing a direction of interest, and let 4 be some small value. backward propagation passes if di erentiation is done for weights. This, however, may require experimentation in setting the right 4. The scoring approximation is the simplest because all that is required is one backward propagation pass. However, it is really only justi ed when the network is at the global minimum of the batch error.
A block diagonal approximation can be made to the Hessian, where weights at di erent nodes are assumed to have no interaction in the Hessian. The Hessian then consists of a number of blocks, one for each node. Simpli cations of each of the above methods could easily be developed.
Finally, the product of the Hessian by a vector, as required in some indirect second-order training methods, can be calculated either exactly or by numerical di erentiation.
