. Our nonlinear term g + h may be singular at y = 0.
INTRODUCTION
This paper discusses the existence of one (or indeed more) solutions to singular integral equations of the form
y(t) = O(t) + k(t, s)[g(y(s)) + h(y(s))] ds,
for t ~ [0, 1]; (1.1)
here our nonlinearity g + h may be singular at y = 0. In [1] , we established the existence of one nonnegative solution to (1.1) using the Leray-Schauder alternative. However, in [1] , we had to assume a rather strong lower-growth type assumption, namely that we need to assume usually that A > 0. The case A --0 was not discussed in [1] , and this is the situation that occurs most frequently in applications (for example, in fluid dynamics [2, 3] ). In this paper, we present results for the case A = 0 (in particular, we will remove assumption (1.2) and replace it with a concavity type assumption). To do so, we will use Krasnoselski's fixed-point theorem in a cone. This paper has two main sections. Section 2 presents results for singular problems, whereas Section 3 discusses nonsingular problems. For the remainder of this section, we present some results from the literature which will be needed in Sections 2 and 3. First we state Krasnoselski's fixed-point theorem in a cone. 
Y-s'
The following result is easy to prove and is well known. 
That is, t y(t) >_ ~y(to) = T(t, to) [Y[o >--t(1 --t)iylo.
A similar argument establishes the result if to < t < 1. |
SINGULAR PROBLEMS
In this section, we are interested in proving the existence of one (or more) nonnegative solutions to the nonlinear integral equation 
t) = 1 + O(t) + f~ k(t, s)[g*(y(s)) + h(y(s))] ds is concave on
Then ( 
y(t) = I + O(t) + k(t, s)[g(y(s)) + h(y(s))] ds

y(t) = --ml + 0(t) + fo k(t,s)[g*(y(s)) + h(y(s))] ds,
~01 Ay(t) = 1+8(t)+ k(t,s)[g*(y(s))+h(y(s)
)
g*(y(t)) + h(y(t)) < g(y(t)) + h(y(t)),
for t E (0, 1), since g is nonincreasing on (0, c~). Now for t E [0, 1], we have, using (2.4) and (2.5),
/o' 
s)[g(y(s)) + h(y(s))] ds fo 1 { h(y(s)) }g(y(s))ds = e + I01o + k(t, s) 1 + g(y(s)------~ < e + lOto + 1+ -~ k(t,s)g(s(1-s)r)ds
{ /o < e + I01o + 1 + g(r) J Kog(r) k(t, s)g(s(1 -s)) ds
(t) > t(1 -t)lylo > t(1 -t)R for t E [0, 1]. In addition, for s E [a, 1 -a], we have g*(y(s)) + h(y(s)) = g(y(s)) + h(y(s))
Now with a as defined in (2.11), we have, using (2.19) and (2.11), ~a 1-a 
Ay(cr) > O(a) + k(a, s)[g*(y(s)) + h(y(s))] ds O(a) + f l-a { h(y(s)) } ds = ~a k(a,s)g(y(s)) l+g(y(s)------~ { h(a(1-a)R)}fal-a > O(a) +g(n) 1 + g(a(1 a)R) k(a,s) ds
ym(t) = 1 +O(t)+ k(t,s)[g(ym(s))+h(ym(S))] ds,
forte [0, 1]. (2.23) m Also
h(R) ~ k(t, s)g(s(1 -s)r). k(t, s) [g(ym(S)) + h(ym(s))] <_ 1 + g-~ j
Next notice for t, x E [0, 1] that
lym(t)-ym(s)l<lt?(t ) O(x)l+Kog(r ) l+q-~
Ik(t,s)-k(x,s)ig(s(1-s))ds <Kog(r){l+h(R)~ -kx(s),Pds
This together with (2.9) immediately guarantees that (2.22) It is easy to use Theorem 2.1 and Remark 2.2 to obtain the existence of multiple solutions to (2.1). For completeness, we next present a result which guarantees the existence of two solutions. 1 -a) 
(t) = oC t) + ki t, s)[g(y(s)) + h(y(s))] ds.
ng(a(1 -a)L) < 1. (2.25) [g(L)g(a(1 -a)L) + g(L)h(a(1 -a)L)] f:-a k(T, s) ds + O(~-)g(a(
Fray(t) = _1 + k(t, s) [g*(y(s)) + h(y(s))] ds. m
It is easy to check that Thus, there exists R > 1 so that (2.11) holds for any a E (0, 1 
NONSINGULAR PROBLEMS
This section discusses nonsingular integral equations of Fredholm type (i.e., (2.1) with g = 0). In particular, we discuss 
