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We develop a generalized framework based on a Green’s function formalism to calculate the efficiency of multiexciton gen-
eration in nanocrystal quantum dots. The direct/indirect absorption and coherent/incoherent impact ionization mechanisms, 
often used to describe multiexciton generation in nanocrystals, are reviewed and rederived from the unified theory as certain 
approximations. In addition, two new limits are described systematically - the weak Coulomb coupling limit and the semi-
wide band limit. We show that the description of multiexciton generation in nanocrystals can be described as incoherent 
process and we discuss the scaling of multiexciton generation with respect to the photon energy and nanocrystal size. Illustra-
tions are given for three prototype systems: CdSe, InAs and silicon quantum dots.  
I. INTRODUCTION 
The development of efficient and cheap devices that utilize 
solar energy is one of the grand challenges in modern science 
(1). In recent years, much attention has been given to the de-
velopment of light-harvesting devices based on nanostruc-
tured thin-film materials(2-5). These materials offer the 
promise of low cost, small dimensions, light weight, and effi-
ciencies up to the Shockley-Queisser (SQ) limit of 31% for 
single junction devices (6).  
While reaching the SQ limit still remains a challenge for thin 
film nanostructured technology, there exist several concepts 
that hold the potential to move efficiencies beyond the SQ 
limit, to as much as 66% (7,8).  One approach, which will be 
covered in the present work, is based on the generation of 
multiple pairs of charge carriers from a single absorption 
event. This process has been referred to as “Multiexciton 
Generation” (MEG) which can lead to “Carriers Multiplica-
tion” (CM) (7).   
The key idea behind the generation of multiexciton upon the 
absorption of one photon is sketched in Figure 1: for the spe-
cial case of generating a biexciton.  The absorbed photon 
creates an exciton composed of two charge carriers: A nega-
tive electron and a positive hole, each having an effective 
mass depending on the band structure of the nanomaterial. 
The exciton can either decay, typically by phonon emission, 
to the band edge with a timescale of 1  (  is also the im-
aginary part of the phonon self energy, see below) (9).  The 
competing process, which is the one of interest in the present 
work, is the transformation of the excitonic state into a reso-
nant biexcitonic state with a timescale 1
S
  (
S
  is also the 
imaginary part of the biexciton self-energy, see below).  This 
biexcitonic state can further decay to the biexcitonic band 
edge with a timescale 1  assumed to be independent of the 
number of charge carriers. The decay of the exciton/biexciton 
from the corresponding band edge occurs on much longer 
timescales and is not described here (10).  
In this picture, MEG will become efficient and may lead to 
CM when the timescale 1
S
 is significantly shorter than the 
timescale 1
 
associated with the relaxation of the initial 
exciton by other means.  Furthermore, MEG can only occur 
at energies for which the initial excitation is at least twice 
above the material’s band gap, 
g
E  to meet energy conserva-
tion. If excitation at energies twice above the band gap will 
result in 100% conversion to the biexcitonic state, then in 
principle, the energy efficiency of solar cell utilizing this 
process can exceed the SQ limit and reach values of 45% 
(11).  Thus, materials which exhibit large CM efficiencies 
require that  1 1
S
     for all exciton energies above 
2
g
E . 
 
Figure 1: A sketch of the mechanism for biexciton generation in nanostruc-
tures. After absorption of a photon at time 0t  an exciton is formed. This 
exciton can decay to the band edge with a timescale of 1  typical to 
phonon emission or relax/transform to a resonant biexcitonic state within a 
typical timescale 1
S
 , which can then relax to the biexciton band edge on 
timescales similar to 1 . In the present example, the excited hole h  
decays to a positive three-particle entity called a positive trion T  . 
The MEG phenomenon is known to occur in bulk semicon-
ductors and has been studied for nearly 50 years (12). Strict 
selection rules and other competing processes in the bulk 
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allow generation of multiexcitons at energies of 
g
n E  
where 
g
E  is the band gap and 3n  , however, truly effi-
cient MEG is observed only for 5n   (13,14). In semicon-
ducting nanocrystals (NCs) it was suggested that quantum 
confinement effects are important (7), enlarging Coulomb 
coupling and enabling a “phonon bottleneck” phenomenon 
that reduces the rates of electronic excitation decay. This en-
gendered the concept that MEG in NCs may be efficient at 
lower values of n  (typically 2 to 3) (7). Indeed, MEG in se-
miconducting NCs has been reported recently for several sys-
tems (8,15-23), showing that the threshold is size and band-
gap independent (16,17,22,23).  However, more recent stu-
dies have questioned the efficiency of MEG in semiconduct-
ing NCs, in particular for CdSe (24) and InAs (25).  
This controversy calls for theoretical assessment of the 
processes of MEG in nanostructures. In recent years several 
different theoretical treatments have been proposed (8,26-34) 
to address the efficiency of MEG in NCs. These can be clas-
sified to two groups: (a) Direct/Indirect absorption into the 
biexcitonic manifold (8,31) and (b) coherent/incoherent im-
pact excitation (26-31,34,35). The purpose of the present re-
view is to present a unified theory to calculate the efficiency 
of MEG and to derive the former approaches as approxima-
tions to the unified framework.  We will argue that one ap-
proach based on the concept of incoherent impact excitation 
is the most suitable for MEG in semiconducting NCs.  Our 
calculations support recent experiments on various systems 
reporting low efficiencies of 20% at exciton energies near
 
(24,25,34,36,37). 
II. THEORY 
Several different theoretical approaches have been suggested 
to describe MEG in semiconducting NCs. They can be classi-
fied to direct/indirect absorption (8,31) and cohe-
rent/incoherent impact ionization (26-31,34,35).  In this sec-
tion we will derive a unified theoretical approach to MEG 
based on the Green’s function formalism and show how the 
different treatments emerge as approximations to the pro-
posed framework. Within the unified approach, we will com-
pute the total number of excitons generated when photon is 
absorbed as 
         
2
S B
ex
S B
r r
n
r r
 

 



 (1.1) 
where  Sr   is the rate of photon absorption into a single 
exciton manifold ,  Br   is the rate of photon absorption into 
a biexciton manifold, and      S Br r r     is the total 
photon absorption rate. We now present the theory for the 
photon absorption rate. Explicit expressions for  Sr   and 
 Br   will be considered when discussing various approxi-
mations to equation (1.1).  
A. Green’s function approach to MEG 
We first describe the electronic structure of the NC in terms 
of the exciton Hilbert space. In this space, let 0  be the 
“Hartree-Fock” (HF) ground state, described as a Slater-
determinant wavefunction. The single exciton states are: 
† 0a
i a i
S a a    where ia  (
†
a
a  ) are annihilation (creation) 
operators for electron with spin ,   and single particle 
states i (a ). In this notation, the biexciton states are 
 † † 0c b
j k b c j k
B a a a a      

   . In what follows indices , , , ,i j k l  
are occupied (hole) state indices, , , ,a b c d  unoccupied states 
(electron) and , , ,r s t u are general indices.  
One can partition the electronic Hamiltonian as follows: 
 
0
sin
ph
H H H t      (1.2) 
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 (1.3) 
 is the unperturbed Hamiltonian with 
0
E  the HF ground-state 
energy, 
S
H  (
B
H ) the block-matrix containing matrix ele-
ments between singly excited (doubly excited) Slater wave 
functions. 
0B
W  is the block matrix describing the coupling 
elements of the HF ground state to the biexciton space, which 
will be neglected in the subsequent developments. There is no 
coupling of the HF ground state to single excitons (
0
0
S
W 
). 
SB
W  is the matrix block describing the coupling between 
the excitons and biexcitons with the following non-zero ma-
trix elements: 
   
   
.
a b c
i k j ac jikb kijb ab kijc jikc
ij kcab ackb ki acjb jcab
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a b c
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 (1.4) 
The single exciton matrix 
S
H includes diagonal terms given 
by 
S a i
E     (
i
  is the single particle energy level) and 
off-diagonal terms given by: 
i j
a b jbai abji
i j
a b jbai
S W S V V
S W S V
 
 
 
 
 

   
(1.5) 
In the above equations the Coulomb matrix elements are: 
( ) ( ) ( ) ( )3 3 trsut r s uV d rd r ψ ψ ψ ψ′ ′ ′ ′=  −  ∫∫ r r r r r r , (1.6) 
  is the dielectric constant of the NC estimated from Ref. 
3
g
E
3 
(38) for CdSe, Ref. (39) for InAs, and Ref. (40) for silicon. 
r
  is the single electron wave function with energy
r
 . From 
the above expressions, we find that an exciton a
i
S  can only 
couple to biexcitons bc
ij
B  or ab
jk
B . In the first case the electron 
a  decays into a negative trion bc
j
T  and in the second the hole 
i  decays to a positive trion b
jk
T  (27,30). Similar expressions 
hold for an exciton with spin down.  
The dipole in Eq. (1.2) is given by the block matrix (indexed 
in a similar manner as 
0
H ): 
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 (1.7) 
and sin t
 
is the time-dependent electric field representing 
the interaction with the laser. 
ph
H  in Eq. (1.2) represents the 
phonon Hamiltonian and its coupling to the electronic de-
grees of freedom. Phonons will be incorporated phenomeno-
logically below and 
ph
H  is not given explicitly.   
To describe the process of MEG one must solve the dynamics 
generated by the above time-dependent Hamiltonian and cal-
culate the projection onto the biexciton subspace. In practice, 
this is impossible due to the complexity of the many-body 
quantum dynamics. However, the electric field used in the 
relevant experiments is weak and a lowest order perturbative 
treatment with respect to the electric field is appropriate. The 
rate of photon absorption is given by the well-known golden 
rule formula assuming that at 0t  the system is in the 
ground HF state: 
    2 02 0 0 ,Im G Er      

  (1.8) 
where     10 ( )e phG E E H E

    is the Green’s func-
tion of the unperturbed Hamiltonian and ( ) / 2
e ph
E i    
is the phonon self-energy taken in the wide band limit (41), 
i.e., the real part of ( )
e ph
E is negligible and the imaginary 
part is assumed to be a constant independent of energy. It 
represents the broadening of electronic states due to the 
coupling to phonons.  
It is evident from Eq. (1.7) that the dipole operator couples 
the ground state only to the single exciton manifold. There-
fore, the rate of photon absorption can be expressed as fol-
lows: 
     2 0 0 02 Tr ,S S S SIr m G E     

  (1.9) 
where 
    
1
2S
S SB
G E
E H E i 

  
 (1.10) 
is the single exciton block of  G E  given in terms of the 
single exciton Hamiltonian 
S
H  and the self energy 
representing the coupling to the biexcitonic manifold: 
      1 ,SB SB B BSE W E H i W

     (1.11) 
where   is a positive infinitesimal number. The self energy is 
a matrix within the single exciton space.   
Eqs. (1.9)-(1.11) provide a framework to compute the rate of 
absorption with the essential approximations being the per-
turbative treatment of the electric field, the wide band limit 
used to describe the coupling to phonons, and neglecting the 
contribution of  triple excitonic states and higher to the single 
exciton self-energy. The density matrix formalism developed 
by Efros and coworkers (27) provides an alternative descrip-
tion within the same level of approximations. However, in the 
applications reported in Ref. (27) only several excitonic and 
biexcitonic states where included in the formulation, while 
the present approach accounts for all single- and bi-excitonic 
states. As will become clear below, the inclusion of the entire 
manifold of states is important, as was discussed recently in 
Ref. (33). In what follows, we will use Eqs. (1.9)-(1.11) as a 
starting point to derive different working approximations 
often used to express the efficiency of MEG in nanostruc-
tures. 
B. Weak Coulomb coupling limit 
If the Coulomb coupling is treated within perturbation theory, 
the Green’s function in Eq. (1.10) can be approximated by: 
 
     
(2)
,
(0) (0) (0)
, ,
,
( )
S
S SB B BS S
S
G E
G E W G E W G
G
E
E 
 
 
 
(1.12) 
where    (0) ),
1
(0 2
S S
E H iG E 

    is the zero order 
Green’s function of the single exciton Hamiltonian including 
the phonon self energy and (0)
S
H  is the diagonal part of 
S
H . 
         (2) (0) (0) (0), , , ,1 1S S S S S SG E G E W G E W G E       is the 
Green’s function of the single exciton Hamiltonian including 
the phonon self energy to second order in the Coulomb coupl-
ing, which is perturbative result of the Bethe-Salpeter treat-
ment.  (0) (0)
1
B
B
G E
E H i

 
 is the zero order Green’s 
function of the biexciton, where (0)
B
H  is the diagonal part of 
B
H  with terms 
c j b kB
E       . 
The rate of absorption becomes a sum of two terms, 
     S Br r r    , where: 
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To lowest order in the Coulomb coupling the rate  Br   can 
also be written as: 
    
2
02
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2
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B
F E
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where 
   0
2
.S SB
S
B
S
W
E E i
F E



  (1.15) 
C. Indirect absorption limit 
Eq. (1.13) is the rigorous limit of the current approach to 
second order in the Coulomb coupling. To establish a connec-
tion with the indirect absorption approach (8), several addi-
tional approximations need to be introduced.  As will become 
apparent shortly, these additional approximations are well 
defined but not always justified. The first approximation ig-
nores the role of phonons, implying that one has to take the 
limit 0  . Thus,  BF E in Eq. (1.15) can be written as: 
   0 0S SB S SB S
S
B
S S
F
W
W E E
E
E i
E

    
    (1.16) 
The second approximation assumes that the imaginary part of 
 BF E
 
is negligible, consistent with the picture of virtual 
single-exciton states (8). After some simple algebra, one ar-
rives at the expression for  Br  : 
   
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(1.17) 
which is the indirect absorption expression derived by Kli-
mov and coworkers (8). In practice, one also has to replace 
 (2), 0SG E    in Eq. (1.13) by its zeroth order limit
 (0), 0SG E   , leading to: 
   22 0 02 s
S
S S
r E E
      

 .  (1.18) 
The above equations are based on two major assumptions in 
addition to the weak coupling limit. The first ignores the role 
of phonons.  The second assumes that direct absorption into 
the single exciton manifold is negligible and thus the imagi-
nary part of the  BF E  is neglected. Both seem to be unjusti-
fied from a physical point of view. In fact, when 
B S
E E
Eq. (1.17) diverges as a result of the fact that boarding of the 
levels due to electron-phonon coupling and due to electron-
electron coupling are ignored. This results in an infinite rate 
of absorption into the biexcitonic states leading to unphysical 
estimation of the MEG efficiency. 
D. Semi wide band approximation 
The semi wide band limit is an approximation developed for 
practical reasons. It is quite difficult to obtain a full solution 
to Eqs. (1.9)-(1.11). A significant simplification can be 
achieved if one assumes that 
'
( ) '
2SB S S S
i
S E S      is 
purely imaginary diagonal matrix with elements given by:  
 22S SB B
B
W E E        (1.19)
This expression can be derived from Eq.(1.11), where we 
have neglected the Coulomb couplings between biexcitons. In 
principle, these couplings can be included, but for practical 
reasons are ignored. Further neglecting the Coulomb coupling 
between excitons, i.e. replacing  0
SS
H H  in Eqs. (1.9) and 
(1.10), the rate of photon absorption is then given by: 
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(1.20) 
This allows for a natural definition of the photon absorption 
rates into single- and bi-excitonic states as follows: 
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the number of excitons generated is then given by (Eq. (1.1)): 
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(1.22) 
The above expression satisfies the limits  
0
lim 2
ex
n



  and
 
0
lim 1
S
ex
n 
 
 . It provides a convenient framework to cal-
culate the efficiency of multiexciton generation beyond the 
perturbative treatment in the Coulomb coupling and it incor-
porates phonon effects on equal footing.  Furthermore, Eq. 
(1.22) resembled the master equation result based on the per-
turbative treatment of incoherent impact ionization developed 
by us (30). In subsequent section we show numerically that 
the two approaches are, indeed, in excellent agreement. 
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III. RESULTS AND DISCUSSION 
A. Density of single- and bi- exciton states 
The calculation of the MEG efficiencies as defined in section 
 II, by solving directly Eqs. (1.9)-(1.11) or by referring to one 
of the approximations, e.g., weak coupling limit, indirect ab-
sorption, and semi wide band limit, requires as input the 
screened Coulomb matrix elements between single and biex-
citonic states 
SB
W . In some cases these Coulomb matrix ele-
ments between single excitonic states
S
W  is also required.  
Therefore, one has to specify a framework which provides an 
accurate account of the electronic structure of the NC. The 
approach we adopt here is based on an atomistic semiempiri-
cal pseudopotential method that captures realistically the den-
sity of electronic states and provides a convenient framework 
to calculate the Coulomb matrix elements even at energies 
high above the band gap (42,43). This approach allows us to 
study the effect of NCs size (up to a diameter of ~3 nm and 
~2000 electrons), photon energy (up to 3
g
E ) and composi-
tion. The local screened pseudopotentials used in the results 
shown here were fitted to reproduce the experimental bulk 
band-gap and effective masses for CdSe (43),  InAs (39), and 
silicon (44,45) neglecting spin orbit coupling (46). Further-
more, ligand potentials or hydrogen atoms (44,45) were used 
to represent the passivation layer (43). The resulting single-
particle Schrödinger equation was solved in real space by the 
filter-diagonalization (FD) technique (47,48). FD allows con-
struction of an eigensubspace of all energy levels up to 2
g
E
above the conduction band minimum (in principle, FD can be 
used to extract the energy level to any desired energy, but in 
practice for large NCs this is computational too demanding). 
From the FD solution, the density of states (DOS) was calcu-
lated by energy binning. As a check on the FD we also em-
ployed an alternative Monte Carlo method (49) which com-
putes directly the DOS as   11 ImTr E H i          (for 
the results shown, 0.1eV  ). Using binning or self convo-
lutions of the DOS, the exciton (DOSX) and biexciton 
(DOSXX) density of states (26) can be determined and are 
shown in Figure 2.  
There are several features of DOSX and DOSXX which are 
turn out to play a major role in the process of MEG. The exci-
tonic threshold occurs by definition at 
g
E E . The two me-
thods of calculating the DOSX agree well, indicating that the 
FD method is well converged and all states are generated 
within the energy window up to 2
g
E
 
above the conduction 
band minimum. This is required in order to obtain converged 
results for the Coulomb matrix elements. The biexcitonic 
threshold is 2
g
E . For higher energies the DOSXX grows 
with energy at a considerably faster rate than the DOSX  (26), 
overtaking it at scaled energies which only slightly depend on 
the size and composition of the NC (between 2.3 and 2.5 
g
E ). 
The crossover between DOSX and DOSXX and the magni-
tude of DOSXX (can approach 6 110 eV ) implies that above 
the crossover energy, the biexcitonic manifold can be consi-
dered as a sink bath (50). Single excitons that decay to a bi-
excitonic manifold will remain there and recurrences are not 
likely to occur (33). 
 
 
Figure 2: The single exciton (DOSX) and biexciton (DOSXX) density of states in various CdSe (left panels), InAs (middle panels), and silicon (right panels) 
NCs. 
B. Efficiency of MEG: the validity of the incoherent ap-
proach  
In  Figure 3 we plot the efficiencies of MEG for three proto-
type NCs: CdSe (II-VI), InAs (III-V) and Silicon (indirect 
band gap material). The details of the calculation will be out-
lined in subsection  III  B. The dashed curves in  Figure 3 are 
the results obtained within the semi wide band limit (cf., Eq. 
(1.22)) and the solid curves are the results of the master equa-
tion approach where the number of excitons at steady states is 
determined by (30): 
   2 SSex
S S
pn  


 

  ,     (1.23) 
where  Sp   is the absorption probability of generating an 
exciton: 
 
2
0
0
2
S
S
S
S
p





.    (1.24) 
S
 and 
0S
 are given by Eq. (1.19) and (1.7), respectively, 
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and 1/ 3ps   is the value used for the phonon self-
energy (51-55), typical of relaxation of the first excitonic 
states by electron-phonon coupling. Using a constant value 
for    is likely to give an upper bound to the MEG efficiency, 
since   increases with exciton energy, an effect not taken 
into account. 
We observe excellent agreement between the master equation 
approach and the semi wide band limit when the density of 
states is high enough, e.g., at high energies or for large NCs. 
This agreement is not surprising given the similarity between 
the final expressions for the efficiencies based on the master 
equations approach (Eqs. (1.23)-(1.24) ) and the semi wide 
band limit (Eq. (1.22)). However, this is not entirely antic-
ipated since the two approaches were derived based a com-
pletely different logic. The semi wide band limit assumes a 
coherent absorption into the biexcitonic manifold while the 
master equation does not.  Furthermore, in the semi wide 
band limit, resonances decay exponentially in time, giving 
rise to a Lorentzian broadening, while in the master equation 
approach we have used a window function to represent re-
sonances within the golden rule formula. Finally, the master 
equation is based on a perturbation treatment in the Coulomb 
coupling while the semi wide band limit includes all orders in 
SB
W . The agreement between the final two expressions indi-
cates that coherent effects are not significant and that for the 
systems discussed herein, the Coulomb coupling is weak. 
In both cases, MEG should become efficient when 
S
   
as is the case for the smallest NCs. For larger NCs the effi-
ciency of MEG decreases significantly in InAs and somewhat 
less so in CdSe and silicon. This is consistent with known 
results for bulk and is in agreement with recent experimental 
results on CdSe (24) and InAs (25) for NCs of diameter
5nmD  .  We find that the efficiency of MEG decreases 
with nanoparticles size at a scaled energy (left panels of  Fig-
ure 3) but increase with size at an absolute energy (right pa-
nels of  Figure 3). As pointed out recently by Nozik and co-
workers, for solar cell applications, the scaled energy is the 
proper representation (11).  Thus, we conclude that MEG 
indeed becomes more efficient for confined systems and in-
creases with decreasing nanocryatlline size.  
The efficiencies of MEG calculated for the different systems 
studied herein are very similar. In this respect InAs shows 
distinct features compared to CdSe and silicon. For large par-
ticles, the efficiency of MEG drops to nearly 0% while for 
CdSe and silicon this is not the case. The behavior of InAs 
can be traced to the fact that it in a very narrow band gap ma-
terial with light electron effective mass. Thus, at energies 
below 3
g
E , probing relatively low absolute energies for in-
creasing NC’s size, the density of single and biexcitonic 
states is quite small and the Coulomb coupling reduces as 
3R (see Figure 5 below), giving rise to small values for S  
and low MEG efficiencies. 
 
 Figure 3: Multiexciton efficiencies calculated for CdSe (lower panels), InAs 
(middle panels) and silicon (upper panels) for several sizes.  Left panels 
show efficiencies in scaled energy while the right panels are in absolute 
energy. Solid curves are the result based on the master equation with the 
rates calculated from Eq. (1.19) and the dashed curves are the results ob-
tained from the semi wide band limit as described in subsection  II.D. Sys-
tems sizes are (from black to magenta): Cd20Se19, Cd68Se69, Cd83Se81, 
Cd151Se147, and Cd232Se251; In19As16, In44As43, In140As141, and In264As249; 
Si35, Si87, Si353, and Si705
C. Scaling of the MEG process 
. 
In Figure 4 we show the values of 
S
 , 
S
W  (effective Cou-
lomb coupling), and 
T
  (trion density of state) for CdSe (left 
panels), InAs (middle plot), and silicon (right plots) at two 
NCs sizes. Each point in the figure represents an exciton 
a
i
S  where the electron has an energy a . The lowest panel 
depicts the density of trion states (DOTS). We only show the 
results for negative trions  a j ccbS bj         . 
This is the density of states that enters Eq. (1.19) when selec-
tion rules (cf., Eq. (1.4)) are applied and the biexciton self-
energy within the semi wide band limit reduces to (30): 
    24 acjb abjc a b c j
cbj
S
V V          
 
(1.25) 
All the results shown in Figure 4 were obtained using a win-
dow representing the  function of width 0.06 eV (results 
were not sensitive to widths above this value, to within a rea-
sonable range).   
There are several important features observed: 
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(a) In CdSe and silicon the DOTS increases at a given 
scaled energy as the size of the NC grows, reaching 
values above 110 states per meV, justifying the inco-
herent treatment based on a master equation ap-
proach. In InAs this behavior is much weaker. At a 
given energy the DOTS of a NC increases with size, 
however, at a scaled energy, since 
g
E  decreases 
with size, the size dependence is weaker. In InAs the 
strong confinement makes 
g
E  highly sensitive to 
size causing a reduced sensitivity of the DOTS as a 
function of the scaled energy. Overall there are few-
er trion states for InAs compared to CdSe and silicon 
because 
g
E  is smaller in the InAs and thus the abso-
lute energy probed is lower. 
(b) In the middle panels we show the effective Coulomb 
matrix element, defined as  2S S TW   . 
The effective couplings are nearly energy indepen-
dent, especially for large exciton densities, with a 
spread that decreases with NC size and spans 1-2 or-
ders of magnitude. NCs of smaller diameter exhibit 
larger coupling elements. However, the coupling is 
not proportional to 1D  as might be expected from a 
naïve analysis. In fact, 
S
W  scale as 3D for CdSe 
and InAs, as also discussed in Ref. (56); for silicon it 
scales with a slightly larger power due to the strong-
er dependence of the dielectric constant on the NC 
diameter. A log-log plots of 
S
W  is shown in Figure 
5. 
(c) The rate of exciton-biexciton transition at a given 
exciton energy spans 4-6 orders of magnitude, de-
pending on the electron’s energy. Since the effective 
Coulomb matrix elements are nearly independent of 
energy, the energy dependence observed for the 
rates reflect the behavior of DOTS. Thus, conclu-
sions regarding the MEG process require the calcu-
lation of the rate for all excitons in a given energy, 
and may not be drawn from a limited arbitrary set. 
We find that due to quantum confinement, smaller 
NCs span a larger range of rates. In addition, smaller 
NCs have smaller DOTS but larger 
S
W . The net ef-
fect of combining the two quantities into the rate re-
sults in a larger rate for smaller NCs at a given 
scaled energy. 
  
Figure 4: Plots of the density of trion states (DOTS, lower panels, red symbols), the average Coulomb coupling (middle panels, blue symbols) and the biexci-
ton self-energy (Eq. (1.19), upper panels, magenta symbols) as a function of the energy of the electron (measured from the vacuum) for the three prototype 
nanocrystals at two system sizes: CdSe (left plot), InAs (middle plot), silicon (right plot).   
IV. SUMMARY 
We have developed a unified approach to the treatment of 
MEG in nanocrystals. Our approach is based on the Green’s 
function formalism, which in principle, leads to an exact de-
scription of MEG. It accounts for the screened Coulomb 
couplings between single- and bi-excitons, and between the 
exciton manifolds themselves. In addition, the formalism 
allows for the description electron-phonon couplings that are 
crucial for a complete description of MEG. Within this for-
malism, the efficiency of MEG is calculated from the rate of 
photon absorption. 
In practice, the solution of the full Green’s function formal-
ism is difficult and several approximations need to be intro-
duced. Common to all treatments, is the assumption that the 
phonon self-energy can be described within the wide band 
limit and the value of its imaginary part is taken from expe-
rimental work. 
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Figure 5:  A log-log plots of the effective Coulomb coupling between single 
excitons and biexcitons as a function of the NC diameter for CdSe (black), 
InAs (red), and silicon (green). 
The weak Coulomb coupling limit provides a solid frame-
work when the matrix elements of W  are small compared to the phonon self-energy. Note that a systematic weak coupling 
treatment requires a consistent treatment of both the coupl-
ings between single- and bi-excitons and between the single 
excitons themselves, but not between the bi-excitons them-
selves (which leads to higher order contributions). From the 
weak coupling limit, we have derived the indirect absorption 
result of Klimov and coworkers (8). This required several 
additional assumptions, i.e., neglecting the direct absorption 
to single exciton states and neglecting the coupling to pho-
nons. Both assumptions seem to be physically unjustified. 
This approach overestimates the efficiency of MEG as a re-
sult of singularities arising from resonances that are not broa-
dened by electron-phonon or electron-electron couplings.  
The second approach is based on the view that the Coulomb 
couplings between single- and bi-excitons are more important 
for describing MEG than those between single- and bi-
excitons. Accordingly, the latter are neglected while the for-
mers are treated to all orders within the semi wide band limit. 
The resulting expression for the photon absorption rate 
enables a natural dissection to the rate of absorption into sin-
gle- and bi-excitons. The results of this approach were com-
pared, theoretically and numerically, to those of previous 
work (30)  which was based on an incoherent master equation 
approach. Excellent agreement between the two approaches 
indicates that MEG can be described as incoherent process. 
We have also discussed the scaling of the MEG with respect 
to the size and composition of the nanocrystals, and with re-
spect to the energy of the absorbed photon.  The efficiency 
increases with energy, as expects, with an onset that is given 
by the crossover between DOSX and DOSXX. The effective 
Coulomb coupling is largely independent of energy, which 
implies that the scaling of the efficiency of MEG comes from 
the change in the density of states. In addition, at a scaled 
energy the efficiency of MEG increases with decreasing NC’s 
size and is largely materials independent. At the NC sizes 
relevant for experiments, theory predicts that MEG efficiency 
is small, on the order of 20% , not sufficient to push the 
efficiency of thin film solar cells way above the SQ limit.  
We would like to conclude with a positive view. Recent ex-
periments by Gabor et al. (57) reported highly efficient gen-
eration of electron-hole pairs in single-walled carbon nano-
tube p-n junction photodiodes. Theoretical analysis of these 
experiments reveals the importance of the diode field along 
with the interplay between phonon emission, field accelera-
tion, and multiexciton generation.(58) These results are en-
couraging and call for further investigation of the MEG in 
confined system. 
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