As the 2000 election so vividly showed, it is Electoral College standings rather than national popular votes that determine who becomes President. But current pre-election polls focus almost exclusively on the popular vote. Here we present a method by which pollsters can achieve both point estimates and margins of error for a presidential candidate's electoral-vote total. We use data from both the 2000 and * Yale School of Management, Box 208200, New Haven, CT 06520-8200. e-mail: 
Introduction
National opinion polls about US presidential races generally focus on candidate standings in the popular vote. But it is the Electoral College where the election is decided and, as the year 2000 reminded us, popular and electoral vote outcomes need not be the same. Thus, the traditional polls are of limited relevance. In this paper, we consider a shift in emphasis in polling to make the Electoral College central to the reported results. We offer evidence that doing so is not intractable and that, indeed, Electoral College polls that use the same sample sizes as national popular vote tallies have a comparable margin of statistical uncertainty. Thus, the opportunity is at hand to link pre-election polls to the system under which the President is actually elected.
The rules of the Electoral College are easy to state. In the College, the number of votes of any state is equal to its number of congressional representatives (two Senators, and one House member from each congressional district.) The District of Columbia gets three Electoral College votes. All of a state's Electoral College votes go to the candidate who wins the popular vote there (with slight exceptions in Maine and Nebraska). There are 538 electoral votes in total, so a candidate needs 270 such votes to win the presidency. The emphasis in this paper is on converting state-by-state polling results into a probability distribution for a candidate's total number of electoral votes.
We start our work in the next section, where we model a candidate's electoral vote distribution given estimates of the probability that (s)he is ahead for each of the 51 states (including D.C.). Then, we discuss how to obtain such state-specific probability estimates, based on "snapshot" polling results from each state and a "gentle" Bayesian prior (Section 3). We go on to illustrate our approach with several examples that use data from the 2000 campaign (Section 4). In Section 5, we consider how setting the goal as estimating electoral vote strength might affect the manner in which polling is conducted. How should a random sample of n voters, for example, be allocated across various states? In exploring this issue with data, we turn to the 1988 presidential election, which comes closer to typifying US presidential contests than other recent elections. In Section 6, we offer a summary and conclusions.
The Probability Distribution of Electoral College Votes
In this section we present a model for the probability distribution of the number of electoral college votes for a given candidate. We will first present the model, and then discuss the merits of the assumptions we have made.
We assume that all of the electoral college votes in a given state are allocated to that candidate who wins the largest number of votes in that state. There are 51 states in the election (corresponding to the 50 actual states plus Washington, DC). We focus on a particular candidate, and let p i denote the probability that this candidate is genuinely ahead now in the popular vote in state i. There are v i electoral college votes at stake in state i. We let the random variable V i denote that actual number of electoral college votes won by the candidate in state i, and note that the probability distribution of V i is given by
We assume that the random variables V i are mutually independent, as we discuss shortly. Now define T k as the total number of electoral college votes received by the candidate when considering states 1 through k. Clearly
The expected value of T k is given by
while on account of the assumed independence of the random variables V i , the variance of T k is equal to
Note that the total number of electoral college votes won by the candidate is equal to T 51 . While the mean and variance of T 51 follow from equations 3-4, we seek the probability distribution of T 51 , for under the rules of the electoral college system,
To obtain the probability distribution of T 51 , we first note that
This permits us to argue recursively that for any state k and any number of electoral college votes t,
for k = 1, 2, ..., 50 and t = 0, 1, ...,
is simply the convolution of the distributions for the independent random variables V k+1 and T k . There are only two ways that the candidate could have received exactly t electoral college votes from the first k + 1 states. Either (s)he lost in state k + 1 but had already received exactly t votes total in states 1 through k, or (s)he won state k +1 and had already received exactly t − v k+1 votes in states 1 through k. Iterating through equation 7 enables us to efficiently obtain the entire probability distribution for T 51 , from which we can employ equation 5
to calculate the probability of winning the presidency.
Some readers might wonder why we concern ourselves with deriving the "exact" probability distribution of electoral college votes via equation 7, for from equation 2 it is clear that we are considering the sum of several (51 to be exact) random variables, so perhaps something close to a normal distribution should be expected to hold in approximation. However, some reflection shows that there is no such guarantee. While the variables V i are independent by assumption, they are by no means identically distributed. Suppose that having considered all states except California, a normal approximation does work well for the distribution of T 50 . However, suppose that the candidate in question also has a 50% chance of winning California's 54 electoral college votes. The final distribution of electoral college votes will then be an equally-weighted mixture of two normals spaced 54 votes apart, a result which is decidedly not well approximated by a single normal curve. As we will demonstrate later in this paper, the example described above is not simply a theoretical curiosity.
As noted, we assume that the random variables V i are mutually inde- 
Modeling the Probability of Winning a State
In this section, we present a model for the probability p i that the candidate wins the popular vote (and hence all v i electoral college votes) in state i. We assume for now that there are only two candidates contesting the election (an assumption we will defend shortly). Since the procedure to be described will apply to all states, we will drop state-specific subscripts in this section.
We presume that a random sample of the voting population is undertaken in each state to determine which candidate respondents prefer were the election held at the time of the poll. Denote the sample size of the poll by n, and let X denote the (random) number of respondents in the poll that favor the candidate. As is commonly assumed, we take X to follow the binomial distribution with n trials and success probability Π, the fraction of voters in the state that favors the candidate. However, we treat Π itself as a random variable that, prior to polling, has a probability density f Π (π). After conducting a poll of size n and observing that the number of respondents that favor the candidate X = x, we obtain via Bayes' Rule the posterior density
The probability p that the candidate wins the state is then modeled as
f Π|X=x,n (π|X = x, n) dπ.
As is common in Bayesian estimation problems, we assume a beta prior density function for Π:
with mean and variance given by
and
as is well known. With this assumption, after observing x respondents who favor the candidate in a survey of n voters, the posterior distribution of Π is also a beta distribution, but with updated parameters α + x and β + n − x.
In the applications that follow in the next section, we will work with "non- Updating the noninformative prior on the basis of (at least) moderately large sample sizes n, the posterior versions of equations 11 and 12 specialize to
which are both familiar from standard sampling theory. Before moving to actual numbers, we should mention perhaps the worstcase scenario for our approach, in which one of the two candidates has 49.9% support in every state. Then his Electoral College strength is literally zero.
But if we estimated his support from modest-sized state polls with margins of error, it is likely that his various p i 's would average around 0.5. We would presumably project his mean number of electoral votes at around 269, while the 95% probability interval for his total (covering the 2.5% ile to the 97.5%
ile of the electoral vote distribution) would come nowhere close to the true value of 0.
Such a monotonous pattern of razor-thin margins has no basis in US experience, so great worry about it is excessive. But even if the situation arose, it is not clear that our method really fails. The aim, after all, is to project who will be the next President. Given inevitable shifts over time in voter preferences, minuscule differences between candidates could often be reversed by Election Day. It might be more plausible to guess that the trailing candidate will ultimately get 269 electoral votes than that he will get none at all.
To put it another way, the p i 's might ideally reflect both the uncertainty in the candidate's standing at this time and the uncertain relationship between his support level now and his support in the election. In extremely close elections, the fact that our method does, however informally, respond to the second form of uncertainty is arguably more a strength than a weakness. Applying our models to the state-by-state results of the ARG poll, we derived the probability distribution for the number of electoral college votes
Al Gore would receive shown in Figure 1 . According to this distribution, Gore would have expected 340 electoral college votes, with a standard deviation of 21. The 2.5% ile , median, and 97.5% ile of the distribution were, respectively, 296, 340, and 378. And, according to this distribution, the probability that Gore would have won the presidency had the election been held at the time of the survey equals 99.99%.
This last outcome emphasizes that phrases like "too close to call" and "statistical dead heat" can encourage us to discard highly useful information.
If a candidate leads 52-48 in a poll with 600 voters, the chance that he is ahead is not 50% but -even with our neutral prior -about 84%. Thus, the cumulative effect of several "too close to call" results might be an overall pattern that is not in the least too close to call. Unfortunately, polls were not conducted for all states in all time periods, and no polls conducted in Alaska, Kansas, South Dakota, or Washington, DC were present in the database. Our purpose here is to illustrate our methods, so we improvised as follows: for each state, we identified the earliest poll in the database, and then set the results for earlier missing time periods equal to the first-observed results. For example, the first poll conducted in Idaho that appears in the database was conducted in July, so we set the JanuaryMarch and April-June Idaho results equal to what was observed in July.
State
We filled in missing polls beyond the first available in similar fashion, only working forwards rather than backwards. So for example, polls conducted in Arkansas were reported in April-June, July, September, and October 16 on.
We set the January-March results equal to those observed in April-June, the August results equal to those observed in July, and the October 1-15 results equal to those observed in September. For Alaska, Kansas, South Dakota, and Washington, DC, we simply substituted the results of the September American Research Group in all time periods. We discarded undecided voters as well as those with a preference for a candidate other than George Bush or Al Gore, and employed noninformative beta priors at the start of each time period. We describe the results below.
The Electoral College Distribution as of January-March 2000
As a vivid illustration of why we rely on equation 7 to compute the probability distribution of the number of electoral college votes, Figure 2 Figure 3 reports the probability distributions of Al Gore's electoral college votes for all seven time periods. Together these distributions suggest a growing wave of support for Gore over the course of the campaign. Figure 4 reports the median and 95% probability intervals of these probability distri- Gore's chance of winning went from literally nothing in the first half of 2000
Trends in the Electoral College Distribution and the Probability of Winning the Presidency
to an average of about 85% in the months preceding the election. Figure 6 compares the likelihood of Gore winning over time to the raw overall fraction favoring Gore as evidenced in the PollingReport.com database. It is revealing to note how very small changes in the latter translate to large differences in the former, highlighting the proposition that it is precisely in very tight races where the idiosyncracies of the electoral college system for choosing the president matter the most (and where our proposed approach might yield the most valuable information).
The Actual Election: An "Out of Sample" Experience
The polls from October 16 on provide a nearly complete data set (only Con- 
Allocating a Fixed Sample Size
Until now, we have applied our model in opportunistic fashion using whatever polls we were able to locate for analysis. Suppose instead that one wished to adopt our procedures prospectively for use in future presidential elections.
An important design question to answer is, how should a sample of fixed total size be allocated across the states? Thinking of the entire electoral college probability distribution, we propose an approach in this section that focuses on minimizing the variability of that distribution. More precisely, we seek to minimize the prior expectation of the posterior variance of the electoral college distribution.
Given that the distribution of a candidate's electoral votes need not be normal, minimizing the variance is not equivalent to minimizing variability under other criteria (e.g. achieving the narrowest 95% probability interval for the candidate's standing). But focusing on the variance is a reasonable approach that preserves tractability.
We continue to focus only on the case of two candidates, and let n i denote the number of persons sampled in state i who have a preference for either the Republican or the Democrat. Suppose that having sampled n i persons with such preferences in state i, we discover that x i favor the candidate in question. From equation 9 recall that given this result, the probability that the candidate wins state i is, in an obvious notation, modeled as
The posterior variance of the number of electoral college votes in state i given that x i respondents favor the candidate is then given by
Now, recall that the distribution of the number surveyed in state i that favor the candidate, X i , is distributed binomially with parameters n i and Π i where Π i itself has a prior density f Π i (π). The marginal prior distribution of X i given the sample size n i is then the mixture of binomials given by
The prior expectation of the posterior variance of the number of electoral college votes for the candidate in state i is thus given by
Our proposal for allocating a sample of n two-party respondents is to solve the following knapsack problem:
subject to the constraints
and n i ≥ 0 and integer for i = 1, 2, ..., 51.
Solving this sample allocation problem is aided greatly by the observation that the functions σ 2 i (n i ) are decreasing and convex. This means that a marginal allocation (or greedy) algorithm will provide the optimal solution.
In such a scheme, each sample is allocated to that state with the largest marginal reduction in uncertainty. More formally, define
and initially set n i = 0 for i = 1, 2, ..., 51. Let m be a counter that will run from 1 through n. Then the algorithm runs as follows:
Marginal Allocation Algorithm
For : m = 1 to n
Ties can be broken arbitrarily in defining i * in the algorithm above. We will next present some examples illustrating the use of this algorithm, and then show how to account for the obvious point that in actual surveys, respondents will express preferences for third party candidates or fail to express a preference altogether.
The American Research Group Poll Revisited
Recall 
Optimal Sample Size as a Function of the Number of Electoral College Votes: Noninformative Priors
Continuing with the use of noninformative priors, Figure 7 reports how the optimal sample allocations determined by the marginal allocation algorithm vary with the number of electoral college votes at stake for total sample sizes of 500, 1,000, 1,500, and 2,000. The optimal sample sizes increase in convex fashion with the number of electoral college votes. This is not surprising when one realizes that the prior expectation of the posterior variance of the number of electoral votes in state i, σ To illustrate how one can proceed with a prior that incorporates the latest polling data, imagine the following scenario: a political consultant, aware of the survey results from a family of polls taken prior to the election, decides to use the results of these polls to form "last minute" informative priors for allocating a sample with a target total of 500 Bush/Gore respondents.
We assume that the consultant has access to prior polls with sample size m i in state i. Having observed a fraction g i for Gore in the prior sample, she updates her noninformative prior for Π i as described in Section 3. As a numerical example, we consider the proportions favoring Gore reported in the last wave of PollingReport.com data, but we reduce the prior sample size m i to 10% of the total number of Bush/Gore respondents in the data to better reflect the information an individual consultant might have at her disposal (since many of the polls in the data were private at the time).
The results are shown in Table 1 it would still be prudent to collect an additional 77 samples there. Table 1 also shows that it might not always be worth it to take the results of the marginal allocation algorithm literally -is it really that important to obtain two additional samples from Arizona, three from New Mexico, and 6 from Colorado? Including these samples leads to an expected posterior variance of 793.4, while excluding them raises this to 794.4, a trivial change.
An Experiment with the 1988 Election
To (ii) Use the observed sampling result and the Bayesian prior as in Section 3 to estimate the probability that Dukakis would carry each state (i.e., its
(iii) Go back to the original recursion of equation 7 in Section 2 to find the probability distribution for Dukakis' total number of electoral votes. Perhaps counterintuitively, the homogenous/marginal allocation method fared better in the experiment than the marginal/marginal method. The danger to the latter approach might be its predisposition to favor the larger states in the first half of canvassing, even though uncertainty about outcomes might be greater in smaller states. Thus, samples wasted on "belaboring the obvious" in large states might preclude enough sampling in close small states to provide reliable information there.
Summary
National voter surveys estimate the likely popular vote, but such polls do not directly estimate the probability of winning the presidency. We have presented a model for determining the probability distribution of the number of electoral college votes that a candidate will win. From this distribution, one can compute directly the probability of winning the presidency. We have shown how to derive the necessary parameters for this model via Bayesian analysis of state-by-state voter surveys, and we have illustrated our methods with polls conducted during the 2000 presidential campaign. We have also examined the problem of how to efficiently allocate a sample across the states, developed a very simple marginal allocation algorithm for solving this problem, and illustrated via recourse to the 2000 and 1988 contests. It remains to apply these methods prospectively in a future presidential election.
Stay tuned. 
