Abstract: Forest inventories based on field sample surveys, supported by auxiliary remotely sensed data, have the potential to provide transparent and confident estimates of forest carbon stocks required in climate change mitigation schemes such as the REDD+ mechanism. The field plot size is of importance for the precision of carbon stock estimates, and better information of the relationship between plot size and precision can be useful in designing future inventories. Precision estimates of forest biomass estimates developed from 30 concentric field plots with sizes of 700, 900, …, 1900 m 2 , sampled in a Tanzanian rainforest, were assessed in a model-based inference framework. Remotely sensed data from airborne laser scanning (ALS) and interferometric synthetic aperture radio detection and ranging (InSAR) were used as auxiliary information. The findings indicate that larger field plots are relatively more efficient for inventories supported by remotely sensed ALS and InSAR data. A simulation showed that a pure field-based inventory would have to comprise 3.5-6.0 times as many observations for plot sizes of 700-1900 m 2 to achieve the same precision as an inventory supported by ALS data.
Introduction
Forest inventories provide information for management of forest resources on national, district, and local levels. Precise information about the quantity and quality of forest resources provides a solid basis for forest planning, management, and policies. Over the past decade the role of forests has shifted from a source of timber and non-timber products, to a source of a wide array of ecosystem services. One such service is the forests' role in global climate change mitigation, and the development of a marked-based mechanism to value this service has resulted in what is known as the REDD+ mechanism. REDD+ (reducing emissions from deforestation and forest degradation, conservation and enhancement of forest carbon stocks, and sustainable management of forests in developing countries), described in the 16th session of the Conference of Parties to the United Nations Framework Convention on Climate Change [1] , gives developing countries the opportunity to monetize the service of sequestering carbon provided to the global climate. Future payments for performance-based benefits, such as enhanced forest carbon stocks, will require trustworthy systems for measuring, reporting, and verifying (MRV) the carbon stock changes in forests [2] . Forest inventories have the potential to provide transparent and confident estimates of forest carbon stocks needed in such systems.
Forest inventories are usually based on a field sample survey supported by one or several types of remotely sensed data. Information derived from remotely sensed data, in the form of aerial images, has been an important tool in forest inventory since the 1940s [3] , and the availability of optical satellite images since the 1970s has resulted in global forest cover statistics [4] . While high costs have prevented the use of aerial images, the use of low-cost optical satellite images have been hampered by low spatial resolution and persistent cloud cover in tropical areas. Furthermore, both technologies have traditionally only provided two-dimensional information, although recent developments have resulted in three-dimensional data from aerial and satellite images with the use of digital photogrammetry and image matching (e.g., [5, [6] [7] [8] ). Modelling of biomass using image matching requires a high quality digital terrain model (DTM) as reference surface, usually derived from airborne laser scanning (ALS). ALS is itself a remote sensing technology that provides three-dimensional data of the forest vegetation and has been used successfully for biomass estimation, even in tropical areas [9, 10] . Another technology that provides three-dimensional data is synthetic aperture radio detection and ranging (SAR). Using a kind of stereo imaging known as interferometry, three-dimensional surface information about the vegetation can be produced from SAR image pairs. Both ALS and SAR sensors are active sensors, emitting pulses of electromagnetic radiation. Being airborne, ALS has the advantage of providing high resolution data and heights of both the terrain and the canopy surface. Satellite-based SAR has, in comparison, lower spatial resolution, and it can only provide heights of the canopy surface. It has, however, a higher areal capacity and lower costs.
With the ability of providing vegetation height information, data from ALS and SAR sensors have been used as auxiliary information for biomass estimation in all major forest ecosystems [11] . Literature reviews have attempted to assess the impact of different sensors, statistical modelling methods, inventory sample sizes, and inventory plot sizes in different forest types [9, 11] . Results from these studies seem to be conclusive on two issues: (1) Use of ALS-sensors gives the best results compared to all other sensors for modelling biomass in terms of root mean square error (RMSE); and (2) that RMSE, as an expression of model precision, varies with forest type. A discussion on the impact of the size of inventory plots is included in both aforementioned studies but does not draw conclusions on the impact of plot size on model precision, or give practical advice on plot size. Larger plots will inevitably increase the estimated precision of biomass models in sample surveys due to the fact that variance between plots is reduced for larger plot sizes since more of the total variance is captured by the plots, an effect referred to as spatial averaging [9] . In sample surveys, supported by remotely sensed information, additional sources of error have been investigated. Firstly, a mismatch between the remotely sensed data and the field measurements introduce noise into the models [12] . This effect, often referred to as co-registration error, is reduced with increased plot size. Secondly, a discrepancy of measuring trees based on the location of the stem, and the remotely sensed data which are confined by the vertical extent of the field plot boundaries, is a source of model noise [13, 14] . This latter source of errors is referred to as boundary effects. Both co-registration errors and boundary effects are reduced with reducing the ratio of field plot periphery to plot area. Accordingly, several studies on modelling of forest biomass using remotely sensed data have documented that increased plot size increased the model precision [13] [14] [15] [16] .
A common approach to estimation of forest parameters using ALS is known as the area-based approach and was first outlined in Naesset [17, 18] . Following this approach, a relationship between biomass calculated from field measurements on inventory plots and remotely sensed data is modelled using statistical methods such as regression analysis, nearest neighbours, neural-networks, or ensemble learning (e.g., [11, 19, 20] ). The models are subsequently used to predict biomass for population elements of the same size as the inventory plots. Biomass predictions are performed for all population elements covering the study area, given that remotely sensed data are available. The biomass predictions for the population elements are subsequently used to derive an estimate for the population, either as a mean or total biomass estimate. Accompanying the estimate, a variance estimate is calculated to state the precision of the estimate. Two main approaches to variance estimation have been used in forest inventories: design-based and model-based variance estimation. In the design-based approach the population, from which samples are taken, is regarded as fixed. The only source of sampling error is the random selection of elements included in the sample. Thus, the estimated sample error is derived from the inventory sample and the probability of each population element to be included in the sample, referred to as the inclusion probability. This inclusion probability is assumed to be positive and known for all population elements. Such samples are often referred to as probability samples.
It is often the case, however, that the sample has been acquired in a non-probabilistic manner [21] , resulting in zero-or unknown inclusion probabilities. The zero-or unknown inclusion probability can be the result of opportunistic sampling, i.e., sampling close to roads for economic and/or practical reasons. Similarly, purposive sampling, established to investigate a specific subject, often result in samples acquired in a non-probabilistic manner. Furthermore, the inclusion probability can be affected by the accessibility of the area ( [22] , p. 76). In the case where the sample data does not meet the requirements for a design-based approach to variance estimation, a model-based approach may be a viable alternative. Model-based inference does not, as opposed to design-based inference, rely on a probabilistic sample that represents the population. Instead the statistical inference relies on the model itself as a valid model of the distribution of possible observations for each population element. The population is not viewed as fixed, but rather as a result of a random process, referred to as a "superpopulation" model. This superpopulation model cannot be observed, but the parameters of the model can be estimated from the inventory sample. The inventoried population is viewed as only one random realization of this superpopulation. An extensive review of design-based and model-based inference for forest survey is given by Gregoire [23] .
To examine the effects of co-registration-and boundary-effects on the precision of ALS-supported biomass estimates, Mauya et al. [16] compared the variance of field-based biomass estimates to the corresponding variance of the biomass estimates supported by ALS at different plot sizes. This ratio of variance estimates is referred to as relative efficiency, and has been used to compare different sample designs, estimators, and inferential frameworks, e.g., Payandeh [24] , Ene et al. [25] . The objective of calculating the relative efficiencies in Mauya et al. [16] was to assess the effect of plot size on the precision of ALS-derived biomass models. For this purpose the variance was estimated in a design-based framework. Mauya et al. [16] concluded that reduced model noise from co-registration errors and boundary effects meant that larger plot size was preferable for ALS-supported biomass estimates.
In order to plan for cost-effective inventories of forest biomass using sample surveys supported by remotely sensed data, there is a need for better information on how the field plot size impacts the precision of the subsequent biomass estimates [26] . On this basis, the objectives of the present study were to (1) assess the impact of plot size on the relative efficiency of biomass estimation in a Tanzanian rainforest using two different sources of remotely sensed data; and (2) quantify the number of additional field plots needed to compensate, in terms of sampling error, for a lack of remotely sensed data. To compare the two sources of remotely sensed data to a situation without such information, simple models using terrain elevation (TE) as explanatory variable were developed.
We made use of a field data set consisting of 30 concentric circular plots of 700 m 2 up to 1900 m 2 , and data from ALS and interferometric synthetic aperture radio detection and ranging (InSAR) sensors. Because the field inventory observations had unknown inclusion probabilities a model-based approach to estimation and inference was used.
Materials and Methods

Study Area
The present study was conducted in the Amani Nature Reserve (ANR) (5°08'S, 38°37'E, 200-1200 m above sea level). The study area covers around 88 km 2 of tropical submontane rainforest and is located in north-eastern Tanzania and is part of the East Usambara Mountains. The area receives around 2000 mm rainfall per year, and most of the rain falls in the two wet seasons, April-May and October-November. Daily mean temperatures vary from about 16-25 °C. Before the establishment of the ANR in 1997, the area was comprised of six forest reserves and about half of the area was classified as logged or covered with non-native species [27] . After the logging was stopped in the late 1980s most of the logged area recovered and is now secondary forest. Due to inaccessibility the other half of the area had a limited human impact and is considered primary forest.
Field Data
In the present study we utilized field data ( Figure 1 ) from a sample survey consisting of 30 circular plots collected during November 2011 in pre-determined locations. The plot locations were chosen to capture the variation in biomass by distributing them in different altitudinal zones [16] . To evaluate the representativeness of the 30 circular plots Mauya et al. [16] compared the properties of the sample to a second sample of 153 systematically distributed plots covering the study area. Based on this evaluation Mauya et al. [16] concluded that, although being sampled in an opportunistic manner, the distribution in different altitudinal zones resulted in a sample which closely resembled properties of the systematic sample. The elevation of the 30 circular plots ranged from 223 to 1018 m above sea level with a mean of 552 m. The centre coordinates of the plots were established by means of differential global positioning system (GPS) and global navigation satellite system (GLONASS) using survey-grade receivers. All trees with diameter at breast height (DBH) ≥5 cm were callipered, marked, and species identified. The horizontal distance from the plot centre to the front of each tree was measured using a Vertex IV hypsometer [28] . Because the distance was measured to the front of the trees, half of the tree DBH was added during data processing to get the total horizontal distance to the trees from the plot centre. The heights of three trees per plot (the largest, medium, and smallest tree in terms of DBH) were measured using the hypsometer.
Concentric circular plots of 700, 900, …, 1900 m 2 were constructed for each of the 30 field plots centred on the positions determined in field. The plot size of 700 m 2 was chosen because it corresponds to the plot size used in the recently established national forest inventory of Tanzania [29] . The maximum plot size on each location was determined by the reach of the hypsometer, and under the most challenging conditions, distance measurement started to fail at 25 m. Thus, the maximum plot size used in the current study was 1900 m 2 .
Based on the distance from the plot centre to the centre of the stem, each tree was allocated to their respective concentric plot. Biomass of each tree was computed using an allometric model [30] and a diameter to height model developed from the diameters and the corresponding tree heights, see Mauya et al. [16] for further details. The biomass of each tree was then summed at plot level and aggregated biomass was scaled to per-hectare values (Table 1) . Although this biomass is referred to as "observed biomass", the computed values are subject to errors related to the applied allometric model, and the subsampling and measurement of tree DBH and height. 
ALS Data
Collection of ALS data with wall-to-wall coverage was carried out from 19 January to 18 February 2012 using a Leica ALS70 sensor mounted on a fixed wing aircraft. The acquisition parameters are summarized in Table 2 . Post flight processing of the ALS data was performed by the contractor (Terratec AS, Norway) using TerraScan software [31] . A terrain model was created by classifying ALS echoes as ground echoes using a progressive triangulated irregular network (TIN) densification algorithm [32] . The TIN model was used to calculate the elevation above the ground for all echoes. From the TIN model a raster-based digital terrain model (DTM) with a 10 m × 10 m cell size was created for the entire study area. 
InSAR Data
InSAR data were acquired by the Tandem-X satellite mission on 6th August 2011. The Tandem-X satellite mission consists of two X-band SAR satellites operating in a pair and provides interferometric images in a single-pass mode. The acquisition had an incidence angle of 46°, was operated in stripmap mode, and the polarization was horizontal transmit and horizontal receive. The normal baseline was 210 m, which corresponded to a 2π height of ambiguity of 38 m. The original spatial resolution of the InSAR data was slightly less than 3 m.
ALS-Derived Explanatory Variables
ALS echoes were extracted for the concentric circular plots of 700, 900, …, 1900 m 2 for each of the 30 locations. From a maximum of five echoes registered per ALS pulse, echoes were categorized as "single", "first of many", and "last of many". "Single" and "first of many" were merged into one dataset and denoted as "first" while "single" and "last of many" were merged into another dataset and denoted as "last". From the ALS echoes in each of the two categories ("first", "last"), variables describing the height and density of the vegetation were derived. Canopy height variables included percentiles at 10% intervals (H10, H20, …, H90) derived from the laser echoes above a threshold of 2 m above ground. Canopy density variables were computed by first dividing the range between a 95% percentile height and the 2 m threshold into 10 vertical layers of equal height. Further, the proportion of echoes above each layer to the total number of echoes were computed resulting in 10 canopy density variables (D0, D1, …, D9). The variables were computed separately for each echo category ("first", "last") and a subscript L or F was used as notation. The variables were used to construct linear least-square models (Section 2.9) for each of the concentric plot sizes. In order to get comparable results between models from different plot sizes we chose to use the same ALS variables in all models. Studies have shown that a model consisting of one canopy height variable and one canopy density variable is often sufficient for modelling forest biomass [33, 34] . In a previous study using the same field and ALS data, Mauya et al. [16] found that the 60th percentile height from the "first" echo category (H60.F) and the proportion of echoes above the second of the 10 vertical layers to the total number of echoes from the "last" echo category (D1.L) were the most frequently selected variables in modelling biomass using plot sizes from 700 to 1900 m 2 . We therefore a priori selected H60.F and D1.L for construction of biomass models.
InSAR-Derived Explanatory Variable
The Sarscape module of the ENVI 5.0 software was used to process Tandem-X image pairs resulting in a digital surface model (DSM). An interferogram was generated from each image pair, and this was further processed into a differential interferogram by using the ALS DTM as input. Phase noise was removed from the interferogram with a Goldstein filter. Phase offset and phase ramp errors were also removed using 30 ground control points, placed in non-vegetated locations, spread over the study area. Phase unwrapping was carried out using the minimum cost flow method, and the DSM was geocoded to a ground resolution of 10 m × 10 m. Following the construction of the DSM, the DTM derived from the ALS TIN was subtracted from the DSM, resulting in obtained InSAR heights, i.e., heights of the centre of the radar echo above ground. Mean InSAR height was then derived for each field plot by weighting the height of each 10 m × 10 m cell of the normalized InSAR DSM by the area of the cells intersecting the area of the field plot. This mean InSAR height was derived for each concentric field plot area.
DTM-Derived Explanatory Variable
In a study of forest biomass in two mountain locations in Tanzania, including ANR, Marshall et al. [35] found TE to be positively related to biomass. Therefore, to compare variance estimates obtained using ALS and InSAR, a simple model with TE as the explanatory variable were constructed for each plot size. The DTM derived from the ALS TIN was used to calculate the mean TE for each concentric plot size, 700, 900, …, 1900 m 2 , by weighting the value of each 10 m × 10 m cell of the DTM by the cell area intersected by the plot. The mean TE was subsequently used as an auxiliary variable.
Tessellating the Study Area and the Remotely Sensed Data
The study area was tessellated into regular grids with hexagonal tiles of 700, 900, …, 1900 m 2 corresponding to the different plot sizes. To avoid splitting the tiles along the boundary of the study area only tiles with the centroid falling inside of the study area were retained. Remotely sensed variables from ALS and InSAR, along with the TE information were calculated for all hexagonal tiles in the study area.
Model Construction
For each plot size, separate linear least-square models were constructed with the biomass estimated on the ground plots as response variable and the corresponding remotely sensed variables, from either ALS or InSAR, as explanatory variables. Similarly, simple models were constructed using the TE as explanatory variable. This resulted in a model for each of the three sources of auxiliary data: (1) ALS; (2) InSAR; and (3) TE for each plot size. The general model forms are shown in Table 3 . To improve the linear relationship between the explanatory variables and the response, a natural-log transformation of both response and explanatory variable was performed for all models. Such log-log models have been found to be suitable for estimating forest properties using remotely sensed data [33, [36] [37] [38] . This transformation will introduce a bias by back-transformation to arithmetic scale, and a ratio of the mean observed biomass to the mean of the back-transformed estimated biomass proposed by Snowdon [39] was therefore used as a correction factor for the model predictions. Table 3 . General model forms of models using TE, ALS, and InSAR data. Unlike design-based estimators, which often are unbiased or nearly unbiased, the unbiasedness of model-based estimators depends on the model being correctly specified. It was therefore paramount to assess how well the model fit the field plot observations. Assessment of the fit of the models followed the approach used by McRoberts et al. [40] . Scatterplots of observed vs. predicted biomass were produced for each plot size. Correctly specified models should result in points falling closely along a 1:1 line with intercept 0 and slope 1. Further, pairs of observations and predictions were ordered with respect to the predicted values and grouped into three classes of 10 pairs. The mean of the observed versus predicted biomass was plotted for each group. A correctly specified model should again result in points falling along a 1:1 line.
Model-Based Inference
Model-based inference does not, as opposed to design-based inference, rely on a probabilistic sample that represents the population. Instead, as stated above, the inference relies on the model itself as a valid model of a superpopulation. Following the notation in Stå hl et al. [41] an element of the superpopulation was expressed as
where y is a vector of the observed plot biomass on plot i, x is a vector of variables derived from the auxiliary data, α is a vector of model parameters and ε is a vector of errors, and g is a function describing the superpopulation. It is assumed that the errors are independent, normally distributed, with a constant variance, and without spatial auto-correlation. The parameters α were estimated with α using least square regression, and used to estimate the population mean by
where i indexes the population elements and N is the number of elements, i.e., i=1, 2, …, N. Assuming that the estimated α is accurate, the g function was linearized in the neighbourhood of the true function using first order Taylor series expansion. Details of the derivation of the function is given in Appendix A of Stå hl et al. [41] . The variance of the population mean was then estimated by
where ĝ j ′ and ĝ k ′ are the estimated mean values of the first order derivatives of the g function for parameters j and k (j = 1, 2, …, k, …,), respectively (cf. [41] ). Standard errors (SE) of the mean estimates, i.e., the square root of the variance estimate (√var (μ)), were reported along with SE relative to the mean estimates.
Relative Efficiency
To assess the gain in precision of using remotely sensed data to enhance the estimates, relative efficiency was calculated for both ALS (RETE:ALS) and InSAR (RETE:InSAR). The relative efficiencies were calculated as ratios of the estimated variance for the mean biomass estimate (μ) for each plot size using the TE models divided by the variance estimates for each plot size using the ALS models:
where s is an indicator of the plot sizes 700, 900, …, 1900 m 2 . Similarly, relative efficiency for InSAR was computed as:
Efficiency of ALS was also calculated relative to InSAR (REInSAR:ALS) in the same way by dividing the variance estimates for each plot size using the InSAR models by the variance estimates for each plot size using the ALS models:
Together with information about inventory costs and the costs of the auxiliary data, the relative efficiency can be used to compare costs of attaining a certain level of precision of the estimation. In a design-based framework, applying simple random sampling (SRS), the relative efficiency can be used directly to calculate the additional number of field observations needed to compensate for the contribution of the remotely sensed data, which is a fundamental quantity in cost comparisons. This is because the SE of the mean estimate under SRS is proportional to the square root of the sample size minus the number of explanatory variables minus one ( [42] p. 181). In practice, a relative efficiency of two would mean that the gain of the remotely sensed data could be compensated by twice as many field plots, assuming that the sample variance remains constant. In the model-based framework we also assume that the SE of the mean estimate is reduced with increased number of observations. However, we are not able to derive the number of observations needed to reach the same SE for the different models by analytical means. Instead we applied a basic Pólya-urn resampling scheme described in Köhl et al. ([22] , pp. 195-196) to simulate the variance of the TE models. The Pólya-urn resampling scheme generates a design-consistent posterior predictive distribution of the property in interest, given that the sample is reasonably large and representative of the population ( [43] , pp. [44] [45] [46] . We consider our field sample of u=30 observations as representative of the population, and the Pólya-urn resampling generated posterior predictive distributions of biomass for U = 60, 120, and 180 observations based on the sample. From a virtual urn, containing the 30 observations, one observation was randomly drawn, duplicated, and returned to the urn together with the duplicate. The urn thus contained u + 1 = 31 observations. The selection scheme was repeated until the desired number U of observations in the urn was reached. The simulations were repeated 200 times and the mean variance of observed biomass reported.
Results and Discussion
Use of remotely sensed data to support field-based sample surveys will be part of any REDD+ MRV system. Better information on how the relative efficiency of using remotely sensed data is affected by plot size would benefit future MRV designs. The findings in the present study demonstrate the impact of the size of the field plots on the precision of biomass estimates using two types of three-dimensional remotely sensed data.
Separate log-log models were constructed for each plot size of 700, 900, …, 1900 m 2 using auxiliary data from (1) ALS; (2) InSAR; and (3) TE. TE models showed a positive correlation between biomass and elevation, and the explanatory variable was increasingly significant from p = 0.044 at 700 m 2 to p = 0.002 at 1900 m 2 . Biomass was also positively correlated to the two explanatory variables in the ALS models describing the height and density of the forest canopy (H60.F, D1.L) and the variable in the InSAR models, the above ground height of the InSAR radar echo. All variables were significant at a 95% level except one of the ALS variables (D1.L) at plot sizes of 1100-1700 m 2 .
Inspection of the scatterplots of observed versus predicted biomass (Figures 2-4) showed that the models had a lack of fit resulting in over-prediction of biomass in areas of low biomass and under-prediction in areas of high biomass. Similar lack of fit has been reported in studies from areas with high biomass values (e.g., [44, 45] ). The plots of the grouped means of observations versus predictions (Figures 5-7) , however, showed small differences. As pointed out in Section 2.2, the observed biomass is subject to uncertainty not accounted for in the present study, related to the allometric models and field measurements of DBH and tree height. Thus, errors related to the biomass observations are not accounted for. Overlooking these errors lead to overoptimistic precision of the variance estimates. In a study conducted in a tropical forest in Ghana, in which the forest conditions and the plot size of 1600 m 2 resembled the conditions in the present study,
Chen et al. [46] found that the impact of allometric error contributed about 11% to the total relative prediction error. Mean biomass estimates of the ANR from both ALS and InSAR were lower than the mean estimate from the model with TE (Table 4 ). The differences were however not statistically significant at the 5% level. Increasing the plot size from 700 to 1900 m 2 reduced the SE of the mean estimates from 15.3% to 10.6% using TE, from 10.1% to 5.1% using ALS, and from 11.3%-6.4% using InSAR (Figure 8 ). Both ALS and InSAR performed well compared to TE in terms of SE. ALS and InSAR estimates had an SE of about 5 and 4 percentage points lower than TE, respectively. Further, InSAR performed well compared to the ALS with only 0.4-1.3 percentage points higher SE depending on plot size. The differences in SE translated into relative efficiencies of 3.6-6.7 using ALS and 2.6-4.0 using InSAR, compared to TE ( Figure 9 ). The relative efficiency of the ALS data also increased with increased plot size relative also to the InSAR data ( Figure 9 ). At a plot size of 1900 m 2 the ALS was 6.7 times as efficient as using TE and 1.7 times as efficient as InSAR. The fact that the relative efficiency of ALS and InSAR increased with increased plot size may partly be due to reduced relative influence of boundary effects and co-registration errors. The slight increase in relative efficiency of ALS compared to InSAR may also indicate that the relative influence of boundary effects and co-registration errors is stronger for ALS than for InSAR. The relative efficiency of ALS compared to InSAR is modest compared to studies in Norway that have found the relative efficiency of ALS to be about twice to that of InSAR [34, 47] . As stated by Gregoire et al. [48] , information about the approach to statistical inference, design-or model-based, is essential in assessing the estimated variance. Taking the design-based approach to variance estimation d'Oliveira et al. [49] , reported a relative efficiency of 3.4 in a study utilising 50 plots of ~0.25 ha in the Brazilian Amazon. We can similarly compute the relative efficiency from the variance estimates reported by Hansen et al. [10] . For a plot size of ~0.1 ha the relative efficiency was 2.1. The latter study discusses large negative boundary-effects in the ALS-derived variables, which would contribute to a low relative efficiency.
The DTM used directly to derive the TE variable in the TE-models, and to derive the InSAR elevation above the terrain, was derived from the ALS data. DTMs constructed from ALS data have generally high accuracy [50] . In the absence of an ALS-derived DTM, a DTM derived from other sources would have influenced the results. A DTM derived from sources like P-band SAR (e.g., [51] ) or the topographic map series of Tanzania, would most likely have resulted in substantially increased SE of the InSAR and TE estimates. In a study using InSAR height to estimate forest biomass in Norway Naesset et al. [34] it was found that relative RMSE was approximately seven percentage points higher using a DTM from topographic maps with a contour interval of 20 m, compared to using an ALS-derived DTM. P-band SAR, used with good results in Neeff et al. [51] , is currently only available from airborne platforms, and was not collected in ANR.
The analysis in the present study showed that use of remotely sensed data from ALS and InSAR was able to increase the precision of the estimates. However, ALS data are expensive compared to the marginal cost of establishing additional inventory plots (100-150 USD per plot [52] ). The effect of increased number of field plots on the sampling error of the TE models was simulated using a Pólya-urn resampling scheme. To reach similar levels of sampling error as for the ALS models, the number of field plots would have to be increased by a factor of 3.5-6 depending on plot size (Figure 10 ). With the relatively low cost of increasing the intensity of the field inventory (180 plots × a cost of 125 USD = 22,500 USD), the increased precision of using ALS is not solely enough to defend the investment of about 100,000 USD for the ALS mission. However, ALS does provide a good quality DTM which can be used for future surveys supported by other sources of remotely sensed data requiring such a DTM. The cost of ALS is largely governed by the flight time. By flying higher, covering a larger area with a single flight strip, the cost of acquiring ALS can be reduced. Findings from studies of reduced pulse density either by means of simulations (e.g., [53] ), or acquisitions from different altitudes (e.g., [54] ), have shown that satisfactory results can be attained at lower pulse densities. A simulation study conducted in ANR [55] , confirmed that explanatory variables derived from low pulse density is reliable down to about 0.5 pulses· m −2 , even in dense tropical forests. Although the study [55] does not present results on RMSEs of a subsequent biomass model, the standard deviation of the digital terrain model was stabile down to about 0.5 pulses· m −2 . Because variance in the terrain model is carried forward into the explanatory variables in a biomass model, the RMSEs obtained with lower pulse densities would also be stabile down to about 0.5 pulses· m −2 .
Conclusions
The results from the present study demonstrated, in accordance with earlier studies, that auxiliary remotely sensed information could be utilized to increase the precision of biomass estimates in tropical forests. Further, the results showed that the relative efficiency of using remotely sensed data from both ALS and InSAR sensors increased with increased field plot size. Thus, biomass estimation assisted by remotely sensed data from ALS and InSAR will profit relatively more in terms of increased precision by increasing plot size than estimation without ALS and InSAR data. The relative efficiency of both ALS and InSAR increased continuously with increased plot sizes. To compensate for a lack of ALS data the pure field-based inventory would have to contain 3.5-6.0 times as many observations for plot sizes of 700-1900 m 2 to achieve the same precision as an inventory supported by ALS data. Many tropical countries are about to establish their first nation-wide forest sample surveys and plot size is a survey design parameter that must be considered in light of future use of remotely sensed data to enhance estimation. Thus, it is important to quantify the influence of plot size on estimation efficiency of biomass in various forest types found in tropical countries to inform design and investment decisions in future surveys.
