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the existence and uniqueness of mild solutions for a class of abstract delay fractional
differential equations are obtained.
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1. Introduction
We are concerned with the existence and uniqueness of mild solutions for the following abstract delay fractional
differential equations
CDαt u(t) = Au(t)+ J1−αt f (t, ut), for t ∈ [0, T ],
u(t) = ϕ(t), for t ∈ [−r, 0], (1)
whereα ∈ (0, 1), CDαt is the Caputo fractional derivative operator of orderα, J1−αt is the Riemann–Liouville fractional integral
operator of order 1−α, A : D(A) ⊂ X → X is the infinitesimal generator of a solution operator {S(t)}t≥0, D(A) is the domain
of A equipped with the graph norm, X is a Banach space, f : [0, T ] × C([−r, 0]; X)→ X is a continuous function. r, T > 0
are given positive real numbers. C([−r, 0]; X) denotes the space of continuous functions from [−r, 0] to X equipped with
the sup-norm. For u ∈ C([−r, T ]; X) and t ∈ [0, T ], let ut denote the element of C([−r, 0]; X) defined by ut(θ) = u(t + θ),
−r ≤ θ ≤ 0.
Fractional derivatives describe the property of memory and heredity of materials, and it is the major advantage of
fractional derivatives compared with integer order derivatives. For more details about fractional calculus and fractional
differential equations we refer to the books by Podlubny [1], Sabatier et al. [2] and the papers by Baeumer et al. [3],
Orsingher and Beghin [4], Lu and Chen [5], Eidelman and Kochubei [6], Anh and Leonenko [7], Nigmatullin [8], Delbosco
and Rodino [9], Zhou and Jiao [10], Wang and Zhou [11] and Zhou et al. [12,13]. Integer order derivatives (integrals) can be
seen as the limits of fractional order derivatives (integrals) under national conditions on some function h(t). In fact, suppose
h : (0,∞) → (−∞,∞) is a real function, let α → 1−, we obtain CDαt h(t) → ddt h(t) and J1−αt h(t) → h(t). If CDαt is
replaced by the first differential operator ddt , and J
1−α
t is replaced by the identity operator we have the following version
of (1) du(t)
dt
= Au(t)+ f (t, ut), for t ∈ [0, T ],
u(t) = ϕ(t), for t ∈ [−r, 0].
(2)
It is well known that (see e.g., [14]) the semigroup theory ensures the well-posedness of problem (2) when A is the
infinitesimal generator of a strongly continuous semigroup of bounded linear operators (C0 semigroups).
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In some publications, the authors note that the concepts of mild solutions for Cauchy problems with Caputo derivatives
are not appropriate. For example, Jaradat et al. [15] defined a continuous solution u(t) of the integral equations
u(t) = T (t − t0)u0 + 1
Γ (α)
∫ t
t0
(t − s)α−1T (t − s)f (s, u(s),Gu(s), Su(s))ds
as a mild solution of the initial value problem
u(α)(t) = Au(t)+ f (t, u(t),Gu(t), Su(t)), t ∈ [t0, T ],
u(t0) = u0, (3)
where α ∈ (0, 1], u(α)(t) is the Caputo derivative of order α, A is the infinitesimal generator of a strongly continuous
semigroups {T (t); t ≥ 0} on a Banach space X .
Let us take a special case, let X = R, A = a > 0, f ≡ 0, t0 = 0, then problem (3) becomes
CDαt u(t) = au(t), t ∈ [0, T ],
u(0) = u0. (4)
It is easy to see that u(t) = Eα(atα)u0 is the unique continuous solution to (4), where Eα(z) denotes the Mittag-Leffler
function, which is defined by
Eα(z) =
∞−
k=0
zk
Γ (αk+ 1) ,
where Γ (·) is the Gamma function. It is proved in [16] that the function Eα(atα) cannot possess the semigroup property for
α ∈ (0, 1), a > 0, t ≥ 0. Hence the concept of mild solutions in [15] is not suitable. Similar problems appear in [20–22].
Just like the semigroup theory is inevitable for the classical abstract Cauchy problem, the concept of the solution operator
(or resolvent) is central for the theory of fractional evolution equations with Caputo derivatives. Bazhlekova [17] used
solution operator to investigate the following fractional Cauchy problem
CDαt u(t) = Au(t), u(0) = x; u(k)(0) = 0, k = 0, 1, . . . ,m− 1, (5)
where α > 0, m = ⌈α⌉ denotes the smallest integer greater than or equal to α, A : D(A) → X is a densely closed linear
operator. CDαt is the Caputo fractional derivative operator defined by
CDαt u(t) = Dαt

u(t)−
m−1−
k=0
tk
k!u
(k)(0)

, (6)
where Dαt is the Riemann–Liouville derivative of order α.
Chen and Li [18] present the notion of the α-resolvent operator function, they proved that for α > 0 a family {Sα(t)}t≥0
is an α-resolvent operator function if and only if it is the solution operator of (5).
The purpose of this paper is to study the existence and uniqueness of mild solutions for (1) by virtue of solution operator
method and contraction mapping theorem.
2. Preliminaries
In this section, we recall some definitions and propositions of fractional calculus and solution operator.
Let X be a Banach space. Let α > 0, m = ⌈α⌉ denotes the smallest integer greater than or equal to α. By C([0, T ]; X),
resp. Cm([0, T ]; X), we denote the spaces of functions u : [0, T ] → X , which are continuous, resp. m-times continuous
differentiable function from [0, T ] to X . C([0, T ]; X) and Cm([0, T ]; X) are Banach space equipped with the norms
‖u‖C = sup
t∈[0,T ]
‖u(t)‖X , ‖u‖Cm = sup
t∈[0,T ]
m−
k=0
‖u(k)(t)‖X .
Let I = (a, b), where −∞ ≤ a ≤ b ≤ +∞, 1 ≤ p < ∞. Lp(I; X) denotes the space of all Bochner-measurable functions
u : I → X such that ‖u(t)‖pX is integrable, it is a Banach space with the norm
‖u‖Lp(I;X) =
∫
I
‖u(s)‖pXds
1/p
.
Let N , R denote the sets of natural, real numbers, respectively. R+ = [0,∞). Let J = (0, T ) or J = R+, or J = R, 1 ≤ p <∞,
n ∈ N . The Sobolev spaces can be defined as
W n,p(J; X) =

u|∃Φ ∈ Lp(J; X) : u(t) =
n−1
k=0
ck
tk
k! +
tn−1
(n− 1)! ∗ Φ(t), t ∈ J

.
In fact,Φ(t) = u(n)(t), ck = u(k)(0).
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Definition 2.1. The Riemann–Liouville fractional integral of u of order α > 0 is defined as
Jαt u(t) =
1
Γ (α)
∫ t
0
(t − τ)α−1u(τ )dτ , (7)
where u(t) ∈ L1((0, T ); X).
For simplicity, we used the following notation:
gα(t) =
 t
α−1
Γ (α)
, t > 0,
0, t ≤ 0,
(8)
and
Jαt u(t) = (gα ∗ u)(t) =
∫ t
0
gα(t − τ)u(τ )dτ . (9)
Definition 2.2. The Riemann–Liouville fractional derivative of u of order α is defined as
Dαt u(t) = Dmt Jm−αt u(t) (10)
where Dmt = d
m
dtm , u(t) ∈ L1((0, T ); X), Jm−αt u(t) ∈ Wm,1((0, T ); X).
Definition 2.3. The Caputo fractional derivative of u of order α is defined as
CDαt u(t) = Dαt

u(t)−
m−1−
k=0
tk
k!u
(k)(0)

, (11)
where u(t) ∈ L1((0, T ); X) ∩ Cm−1((0, T ); X).
The Caputo fractional derivative operator CDαt is a left inverse of integral operator J
α
t but in general is not a right inverse,
CDαt (J
α
t u(t)) = u(t), (12)
and the following holds
Jαt (
CDαt u(t)) = u(t)−
m−1−
k=0
tk
k!u
(k)(0). (13)
Definition 2.4 ([17], Definition 2.3). Let α > 0 and let A be a closed linear operator with dense domain D(A) in a Banach
space X . A family {S(t)}t≥0 ⊂ B(X) of bounded linear operators in X is called a solution operator for the integral equation
u(t) = x+ 1
Γ (α)
 t
0
Au(s)
(t−s)1−α ds, t ≥ 0, x ∈ X , if the following conditions are satisfied:
(a) S(t) is strongly continuous on R+ and S(0) = I .
(b) S(t)D(A) ⊂ D(A) and AS(t)x = S(t)Ax for all x ∈ D(A) and t ≥ 0.
(c) S(t)x is a solution of
u(t) = x+ 1
Γ (α)
∫ t
0
Au(s)
(t − s)1−α ds
for all x ∈ D(A), t ≥ 0.
We call A the infinitesimal generator of S(t) or say that A generates S(t).
3. Main results
In this section, we study the existence and uniqueness of mild solutions of (1).
Definition 3.1. A function u ∈ C([−r, T ]; X) is called a mild solution of (1) if u(t) = ϕ(t) for t ∈ [−r, 0], and for t ∈ [0, T ],
Jαt u(t) ∈ D(A) and
u(t) = ϕ(0)+ AJαt u(t)+
∫ t
0
f (s, us)ds. (14)
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Lemma 3.2. Let A be the infinitesimal generator of a solution operator S(t), and let f ∈ C([0, T ] × X; X). If u ∈ C([−r, T ]; X)
is a mild solution of (1), then
u(t) =
S(t)ϕ(0)+
∫ t
0
S(t − s)f (s, us)ds, for t ∈ [0, T ],
ϕ(t), for t ∈ [−r, 0].
(15)
Proof. Since S(t) is strongly continuous and f ∈ C([0, T ] × X; X), it follows that u(t) defined by (15) is continuous on
[−r, T ]. Assume that u(t) ∈ C([−r, T ]; X) is a mild solution of (1), then for t ∈ [0, T ], gα(t) ∗ u(t) = Jαt u(t) ∈ D(A). Since A
is closed and D(A) is dense in X , from (c) of Definition 2.4 it is easy to deduce that
S(t)x = x+ Agα(t) ∗ S(t)x for all x ∈ X, t ≥ 0. (16)
From (16), (b) of Definition 2.4 and the closedness of A, it follows that
1 ∗ u = (S − A(gα ∗ S)) ∗ u
= S ∗ u− AS ∗ (gα ∗ u)
= S ∗ u− S ∗ (Agα ∗ u)
= S ∗ (u− Agα ∗ u). (17)
By Definition 3.1 and (17) we have
u(t) =

d
dt
∫ t
0
S(s)

ϕ(0)+
∫ t−s
0
f (r, ur)dr

ds, for t ∈ [0, T ],
ϕ(t), for t ∈ [−r, 0].
(18)
Since S(t) is strongly continuous for t ≥ 0 and f is continuous on [0, T ] in t , from (18) we obtain
u(t) =
S(t)ϕ(0)+
∫ t
0
S(t − s)f (s, us)ds, for t ∈ [0, T ],
ϕ(t), for t ∈ [−r, 0].
Therefore, the proof is completed. 
Theorem 3.3. Let A be the infinitesimal generator of a solution operator S(t) on a Banach space X. Assume that
(i) there exists a constant M > 0 such that
‖S(t)‖ ≤ M, t ∈ [0, T ]; (19)
(ii) f : [0, T ] × C([−r, 0]; X)→ X is continuous in t on [0, T ] and there exists a constant L > 0 such that
‖f (t, x)− f (t, y)‖ ≤ L‖x− y‖ for t ∈ [0, T ], x, y ∈ C([−r, 0]; X). (20)
Then the Cauchy problem (1) has a unique mild solution u ∈ C([−r, T ]; X). Moreover, the mapping u(0) → u is Lipschitz
continuous from X into C([−r, T ]; X).
Proof. Transform problem (1) into a fixed point problem. Let us consider the operator F : C([−r, T ]; X) → C([−r, T ]; X)
defined by
(Fu)(t) =
S(t)ϕ(0)+
∫ t
0
S(t − s)f (s, us)ds, for t ∈ [0, T ],
ϕ(t), for t ∈ [−r, 0].
(21)
We need to prove that F has a fixed point, which is a unique mild solution of (1). We shall show that F is a contraction. Let
u, v ∈ C([−r, T ]; X), by (19), (20), we have
‖(Fu)(t)− (Fv)(t)‖ ≤
∫ t
0
‖S(t − s)‖ ‖f (s, us)− f (s, vs)‖ds
≤ ML
∫ t
0
‖us − vs‖ds
≤ MLt‖u− v‖C([−r,T ];X). (22)
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Using (21), (22) and induction on n it follows that
‖(F nu)(t)− (F nv)(t)‖ ≤ (MLt)
n
n! ‖u− v‖C([−r,T ];X)
≤ (MLT )
n
n! ‖u− v‖C([−r,T ];X). (23)
For n large enough, we have (MLT )n/n! < 1, hence F is a contraction. By the contraction mapping theorem (cf. [19, p. 3]) we
deduce that F has a unique fixed point. This fixed point is the desired mild solution of (1).
Let v be a mild solution of (1) on [−r, T ]. Then
‖u(t)− v(t)‖ ≤ ‖S(t)u(0)− S(t)v(0)‖ +
∫ t
0
‖S(t − s)(f (s, us)− f (s, vs))‖ds
≤ M‖u(0)− v(0)‖ +ML
∫ t
0
‖u(s)− v(s)‖ds.
By Gronwall’s inequality,
‖u(t)− v(t)‖ ≤ MeMLT‖u(0)− v(0)‖
and therefore
‖u− v‖C([−r,T ;X]) ≤ MeMLT‖u(0)− v(0)‖ (24)
which implies the uniqueness of u and the Lipschitz continuity of the mapping u(0) → u. Therefore the proof is
completed. 
The uniform Lipschitz condition of the function f in Theorem 3.3 ensures the existence of a global mild solution of (1).
We prove now the local existence of mild solutions of (1) under a local Lipschitz condition on f .
Theorem 3.4. Let f : [0, T ] × C([−r, 0]; X) → X be continuous in t for t ∈ [0, T ] and satisfy the following local Lipschitz
condition: for every β > 0 there exists a constant C(β) such that
‖f (t, ϕ1)− f (t, ϕ2)‖ ≤ C(β)‖ϕ1 − ϕ2‖ (25)
holds for all ϕ1, ϕ2 ∈ C([−r, 0]; X) with ‖ϕ1‖ ≤ β , ‖ϕ2‖ ≤ β and t ∈ [0, T ]. If A is the infinitesimal generator of a solution
operator S(t) on X, then there exists a t1 > 0 such that the initial problem (1) has a unique mild solution u on [−r, t1).
Proof. Let t1 > 0. Let ϕ ∈ C([−r, 0]; X), β = ‖ϕ‖ + 1, c = βC(β)+ sups∈[0,t1] ‖f (s, 0)‖. Let
Dϕ = {u ∈ C([−r, t1]; X) : u(s) = ϕ(s) if s ∈ [−r, 0] and sup
s∈[0,t1]
‖u(s)− ϕ(0)‖ ≤ 1}.
It is clear that Dϕ is a closed subset of C([−r, t1]; X), hence Dϕ is a Banach space. Consider the mapping
T : Dϕ → C([−r, t1]; X)
by
(Tu)(t) =
S(t)ϕ(0)+
∫ t
0
S(t − s)f (s, us)ds, for t ∈ [0, t1],
ϕ(t), for t ∈ [−r, 0].
(26)
First, we shall show that T maps Dϕ into Dϕ .
Let u ∈ Dϕ and letM0 be a bound of ‖S(t)‖ on [0, t1], we have
‖(Tu)(t)− ϕ(0)‖ ≤ ‖S(t)ϕ(0)− ϕ(0)‖ +
∫ t
0
‖S(t − s)f (s, us)‖ds
≤ ‖S(t)ϕ(0)− ϕ(0)‖ +M0
∫ t
0
‖f (s, us)‖ds. (27)
Since ‖u(s)− ϕ(0)‖ ≤ 1 for s ∈ [0, t1], and β = ‖ϕ‖ + 1, we see that ‖u(s)‖ ≤ β for s ∈ [0, t1], then
‖f (s, us)‖ ≤ C(β)‖us‖ + ‖f (s, 0)‖
≤ C(β)β + ‖f (s, 0)‖
≤ c. (28)
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If t1 > 0 is small enough such that
sup
s∈[0,t1]
{‖S(s)ϕ(0)− ϕ(0)‖ +M0cs} < 1. (29)
Put (28), (29) into (27) to get
‖(Tu)(t)− ϕ(0)‖ < 1, t ∈ [0, t1]. (30)
So,
T (Dϕ) ⊂ Dϕ .
Next, we shall prove that T is a contraction.
Let u, v ∈ Dϕ and t ∈ [0, t1],
‖(Tu)(t)− (Tv)(t)‖ =
∫ t
0
S(t − s)(f (s, us)− f (s, vs))ds

≤ M0
∫ t
0
‖f (s, us)− f (s, vs)‖ds
≤ M0C(β)
∫ t
0
‖us − vs‖ds
≤ M0C(β)t1‖u− v‖C([−r,t1];X).
Since β ≥ 1, we have
M0C(β)t1 ≤ M0ct1 ≤ sup
s∈[0,t1]
{‖S(s)ϕ(0)− ϕ(0)‖ +M0cs} < 1.
Thus T is a contraction. By the contraction mapping theorem we conclude that T has a unique fixed point. This fixed point
is the desired unique mild solution of (1) on [−r, t1], where t1 > 0 is sufficiently small such that (29) holds. Therefore the
proof is completed. 
4. An application
We consider the fractional reaction–diffusion equation with delay described byCDαt u(t, x) = ∂
2
∂x2
u(t, x)+ J1−αt w(t, x, ut(·, x)), t ∈ [0, T ], x ∈ Ω,
u(θ, x) = ϕ(θ, x), θ ∈ [−r, 0], x ∈ Ω,
(31)
where 0 < α < 1, Ω ∈ Rn is a bounded open set with regular boundary ∂Ω , ϕ is a given function on C([−r, 0]; X),
X = C(Ω; R),Ω = Ω ∪ ∂Ω .
By setting v(t) = u(t, ·), we can reformulate the fractional partial differential problem (31) as an abstract fractional
functional differential equation
CDαt v(t) = Av(t)+ J1−αt f (t, vt), t ∈ [0, T ],
v(t) = ϕ(t), t ∈ [−r, 0], (32)
where
D(A) = {u ∈ C(Ω, R); u′′ ∈ C(Ω, R)},
Au = u′′, t ∈ [−r, 0],
and f : [0, T ] × C([−r, 0]; X)→ X is defined by f (t, ϕ)(x) = w(t, x, ϕ(·, x)) for t ∈ [0, T ], ϕ ∈ C([−r, 0]; X) and x ∈ Ω .
It is well known that A generates a C0 semigroup {T (t)}t≥0 on X . The subordination principle of solution operator
(Theorem 3.1 in [17]) implies that A is the infinitesimal generator of a solution operator {S(t)}t≥0. Since S(t) is strongly
continuous on [0,∞), by uniformly bounded theorem, there exists a constantM > 0 such that ‖S(t)‖ ≤ M for t ∈ [0, T ].
Assume that there exists a function f continuous on [0, T ] × C([−r, 0]; X) and satisfies a Lipschitz condition
‖f (t, ϕ)− f (t, ψ)‖ ≤ L‖ϕ − ψ‖,
where t ∈ [0, T ], ϕ,ψ ∈ C([−r, 0]; X) and L > 0 is a constant. Consequently, all the conditions of Theorem 3.3 are satisfied,
problem (31) has a unique global mild solution.
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