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Abstract
The performance of speaker verification systems degrades
when vocal effort conditions between enrollment and test (e.g.,
shouted vs. normal speech) are different. This is a potential sit-
uation in non-cooperative speaker verification tasks. In this pa-
per, we present a study on different methods for linear compen-
sation of embeddings making use of Gaussian mixture models
to cluster shouted and normal speech domains. These compen-
sation techniques are borrowed from the area of robustness for
automatic speech recognition and, in this work, we apply them
to compensate the mismatch between shouted and normal con-
ditions in speaker verification. Before compensation, shouted
condition is automatically detected by means of logistic regres-
sion. The process is computationally light and it is performed in
the back-end of an x-vector system. Experimental results show
that applying the proposed approach in the presence of vocal
effort mismatch yields up to 13.8% equal error rate relative im-
provement with respect to a system that applies neither shouted
speech detection nor compensation.
Index Terms: speaker verification, vocal effort mismatch,
shouted speech, domain compensation.
1. Introduction
Nowadays, the development of speaker verification systems has
become very popular in real applications and it will continue
growing over the next years. Many researchers are focused on
the normal speech situation, an area where these systems begin
to work very well. Nevertheless, very few studies address sit-
uations where there is an extreme mismatch in terms of vocal
effort. Vocal effort has been studied in [1, 2], showing differ-
ences in five different modes: whisper, soft, normal, loud and
shout. Each mode alters speech production in a way that intro-
duces noticeable differences that affect the performance of the
speaker verification systems. For this reason, we consider that it
is necessary to study each mode in order to be able to automat-
ically detect it, and perform an appropriate pre-processing to
compensate the changes in the features and the negative impact
on performance of non-neutral modes.
This work is intended to study the effect of shouted speech
in speaker verification systems that are trained with normal
speech, detecting and compensating this mismatch in order to
improve the speaker verification performance. State-of-the-art
speaker verification systems obtain very good performance in
the normal speech scenario (e.g., [3]), when utterances are in
the same collaborative conditions (neutral, normal, calm envi-
ronment, etc.). Some works [2,4] study the effect of vocal effort
conditions on the performance of speaker verification systems
and demonstrate that the accuracy is negatively affected in the
presence of vocal effort mismatch.
High vocal effort mode is used by speakers to produce a
louder acoustic signal in order to increase the signal-to-noise
ratio usually in noisy environments, distant communication or
in emergency situations. There are some works that address the
issue of how to detect high vocal effort [4–6]. In [5], spectral
characteristics of shouted speech are studied in order to demon-
strate that many acoustic properties of the voice change in high
vocal effort situations. In this paper, we focus on detecting
shouted speech as a previous step to alleviate the performance
degradation of speaker verification systems in those situations.
Our detection method is based on a logistic regression model
trained on embeddings directly obtained from shouted and nor-
mal utterances by using a time-delay neural network (TDNN)
as described in [7].
Finally, we propose a method based on [8] to reduce the
error when embeddings extracted from shouted utterances are
used in speaker verification systems trained with normal speech
data. In [8], a feature compensation technique for speech recog-
nition in noisy domains is presented. Mel-frequency cepstral
coefficients (MFCCs) are used to train different Gaussian mix-
ture models (GMMs) associated to different noisy conditions
and, then, bias compensation terms are estimated depending on
the noisy environment. Finally, acoustic features are compen-
sated with these terms to improve speech recognition perfor-
mance in noisy conditions. In this work, we adapt this tech-
nique to train GMMs using embeddings extracted by employ-
ing a TDNN-based model instead of MFCCs and compensating
shouted embeddings in order to be able to mitigate the negative
effect of shouted speech on the performance of speaker verifica-
tion systems. We demonstrate that applying a linear compensa-
tion approach like this in the presence of vocal effort mismatch
yields a relative improvement of up to 13.8% in terms of equal
error rate (EER) in comparison with a system that applies nei-
ther shouted speech detection nor compensation.
The remainder of this paper is organized as follows: a brief
comparison between shouted and normal speech is given in Sec-
tion 2. Shouted speech detection is described in Section 3. Sec-
tion 4 deals with shouted speech compensation. The experimen-
tal setup and results are presented in Sections 5 and 6, respec-
tively. Finally, Section 7 concludes this work.
2. Shouted vs. Normal Speech
Many works have analyzed the acoustic differences between
shouted and normal speech [1, 2, 9]. For instance, the authors
of [9] demonstrated that the increase of vocal effort changes
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Figure 1: A comparison between speaker embeddings (pro-
jected onto a two-dimensional space using t-SNE) extracted
from shouted and normal speech.
many acoustical properties of speech. In the spectral domain,
it makes the fundamental frequency and the first formant to in-
crease, as well as flattening of the spectral tilt. Hence, short-
term spectral features such as MFCCs are thus directly affected
by the increased vocal effort, which in turn affects the speaker
recognition performance. To mitigate this effect, a spectral
matching between shouted and normal speech on a perceptual
scale was proposed in [9].
In this work, we want to study how these differences be-
tween shouted and normal speech can affect the speaker ver-
ification performance. State-of-the-art speaker verification is
based on a TDNN trained with MFCCs to obtain speaker em-
beddings [7]. Differences between shouted and normal speech
also affect both the intra- and inter-speaker variability at the
TDNN output, which can be visualized in the embedding do-
main. For that, i.e., to transform the embeddings extracted from
the TDNN and see how shouted and normal speech conditions
are represented in a two-dimensional space, we use t-SNE [10].
In Figure 1, a two-dimensional speaker embedding repre-
sentation from 11 males and 11 females is shown. Each speaker
is characterized by 24 shouted and 24 normal points in the two-
dimensional space. We can observe four clusters that represent
different embedding characteristics. On the one hand, there are
gender representation clusters for embeddings, and, on the other
hand, there are shouted and normal speech differences in the
embedding characteristics that are visualized in distinct clus-
ters. This affects the speaker verification task due to the intra-
speaker variability introduced by the two vocal effort domains,
one of shouted utterances and the other one of normal speech.
If two utterances from the same speaker but with different con-
ditions are compared, the system will not be able to verify them
correctly as same speaker because the embeddings are affected
by vocal effort mismatch and will be rejected.
3. Shouted Speech Detection
To avoid introducing unnecessary distortion to normal speech
embeddings, it is crucial to develop an accurate shouted speech
detector before applying the proposed compensation tech-
niques. To this end, we assume this task as a two-class clas-
sification problem by training a logistic regression model with
embeddings obtained from shouted and normal speech utter-
ances. Logistic regression is chosen due to both low complex-
ity and very good performance. Let z = (z1, ..., zD)> be a
D-dimensional embedding, H0 andH1 indicate the hypotheses
that z is a shouted and a normal speech embedding, respec-
tively. Thus, the probability that z comes from shouted speech,
P (H0|z) = 1− P (H1|z), is estimated in this work as
P (H0|z) = 1
1 + exp {− (β0 + β1z1 + · · ·+ βDzD)} , (1)
where, as aforementioned, the parameters of the model,
{βj ; j = 0, ..., D}, are calculated from a set of training embed-
dings obtained from shouted and normal speech (see Subsection
5.2). At test time, an embedding z is classified as coming from
a shouted speech utterance if P (H0|z) > 0.5.
The usefulness of this rather simple, yet effective method is
shown in the result section.
4. Shouted Speech Compensation
In this section, we describe the technique used to compensate
the shouted speech embeddings. This technique is simple and
has only a few parameters to better fit the data scarcity. We
propose here the use of Multi-Environment Model-based LInear
Normalization (MEMLIN) [8], a method borrowed from robust
speech recognition. Given the normal speech embedding x and
the shouted one y, a normal speech embedding estimate, xˆ, can
be obtained by minimum mean square error estimation as
xˆ = E[x|y] =
∫
x · p(x|y)dx, (2)
where E[·] is the expectation operator and p(x|y) is the con-
ditional probability density function of x given y. In order to
evaluate the expression in Eq. (2) for MEMLIN, the following
assumptions are made.
First, normal speech embeddings are modelled by using a
GMM:
p(x) =
∑
sx
p(x|sx)P (sx), (3)
with
p(x|sx) = N (x|µsx ,Σsx), (4)
where sx denotes each Gaussian of the normal speech model,
and µsx , Σsx and P (sx) are the mean, covariance matrix
(which is diagonal in this work as we assume statistical inde-
pendence among embedding components) and weight associ-
ated to Gaussian sx. In addition, p(x|sx) is the likelihood of
the normal speech embedding given the Gaussian sx.
Secondly, shouted speech embeddings are similarly mod-
elled as
p(y) =
∑
sy
p(y|sy)P (sy), (5)
with
p(y|sy) = N (y|µsy ,Σsy ). (6)
Finally, the third assumption is considering that the normal
embedding, x, can be obtained from the shouted embedding, y,
by making use of the above models:
x = f(y, sx, sy). (7)
With all of these assumptions, Eq. (2) can be expressed by
using the Bayes’ rule and the proposed models for both domains
as
xˆ =
∫ ∑
sy
∑
sx
x · p(x, sx, sy|y) · p(sx, sy|y)dx
≈ y −
∑
sy
∑
sx
rsxsy · p(sy|y) · p(sx|y, sy),
(8)
where rsxsy is a bias term (see below). Given the shouted
speech embedding y, to obtain an estimate xˆ of the normal
speech embedding it is necessary to compute the probability
of the shouted speech Gaussian sy given y, p(sy|y), and the
probability of the normal speech Gaussian sx given the shouted
embedding y and the shouted speech Gaussian sy , p(sx|y, sy).
The bias terms, rsxsy , are obtained in a training stage us-
ing a set of paired embeddings (see Subsection 5.2) from both
domains,
{
xTri ,y
Tr
i
}
, following
rsxsy =
∑
i p
(
sy,y
Tr
i
)
p
(
sx,x
Tr
i
) (
yTri − xTri
)∑
i p (sy,y
Tr
i ) p (sx,x
Tr
i )
. (9)
In order to compare the performance of the proposed
method with some other well-known compensation techniques
for robustness in automatic speech recognition, we also imple-
mented two techniques such as Multivariate Gaussian-based
Cepstral Normalization (RATZ) [11] and Stereo-based Piece-
wise LInear Compensation for Environments (SPLICE) [12].
In RATZ, the normal speech embedding is modelled using
a GMM in the normal speech domain according to Eqs. (3) and
(4), and the estimation of x follows
xˆ = fRATZ(y, sx) ≈ y −
∑
sx
rsx · p(sx|y), (10)
where rsx is a bias term that only depends on the normal speech
Gaussian and is obtained in a previous training phase from the
set of paired embeddings
{
xTri ,y
Tr
i
}
according to
rsx =
∑
i p
(
sx
∣∣xTri ) (yTri − xTri )∑
i p (sx |xTri )
. (11)
On the other hand, in SPLICE, the shouted speech domain
is modelled with a GMM according to Eqs. (5) and (6), and the
estimate of x is obtained following
xˆ = fSPLICE(y, sy) ≈ y −
∑
sy
rsy · p(sy|y), (12)
where rsy is a bias term obtained in a training stage again using
the set of paired embeddings from both domains as follows:
rsy =
∑
i p
(
sy
∣∣yTri ) (yTri − xTri )∑
i p (sy |yTri )
. (13)
5. Experimental Setup
5.1. Speaker Verification System
The speaker verification system is implemented according to the
x-vector-based Kaldi [13] recipe using augmented versions of
the VoxCeleb1 [14] and VoxCeleb2 [15] corpora1. The models
generated from this recipe are freely available on the Internet2.
The EER (which is the primary evaluation metric in this paper)
obtained using this baseline system for VoxCeleb is 3.1%.
This speaker verification system consists of a TDNN-based
front-end for 512-dimensional speaker embedding (x-vector)
computation (i.e., D = 512) plus a probabilistic linear discrim-
inant analysis (PLDA) back-end for verification. The TDNN is
fed with 30-dimensional MFCC features extracted from speech
1https://github.com/kaldi-asr/kaldi/tree/
master/egs/voxceleb
2https://kaldi-asr.org/models/m7
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Figure 2: A comparison between shouted and normal speech
embeddings (projected onto a two-dimensional space using t-
SNE) when MEMLIN is employed for shouted embedding com-
pensation.
signals that are framed using a 25 ms analysis window with a
10 ms shift. Voice activity detection is employed to discard
non-speech frames. Then, prior PLDA scoring, x-vectors are
centered, reduced in terms of dimensionality by means of linear
discriminant analysis and length-normalized.
5.2. Test Database
The speech corpus used to perform the experiments is the one
presented in [16]. It consists of 11 male and 11 female speakers.
Each of them recorded 24 sentences speaking normally and the
same 24 sentences shouting. The sentences were recorded in an
anechoic chamber using a high-quality microphone. Channel
effects and environment variations were completely excluded.
The sentences were spoken in Finnish, half in imperative and
half in indicative mode. The average duration of each utterance
is 3 seconds.
Due to the scarcity of shouted speech, both shouted speech
detection and compensation experiments are carried out using
leave-one-speaker-out cross-validation to maximize the number
of trials. All the utterances in the corpus are processed to ex-
tract x-vectors according to the process outlined in Subsection
5.1 and further detailed in [7]. Four different conditions are
considered for experimental evaluation:
• All vs. All (A-A): All the shouted and normal speech ut-
terances are compared each other, which yields 557,040
verification trials.
• Normal vs. Normal (N-N): Normal speech utterances
are compared each other, which yields 139,128 verifica-
tion trials.
• Shouted vs. Shouted (S-S): Shouted speech utterances
are compared each other, which yields 139,128 verifica-
tion trials.
• Normal vs. Shouted (N-S): Normal speech utterances
are compared against shouted speech utterances, which
yields 278,784 verification trials.
6. Results
In this section, the use of MEMLIN-, RATZ- and SPLICE-
based shouted speech compensation, also considering the pro-
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Figure 3: Detection error trade-off curves for the techniques tested in this work when using the proposed shouted speech detection.
Different plots refer to different conditions. From left to right: All vs. All, Shouted vs. Shouted and Normal vs. Shouted conditions.
Condition Baseline MEMLIN RATZ SPLICE
A-A 24.76 21.09 22.16 21.24
N-N 12.93 12.93 12.93 12.93
S-S 16.37 13.73 15.00 13.60
N-S 27.73 26.60 28.06 26.95
Table 1: Speaker verification results in terms of EER, in per-
centages, when using oracle shouted speech detection.
Condition Baseline MEMLIN RATZ SPLICE
A-A 24.76 21.62 22.26 21.34
N-N 12.93 12.93 13.14 13.20
S-S 16.37 14.03 15.15 13.76
N-S 27.73 26.43 28.17 27.00
Table 2: Speaker verification results in terms of EER, in per-
centages, when using the proposed shouted speech detection.
posed shouted speech detection, is compared with a baseline
speaker verification system that applies neither shouted speech
detection nor shouted speech compensation. Notice that the
shouted speech compensation techniques employ 8-component
GMMs.
First, Table 1 shows speaker verification results in terms of
EER, in percentages, when oracle shouted speech detection is
used. As we can see, for Baseline there is a relative worsening
of around 114% between Normal vs. Normal and Normal vs.
Shouted conditions that justifies the need for vocal effort mis-
match compensation. To a greater or lesser extent, such a mis-
match is reduced by MEMLIN, RATZ and SPLICE. More in
particular, the best results are those obtained by MEMLIN and
SPLICE in contrast to RATZ, which suggests that modelling the
shouted embedding space is important to achieve better com-
pensation performance. Furthermore, the utility of MEMLIN
for shouted embedding compensation can be visually inspected
in Figure 2.
Similarly to Table 1, Table 2 shows speaker verification
results when using the shouted speech detection proposed in
Section 3. These results are supported by the detection error
trade-off curves of Figure 3. Considering, indeed, leave-one-
speaker-out cross-validation, our shouted speech detector ob-
tains 98.11% accuracy, where only 1.17% and 2.65% of shouted
and normal utterances, respectively, are misclassified. In these
circumstances, it is not surprising the high similarity between
the results reported in Tables 1 and 2. It is important to remark
that, in the more interesting from a practical perspective All vs.
Condition Baseline MEMLIN RATZ SPLICE
A-A 24.76 21.92 22.84 21.80
N-N 12.93 12.93 12.93 13.20
S-S 16.37 14.75 18.70 14.59
N-S 27.73 27.61 27.49 27.32
Table 3: Gender-dependent speaker verification results in terms
of EER, in percentages and averaged across genders, when us-
ing oracle shouted speech detection.
All scenario, SPLICE achieves a 13.8% relative improvement
with respect to Baseline (in accordance with Table 2).
From Figure 1, one may think that applying gender-
dependent shouted embedding compensation can bring about an
improvement with respect to employing a gender-independent
approach. For this reason, we evaluated gender-dependent ver-
sions of MEMLIN-, RATZ- and SPLICE-based shouted speech
compensation, the results (averaged across genders) of which
are shown in Table 3. As can be seen, the equivalent gender-
independent shouted embedding compensation of Table 1 is su-
perior to the gender-dependent approach.
7. Conclusions
In this work, we have shown the need for vocal effort mismatch
compensation in the context of speaker verification. Moreover,
we have also shown the potential of several linear compensation
techniques intended to mitigate the mismatch between speaker
embeddings extracted from shouted and normal speech utter-
ances. These techniques have worked on top of a very effective
shouted speech detector based on logistic regression.
As there is certainly room for improvement, future work
will be concerned with studying other mismatch compensation
approaches possibly involving unsupervised learning or transfer
learning. Towards this goal, we will require the acquisition of
larger corpora comprising high vocal effort speech data.
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