Abstract. We propose an optimal approximation formula for analytic functions that are defined on a complex region containing the real interval (−1, 1) and possibly have algebraic singularities at the endpoints of the interval. As a space of such functions, we consider a Hardy space with the weight given by wµ(z) = (1 − z 2 ) µ/2 for µ > 0, and formulate the optimality of an approximation formula for the functions in the space. Then, we propose an optimal approximation formula for the space for any µ > 0 as opposed to existing results with the restriction 0 < µ < µ * for a certain constant µ * . We also provide the results of numerical experiments to show the performance of the proposed formula.
Introduction
This paper is concerned with approximation of functions by a finite number of the sampled values of them. We consider analytic functions that are defined on a complex region containing a real interval and possibly have endpoint singularities on the interval. In order to deal with such functions collectively, we consider a function space consisting of them and formulate the optimality of an approximation formula for the functions in the space. Then, we propose an optimal approximation formula for the function space.
We consider the region given by
which satisfies Λ d ∩ R = (−1, 1). In order to deal with analytic functions on Λ d with algebraic singularities at the endpoints ±1, we consider the function space given by
where µ is a positive number and w µ (z) = (1 − z 2 ) µ/2 . This space has been studied as a fundamental space for the sinc numerical methods [6, 8] , which are the numerical methods based on the approximation of functions by the sinc function (see (2.6) ). The error analysis of the sinc approximation has been performed in these decades [6, 7, 8, 10] . It is well-known that the sinc approximation has very good accuracy in H ∞ (Λ d , w µ ).
Besides the studies of such concrete formulas in H ∞ (Λ d , w µ ), there are several analyses of the errors of optimal formulas in spaces of analytic functions like H ∞ (Λ d , w µ ). In the literatures [1, 5, 9, 12] , the authors have estimated the optimal errors in Hardy spaces with preassigned decay rates. In particular, Sugihara [9] has given a lower bound of the optimal error in H ∞ (Λ d , w µ ) and revealed that the sinc approximation is near optimal in the space. In order to formulate the optimality of an approximation formula for the functions in H ∞ (Λ d , w µ ), he considered all the possible n-point approximation formulas in the space and the norms of their error operators. Then, he defined the minimum error norm E min n (H ∞ (Λ d , w µ )) by the minimum of the norms. Furthermore, he also considered the error norm of the sinc approximation on H ∞ (Λ d , w µ ), denoted by E sinc n (H ∞ (Λ d , w µ )), and has shown that
where c ′ , c ′′ , c 1 , and c 2 are positive constants with c 1 < c 2 (see (2.9)). However, finding an explicit approximation formula attaining E min n (H ∞ (Λ d , w µ )) has been an open problem so far whereas the exact order of E min n (H ∞ (Λ d , w µ )) with respect to n is known in some restricted case. Recently, in the restricted case that 0 < µ < min{2, π/d}, Ushima et al. [11] have proposed an optimal formula by using the technique of Jang and Haber [3] , in which they employ a modification of the sampling points given by Ganelius [2] . The restriction 0 < µ < min{2, π/d} is owing to the assumption r < 1 in the Ganelius theorem [3, Lemma 1] , which plays an important role for the error estimate of the formula. In this paper, we remove this restriction and propose an optimal formula for any µ > 0 by generalizing the formula in [11] .
The rest of this paper is organized as follows. In Section 2, we list mathematical tools for setting the framework for approximation of the functions in H ∞ (Λ d , w µ ). We give the more precise explanations of the region Λ d , space H ∞ (Λ d , w µ ), and the notion of the optimal approximation in H ∞ (Λ d , w µ ). Furthermore, we review some existing results about the estimate of E min n (H ∞ (Λ d , w µ )). In Section 3, we present our new formula and show its error estimate in Theorem 3.3. By combining this theorem and the existing result giving the lower estimate of E min n (H ∞ (Λ d , w µ )), we show the optimality of the proposed formula. The proof of Theorem 3.3 is owing to three lemmas, whose proofs are presented in Section 4. The last one of them, Lemma 3.6, is proven by being reduced to Theorem 4.2, a generalization of the Ganelius theorem without the assumption r < 1. This theorem is proven in Appendix B. In Section 5, we present some numerical results showing the performance of our formula. Finally, we conclude this paper in Section 6.
Mathematical preliminaries and existing results

Function space
For a real number d with 0 < d < π, we consider the strip region D d := {ζ ∈ C | | Im ζ | < d}. Then, we define a region Λ d by
and set the counterclockwise direction to its boundary ∂Λ d . The region Λ d can be written in the form Throughout this paper, we consider approximation of analytic functions defined on Λ d that possibly have algebraic singularities at the endpoints ±1. Accordingly, we introduce a function space of such functions as below.
Definition 2.1. Let µ be a positive number and let
We define a function space
for any z ∈ Λ d . Therefore, the function f tends to zero with order O((1 ± z) µ/2 ) as z → ∓1.
Minimum error norm
, we consider all the possible n-point approximation formulas written in the form
where ℓ is an integer with 1 ≤ ℓ ≤ n, {m j } is a sequence of nonnegative integers with m 1 + · · · + m ℓ = n, {a j } is a sequence of sampling points in Λ d , and {φ jk } is a sequence of analytic functions on Λ d . Then, let N ℓ,mi aj ,φ jk denote the operator norm of the error operator associated with Formula (2.2):
We call the value N ℓ,mi aj ,φ jk the error norm of Formula (2.2) and adopt it as a criterion for evaluating the accuracy of Formula (2.2). Therefore, an approximation formula with the form in (2.2) is optimal if it achieves the infimum of the error norm N ℓ,mi aj ,φ jk over any n-point approximation formulas. By letting the infimum denoted by
we call it the minimum error norm of the n-point approximation in H ∞ (Λ d , w µ ). In the literature [9] , a lower bound of 
where c is a positive number independent of n.
On the other hand, an upper bound of E of an approximation formula that is applicable to the functions in H ∞ (Λ d , w µ ). It is well-known that an upper bound close to the lower bound in (2.5) is given by the sinc approximation formula with a variable transformation of a single exponential type as shown in the next subsection.
2.3.
Nearly optimal formula (Sinc approximation). The (2N + 1)-point sinc approximation is defined by
and
Formula (2.6) is called the SE-Sinc formula, which has been intensively studied by Stenger et al. [4, 6, 7, 8] .
Sugihara [9] has shown the following upper bound of
Theorem 2.4 ([9, (a) on page 782]). The minimum error norm of the SE-Sinc formula is bounded from above as follows:
where c ′ is a positive number independent of N .
From Theorem 2.3 with n = 2N + 1 and Theorem 2.4, we have
for some positive numbers c ′′ and c ′ independent of N , which gives an estimate of the order of the minimum error norm E min 2N +1 (H ∞ (Λ d , w µ )) with respect to N . Recently, the exact order of the minimum error norm is revealed by an explicit approximation formula as shown in the next subsection.
2.4. Optimal formula. Ushima et al. [11] have found out an explicit approximation formula that achieves the exact order of the minimum error norm for µ with 0 < µ < min{2, π/d} by using the modified Ganelius sampling points proposed in [3, Lemma 1] . Furthermore, they have shown that
for a positive number C independent of N , and that the RHS in (2.10) gives the exact order of E min 2N (H ∞ (Λ d , w µ )) by combining this inequality and Theorem 2.3 with n = 2N . In order to show the proposed formula in [11] , we describe the definition of the modified Ganelius sampling points and a fundamental inequality relating to them, which plays an important role for the error estimate of the formula. Definition 2.5. Let r be a positive real number and let N be a positive integer. Furthermore, let N 0 be defined by
and let ϕ be the function defined by
for a positive number x. Then, the numbers a k defined by
are called the modified Ganelius sampling points. 
holds, where C is a positive number independent of N .
The sequence {a k } given by Definition 2.5 is contained in the interval (0, 1). We need to transform this sequence to that on the interval (−1, 1) for the approximation formula on (−1, 1). Let b k be defined by
and let β k be defined by
Both of the sequences {b k } and {β k } are contained in (−1, 1). Furthermore, we define σ k by
for the coefficients of the formula, where the symbol ′ of the product symbol means exclusion of k = 0. We also use the same symbol for the summation symbol. Finally, in order to construct basis functions for the formula, we define a function
Remark 2.7. After some algebra, we can obtain the expression
which is known as the Blaschke product. Therefore, the function given by (2.15) is its generalization.
By using the sequences and function defined above, Ushima et al. [11] have proposed the approximation formulaf N given by
Then, by using Theorem 2.6, they have given its error estimate as follows.
Theorem 2.8 ([11]
). Let µ be a real number satisfying 0 < µ < min{2, π/d}. Then, forf N given by (2.16), we have
where C is a positive number independent of N .
2.5.
Contribution of this paper. In Theorem 2.8, the assumption µ < min{2, π/d} is originated from the form of Formula (2.16) and the assumption r < 1 in Theorem 2.6. In this paper, by generalizing Formula (2.16), we propose a new approximation formula in H ∞ (D d , w µ ) for any µ > 0 and generalize Theorem 2.6 by removing the assumption r < 1. Then, we give the error estimate of the new formula by a generalization of Theorem 2.8, in which the assumption µ < min{2, π/d} is removed. As shown below, the generalized versions of Formula (2.16), Theorem 2.6, and Theorem 2.8 are Formula (3.2), Theorem 4.2, and Theorem 3.3, respectively.
3. An approximation formula by the Ganelius sampling points and generalized Blaschke product
, by using a real number ν with
we propose the approximation formulaf ν,N (x) given by
Remark 3.1. In the case that µ < 2, by choosing ν = 1, we can obtain Formula (2.16) from Formula (3.2).
Remark 3.2. According to (3.1), we can set ν = ⌈µ/2⌉ if µ is not an even integer. From this fact and Remark 2.7, in the case that µ is not an even integer and d = π/(2m) for a positive integer m, the approximantf ν,N (x) becomes a rational function by letting ν = ⌈µ/2⌉. In such a case, it may be better to use the rational approximant from a practical point of view.
In the following, we give an upper bound of the error of Formula (3.2) and show its optimality by the fact that the upper bound has the same order as the lower
given by (2.5). The upper bound is given by the following theorem. 
3.2.
Sketch of the proof of Theorem 3.3. Theorem 3.3 follows from Lemmas 3.4-3.6 below, whose proofs are shown in Section 4. In order to state the lemmas, for a nonnegative real number δ, we define Λ d (δ) by (3.4) and set the counterclockwise direction to its boundary ∂Λ d (δ).
Lemma 3.5. Let x be a real number with x ∈ (−1, 1). Then, we have
where C 1 is a positive real number independent of x.
Lemma 3.6. We have
where C 2 is a positive real number independent of N .
Then, Theorem 3.3 is proven as follows. We derive from Lemmas 3.4 and 3.5 that
Then, by Lemma 3.6, we have the estimate in (3.3) in Theorem 3.3. Finally, by Theorem 2.3 with n = 2N and Theorem 3.3, we have
which guarantees the optimality of Formula (3.2).
Proofs of Lemmas 3.4-3.6
4.1. Proof of Lemma 3.4. Let x ∈ (−1, 1) and let δ be a positive number such that {x} ∪ {β k } ⊂ Λ d (δ). We begin with writing the difference f (x) −f ν,N (x) by an complex contour integral. By using g(z) :
Because the function g is analytic on Λ d (δ) and bounded on the closure of Λ d (δ), it follows from the residue theorem that
By multiplying both sides of the above equality by
Then, we bound |I Λ d (δ) (x)| from above for f ∈ H ∞ (Λ d , w µ ) with f ≤ 1 and x ∈ (−1, 1) as follows:
Finally, we can derive the conclusion of Lemma 3.4 from (4.2), (4.3), and the fact that
This equality follows from the expression
4.2. Proof of Lemma 3.5. It suffices to bound
from above by the RHS of (3.6). Owing to the symmetry of the contour ∂Λ d and the integrand with respect to the real axis, we only consider its upper half. We employ the variable transformations given by
and x = tanh(t/2) with t ∈ R to obtain
Because we have
after some algebra, it follows from (4.4), (4.5), and (4.6) that
Then, by noting that | cos d | < 1 and that
holds for a real number u, we can derive from (4.7) that
Therefore, what remains is to estimate J(α, β; t) given by (4.9). This estimate is done as shown in the following lemma also used in [11] . For readers' convenience, we describe its proof in Appendix A. whereC µ,ν is a positive number depending only on µ and ν. Therefore, it follows from (4.8) and (4.11) that 
holds, where C is a positive number independent of N . 
where C ′ 3 is a positive number independent of N . In the following, we reduce Inequality (3.7) in Lemma 3.6 to Inequality (4.15).
First, by letting
Next, by noting that arctanh t = (1/2) log((1 + t)/(1 − t)), we have
where we employ the inequality A α +B α ≥ [(A + B)/2] α that holds for any positive numbers α, A, and B. From these and (4.15), by letting r = dµ/π, we have
where C ′′ 3 is a positive number independent of N . Thus Lemma 3.6 is proven.
Numerical experiments
In this section, we compute the approximations of some functions by Formula (3.2) and observe their errors. Moreover, we compare the errors with those of the SE-Sinc approximations given by Formula (2.6) for the same functions.
We adopt the following functions for this numerical experiment.
These functions have the singularities at x = ±1. Table 1 shows the other singularities of f 1 , . . . , f 5 and the parameters d and µ such that f i ∈ H ∞ (D d , w µ ) for i = 1, . . . , 5. We can adopt arbitrary positive values of ε 1 , ε 2 , ε 3 , and ε 5 as long as d > 0 in Table 1 . In this experiment, we set ε 1 = ε 5 = π/2 − 1.57, ε 2 = π/3 − 1.047, and ε 3 = 2π/3 − 2.094. The function f 5 is an example that does not satisfy the old condition µ < min{2, π/d} assumed in Theorem 2.8. Table 1 . The singularities other than ±1 and parameters d and µ of f 1 , . . . , f 5 . The positive numbers ε 1 , ε 2 , ε 3 , and ε 5 are arbitrary as long as d > 0.
In order to use Formula (3.2), we need to decide the value of ν inf ν,N . We set ν = ⌈µ/2⌉, i.e., ν = 1 for f 1 , . . . , f 4 and ν = 2 for and adopt the maximum of their absolute values as the computed error. Because the computed error is often attained at the points close to the endpoints ±1, we employ the set Y in order to capture those points. For all the computations, we used a computer with PowerPC G5 Dual 2 GHz CPU and GCC 4.0.1 compiler, and programs written in C with all the floating point numbers declared as the "long double" variables. Then, all the computations are done with the quadruple precision floating point numbers.
We show the computed errors for N = 4, 9, 16, . . . , 144 in Figures 2-6 . In each figure, the legends "SE-Sinc" and "Ganelius" indicate the results of Formulas (2.6) and (3.2), respectively. Note that the total number n of the sampling points is n = 2N + 1 for Formula (2.6) and n = 2N for Formula (3.2). Furthermore, we estimate the decay rate of the errors by computing the ratio (the error for N = (m − 1)
2 )/(the error for N = m 2 ) for m = 2, 3, 4, . . . , 12. The theoretical values of the ratio for Formulas (2.6) and (3.2) are exp( πdµ/2) and exp( √ πdµ), respectively. We show the computed ratios ("rate") and theoretical values ("t.v.") in Tables 2-6 . From these results, we can observe that in each case Formula (3.2) outperforms Formula (2.6) and the sequence of the computed values of the "rate" approaches its theoretical value as N increases.
Concluding remarks
In this paper, we proposed the approximation formula given by (3.2) that is optimal in the space H ∞ (D d , w µ ) for any µ > 0. Formula (3.2) is a generalization of Formula (2.16) proposed by Ushima et al. [11] , which is valid only in the case that µ < min{2, π/d}. In order to estimate the error of Formula (3.2), we showed Furthermore, we observed that Formula (3.2) achieved the optimal convergence rate in the numerical experiment. We can list some themes for future work about the optimal approximation in H ∞ (Λ d , w µ ): finding other optimal formulas and comparing them with Formula (3.2), inventing improved methods for fast computation by Formula (3.2), applying Formula (3.2) to differential equations such as two point boundary problems, etc. 7.5 t.v.
14.0 6.5 Without loss of generality, we can assume that t ≥ 0, a = α, and b = β. The assumptions about a and b are owing to the fact that
For the proof of this lemma, we employ the following inequalities:
In the following, we deal with two cases: (i) b < 0 and (ii) b ≥ 0.
Case (i)
It holds that a > 0 > b in this case. By using Inequalities (A.1), we have
Therefore, J(a, b; t) is bounded from above as follows:
Case (ii)
It holds that a ≥ b ≥ 0 in this case. By using Inequalities (A.1), we have
Therefore, in the same manner as Case (i), J(a, b; t) is bounded from above as follows:
From the estimates in Cases (i) and (ii), Lemma 4.1 is proven.
Appendix B. Proof of Theorem 4.2
It is sufficient to consider the case that N is larger than a certain positive constant. Therefore, we assume that N is large enough such that N 0 > 3. The conclusion of Theorem 4.2 is equivalent to the statement that
holds for any s ∈ [0, 1], where C ′ is a real number independent of N and s. We show this statement by proving the following three lemmas. 
where C ′′ is a real number independent of N 0 and s. 
where C ′′′ is a real number independent of N 0 and s. 
Furthermore, we have the inequality
where c is a real number independent of N . By using these inequalities, we can obtain Inequality (B.1). Lemmas B.1 and B.2 have already been proven by Jang & Haber [3] in the proof on page 221 of [3] and "Proof of (2)" on pages 218-219 of [3] , respectively, without using the assumption r < 1. On the other hand, Inequality (B.4) in Lemma B.3 corresponds to Inequality (3) on page 218 of [3] , where the assumption r < 1 is employed. Therefore, we need to prove Lemma B.3 by ourselves in order to remove this assumption.
B.1. Proof of Lemma B.3. For s = 0, the LHS of (B.4) is zero. Furthermore, for s = a k , the first term in the LHS is infinity. Therefore, we assume that s ∈ (0, 1] \ {a k } in the rest of this section. By letting g(s, t) := log s + t s − t ,
where the variable transformation t = ϕ(u)/ϕ(N 0 ) is employed. Furthermore, by letting
we have Figure 7 . Graphs of the function G η .
Note that η in (B.5) satisfies −∞ < η ≤ √ N 0 and does not equal the square root of any nonnegative integer because s ∈ (0, 1] \ {a k }. From these, by letting
In the following, we prove the RHS of (B.7) is bounded from below for η with −∞ < η ≤ √ N 0 , which completes the proof of Lemma B.3. Note that, as shown by Figure 7 , the function G η (u) in (B.6) is nonnegative and has a singularity at
in the case that η > 0. The RHS of (B.7) can be rewritten in the form
The first and third terms in (B.9) may be ignored because they are nonnegative. For the second and fourth terms in (B.9), we divide the arguments for their estimates into the following three steps.
Step 1: Estimate of some terms in the sum of the second term in (B.9) by the convexity of G η . Each term in the sum is the error of the trapezoidal approximation of the integral of G η . The error on the interval [ℓ, ℓ + 1] is nonnegative if G η is convex on the interval. Therefore, we bound the error from below by zero on the interval where G η is convex.
Step 2: Estimate of the other errors in the second term on the intervals in which the singularity u = η 2 is not contained.
Step 3: Estimate of the error in the second term on the interval in which the singularity u = η 2 is contained if it exists and estimate of the fourth term in (B.9). Note that this step is necessary only if η > 0. Therefore, we assume that η > 0 in this step. Then, the singularity is contained in (N 0 − 1, N 0 ) or (0, N 0 − 1) . In the former case, we have only to estimate the fourth term in this step because all the errors in the second term are already estimated in the previous step. B.1.1. Step 1. We show a sufficient condition for the convexity of G η .
we have 
which is the desired inequality in Step 1.
B.1.2.
Step 2. We start with the estimate
(B.13)
By the variable transformation v = √ u, for ℓ with 0 ≤ ℓ ≤ ℓ c , we have
Then, we have
Inequalities (B.13) and (B.14) give the desired estimate in Step 2.
B.1.3.
Step 3. We need to consider the following three cases:
, and (iii) η 2 ∈ (0, N 0 − 2). In Case (i), we have ℓ s = N 0 − 1 and have only to estimate the fourth term in (B.9):
In Cases (ii) and (iii), we have 0 ≤ ℓ s ≤ N 0 − 2 and need to estimate the value in (B.15) and the error
For these estimates, we need the following two lemmas.
Lemma B.5. Let m be an integer satisfying m > 1 and m − 1 < η 2 < m + 1, and let u be a real number satisfying m ≤ u ≤ m + 1. Then, we have
Proof. Noting that | tanh x| ≤ |x| for any x ∈ R, we have Thus, the value in (B.16) is bounded from below by a constant independent of N 0 and η. Next, we estimate the value in (B.15). Because G η is monotone decreasing on (η 2 , ∞), we have Thus, the value in (B.15) is bounded from below by a constant independent of N 0 and η.
From the estimates in the three cases above, Step 3 is completed. Thus, Lemma B.3 is proven.
