We address the consensus-based distributed linear filtering problem, where a discrete time, linear stochastic process is observed by a network of sensors. We assume that the consensus weights are known and we first provide sufficient conditions under which the stochastic process is detectable, i.e. for a specific choice of consensus weights there exists a set of filtering gains such that the dynamics of the estimation errors (without noise) is asymptotically stable. Next, we develop a distributed, sub-optimal filtering scheme based on minimizing an upper bound on a quadratic filtering cost. In the stationary case, we provide sufficient conditions under which this scheme converges; conditions expressed in terms of the convergence properties of a set of coupled Riccati equations.
Introduction
Sensor networks have broad applications in surveillance and monitoring of an environment, collaborative processing of information, and gathering scientific data from spatially distributed sources for environmental modeling and protection. A fundamental problem in sensor networks is developing distributed algorithms for state estimation of a process of interest. Generically, a process is observed by a group of (mobile) sensors organized in a network. The goal of each sensor is to compute accurate state estimates. The distributed filtering (estimation) problem has received a lot of attention during the past thirty years. An important contribution was made by Borkar and Varaiya (1982) , who address the distributed estimation problem of a random variable by a group of sensors. The particularity of their formulation is that both estimates and measurements are shared among neighboring sensors. The authors show that if the sensors form a communication ring, through which information is exchanged infinitely often, then the estimates ✩ This material is based upon work supported in part by the US Air Force Office of Scientific Research MURI award FA9550-09-1-0538, in part by the Defence Advanced Research Projects Agency (DARPA) under award number 013641-001 for the Multi-Scale Systems Center (MuSyC) through the FRCP of SRC and DARPA. The material in this paper was partially presented at the 49th IEEE Conference on Decision and Control (CDC 2010) , December 15-17, 2010 , Atlanta, Georgia, USA. This paper was recommended for publication in revised form by Associate Editor Valery Ugrinovskii under the direction of Editor Ian R. Petersen.
E-mail addresses: imatei@umd.edu (I. Matei), baras@umd.edu (J.S. Baras). 1 Tel.: +1 301 405 6606; fax: +1 301 314 8486. converge asymptotically to the same value, i.e. they asymptotically agree. An extension of the results in Ref. Borkar and Varaiya (1982) is given in Teneketzis and Varaiya (1988) . The recent technological advances in mobile sensor networks have re-ignited the interest for the distributed estimation problem. Most papers focusing on distributed estimation propose different mechanisms for combining the Kalman filter with a consensus filter in order to ensure that the estimates asymptotically converge to the same value, schemes which will be henceforth called consensusbased distributed filtering (estimation) algorithms. In Saber (2005 Saber ( , 2007 , several algorithms based on the idea mentioned above are introduced. In Carli, Chiuso, Schenato, and Zampieri (2008) , the authors study the interaction between the consensus matrix, the number of messages exchanged per sampling time, and the Kalman gain for scalar systems. It is shown that optimizing the consensus matrix for fastest convergence and using the centralized optimal gain is not necessarily the optimal strategy if the number of exchanged messages per sampling time is small. In Speranzon, Fischione, Johansson, and Sangiovanni-Vincentelli (2008) , the weights are adaptively updated to minimize the variance of the estimation error. Both the estimation and the parameter optimization are performed in a distributed manner. The authors derive an upper bound of the error variance in each node which decreases with the number of neighboring nodes.
In this note we address the consensus-based distributed linear filtering problem as well. We assume that each agent updates its (local) estimate in two steps. In the first step, an update is produced using a Luenberger observer type of filter. In the second step, called consensus step, every sensor computes a convex combination between its local update and the updates received from the neighboring sensors. Our focus is not on designing the consensus weights, but on designing the filter gains. For given consensus weights, we will first give sufficient conditions for the existence of filter gains such that the dynamics of the estimation errors (without noise) is asymptotically stable. These sufficient conditions are also expressible in terms of the feasibility of a set of linear matrix inequalities. Next, we present a distributed (in the sense that each sensor uses only information available within its neighborhood), sub-optimal filtering algorithm, valid for time varying topologies as well, resulting from minimizing an upper bound on a quadratic cost expressed in terms of the covariance matrices of the estimation errors. In the case where the matrices defining the stochastic process and the consensus weights are time invariant, we present sufficient conditions such that the aforementioned distributed algorithm produces filter gains which converge and ensure the stability of the dynamics of the covariance matrices of the estimation errors.
Paper structure: In Section 2 we describe the problems addressed in this paper. Section 3 introduces the sufficient conditions for detectability under the consensus-based linear filtering scheme together with a test expressed in terms of the feasibility of a set of linear matrix inequalities. In Section 4 we present a suboptimal distributed consensus based linear filtering scheme with quantifiable performance.
Notations and abbreviations:
We represent the property of positive definiteness (semi-definiteness) of a symmetric matrix A by A ≻ 0 (A ≽ 0). By convention, we say that a symmetric matrix A is negative definite (semi-definite) if −A ≻ 0 (−A ≽ 0) and we denote this by A ≺ 0 (A ≼ 0). By A ≻ B we understand that A − B is positive definite. We use the abbreviations CBDLF for consensusbased linear filter(ing). 
and a set of non-negative scalars
summing up to one, the following holds
Problem formulation
We consider a stochastic process modeled by a discrete-time linear dynamic equation
where x(k) ∈ R n is the state vector and w(k) ∈ R n is a driving noise, assumed Gaussian with zero mean and (possibly time varying) covariance matrix Σ w (k). The initial condition x 0 is assumed to be Gaussian with mean µ 0 and covariance matrix Σ 0 .
The state of the process is observed by a network of N sensors indexed by i, whose sensing models are given by
where y i (k) ∈ R r i is the observation made by sensor i and v i (k) ∈ R r i is the measurement noise, assumed Gaussian with zero mean and (possibly time varying) covariance matrix Σ v i (k). We assume that the matrices
and Σ w (k) are positive definite for k ≥ 0 and that the initial state x 0 , the noises v i (k) and w(k) are independent for all k ≥ 0.
The set of sensors form a communication network whose topology is modeled by a directed graph that describes the information exchanged among agents. The goal of the agents is to (locally) compute estimates of the state of the process (1).
Letx i (k) denote the state estimate computed by sensor i at time k and let ϵ i (k) denote the estimation error, i.e.
The covariance matrix of the estimation error of sensor i is denoted
The sensors update their estimates in two steps. In the first step, an intermediate estimate, denoted by ϕ i (k), is produced using a Luenberger observer filter
where L i (k) is the filter gain.
In the second step, the new state estimate of sensor i is generated by a convex combination between ϕ i (k) and all other intermediate estimates within its communication neighborhood, i.e.
where p ij (k) are non-negative scalars summing up to one Combining (3) and (4) we obtain the dynamic equations for the consensus based distributed filter:
for i = 1, . . . , N. From (5) the estimation errors evolve according
Definition 4 (Distributed Detectability). Let the system (1)- (2) together with p(k) {p ij (k)} N i,j=1 be time invariant. We say that the linear process (1) is detectable using the CBDLF scheme (5), if there exists a set of matrices
such that the system (6), without the driving and measurement noises, is asymptotically stable, i.e.
We introduce the following finite horizon quadratic filtering cost function
where by L(K ) we understand the set of matrices L(K )
. The optimal filtering gains represent the solution of the following optimization problem
In the case the system (1)-(2) and the probabilities p(k)
are time invariant, we can also define the infinite horizon filtering cost function
where
is the set of steady state filtering gains. By solving the optimization problem
we obtain the optimal steady-state filter gains.
In the following sections we will address the following problems.
Problem 5 (Detectability Conditions).
Under the above setup, we want to find conditions under which the system (1) is detectable in the sense of Definition 4.
Problem 6 (Sub-Optimal Scheme for Consensus Based Distributed Filtering). Ideally, we would like to obtain the optimal filter gains by solving the optimization problems (8) and (10), respectively. Due to the complexity and intractability of these problems, we will not provide the optimal filtering gains but rather focus on providing a sub-optimal scheme with quantifiable performance.
Distributed detectability
In this section we give sufficient conditions under which the (time-invariant) system (1) is detectable in the sense of Definition 4 and provide a detectability test in terms of the feasibility of a set of LMIs. We start with a result that motivates the intuition behind combining the consensus step with the Luenberger observer for performing distributed filtering.
Proposition 7. Consider the linear time-invariant dynamics (1)-(2).
Assume that in the CBDLF scheme (5), we have p ij = 1 N and that
′ , then the system (1)- (2) is detectable as well, in the sense of Definition 4.
Proof. Under the assumption that
* C has all eigenvalues within the unit circle and therefore the dynamics (11) is asymptotically stable, which implies that (1) is detectable in the sense of Definition 4.
The previous proposition tells us that if we achieve (average) consensus between the state estimates at each time instant, and if the pair (A, C ) is detectable (in the classical sense), then the system (1) is detectable in the sense of Definition 4. However, achieving consensus at each time instant can be costly in both time and numerical complexity. In addition, it turns out that using consensus for collaboration does not guarantee stability of the estimation errors, even in the case where the estimation errors, without collaboration, are stable. For example, in the system (1)-(2), let
Two locally stabilizing filtering gains are 
for some positive definite matrices
, then the system (1) is detectable in the sense of Definition 4.
Proof. The dynamics of the estimation error without noise is given by
In order to prove the stated result we have to show that (13) is asymptotically stable. We define the Lyapunov function
and our goal is to show that V (k
Lyapunov difference is given by
where the inequality followed from Remark 1. By changing the summation order we can further write
where the last inequality follows from (12). From the fact that
are positive definite matrices, we get
which implies that (13) is asymptotically stable.
The following result relates the existence of the sets of matrices
such that (12) is satisfied, with the feasibility of a set of linear matrix inequalities (LMIs).
Proposition 9 (Distributed Detectability Test). The linear system (1)is detectable in the sense of Definition 4 if the linear matrix inequalities in Box I, in the variables
Box I. 
We further have that,
By defining
Therefore, if the matrix inequalities (14) are feasible, there exists a set of positive definite matrices
and a set of positive
, such that
By Lemma 8, it follows that the linear dynamics (6), without noise, is asymptotically stable, and therefore the system (1)- (2) is detectable in the sense of Definition 4.
Sub-optimal consensus-based distributed linear filtering
Obtaining the closed form solution of the optimization problem (8) is a challenging problem, which is in the same spirit as the decentralized optimal control problem. In this section we provide a sub-optimal algorithm for computing the filter gains of the CBDLF with quantifiable performance, i.e. we compute a set of filtering gains which guarantee a certain level of performance with respect to the quadratic cost (7).
Finite horizon sub-optimal consensus-based distributed linear filtering
The sub-optimal scheme for computing the CBDLF gains results from minimizing an upper bound of the quadratic filtering cost (7). The following proposition gives upper-bounds for the covariance matrices of the estimation errors.
Lemma 10. Consider the following coupled difference equations
The following inequality holds Proof. Using (6), the matrix Σ i (k + 1) can be explicitly written as
 .
Using the fact that the noises w(k) and v i (k) have zero mean, and they are independent with respect to themselves and x 0 , for every time instant, we can further write
By Remark 2, it follows that
From the previous two expressions, we obtain that
We prove (16) by induction. Assume that
and
and therefore
Defining the finite horizon quadratic cost function
the next corollary follows immediately.
Corollary 11. The following inequalities hold
and lim sup
Proof. Follows immediately from Lemma 10.
In the previous corollary we obtained an upper bound on the filtering cost function. Our sub-optimal consensus based distributed filtering scheme will result from minimizing this upper bound in terms of the filtering gains 
and the optimal value is given bȳ
where Q * i (k) is computed using
with Q *
is the optimal solution of the optimization problem (20). Let {Q *
be the matrices obtained when L * (K ) and L(K ), respectively are substituted in (15) . In what follows we will show by induction that
For simplifying the proof, we will omit in what follows the time index for some matrices and for the consensus weights.
in (15), after some matrix manipulations we get
We can derive the following matrix identity: 
4. Update the state estimates:
Update the matrices Q i :
Note that the above algorithm does accommodate time varying systems and time varying topologies since the previous results do hold in the case where the matrices of the system and the probabilities p ij (k) are time varying, and can be implemented in a distributed manner, i.e., the agents use only information from their neighbors.
Infinite horizon consensus based distributed filtering
We now assume that the matrices
and Σ w (k) and the weights {p ij (k) N i,j=1 } are time invariant. We are interested in finding out under what conditions Algorithm 1 converges and if the filtering gains are stabilizing. From the previous section we note that the optimal infinite horizon cost can be written as
where the dynamics of Q i (k) * is given by
and the optimal filtering gains are given by
Assuming that (24), converges, the optimal value of the costJ * ∞ is given bȳ
Sufficient conditions under which there exists a unique solution of (25) 
Appendix. Convergence of discrete-time coupled Riccati dynamic equations
Given a positive integer N, a sequence of positive numbers p = {p ij } N i,j=1 and a set of matrices
, we consider the following matrix difference equations
(A.1) Related to the above dynamic equations, we introduce the following stabilizability and detectability definitions.
Definition 13 (Costa & Fragoso, 1995) . Given a set of matrices C = {C i } Definition 14 (Costa & Fragoso, 1995) . Given a set of matrices C = {C i } Remark 15. In the same spirit of Proposition 9, numerical tests for checking the detectability and stabilizability properties, in the sense of the above definitions, can be expressed in terms of the feasibility of a set of LMIs. For more details, the interested reader can consult (Costa & Fragoso, 1993 , 1995 Costa, Fragoso, & Marques, 2005) .
Consider the following coupled Riccati difference equations Proof. The proof can be mimicked after the proof of Theorem 1 of Costa and Fragoso (1995) . Compared to our case, in Theorem 1 of Costa and Fragoso (1995) , scalar terms, taking values between zero and one, multiply the matrices Σ v j in (A.3). In our case, these scalar terms take the value one, and therefore the result follows.
