We present low complexity, quickly converging robust adaptive beamformers that combine robust Capon beamformer (RCB) methods and data-adaptive Krylov subspace dimensionality reduction techniques. We extend a recently proposed reduced-dimension RCB framework, which ensures proper combination of RCBs with any form of dimensionality reduction that can be expressed using a full-rank dimension reducing transform, providing new results for data-adaptive dimensionality reduction. We consider Krylov subspace methods computed with the Powers-of-R (PoR) and Conjugate Gradient (CG) techniques, illustrating how a fast CG-based algorithm can be formed by beneficially exploiting that the CGalgorithm diagonalizes the reduced-dimension covariance. Our simulations show the benefits of the proposed approaches.
INTRODUCTION AND PRELIMINARIES
When implementing adaptive beamforming on arrays with large aperture and many elements that operate in dynamic environments, reduced-dimension techniques are often needed to speed-up the convergence of beamforming algorithms and reduce the computational complexity [1] . This is of fundamental importance in applications found in passive sonar and radar systems. Furthermore, robust adaptive techniques are often required to alleviate the deleterious effects of array steering vector (ASV) mismatch, e.g., caused by calibration and pointing errors. A popular class of these are the robust Capon beamformers (RCBs) that exploit ellipsoidal, including spherical, uncertainty sets of the ASV [2] [3] [4] [5] [6] . In [1, 7] , a framework for combining reduced-dimension and RCB techniques was derived, allowing rapidly converging, low complexity robust adaptive reduced-dimension robust Capon beamformers (RDRCBs) to be formed. A key contribution of that work was the derivation of a complex propagation theorem that allows a reduced-dimension ellipsoid to be derived from an element-space ellipsoid and any fullrank dimension reducing transform (DRT). The reduced-dimension ellipsoid may then be exploited by using an RCB in the reduceddimension space. In [1, 7] , only data-independent dimensionality reduction was considered. Here, we extend the framework developed in [1, 7] to data-adaptive dimensionality reduction, providing new results useful for exploiting a variety of scenarios that occur in practical applications of robust beamforming algorithms.
The problem under consideration is the design of RDRCBs that are suitable for large arrays. We consider Krylov subspace techniques [8] , [9] , [10] , [11] , [12] for data-adaptive dimensionality reduction which are computed by the Powers-of-R (PoR) [8] , [9] , [10] , [13] , [14] and Conjugate-Gradient (CG) [12] ,FLW10 algorithms. We then develop RCB versions of the PoR and CG algorithms for large arrays. We present a CG-based technique can exploit the fact that it results in a diagonal reduced-dimension sample covariance matrix to give particularly low-complexity data-adaptive beamforming algorithms. Scenarios with large planar arrays are investigated along with both non-degenerate ellipsoidal uncertainty and spherical uncertainty sets.
In the following, E {·}, (·)
† denote the expectation, transpose, Hermitian transpose, inverse and MoorePenrose pseudo-inverse operators, respectively. Furthermore, · 2 , N l X , ΠX and Π ⊥ X denote the two-norm, a basis for the left nullspace of X, the orthogonal projector onto the range space of X and the orthogonal projector onto the space perpendicular to the range space of X, respectively. Moreover, X ≥ 0 or X > 0 mean that the Hermitian matrix X is +ve semi-definite or +ve definite. 
As shown in [4] , (6) can be solved via the eigenvalue decomposition (EVD) ofȒ, where computing the EVD is the most computationally expensive step. Denotingâ as the solution to (6), the solution to (3) is formed asâ0,RCB = E and the weight vector aŝ
ROBUST CAPON BEAMFORMING FRAMEWORK WITH DATA-ADAPTIVE REDUCED-DIMENSION
In reduced-dimension methods, the kth element-space snapshot,
As shown in [1, 7] , this leads to the following RDRCB problem max
denote the reduced-dimension ASV, covariance and uncertainty ellipsoid, respectively, which can be reduced to
The following theorem is used to derive EN (b, F). Propagation Theorem: [1, 7] The propagation of the elementspace ellipsoid (4), with E ≥ 0 ∈ C M ×M , through the mapping
For data-adaptive dimensionality reduction,b and F need updating each time the DRT is updated. If we use (9) for updating, then we
† and D † need calculating, which are expensive operations. Fortunately, if the original element-space ellipsoid is non-degenerate, such that E > 0, we can simplify (9) .
The inverse E −1 can be computed offline and therefore, the online computation of F reduces to the computation of an N × N inverse. Note that, in general, we will need to compute F I, then
In this case, if the DRT is orthogonal, F in (11) reduces to F =
IN . Thus, if the element-space set is a sphere and the DRT is orthogonal, then F can be written analytically and only one EVD is required. Denotingb0 as the solution to (7), we form the RDRCB weight vector aŝ
The weight vector (12) operates on the reduced-dimension data. The weight vector that operates on the original element-space data is given byŵRDRCB,ES = DŵRDRCB. An estimate of a0 can be formed asâ0
where ΠD is an orthogonal projection matrix onto the column space of D. Givenâ0, we form the RDRCB SOI power estimate aŝ
DATA-DEPENDENT DIMENSION REDUCTION
Here, we consider Krylov methods that use the PoR and CG algorithms to compute the matrix that performs dimension reduction.
PoR (Non-Orthogonal) Krylov Basis
The standard PoR method for creating a Krylov DRT is to form
which can be formed iteratively. That is, starting with κ1 =ā, and D1 =ā ā 2 , for i = 2, . . . , N , calculate
and
. The cost of calculating κi from κi−1 is Ø(M 2 ) and calculating di is Ø(M ) . Thus, calculating the Krylov DRT costs Ø(N M [M + 1]) flops. The resulting Krylov DRT is non-orthogonal (NO) and therefore, to compute the NO-Krylov RDRCB, two N -dimensional EVDs will need computing, even if the original element-space set is spherical.
PoR Orthogonal Krylov Basis
In [9] , the PoR orthogonal Krylov (O-Krylov) subspace technique was proposed and suggested for applications where the model order is highly variable and time-varying. To form the O-Krylov DRT, let κ1 =ā, D1 =ā/ ā 2 , and for i = 2, . . . , N , calculate
, where Π
, updating κi and di costs Ø(2M 2 ) and Ø(M ). Thus, the calculation of one new column of D costs Ø(3M 2 + M ), so that calculation of the O-Krylov DRT costs Ø(N M [3M + 1]), which is roughly three times more expensive than calculating the standard NO-Krylov DRT. Since the resulting DRT is orthogonal, as discussed earlier, for spherical uncertainty sets only one EVD is required to compute the RDRCB.
Conjugate Gradient Method
Using the approach outlined in [11] , the CG DRT can be formed by setting, d1 =ā, r1 = −ā, and then for i = 2, . . . , N , update using
The cost of computingRxdi is Ø(M 2 ). GivenRxdi, the cost of computing αi is Ø(2M ). Updating ri+1 is Ø(M ). The cost of computing βi, givenRxdi and the denominator of αi is Ø(M ). Then, updating di+1 is Ø(M ). Thus, the total cost to compute a new column of the CG DRT is Ø(M 2 + 5M ). Thus, the total cost to calculate the CG DRT is Ø(N M [M + 5]), which is almost the same as calculating the NO Krylov DRT. Since the CG DRT is NO, we would expect that we would need two EVDs to compute the CG-RDRCB. However, in the next section, we illustrate how a fast CG-based RDRCB can be obtained by exploiting that the CG DRT diagonalizes the SCM so that
CGb . We can useb0 and R is spherical, then we can evaluate this quantity from the EVD of M and ΛCG, which are already available. For a general, non-degenerate ellipsoid this quantity will need computing. Fig. 1 shows the relative complexities as N is increased from 1 to M , for M = 320, illustrating that the CG-based algorithms are significantly cheaper than the other methods. 
NUMERICAL EXAMPLES
In this section, we assess the performance of the proposed algorithms through numerical examples. For an M = 320, λ/2-spaced planar array with M h = 40 elements in a row and Mv = 8 rows, we simulated data with covariance matrix Rx = σ , where gmn is the distance between the mth and nth sensors in units of wavelength. The ith source (SOI or interference) ASV is simulated according to ai = a(θi +δi)+σe,iei, where ei is a zero-mean complex circularly symmetric random vector with unit norm. When δi = 0 an AOA error exists and when σe,i = 0, an arbitrary error exists. We assume azimuth and elevation beams spaced at 1/M h and 1/Mv in cosine space and, using the methods described in [17] , design tight-spherical uncertainty sets and non-degenerate minimum volume ellipsoidal (NDMVE) sets based on the expected AOA errors given the spacing of the beams. Fig. 2 shows SINR versus SNR for....??? The results show that the CG and O-Krylov results are the same, whilst the NO-Krylov results diverge for very high SNRs. It is clear that the robust RDRCB version exploiting spherical or nondegenerate NDMVE sets, provide much better robustness at high SNRs compared to the standard MVDR-based implementations.
