) elaborate recommendations as to how forensic scientists should evaluate their findings in the specific field of comparative handwriting examination. The proposed procedure is intended to standardise the calculation of posterior probabilities of propositions which are of interest to members of the court, e.g. the proposition of a certain individual being the author of a questioned handwritten sample. Köller et al. (2004) also claim that such an approach may analogously be applied in other forensic disciplines. The present paper discusses some of the compromising effects that these recommendations may have on a coherent evaluation of scientific evidence. Drawbacks of posterior probabilities for describing the probative force of evidence are contrasted with insights offered by other evaluative frameworks. Inadequate implications of posterior probabilities are illustrated and discussed in the context of examples that focus on selected aspects of combining evidence. Graphical probability models, i.e. Bayesian networks, are used with the aim of clarifying the rationale underlying the arguments presented.
Introduction

Köller et al.'s recent Probability Conclusions in Expert Opinions on Handwriting, Substantiation and Standardization of Probability Statements in Expert Opinions
addresses the foundations of probabilistic reasoning, notably the Bayesian approach, in the particular field of forensic examination of handwritten items. The authors consider that the purpose of comparative handwriting analysis is '. . . making statements regarding the authorship of a handwriting sample on the basis of comparison of the characteristics of two or more handwriting samples' (Köller et al., 2004, p.153) . They argue that this endeavour would benefit from a standardised procedure for evaluating and reporting posterior probabilities of propositions relating to the authorship of a handwriting sample.
Recommendations in Köller et al. (2004) are summarised as follows. A forensic document examiner should start by assuming equal prior probabilities for a certain individual, i.e. the suspect, being the author of a questioned handwritten item. Next, a likelihood ratio is evaluated by considering the probability of the evidence given each of the propositions of interest. In a third step, the scientist combines the likelihood ratio with the prior probabilities in order to determine posterior probabilities of various propositions of authorship. The posterior probabilities thus determined are expressed both numerically and verbally, for which purpose a verbal scale of conclusions is proposed. It is claimed that such an approach provides forensic scientists with a position of maximum objectivity and thus, should make it applicable in other fields of forensic expertise.
In the present paper, we provide an alternative view by discussing instances where posterior probabilities do not appear to provide adequate means for describing the value of scientific evidence. Two proposals of Köller et al. (2004) will be examined in further detail, notably:
• the standardised recommendation that forensic handwriting examiners should address posterior probabilities and
• the proposal that such a procedure may analogously be applied to other kinds of scientific evidence.
Neither proposal is new in the forensic literature, notably in forensic genetics (e.g. paternity testing). However, the difficulties involved in these proposals have widely remained unrecognised.
A topic not addressed here is that of how scientific evidence is best presented at trial. This touches on a much broader discussion which should, preferably, also involve the Judiciary. Models used in statistical reasoning, intended as representations of real world problems, are usually incomplete to some degree and a clear understanding is desirable of what inferential steps they may lead to. However, whether or not forensic scientists should be allowed to take those inferential steps is a discussion beyond the scope of this paper.
Part 1 of this paper will draw the reader's attention to some general thoughts about the evaluation of scientific evidence and the inferential implications associated with the use of posterior probabilities. In the second part, the discussion is extended to inadequacies of posterior probabilities that arise in the context of combining evidence. As some of the arguments involve rather subtle points which are difficult to convey in ordinary language, use will be made of graphical probability models, introduced at a later point. At times, arguments will be contrasted with ideas derived from other evaluative frameworks, e.g. likelihood ratios.
Part 1: comments on Köller et al. (2004)
Evaluation of scientific evidence
Disagreements with Köller et al. (2004) begin with the first sentence of their preliminary remarks, which reads as follows:
In most forensic disciplines-apart from purely analytical matters such as those encountered in chemistry or physics, for example-experts are called upon to interpret their findings (. . .) (Köller et al., 2004, p.83) This statement is misleading to the extent that it suggests that there are disciplines within forensic science where an evaluation of evidence is not required. But should an analytical matter not require an evaluation? Are the results yielded by the so-called 'exact sciences' really so unambiguous? Are there obvious solutions that speak for themselves?
Forensic literature has provided answers to such questions, as the notion of 'exact science' has been considered to be essentially meaningless and 'objectivity' to be unattainable (Evett, 1996) . Indeed, far too often forensic scientists fail to accompany their findings with appropriate explanations and thus contribute, in particular among non-experts, to an unjustified impression of precision and conclusive force. Many forensic scientists also commonly emphasise on what is known, with a tendency to avoid mentioning the unknowns, although they may be relevant for judging the credibility and validity of a line of reasoning 1 .
Forensic science has benefited considerably from recent developments in science and technology. Through ongoing research, the scope of applicable methods and techniques is expanding in a wide area of forensic disciplines. Forensic scientists have hardly ever been able to gather as much information, analytical or otherwise, as is possible today. Various powerful analytical devices are currently available, allowing forensic scientists to, e.g. amplify and analyse selected regions of human DNA, visualise single gunshot residues, detect target substances in complex matrices, measure the refractive index of glass, observe the physical attributes of textile fibres, etc. Results may be qualified as 'highly accurate', 'precise' or 'reliable', but usually it is not the data itself that directly provide answers to forensically relevant questions.
It also appears worth noting that forensic science is not, as the notion of 'exact science' may suggest, about performing experiments under idealised laboratory conditions. Items of evidence come into existence under real world conditions and may thus be degraded, contaminated or altered in various ways. There may be various tests, measurements and observations allowing forensic scientists to acquire some knowledge and information. However, underlying processes may not be well understood, relevant parameters may be difficult to control, or, may even be unknown, etc. Consequently, one's state of knowledge will thus remain incomplete to some degree. The following quotation provides a concise summary of this:
Our sensory capacities are limited in various ways, so devices have been designed to extend the range of things we can observe. (. . .) No sensing device, human, mechanical, or electric, is infallible. We have natural questions concerning the inherent accuracy of sensing devices, but we also recognise that these devices can be influenced and tampered with in various ways. (Schum, 1994, pp. 99-100) Care should thus be taken when referring to topics such as chemistry and physics or when proposing methods and techniques from such disciplines for use in legal contexts. There is no evidence that does not require an evaluation, nor should there be, at least in the legal area, different ways to think about evidence 2 . It is thus emphasised here that evidence evaluation is indifferent to the field of application:
In court as elsewhere, the data cannot 'speak for itself'. It has to be interpreted in the light of the competing hypotheses put forward and against a background of knowledge and experience about the world. (Robertson & Vignaux, 1993a, p. 470) 
Posterior probabilities: a 'new' proposal or an old problem
It should be appreciated that Köller et al. (2004) consider probability theory as an appropriate means for approaching uncertainties related to the evaluation of scientific evidence. After ample debates over the last few decades it can now safely be asserted that the Bayesian view has secured its position as a coherent framework for evaluating evidence in forensic science (Robertson & Vignaux, 1993b , 1995 Evett and Weir, 1998; Taroni et al., 2001) . The Bayesian approach is not only considered a coherent framework for assessing evidence and interpreting judicial facts, it also clarifies the respective roles of scientists and jurists.
Despite the widespread acceptance of probabilistic reasoning in forensic science, disagreements still exist as to how a Bayesian approach should be used in practice. Disagreements have notably persisted in, e.g. the fields of shoeprint and tool marks examination (see, e.g. Katterwe, 2002a Katterwe, ,b, 2003 .
Part of these disagreements may be due to fundamental differences in the attitudes of forensic scientists towards their profession. While one may fully agree with Köller et al. (2004) in that experts are supposed to answer questions, it is open to debate whether they should provide an opinion on a question within the fact finder's competence.
Forensic scientists should focus on the evidence, the value of which needs to be elucidated in the light of hypotheses that compete in explaining the occurrence of that evidence. The role of the forensic scientist should not consist in appreciating judicial facts, rather, scientists should assist the fact finder in doing so. For example, a forensic scientist may explain whether the findings are what one would expect to observe if some specified proposition were true. However, the scientist may also be held to explain to what degree he or she would expect to obtain the findings if some alternative proposition were true. 'Evaluating evidence' thus means that the forensic scientist primarily focuses on the probability of the evidence. This is not the same for investigators, jurists or jurors, who are concerned with the assessment of a particular issue. However, considerable difficulties have been experienced in respecting the fundamental differences of these two roles. Often, the nature of the information in the hands of forensic scientists, as well as the conclusions that may legitimately be drawn from it, is not well understood (Koehler, 2001 ).
An expert may go beyond his or her role when expressing an opinion in terms of posterior probabilities of hypotheses, notably if these are of judicial interest. There is a risk that an expert's statement about hypotheses will compromise the decision-making process because the fact finder may feel compelled to follow the expert's conclusions.
Such concerns are not new. When Locard was writing there was already awareness of the growing importance of forensic expertise and the possible consequences of this.
Le laboratoire est devenu l'antichambre du tribunal. En faut-il conclure que le droit vaévoluer de nouveau dans le sens de la preuve légale, et que l'expert va se substituer au juge pour décider provisoirement de la réalité de la faute et de la responsabilité du fauteur? Il faudrait admettre alors que la preuve indiciale est absolue et qu'elle comporte des solutionsévidentes. Disons-le tout de suite: là n'est pas la vérité. L'indice doitêtre interpreté. 3 (Locard, 1940, p. 187) Inquiring about and analysing evidence is a highly sensitive discipline within forensic science. An increased awareness is required among forensic scientists that particular care must be taken in the way evidence is evaluated and its meaning conveyed.
One of the views held in a significant part of forensic literature is that the value of the evidence is appropriately described by a likelihood ratio, which is thought to provide a transparent and logical measure of how well the evidence permits one to discriminate among competing hypotheses. Neither prior nor posterior probabilities allow one to obtain a comparable expression of the value of the evidence. Prior probabilities do not reflect available knowledge about the evidence whereas posterior probabilities are a combination of both the evidence and the prior probabilities. These are some of the reasons why likelihood ratios are widely considered the only sensible means of evaluating scientific evidence (Robertson & Vignaux, 1995) .
The approach proposed by Köller et al. (2004) does not comply with this framework. Their methodology addresses the posterior probabilities of a set of propositions or hypotheses of authorship of a handwritten sample. However, no good grounds are provided as to why one should believe these intentions to be appropriate. For example, it is claimed that (. . .) it is safe to assume that hardly a single handwriting expert in Germany today is willing to express his conclusions in the form of a likelihood ratio on a regular basis. Instead, one of the most important characteristics of the expert must be that he draws conclusions from findings of his examinations and thereby answers the questions by the court from his own point of view. (Köller et al., 2004, p. 152) This is a statement of a current practice, rather than an argument. Although the reporting of posterior probabilities is a very common and longstanding practice of many forensic document examiners in central European countries, there is nothing in the statement of this practice that provides a credible justification for its validity and appropriateness. Köller et al. (2004) also argue as follows:
The disadvantage associated with this restriction to the likelihood ratio is the difficulty it poses for the recipient of the expert opinion, especially in relatively clear-cut cases. What is a judge to think in an obvious case of author identity if the forensic expert confines himself to stating that "Examination of the writing samples support the hypothesis of author identity", even if that support is described as "extremely strong"? (Köller et al., 2004, p. 146) Firstly, one may consider that the judgment of the appropriateness of an inferential procedure should be quite independent on whether a case is 'clear-cut' or not, whatever 'clear-cut' may mean. For example, there may be considerable circumstantial evidence allowing the association of a certain individual with a certain handwriting sample, while the results of the handwriting examination may provide only weak evidence for discriminating among the various competing hypotheses, and vice versa. An important advantage of the likelihood ratio is that it provides a measure of the value of the evidence in a way that is entirely independent of whatever prior beliefs are held by some evaluator.
Secondly, it seems that in court as elsewhere, the 'clear-cut' perspective of Köller et al. (2004) is a rather drastic simplification of the real world situations in which evidence is used to draw inferences to propositions of interest. For "(. . .) in judicial trials it can rarely happen that the inferences offered are simple" (Anderson & Twining, 1998) . According to Schum (1994): (. . .) there are no simple inferences except perhaps those provided in classroom examples. Apparently direct inferences can be decomposed to reveal many additional sources of uncertainty. We often simplify inferences by suppressing or overlooking sources of uncertainty. The trouble is that it is rarely easy to determine conditions under which we may safely suppress uncertainties we do recognize. (Schum, 1994, pp. 100-101) It should be noted that where the examination of handwriting is concerned, research suggests that there is doubt about the ability of forensic scientists to make a case 'clear-cut' (Risinger et al., 1989) .
Thirdly, the likelihood ratio has also been perceived in a way quite different from what is suggested by Köller et al. (2004 Reasoning in terms of a likelihood ratio thus is about clarifying how an evaluator may be guided to a rational revision of his beliefs when learning new evidence. Notice in this context that scholars in German legal literature also support the view that the core part of evaluating evidence is a consideration of the relative probabilities of the evidence given each of pair of competing hypothesis, i.e. the likelihood ratio (Bender & Nack, 1995; Nack, 1999) .
Unlike the likelihood ratio, a posterior probability is a statement of a belief given the evidence. As will later be shown, there is no obvious way to use such a statement for coherent inferences.
Approaches focusing on posterior probabilities are by no means as undisputed as suggested by Köller et al. (2004) . Several commentators have expressed serious concerns about so-called (posterior) probability scales of conclusions, notably in the field of shoeprint and tool mark examinations (e.g. Champod et al., 2000; Taroni & Buckleton, 2002; Champod et al., 2003) . More detailed consideration of such issues would have been desirable essentially because Köller et al. (2004) seek to promote their methodology for use in other fields of forensic expertise.
A recurrent point of dispute is the assessment of prior probabilities which are needed when evaluating posterior probabilities. One of the recommendations given by Köller et al. (2004) is that:
Conclusions are based on the precondition that the hypotheses of authorship have been assigned indifferent prior probabilities. The correctness of this assumption cannot be verified on the basis of the examination itself. The recipient of the expert opinion is responsible for the verification of such assumptions. (Köller et al., 2004, p.154) It is rather strange for forensic scientists to make an assumption about prior probabilities which then is delegated for verification. The above statement merely admits that the recipient of the expert evidence is in the best position to define prior probabilities. This suggests that a likelihood ratio would then be a far more suitable form for expressing the informative content of the evidence. Recall that a likelihood ratio provides a coherent means for passing from a state of belief pre-data (i.e. prior to the receipt of the evidence) to a state of belief post-data.
It is difficult to see what advantage there could be in an approach in which forensic scientists assess prior probabilities and calculate posterior probabilities by means of a likelihood ratio. In practice, it may well be that a recipient of an expert opinion may already have heard other evidence before considering the handwriting evidence. Consequently, posterior probabilities arrived at by a forensic scientist cannot, as such, tell an evaluator how he or she should think about the case in the light of the evidence, essentially because the latter has assumed priors which are likely to differ from those assumed by the former.
It is questionable whether the recipient of an expert opinion should proceed to what Köller et al. (2004) call a 'verification' of assumptions on prior probabilities made by a forensic scientist. Usually, an evaluator is concerned with a state of belief, given available evidence (scientific or not) and how such beliefs may be re-evaluated in the light of the evidence presented by a handwriting expert. A posterior probability on an issue, offered by a scientist, is not directly amenable to this task.
Notice also that one need not necessarily agree with the arguments presented so far in order to see that an assumption of equal prior probabilities is shorthand to some degree. Suffice to consider, e.g. a scenario in which a suspect has been found as a result of a search of the DNA profile of a crime stain against a database containing DNA profiles of known individuals. For a situation in which exactly one matching individual is found, a probabilistic analysis proposed by Balding & Donnelly (1996) shows that, under certain reasonable assumptions, the DNA evidence against the suspect may be slightly stronger than in a setting where the suspect has been selected on other grounds. However, in such a scenario it may well be that little or any other evidence is available to implicate the suspect, so that the overall case against him may be weak. Clearly, a predefined assumption of a 50% chance of the suspect being the source of the crime stain, prior to the receipt of the DNA evidence, appears quite unfavourable here. Further examples illustrating the arbitrary of predefined equal prior probabilities are given by Friedman (2000) .
Generally, there are numerous criticisms of the assumption of equal prior probabilities (Ellman & Kaye, 1979; Kaye, 1989; Taroni & Aitken, 1998 and references therein). Theoretically it can lead to breaches of the laws of probabilities, as mentioned by Berry (1991) and Allen et al. (1995) . Some courts have long been aware of the unrealistic nature of the assumption. It has thus been said that, e.g.:
Leaving the choice of the prior odds to the legal decision-maker is preferable to presenting or using an unarticulated prior probability. (Re the Paternity of M.J.B.: T.A.T. 144 Wis. 2d 638; 425 N.W. 2d 404, 1988) As has been seen throughout this section, there are various reasons why a recipient of expert evidence may find it unhelpful when the value of evidence is expressed in terms of posterior probabilities of a proposition. It shall, however, not be ignored here that this may in part be explained by the experience that many people may generally not be well acquainted with the proper use of probabilistic expressions. Notably, it is now widely known that, in many situations, human reasoning is liable to violation of the laws of probability calculus (Kahnemann et al., 1982) . The point however stressed here is that even if one were prepared to proceed rationally, one would need to admit that there is no obvious way to do so when an expert's opinion takes the form of a posterior probability. Often, a likelihood ratio may provide a more viable solution: its multiplicative property, explained in qualitative verbal expressions, makes it clear, at least, what it means and how it works (Redmayne, 2001 ).
Part 2: further inadequacies of posterior probabilities
Difficulties in the joint evaluation of distinct items of evidence
The attraction of posterior probabilities for evaluating scientific evidence might in part originate from views that confine themselves to the evaluation of single items of evidence. Indeed, most probabilistic approaches developed in forensic literature concentrate on singular pieces of evidence (such as a group of recovered fibres, a bloodstain, a shoeprint and so on).
In what follows, the authors here would like to bring to light and discuss a particular instance where posterior probabilities prove to be unsuitable for evaluating scientific evidence. This instance is concerned with the observation that attempts to evaluate the combined effect of distinct items of evidence-based upon posterior probabilities of interest-are fraught with considerable difficulties. The so-called 'difficulty about conjunction' is one such well-known complication. It refers to situations in which two items of evidence, relevant for the same pair of propositions, seem to produce a lower probability when considered in combination, than when considered separately. In the past, this problem has been debated at some length (Cohen, 1977 (Cohen, , 1988 Dawid, 1987) . A summary of this debate and a solution proposed by Dawid (1987) can be found in .
Combination of evidence is a common need in forensic casework and provides a challenging test for proposals of inferential procedures. In this respect, posterior probabilities can be expected to have a hard stand as their logical combination may not be so obvious. It is certainly true, and many may in fact argue so, that when the prior probabilities are equal, the ratio of the posterior probabilities equate the likelihood ratio, and hence the combination of evidence is trivial. However, such an argument is not very helpful for clarifying the matter. On the one hand, it admits implicitly that it is the likelihood ratio that is amenable for combining evidence, while on the other hand, it falsely suggests the ratio of the posterior probabilities as an expression of the value of the evidence. Clear semantics are desirable if forensic scientists would like their evidence to be correctly understood and used by a recipient of expert information.
Basically, the discussion is one that forensic and judicial literature has long been aware of, gravitating around the potential consequences of failures to distinguish between probabilities of propositions given evidence and probabilities of evidence given propositions. Aspects of combining evidence will be used here to point out that forensic scientists should neither strive to predefine prior probabilities, they being equal or otherwise, nor address posterior probabilities given evidence. As will be seen, initial probabilities of a proposition can be shown to be logically implied by the state of knowledge that a recipient of expert evidence has on the basis of other evidence (information of which the forensic scientists usually is completely unaware). Notice that this has also persuasively been expressed by Lindley (2000) : "(. . .) prior and posterior are relative terms, referring to the data. Today's posterior is tomorrow's prior." (p. 301) The reader can thus realise that an approach involving predefined prior probabilities to justify the use of posterior probabilities to assess evidence is artificial, because there are no informationless priors (Howson, 2002) .
There is much complication that arises from the increase in the number of variables to be incorporated in probabilistic analyses which makes it hard enough for scientists to construct solid and credible arguments. It is here that scientists should place efforts, a further point that the remainder of this part will be concerned with. The discussion will make extensive reference to graphical probability models, i.e. Bayesian networks, a formalism capable of providing a concise representation of the assumptions and rationale behind probabilistic arguments.
3.1.1 Bayesian networks. Evaluation of forensic evidence often requires incorporation of various sources of uncertainty. Good examples of this are relevance of the evidential material 4 or the potential of error. Uncertainties may explicitly be incorporated in a probabilistic analysis, each variable representing a distinct source of uncertainty. For example, by defining a distribution P over n discrete variables A 1 , A 2 , . . . , A n , the chain rule of probability calculus allows one to write
However, the task of computing a given joint probability distribution can become intractably large as the number of variables grows.
Complex probabilistic analyses can be usefully assisted by Bayesian networks. Based on elements of graph and probability theory, Bayesian networks can roughly be defined as a pictorial representation of the dependencies and influences among variables considered in some way relevant for a particular inferential problem. In a Bayesian network, uncertain state variables are represented by nodes, which in turn, are linked by arrows (also called edges or arcs). Nodes and arcs together form a directed acyclic graph, i.e. a graph where no loops are permitted.
The dependencies among the variables are expressed in terms of probabilities. If a node A has no entering arcs, i.e. it is a so-called root or source node, then it has an attached table containing unconditional probabilities. On the other hand, if a node A receives edges from other nodes B 1 , . . . , B n , then the node A is called a child node and the nodes B 1 , . . . , B n are referred to as parental nodes. Notice that the table associated to a variable A with parents B 1 , . . . , B n contains conditional probabilities Pr (A | B 1 , . . . , B n ) . More on the definition of Bayesian networks can be found, e.g. in Jensen (2001) or Cowell et al. (1999) .
Bayesian networks allow one to reduce complexity as it is supposed that a variable, given knowledge of its parents, is independent of all the variables which are not its descendants. If the conditional relationships implied by the structure hold for a set of variables A 1 , . . . , A n , then the joint probability distribution Pr(A 1 , . . . , A n ) is given by the product of all specified conditional probabilities:
4 According to Stoney (1994) , material collected on a crime scene is relevant if it has a true connection with the offender. The relevancy of evidence is probabilistic in nature, as it "(. . .) may range from very likely to practically nil (. . .)" (Stoney, 1994). where par(A i ) represents the set of parental nodes of A i . Equation (1) is called the chain rule for Bayesian networks (Jensen, 2001) and formally defines what a Bayesian network means: a representation of the joint probability distribution for all the variables.
As an example, consider the use of the chain rule in the case of the three basic sequential connections in Bayesian networks (Fig. 1) . In a serial connection from A to C via B, the expression Pr (A, B, C Examples with a forensic connotation, represented in terms of the basic sequential connections of Bayesian networks, can be found in Garbolino & Taroni (2002) . For further applications of Bayesian networks for inference in forensic science see Aitken & Gammerman (1989) , Robertson & Vignaux (1993b) , Aitken et al. (1996) , Dawid & Evett (1997) , Evett et al. (2002) or Taroni et al. (2004) . In the particular field of evaluating the results of DNA analyses, extensive studies on the use of Bayesian networks have been provided by Dawid et al. (2002) and Mortera et al. (2003) .
Bayesian networks can provide substantial clarifications in complex reasoning processes with difficult interrelated issues. Notably, inferential steps can be decomposed and separately analysed at different levels of detail. Sources of uncertainity can be explicitly represented and incorporated and their effect on other variables of interest can be evaluated according to laws of probability theory.
Note that the aim of the present discussion is not to address the separate issue of whether Bayesian networks may serve as a means for the presentation of scientific evidence in written reports or before trial. Use will be made here of Bayesian networks merely as a coherent and rigorous means for analysing and clarifying the probabilistic implications of inferential procedures.
A Bayesian network for the conjunction of two pieces of evidence.
Imagine a rational evaluator considering an item of evidence E 1 in order to draw an inference to some hypothesis, H , for example. Assume, for the time being, that the variables have binary states. The evidence may (E 1 ) or may not (Ē 1 ) have occurred. The variable H covers H p and H d , denoting the propositions forwarded by, respectively, the prosecution and the defense.
In terms of a Bayesian network, one would thus have a node E with an entering arc from another node, H in our case, so that H → E. This is an expression of the belief that the occurrence of the evidence depends on the truth state of H . One will thus be required to specify conditional probabilities for E given H . Evidence which is encountered in the real world usually is imperfect to some degree, meaning that it may not only occur when what one is trying to prove is true, but also when what one is trying to prove is not true (Robertson & Vignaux, 1995) . A consequence of the latter situation is that Pr(E | H d ) = 0. Note that whenever the evidence is believed, e.g. more likely to occur when what one is trying to prove is true, than when the specified alternative is true, one would assign probabilities so that Pr(E 1 | H p ) > Pr(E 1 | H d ), a qualitative expression of the likelihood ratio (Garbolino, 2001) . Figure 2 provides a pictorial summary of the graphical relationship among the variables E and H as well as the respective node probabilities. Notice that Pr(Ē 1 | H p ) and Pr(Ē 1 | H d ) are the complements of, respectively, Pr(E 1 | H p ) and Pr (E 1 | H d ) .
Consider now the quantitative part of the Bayesian network. For the purpose of illustration, let (a) the variable H assume equal prior probabilities Pr(H p ) = Pr(H d
Using one of the various commercially or academically available systems, such as Hugin, Norsys, GeNIe or Xbaies, the Bayesian network may then be implemented in a computerised format. One can see that the node H displays the specified prior probabilities for that variable. The node E 1 displays the probabilities with which the evidence may be expected to occur, which is an assessment that considers the probability of E 1 given each possible outcome for H :
Notice that (2) is an expression also referred to as the extension of the conversation (Lindley, 1991) . The major aim of using a Bayesian network is propagating evidence. This is an operation that is concerned with evaluating the conditional probability of nodes of interest given the observed values for one or several other nodes. In the process of informing a Bayesian network about what evidence has become available, the states of certain nodes, also called evidence nodes, are fixed to particular values. For example, if H p were known to be true, then this state of knowledge is communicated to the Bayesian network by instantiating the node H to H p , an operation by which H p attains a probability of 1 (see Fig. 3 (ii)). As a result of the newly acquired information, i.e. H p being true, the Bayesian network updates the probabilities for the different states of the variable E 1 . As may be seen in Fig. 3 (ii), these are 0.7 and 0.3, respectively, for E 1 andĒ 1 , and correspond to the conditional probabilities that have been specified for this variable. This is a predictive line of reasoning, or, rougly speaking, reasoning from 'cause' to 'effect' (deductive line of reasoning). However, forensic scientists are usually concerned with reasoning in the opposite direction: some piece of evidence is available and an inference needs to be drawn to some proposition of interest. Bayesian networks offer a solution for this, too. Consider Fig. 3(iii) . Here the node E 1 has been instantiated to E 1 and the node H displays the conditional (or posterior) probabilities of H p and H d given E 1 . Notice that such an updating is diagnostic in nature (inductive line of reasoning) and is made via Bayes' theorem:
At this point, one may legitimately ask whether there is a real need to extend probability theory to such a sophisticated graphical environment. If it is just for performing such basic calculus as mentioned above, the answer is clearly no. However, whenever further variables with possibly complicated interrelated dependence and independence properties need to be incorporated, the use of tools such as Bayesian networks provide clear advantages. Notably, variables can freely be added and structural dependencies among variables rapidly modified as required, all of which are extensions which cannot as straightforwardly be handled with purely arithmetic calculus, i.e. without graphical support.
This can be illustrated in the context of combining separate items of evidence. If one were to consider, besides E 1 , a second item of evidence, E 2 , an additional two-node network fragment is needed (Fig. 4(i) ). The question then is how the two network fragments H → E 1 and H → E 2 are logically combined.
As may be seen, the variable H is the same for both network fragments. However, a valid Bayesian network cannot contain the same variable twice. Thus, as an intermediate step towards a combined network, the variable H of the network H → E 2 will be denoted H . In addition, an arc is drawn from H to H . Notice that H and H still denote the same proposition, which makes it necessary to define strict dependencies among these variables. This can be achieved by assigning conditional probabilities to H so that Pr(H | H p ) = 1 and Pr(H | H d ) = 0. The graph structure of the resulting Bayesian network is shown in Fig. 4 (ii). (ii) state after learning that E 1 is true; (iii) state after learning that E 2 is true and (iv) Bayesian network with a single node H for representing the major hypothesis (both evidence nodes being instantiated).
Clearly, a node H as defined here is superfluous, as it may be summarised in a single node H as shown in Fig. 4(iii) . However, the intermediate graph structure involving H has been retained here in order to clarify the idea that a state of knowledge about H , prior to the consideration of the evidence E 2 , is logically given by the state of knowledge based on previously considered evidence, such as E 1 , for example. Figure 5 provides a schematic illustration of the kind of operations that may be performed using an appropriate software tool. First, consider Fig. 5(i) , which describes the initial uncertainties about the truth states of the various variables of interest. Each of the two states of the proposition H is equally likely to be true. The same holds for each of the two pieces of evidence E 1 and E 2 . Fig. 5(i) thus is an extension of Fig. 3(i) to two pieces of evidence.
Next, consider what happens when E 1 becomes known, i.e. E 1 is instantiated. The probabilities of the states of the node H change analogously to the situation shown in Fig. 3(iii) . The degree of support for H is measured via the likelihood ratio, which is given by Pr(E 1 | H p )/Pr(E 1 | H d ) = 0.7/0.3 ≈ 2.3. Note also that the probabilities assigned to H have changed the same way. There is an important point to consider: the probability of the propositions H and H ' prior to consideration of the evidence E 2 is no longer equal as shown in Fig. 5(i) . The posterior probabilities after considering E 1 become the prior probabilities before considering E 2 .
Then, consider the changes in the truth states of H once knowledge about E 2 becomes available. Figure 5 (iii) shows that E 2 provides a degree of support for H which is the same as that provided by E 1 . The result is that the probability of H p being true, given E 1 and E 2 , is 0.8448. The combined effect of E 1 and E 2 is measured by a likelihood ratio that is just given by the product of the individual likelihood ratios. Figure 5 (iv) shows that a reduced Bayesian network using a single node H allows one to obtain the same result.
Conditional non-independence.
In the preceding section, single items of evidence (E 1 and E 2 ) have been combined in a way that assumes their independence conditional on knowing the probandum H . Conditional independence between E 1 and E 2 means that belief in E 1 will not change upon learning the truth of E 2 if, in addition, H is known: Pr(E 1 | E 2 , H ) = Pr(E 1 | H ). The Bayesian network shown in Fig. 4 (iii) provides an intuitive illustration of this: once the truth state of H is known with certainty, communication between the two nodes E 1 and E 2 is blocked. Stated otherwise, changes in the truth state of one variable will have no impact on the truth state of the other variable. Under these assumptions, the combination of evidence is straightforward in the sense that the updated odds in favour of H after considering E 1 represent the prior odds before considering E 2 .
However, the assumption of conditional independence between two or more items of evidence may in the general case not be appropriate (Lempert, 1977) . Consider the following example:
(. . .) the defendant's thumb print was found on the gun the killer used. (. . .) assume that the fact finder believes that the presence of this evidence is 500 times more likely if the defendant is guilty than if he is not guilty. (. . .) Now suppose that the prosecution wished to introduce evidence proving that a print matching the defendant's index finger was found on the murder weapon. If this were the only fingerprint evidence in the case, it would lead the fact finder to increase his estimated odds on the defendant's guilt to the same degree that proof of the thumb print did. Yet, it is intuitively obvious that another five hundredfold increase is not justified when evidence of the thumb print has already been admitted. (Lempert, 1977 (Lempert, , p. 1043 This scenario, represented in terms of a Bayesian network, provides an illustrative example of the notion of conditional non-independence. The following binary variables may be defined:
• G: the suspect is the killer;
• E 1 : friction ridge marks of the suspect's thumb are present on the murder weapon;
• E 2 : friction ridge marks of the suspect's index finger are present on the murder weapon.
According to Lempert it may be argued that, given marks of the suspect's thumb being found on the murder weapon, the probability of finding marks of his index finger, if he is guilty, is not very different from finding the same evidence if he were not guilty. Thus, a direct dependency of E 2 on E 1 is assumed. Graphically speaking, a structure as shown in Fig. 6 could be proposed. FIG. 6 . Bayesian network for combining two pieces of evidence E 1 and E 2 that cannot, given G, be assumed to be independent. The evidence E 1 is taken to provide a likelihood ratio of 500 for the proposition of the defendant's guilt (Lempert, 1977 (Lempert, , p. 1043 : "(. . .) mathematically inclined juror might, e.g. believe that there is a .2 probability that the print would be found if the defendant were guilty (the probability is considerably less than one because guilty people often have taken the trouble to wipe their prints from weapons and, even if they had not, not all prints are identifiable) and a .0004 probability that the evidence would be found if the defendant were not guilty." Consequently, the node probability table for E 1 may be completed as shown in Table 1 .
For completing the probability table associated to the node E 2 , the following may be considered:
• If the thumb mark evidence were absent (Ē 1 ), then evidence of marks of the suspect's index finger may be associated a weight that has the same order of magnitude associated with the thumb print evidence alone. One may thus adopt Pr(E 2 |Ē 1 , G) = Pr(E 1 | G) and Pr(E 2 |Ē 1 ,Ḡ) = Pr(E 1 |Ḡ). In such a case, the values in the columns 1 and 2 of Table 1 equate to the values contained in the columns 2 and 4 in Table 2 .
• Knowing that marks of the suspect's thumb are present on the weapon (E 1 ), the capacity of the second item of evidence to discriminate between G andḠ is crucially dependent on the ratio of the probabilities Pr(E 2 | E 1 , G) and Pr(E 2 | E 1 ,Ḡ). Let the latter two probabilities be denoted α and β, respectively. For example, if one believes, as mentioned above, that the probability of finding marks of the suspect's index finger, given he is guilty (and E 1 ), does not differ greatly from the probability of this evidence, given the suspect's innocence, i.e. α ≈ β, a likelihood ratio of approximately 1 would be indicated for the evidence E 2 given E 1 .
The assessment of the parameters α and β is a matter of subjective judgment and depends on one's view and beliefs held in a particular case. The following quotation from Lempert provides a clear illustration of this:
The presence of the second print depends largely on the way the defendant held the gun when he left the thumb print. Unless murderers hold guns differently than nonmurderers or are more likely to wipe off some but not all their fingerprints, the finding of 
the second print is no more consistent with the hypothesis that the defendant is guilty than with its opposite. Indeed, because a murderer is more likely to attempt to wipe off fingerprints from a gun than one with no apprehension of being linked to a murder and since an attempt to wipe off fingerprints might be only partially successful, there is a plausible argument that the presence of the second print should lead jurors to be somewhat less confident that the defendant is the murderer than they would be if only one of the defendant's fingerprints were found. (Lempert, 1977 (Lempert, , p. 1043 Throughout this section, E 1 and E 2 have been referred to as variables designating distinct items of evidence. However, it appears worth noting that E 1 and E 2 merely represent source level propositions, i.e. hypotheses of the kind 'the friction ridge mark comes from the suspect'. Thus, no distinction has been made between evidence for a proposition, e.g. 'a certain number of corresponding minutiae are observed in the friction ridge mark found on the weapon and in prints obtained from the suspect under controlled conditions', and a proposition itself, e.g. 'the friction ridge mark comes from the suspect'.
Note also that according to the hierarchy of propositions (Cook et al., 1998) , the proposition G, defined here as 'the suspect is the killer', represents a crime level proposition. Usually, solely the courts will be concerned with such propositions. Such distinctions are often helpful for the proper definition of the level at which evidence is evaluated. Moreover, the respective role of, on the one hand, judges and jurors and, on the other hand, forensic scientists can be clearly distinguished.
The analysis outlined in the remainder of this text will not exceed source level propositions. Emphasis will be placed however on the structural relationships that may exist between source level propositions and those propositions relating to the forensic scientist's findings.
Bayesian networks and examination of handwriting
In the previous sections, the concept of Bayesian networks has been introduced and applied, in terms of examples, to hypothetical items of evidence, such as E 1 and E 2 , considered in isolation as well as in combination. It has been shown that an attempt to predefine prior probabilities for propositions of interest is essentially incompatible with coherent belief updating. For example, as shown in Section 3.1.2 (Fig. 4(ii) ), the probability of a proposition prior to the consideration of some piece of evidence is dependent on the state of belief about that proposition posterior to other, previously considered evidence. Moreover, the propositions used to draw an inference to some probandum may or may not be independent given that probandum. These considerations thus suggest that neither prior nor posterior probabilities of, e.g. a source level proposition, should be a primary preoccupation for forensic scientists, as they may lead to results that a rational evaluator may find unsuitable for revising his personal beliefs.
In what follows, this argument will be contextualised and its practical relevance for evaluating handwriting and other scientific evidence is illustrated. The outline will cover two steps. First, a basic graphical model for evaluating handwriting evidence is constructed and discussed together with an extension to likelihood ratio assessment under multiple hypotheses. Next, fingerprints are suggested as a second kind of evidence. Here, the task will consist of studying the likelihood ratio as a means to operate a logical combination with the handwriting evidence.
3.2.1 A Bayesian network for handwriting evidence. Imagine a letter containing an illegible abbreviated signature, allegedly written by a certain individual, say X for convenience. Appropriate comparative signatures are available from X. The propositions of interest are as follows:
• H p : X is the writer of the questioned signature;
• H d : X is not the writer, someone else is the origin of the signature.
Following Köller et al. (2004) , one can consider that under either of these propositions of authorship, there may be circumstances that may either be 'ordinary' or 'atypical', so that one ends up with a total of four propositions: H p1 , H p2 , H d1 and H d2 . The subscripts 1 and 2 denote, respectively, the 'ordinary' and 'atypical' circumstances.
Let the binary variable E represent the results of the comparative handwriting analysis. Notice that in the approach of Köller et al. , the findings are considered on a general level. Notably, there is no such distinction as was made by Stockton & Day (2001) , where findings are described in terms of 'few', 'some' and 'lots of similarities'.
The analysis here involves two variables, denoted H and E. The previously described Bayesian network for evaluating a single piece of evidence (Fig. 2) may thus provide an appropriate representation. Tables 3 and 4 summarise the probabilities assigned to, respectively, the variables H and E, chosen according to the assessments proposed by Köller et al. (2004) .
Figure 7(i) shows the Bayesian network in its initialised state. When evidence is entered at the node E, then the probabilities of the node H are updated via Bayes' theorem. This situation is shown in Fig. 7 (ii), where the node H displays the posterior probabilities given the evidence E. The values can be found to agree with the results obtained by Köller et al. (2004) .
Comparison of more than two hypotheses: development of the likelihood ratio.
When working with more than two propositions, scientists may be lead to the consideration of posterior odds in favour of one of the specified propositions. See, e.g. Evett (1992) , for a discussion on this subject in the particular field of DNA evidence. As likelihood ratios imply a comparison of propositions in pairs, some meaningful procedure is thus required for combining propositions.
A general approach for comparing more than two propositions has been described by Aitken (1995) . Consider a number n of competing exclusive and exhaustive propositions H 1 , . . . , H n . E denotes the evidence to be evaluated under each of the n propositions, formally written Pr(E | H i ), with i = 1, . . . , n. If the prior probabilities of each of the propositions H i are available, the ratio of the probability of E given each of the pair of competing propositions H 1 andH 1 = (H 2 , . . . , H n ) can be evaluated as follows:
Notice that (3) is applicable to situations in which the probability of the evidence given a single specified proposition is compared to the probability of the evidence given the conjunction of all other specified propositions. This does not exactly fit the handwriting scenario considered in Section 3.2.1. The principal difference is that in the handwriting scenario, the numerator of the likelihood ratio is a consideration of two propositions H p1 and H p2 . For these reasons, a modified likelihood ratio is developed below.
Consider the numerator first. Following the approach proposed by Aitken (1995) , the probability of the evidence given the prosecution's proposition can be written as follows:
Specifying the subpropositions H p1 and H p2 , (4) can be re-stated as:
Analogously, the denominator may be written as follows:
Substituting the terms in (5) and (6) using the probabilities specified in Tables 3 and 4 The likelihood ratio thus is approximately 0.8610/0.9124 ≈ 0.9437, which supports the defence's proposition.
Extending the Bayesian network.
How can the Bayesian network described in Section 3.2.1 (Fig. 7) be modified in order to evaluate a likelihood ratio as described in the previous section? Basically, a supplementary node, say H , needs to be adopted, which regroups the various competing propositions. The attribute ' ' is used here to indicate that H is a more generalised expression of the previously defined variable H . Let H be binary with states
• H p : X is the writer of the questioned signature, and
• H d : X is not the writer, someone else is at the origin of the signature.
It appears reasonable to consider H p to be established whenever H p1 or H p2 is true, and H d to be established whenever H d1 or H d2 is true. An appropriate representation of this assumption is the conditioning H → H with conditional probabilities for the node H as defined by Table 5 .
The initialised state of the extended Bayesian network is shown in Fig. 8(i) . Figures 8(i) and (ii) depict the evaluation of, respectively, the numerator and the denominator of the likelihood ratio. The node E displays the probability of E given H p and H d , respectively. The results agree with values obtained via (5) and (6). 
Combination of scientific evidence
One may imagine a number of situations in which comparative handwriting analysis alone provides only poor evidence for discriminating between the propositions put forward by, respectively, the prosecution and the defense. This may be in part due to, for example inappropriate comparative material. On other occasions, the questioned document may not be available as an original, only as a copy. It may also be that the disputed handwritten passages consist only of a few lines, or in extreme cases, are solely given by a single graphical expression, such as an abbreviated signature.
Besides comparative handwriting analysis it may thus appear natural to look for further evidence. One such sort of evidence is fingerprints, which may be used to link a suspect to a questioned document. An inferred contact between a suspect and a questioned document may, in some situations, be considered a relevant piece of information for constructing an argument to some ultimate probandum, such as the suspect being the author of the questioned document.
In order to illustrate this through an example, consider a hypothetical modification of the scenario earlier introduced in Section 3.2.1. Again, assume a questioned signature, allegedly written by a certain individual X. Let E 1 denote the results of the comparative handwriting analysis.
Besides, let there also be a group of three fragmentary friction ridge marks, made visible by applying some kind of detection technique. A total of, for instance, 13 minutiae (between 3 and 6 minutiae per mark) are found to correspond to features present in the prints obtained under controlled conditions of the thumb, index and middle finger of the suspect's left hand. No unexplainable differences are observed. Imagine further that the respective position and sequence of the marks on the document are such that they form what may be called an 'anatomical sequence'. The marks are on the left-hand side of the questioned signature, a position in which one may naturally expect the author of the questioned signature to leave such marks. Let the friction ridge marks evidence be denoted E 2 .
How may the fingerprint evidence be used to infer something about whether the suspect is the author of the questioned signature? How can the fingerprint evidence logically be combined with the results of the comparative handwriting analysis? These are some of the questions that will be studied in further detail in the remaining sections. Again, Bayesian networks will be used to illustrate the rationale behind the proposed analysis.
A crucial question that will link the current discussion with the discourse in Part 1 of this paper is whether it is reasonable to follow the proposal of Köller et al. (2004) and assume equal prior probabilities when evaluating the handwriting evidence. FIG. 9 . Bayesian network for evaluating a single item of evidence (Garbolino & Taroni, 2002) . (Reproduced by permission of Forensic Science International.) 3.3.1 Bayesian network for fingerprint evidence. For the time being, start by considering the fingerprint evidence separately from the handwriting evidence. The fingerprint evidence E 2 consists of 13 corresponding minutiae, distributed, as described above, among three fragmentary friction ridge marks. It is assumed here that the value of such evidence can be expressed in probabilistic terms. The fingerprint evidence is dependent on a proposition that is defined here by a variable F:
• F: the friction ridge marks come from the suspect;
•F: the friction ridge marks come from an individual other than the suspect.
The stated correspondences (without any unexplainable differences), E 2 , are such that they may be regarded considerably more likely to occur when in fact they have been left by the suspect (F), than if left by any other individual (F). Parameters such as the clarity of the marks, the kind of corresponding minutiae, their relative position, etc., will not be discussed here. The specification of numerical values will thus be avoided. For the current level of discussion it will suffice to note that one's beliefs may be represented by Pr(E 2 | F)
Pr(E 2 |F), implying that the fingerprint evidence provides clear support for the proposition that the suspect is the source of the friction ridge marks.
Next, an argument needs to be constructed from the source node F to the proposition H , defined as 'the suspect is the author of the questioned signature'. For this purpose, a Bayesian network may be used as shown in Fig. 9 , earlier described by Garbolino & Taroni (2002) in the context of evaluating single pieces of evidence. A characteristic feature of this Bayesian network is that uncertainties in relation to the relevance of the evidence can be evaluated in a way that agrees with a probabilistic solution proposed by Evett (1993) .
In the scenario considered here, the friction ridge marks may be said to be relevant to the extent that they are believed to have in fact been left by the author of the signature. Accordingly, a variable G is defined as follows:
• G: the friction ridge marks come from the author of the questioned signature;
•Ḡ: the friction ridge marks do not come from the author of the questioned signature.
For example, the position in which the marks were found may allow one to assign a fairly high initial probability for G.
The conditional probabilities for the variable F can be defined as follows:
• If the suspect is the author of the questioned signature (H p ) and the fingerprints have been left by the author of the questioned signature (G), then certainly the fingerprints come from the suspect: Pr(F | G, H p ) = 1.
• If the suspect is the author of the questioned signature (H p ) and the fingerprints have been left by an individual other than the author of the questioned signature (Ḡ), then certainly the fingerprints do not come from the suspect: Pr(F |Ḡ, H p ) = 0.
• If the suspect has not written the questioned signature (H d ) and the fingerprints have been left by the author of the questioned signature (G), then certainly the fingerprints do not come from the suspect:
• Pr(F |Ḡ, H d ) is the probability of the suspect being the source of the friction ridge marks, given he is not the author of the questioned signature (H d ) and the fingerprints have not been left by author of the questioned signature (Ḡ). Usually, this will be a probability different from certainty and impossibility. We will refer to this probability as p and take it as an expression of our belief that the suspect would have left the friction ridge marks for innocent reasons (i.e. on another occasion).
Assuming
• the relevance term Pr(G) to be described by r ,
• Pr(E 2 | F) = 1; note, however, that this is an assumption essentially made with the aim of simplifying the derivation of the likelihood ratio (as there may be various numbers of corresponding minutiae given F, the term Pr(E 2 | F) can take values lower than 1) and
• Pr(E 2 |F) = γ , the relative frequency of the corresponding features, a likelihood ratio 5 V 2 may be deduced from the Bayesian network shown in Fig. 9 V
3.3.2 A Bayesian network for combining fingerprint and handwriting evidence. Forensic scientists need to be aware that their evidence may just be a small fragment besides masses of other evidence or information considered by some evaluator. Evidence from one source thus needs to be evaluated in a way that allows for a logical combination with evidence from another source. Reconsider the scenario described at the beginning of Section 3.3, involving a questioned document with friction ridge marks found on it. A certain individual X is suspected to be the author of the questioned signature. In the previous sections, various Bayesian networks have been developed and discussed for separately evaluating handwriting and friction ridge marks evidence. Not only can the pictorial representation of such networks clarify the underlying probabilistic approach, it may also provide useful indications as to how a joint evaluation of separate items of evidence may be obtained rationally.
To this end, consider the Bayesian network for evaluating the handwriting evidence (Fig. 8) . This network contains a binary variable H with the following definition:
• H p : X is the author of the questioned signature;
• H d : X is not the author of the questioned signature.
The definition of this node is exactly the same as that of the node H present in the Bayesian network used for evaluating the friction ridge marks evidence (Fig. 9) . This suggests that a logical way to connect the two Bayesian networks is to retain only a single node H with the above definition. The resulting Bayesian network is shown in Fig. 10 .
Notice that this procedure for combining network fragments has already been used in Section 3.1.2. It is also an expression of the idea that one can develop stepwise and propose Bayesian networks for isolated problems. In a second step, ways may be found to combine the local networks in order to propose a solution for a larger problem. Figure 10 describes a way to revise one's belief in the proposition that X is the author of the questioned signature (node H ), based on fingerprint and handwriting evidence. The network describes the variables considered relevant to this inferential task as well as the dependencies assumed to hold among these variables. Items of evidence may be evaluated iteratively and the results examined at each step.
Consider, e.g. the value of the handwriting evidence (E 1 ), expressed in terms of a likelihood ratio V 1 . From (5) and (6), V 1 can be written as:
Next, the fingerprint evidence (E 2 ) may be evaluated within the same model. E 2 supports the proposition H by a likelihood ratio as described by (7). From the way in which the Bayesian network is specified, it can be found that the items of evidence E 1 and E 2 jointly support the proposition H by likelihood ratio V , which is the product of the individual likelihood ratios of, respectively, E 1 and E 2 :
FIG. 10. Bayesian network for the joint evaluation of fingerprint and handwriting evidence.
Notice that for this multiplication to be valid, the two items of evidence must be assumed to be conditionally independent. This independence property can be read off the Bayesian network shown in Fig. 10 . If instantiated, the node H 'blocks the communication' between the nodes E 1 and E 2 .
Conclusions
Problematic issues are associated with the recommendation of Köller et al. (2004) that forensic handwriting examiners should address posterior probabilities of propositions, the assessment of which is, according to much scientific and legal literature, solely in the competence of the courts. Using explanatory properties of graphical probability models, it can be shown that posterior probabilities may not be easily amenable to belief updating in accordance with the laws of probability theory. A lack of appropriate combinatorial qualities is one of the reasons that may lead one to inferential impasses. Thus, one should regard cautiously a general claim of the same authors that posterior probabilities may be used for evaluating types of evidence other than handwriting.
Future research on evidence evaluation should give more weight to aspects of combining evidence and proposals for inferential procedures should provide appropriate means for handling such issues. An approach focusing on posterior probabilities does not comply with these requirements and thus cannot be taken as a viable alternative to existing inferential procedures, such as an assessment based on a likelihood ratio.
