Abstract. We judge symplectic integrators by the accuracy with which they represent the Hamiltonian function. This accuracy is computed, compared and tested far several different methods. We develop new, highly accurate explicit fourth-and fifth-order methods valid when the Hamiltonian is separable with quadratic kinetic energy. For the near-integrable case, we confirm several of their properties expected from KAM theory; convergence of some of the characteristics of chaotic motions are also demonstrated. We paint out cases in which long-time stability is intrinsically lost.
Introduction
The symplectic integration of Hamiltonian dynamical systems is by now an established technique. Ruth (1983) has developed explicit methods for separable systems; his approach was extended to fourth order by Candy and Rozmus (1991) . Channel and Scovel (1990) and Feng and Qin Meng-Zhao (1987) have derived methods based on the Taylor series expansion of the time map of a general Hamiltonian. Feng and Qin Meng-Zhao (1992) contains a survey of the Chinese program, an important generalization which includes many known methods as special cases and a discussion of the philosophy and history of symplectic integration.
For a summary of explicit symplectic integrators for separable Hamiltonians, see section 3.2 and table 2.
Standard integrators do not generally preserve the Poincar; integral invariants of a Hamiltonian flow and cannot hope to capture the long-time dynamics of the system. Typically their numerical diffusion causes orbits to be attracted to elliptic orbits, or, coupled with forcing, creates completely unphysical attractors. These may look similar to the chaotic dynamics of some systems; however, the non-conservation of integral invariants presumably corrupts the long-time statistics of the flow. These failings have been discussed at length (Candy and R o n " 1991 , Channel and Scovel 1990 , Feng and Qin Meng-Zhao 1987 ) and we will not consider non-symplectic methods further, However, within the class of symplectic integrators (Us) there is much variation in ease of use and in accuracy. It is true that the largest-scale structures in phase space, such as low-order resonances, tend to he the most persistent under the symplectic perturbations due to the discretization. They will be captured by even a low-order SI with a fairly large time step, as will the regular behaviour of near-integrable systems, But if quantitative results are required, or finer features must be resolved, or extremely slow scale phenomena are being studied, then the convergence of the dynamics of the discrete system to those of the continuous system must be studied. In this respect, not all SIS are created equal. We wish to numerically integrate the How of the Hamiltonian H ( p , p ) with N degrees of freedom and time step k. We use the fact that any family of symplectic maps 4 ( k , q , p ) near the identity, depending smoothly on a parameter k, is locally the exaci iime-k map of a Fiamiitonian iiow, say that due to li(q,p,tj. (A aiso depends on k.) If, in addition, the map is close to the time-k map of the Hamiltonian H(q,p), then & is close to H , and we shall identify JJH -H J J with the accuracy of the discrete map. (The choice of norm will be discussed later.) This point of view is elaborated in section 2.
Amongst methods of a given order we shall use this criterion to distinguish the w s i . (vi GUUIX i u i s caii uiuy uc uuiic 111 a g c x c~a~ S~I I S~--L U L a speciiic yrooiem ihere may always be specially tailored methods.) Identifying good methods is perhaps even more important in the symplectic than in the non-symplectic case, for SIS are usually used with fairly large time steps. In some cases this has led to higher-order methods being disadvantageous, because of their large error constants.
In the evolution of the real flow, the energy H(q,p) is conserved. This will not be system has no other independent integrals, then the approximate and real Hows arc the same (up to a reparametrization of time) (Ge Zhong and Marsden 1988) . We would thus have solved the equations of motion. So, one might consider minimizing some norm of the energy truncation error V H . (b(k,q,p) -&k,q,p)). In N 2 2 degrees of freedom, an orbit of 4 can drift away from the original energy surface to a region of phase space wi!h very different dynamics; ene wishes !e minimize this effect. This criterion does lead to good methods, but it has two drawbacks. It only considers the motion in one direction, that transverse to the energy surface; and it involves expanding the time step to one higher order than needed for (JH-kII (which is already complicated enough). Considering, say, the component of the truncation error not in the direction of the real flow would avoid the first problem but would be even more cnmplicated, Recause !!a -fill must already he computed (see section 3); finding the Hamiltonian error term is fairly simple; in addition we can hope that it captures more information about the global dynamics than the energy truncation error. The important point is to select a well defined, relevant quantity for systematic comparisons.
In simple mechanical systems the Hamiltonian is often separable: H ( q , p ) = T(p) + V ( q ) . For this case Ruth (1983) developed a class of explicit SI methods. (See Feng and Oin Meng-Zhao (1987) for a wider class of systems for which explicit algorithms exist.) These were extended to fourth order by Ruth in 1984 (unpublished) , by Candy and R o n " (1991) , and in an elegant formulation by Forest and Ruth (1990) . In section 3, we find the 'best' methods of this class; we also deal with the important special case in which the kinetic energy is quadratic, i.e. T(p) = fpTMp. This leads to crucial simplifications that allow one to find much more accurate methods. There turns out to be a four-stage, fourth-order method with is about 100 times more accurate than the Candy and Rozmus method; it is even more accurate than the fourth-order GaussLegendre (which is itself in some sense optimal for general Hamiltonians). We also develop an optimal six-stage, fifth-order method. These two methods are recommended for general use when H is separable with quadratic kinetic energy.
In section 3.3 we consider a wider class of methods in which the derivatives of V 
higher than the first are also supplied, which leads to much simpler equations to be solved. In section 4, we compute the error constants for three well-known symplectic integrators for general (non-separable) Hamiltonians. For these implicit methods, which must be solved by iteration, efficiency is strongly affected by the choice of predictor; so a method cannot be judged by its error constant alone. There are three main numerical examples in section 5. First the accuracy and efficiency of the 'optimal' methods is tested in simple one and two degree-of-freedom problems. We also examine the convergence of some properties of a very fine chaotic web; this could not be studied at all without a symplectic integrator. Finally, we give an example of some intrinsic limitations of SIS in N 2 2 degrees of freedom.
A framework for symplectic integration
We consider the class of symplectic integrators defined by smooth one-parameter families of maps close to the identity:
&O,X) = x where x = (q,p)T and X = (Q,P)' are in RZN. With initial condition xo, the discrete orbit is given by the forward iterates &"i(k,x0), where k is the time step. The map 4 is then generated by a time-dependent generating function of the second kind, say K ( q , P , t ) (Arnol'd 1978, pp 242,266-9). We will see now that an iterate @(")(k,xo) is the exact time-nk map of a k-periodic, time-dependens time-discontinuous Hamiltonian fi.
Think of K as generating a change of variables (6) between two families of canonical coordinates systems, x ( t ) and X ( t ) . We let x evolve with Hamiltonian identically 0, i.e. x(k) = x(0).
X is therefore evolving under the flow of the Hamiltonian
We take this as the definition of fi for 0 5 t < k. We let X evolve until t = k, and X(k) then becomes the initial condition for the next time step. We extend the definition of fi t o t 2 k by A(X,nk+t) = k ( X , t ) 0 s t < k , n > 1. Let H ( x ) be the Hamiltonian we wish to integrate. We say the integrator is consistent with the Hamiltonian H if H(x,O) = H ( x ) . Define the Hamiltonian truncation error as
This is sketched in figure 1 . In effect, the integrator calculates the exact flow of the nearby Hamiltonian k. It is easy to check that if IlEll = O(kP) then the truncation error of the integrator is O(kP+') and the method is of order p .
As we have two nearby Hamiltonians, H and fi, one would like to apply KAM theory to compare their flows; but in this case has O(kP) jump discontinuities at t = nk so the theory does not apply. Instead one compares the nearby maps $ ( k , x ) and &k,x) to establish which dynamics are preserved by the integrator. However, this formulation offers a parallel view and makes explicit the Hamiltonian truncation error which we would like to minimize.
This homotopy in k is not the only way to construct an H. In fact, one c,an enforce any degree of smoothness required at t = nk, although this may increase a H / a t . Such constructions Proceed term by term in k, leading to questions of convergence; in contrast, our H clearly exists and is spatially smooth for all x and t . Similarly, one may construct an autonomous fi, matching x(k) term by term in : -see e.g. Auerbach and Friedman (1991) for the one-degree-of-freedom case. If H converges it is a conserved quantity for the discrete system-and describes those invariant tori which persist. However, the significance of this H in higher dimensions, or of considering the first term of a merely asymptotic series, is unclear. The secular energy drift seen in section 5.3 for N = 2 indicates that the discrete system does not have a conserved quantity close to H and is really evolving in six, not four, dimensions.
Explicit methods for separable Hamiltonians
When the Hamiltonian is of the form H ( q , p ) = T(p) + V ( q ) , Ruth (1983) 
noticed that
The accuracy of symplectic integrators 545 K ( q o , p l ) = qopI + kH(qo,pl) is consistent with H and that the coordinate transformations it generates can he found explicitly. To extend the method to higher order, he applied several such transformations in turn: where we have made a formal power series expansion of qi, pi, T b J , and V ( q i ) about
We then call h, the principal error function,
It is straightforward to check that h, for N = 1 and for N > 1 are identical for m I 5. We therefore expanded h, with N = 1 in Mathematica. Table 1 shows the number of equations which must be satisfied at each order to enforce h, 5 0 (see also Sam-Serna et al (1990, 1991) , who have developed a general theory which allows one to calculate table 1 for all m). For example, at third order H. has terms proportional to P ,P,P kF:jk, F,F:,P k P ik, and F i F j F k P ijk. The combinatorial explosion as m increases is familiar from the theory of standard Runge-Kutta methods; but in that case there are also many more unknowns available. If the number of unknowns (21) is greater than the number of equations ( M ) then the real solutions, if there are any, will lie on manifolds of dimension 21 -M , assuming that all the equations are independent. We propose to use this freedom to minimize the principal error function and obtain more accurate methods.
Example. Second-order methods. Here p = I = 2 and the transformed Hamiltonian can be written (after some algebra) !to; w) for i = l j . : . ; I; For a method of order p wc must choose a .Ed c so thZ! h , EE 0
There is thus a one-parameter family of second-order methods given by
The leapfrog and pseudo-leapfrog schemes (Ruth 1983 , Candy and Rozmus 1991) are the cases aZ = $ and a2 = 0, respectively. The principal error function h,, the coefficient
As each function of qo and A, is an elementary differential of the same order @ + l), we give them equal weight and minimize the sum of the squares of their coefficients.
There are two minima, a, = 1 k fa, and it is found that the smaller one has the smaller error. We may summarize this class of methods as follows: However, the leapfrog method has b, = 0 and so uses one instead of two force evaluations per time step, usually the most expensive part of the computation; for a fair comparison we should therefore halve its step-size, giving an increase in accuracy of a factor of four. These considerations give rise to the following definitions.
Definitions. Consider an explicit symplectic integrator of order p which is the exact time-k map of the Hamiltonian H . The Hamiltonian truncation error is E ( t ) = H -H .
The principal error function is the coefficient of t P in H -H, which we write as
The error constant is If the method requires s force evaluations per time step, the effective error constant is Amongst methods of the same class, we shall call the one with the smallest effective error constant optimal. Different norms of cfj) would give different 'optimal' methods, but the Euclidean norm is easiest to minimize and gives good general-purpose methods.
The effective error constants for these three methods are 0.070, 0.280 and 0.043, respectively. The optimal method shows a modest 39% improvement over simple leapfrog. In this case, the optimal method also minimized the energy truncation error.
We note in passing that in the literature, the name 'leapfrog' is also applied to another, distinctly different method. Multi-level schemes of the form x2 = xo + ZkJVH(x,) are also called leapfrog and can be shown to be symplectic in the extended space R4' with coordinates (xo,xI) (Feng and Qin Meng-Zhao 1987, Sanz-Serna and Vadillo 1987) . However, they are not symplectic in the usual sense. Orbits may lie on invariant tori in the extended space, but in general their projection to the physical phase space is not close to a real orbit. This class of methods seems to have little advantage over standard non-symplectic integrators.
We now apply our approach to higher-order methods. We calculate their error constant to he 0.311; the solution with b, = 0 has an effective error constant of 0.098. By Bezout's theorem, the maximum number of solutions of a system of polynomial equations is the total degree of the system, here I z ' 2 ' 32 4' = 1152; hut we have not carried out the global homotopy necessary to establish the actual number of real solutions (Li et al 1987) . However, we have not found any solutions in addition to the two given by Candy and Rozmus. There may exist better five-stage schemes.
Methods for separable Hamiltonians
Yoshida (1990) derives several sixth-and eighth-order methods by composing several steps of leapfrog. We find that his sixth-order methods (' fully symmetric', A, B and C) have effective error constants of 5.39, 0.063, 1.42 and 1.35; it seems possible that his eight-stage method A is the optimal one.
Methods f o r quadratic kinetic energy
When T ( p ) = f p T M p is quadratic (the 'Runge-Kutta-Nystrom' case) P" is identically zero. The third term of h, contains a factor P", and is automatically zero in this case. So with four stages, we have seven equations in eight unknowns (say c(a,b) = 0) and solutions lie on curves. We have not systematically traced the structure of these solutions in R8; instead we found roots by picking random initial points at which 11c/I2 was small and then minimizing this norm. (The roots had too small a hasin of attraction for Newton's method to he useful.) We then numerically minimized the error constant starting from promising members of this set of solutions. Finally we solved c(a,b) = 0 in quadruple precision, starting from the approximately optimal solution. This gave the solution shown in table 2, with the remarkably small error constant 0.0025. Tests in section 5.1 confirm the accuracy of this method. We recommend it for general use on this class of problems.
At higher order the gains are even more dramatic: h, now has four terms instead of six, and h, has five instead of ten. We thus searched for six-stage methods of order five. In this case there are many solutions with equally small error constants located
in different regions of parameter space. Amongst these we give in table 2 the solution with the smallest maxi Ibil. The grounds for this heuristic are that truncated Taylor series tend to be more accurate close to the point of expansion. We wish to minimize the error due to the higher-order terms (which we have ignored until now) and which may contribute at the moderate values of the time step used in practice.
Methods using derivatives
If one composes s stages of the generating function (3.1) and expands about the point (qo,p,) instead of (qo,po), the same terms appear in the transformed Hamiltonian as in section 3.1, although with different coefficients. We may therefore generate the transformation (qi,pi) H (qiCl,piCl) by the more general generating function with all these terms included. (In fact, Channel and Scovel (1990) and Feng and Qin Meng Zhao (1987) derive one-stage, arbitrary order methods by including sufficient terms in the generating function.) Here we include only those terms which allow pi to be calculated explicitly, and take, for example,
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With T = i p T M p , this leads to the coordinate transformations
where F = F(qi), using matrix multiplication instead of tensor notation. We thus have five parameters per stage and can find methods with fewer.stages than earlier (incidentally simplifying the algebra considerably). Unfortunately, because some of the terms must be excluded as they lead to implicit equations, not all the unknowns appear in every equation. This leads to less freedom in the solutions; the net result is that the methods have larger error constants than the number of parameters suggests.
With ei = 0 (so that only first derivatives of F are required), the optimal two-stage, fourth-order method has an error constant of 0.018; allowing higher derivatives, the optimal two-stage, fourth-order method has an error constant of 0.004. Thus these methods are unlikely to be competitive with the 'force-only' methods described earlier, except possibly in problems with a polynomial potential, in which case the derivative evaluations are extremely cheap.
Methods for general Hamiltonians
For general, non-separable Hamiltonians, no explicit methods are known. Here we apply our error criterion to compare five implicit methods.
Feng and Qin Meng-Zhao (1987) and Channel and Scovel (1990) recursively construct the generating function which generates the time-k map of the exact Hamiltonian with N degrees of freedom : m For a method of order p , one includes terms of order up to kP. Channel and Scovel give K,, i 5 6 explicitly, enabling methods of order six or less to be found. We call this the Taylor series method. It requires the first p derivatives of H and the formulae are lengthy. At each time step, one solves N nonlinear equations for p l ; q1 is then given explicitly.
We immediately have that For higher orders we find the error constants listed in table 3. (Actually, we did the expansions for N = 1, and checked them for the separable case; as our error constant is only a heuristic, the extra algebra to find a small correction was judged not worthwhile.) They are rather large, because this method completely drops terms of order kPfl in the generating function. Other methods approximate these terms. However, the Taylor series method requires solving only N equations per time step.
There is a class of symplectic integrators which have any order and only require evaluating Hp and Hq-the right-hand-sides of the ODES. These are the fully-implicit Gauss-Legendre Runge-Kutta methods discovered by Butcher (1964) and shown to he symplectic by Sanz-Serna (1988) and independently by Lasagni (1988) . (Remarkably, these methods have optimal order and are also A-stable (Burrage and Butcher 1979) .) There are also singly-implicit symplectic methods, but these have no apparent computational advantage in the present non-stiff case.
For completeness we summarize the Gauss-Legendre methods. The s-stage method has order 2s. Let the Hamiltonian system he X = JVH(x) = f(x). First one solves the 2Ns equations
The integrated variables x1 = x(k) are given by
The constants a, and bi are given for s = 1, 2, and 3 in table 4; Butcher (1964) also gives the cases s = 4 and 5. 
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To find the principal error function we expand xI in a Taylor series about xn. This is equal, to order kP (p = 2 4 , to the time-k flow of the Hamiltonian H -HOP. Comparing the terms of order kP+' gives equations for Hop and H3, which are consistent if the method is symplectic. They are integrated to find the principal error function. is usually slower than simple iteration in the Taylor series method. In the latter case, an initial guess for q1 can be obtained from any explicit method such as AdamsBashforth of the same order. For Gauss-Legendre methods, it is impractical to expand the solution of (4.1) in a Taylor series because one needs to estimate all the cross derivatives o f f , which is expensive when N is large. Instead we have simply stored some of the previous g's and extrapolated to get an initial value. The order of the extrapolation need not match the order of the integrator. With yl = yilt=nk, M-point polynomial extrapolation gives re-evaluating f after each element of gi is updated, but this will usually not be cost-effective.
R 1 McLachlan and P Atela The faster convergence and improved predictors possible in the Taylor series method can be seen in table 6 for the pendulum. Because the number of iterations needed is 1 + O(k), for moderate k both methods appear in figure 3 to be better than fourth order, and perform roughly equally. In the general case, the Taylor series method could be superior if the derivatives of H are fairly simple; otherwise Gauss-Legendre is preferred. The latter also extends simply to higher order.
The Yoshida methods may be applied to general Hamiltonians if leapfrog is replaced by the midpoint rule as the basic unit. The fourth-order version of this idea is also in Sanz-Serna and Abia (1990, 1991): Let b(k) he the midpoint method with step-size k.
is fourth order when = (2 + 2Il3 + 2-'13)/3. We find an error constant of (5543296 +440624.2"' +3489430~22/')1~2/6912 % 0.659 for this method.
Midpoint variants are due to Feng and Qin Meng-Zhao (1987) and Stofer (1988). By expanding about the point (x,,+xI)/2, Feng and Qin Meng-Zhao obtain a one-step, fourth-order method requiring only three derivatives of H and instead of the four needed by the simple Taylor-series method.
Note that there are 2N implicit equations to he solved. Because of the centred expansion, the method is very accurate even though less information is used: the error constant is 0.086, less than three times as large as fourth-order Gauss-Legendre. In addition, one can use Adams-Bashforth as a predictor.
Stofer ( (This weak dependence was confirmed in numerical tests.) So this method seems to be preferable to that of Feng and Qin Meng-Zhao.
Examples

n e pendulum
We first test the results of the previous sections by applying the methods to an integrable system: the one degree-of-freedom planar pendulum, with Hamiltonian ,?(q,p) = f p 2 -cosq.
We took the initial condition (2,O) on the upper homoclinic orbit and integrated forward to t = 5000. One expects a method of order p to trace out both homoclinic orbits with an accuracy of @(kp). This is shown in figure 2 , which also indicates that the energy error agrees with our 'average-case' Hamiltonian error to within a factor of two. For example, the root-mean-square energy errors llHk -Hollz for the four fourth-order methods (optimal, Gauss-Legendre, Candy and Rozmus, and Taylor series) are in the ratio 1 :1.6:54:175 instead of the average Hamiltonian error 1 :3.5:112:245. (Sometimes the performance is better than the average case: on a chaotic orbit in the two degreeof-freedom Henon-Heiles system, errors for the optimal, Gauss-Legendre, and Candy and Rozmus methods were in the ratio 1:1.6:152.) It is important to note that the error in the energy does not increase as t + m, because the discrete orbits cannot cross the nearby preserved invariant tori. So in this case we do have the long-time stability often claimed for SIs. Different order methods can only be compared in specific cases, because the error terms contain derivatives of different orders. Figure 3 shows that the optimal fourthorder method is preferred for accuracies less than However, as F + 0, the width of each resonant band is U(eL''). For L > 2, this is subdominant to the already-present error of U(€), and we can expect to be able to ignore resonances between the time step and the orbit if the time step is sufficiently reduced. Thus, the resonances observed in figure 4 are a nonlinear effect; linear theory cannot explain why some resonances are so much larger than others. The cases L = 1 and L = 2 indicate a kind of Nyquist sampling limit: we should not expect to reproduce dynamics with a time-scale shorter than twice the time step.
-0.5).
Convergence of chaotic sets
Here we repeat the 1 $ degree-of-freedom example considered by Candy and Ramus (1991) to investigate the convergence of the optimal fourth-order method. We use this method in the remainder of the paper. The Hamiltonian H ( 4 , p . t ) =fp*+fq*+ECOS(q-7t)
governs the motion of a linear oscillator perturbed by a resonant plane wave. See Candy and R o n " (1991) and the references therein for a more extensive discussion of this problem. The averaged system bas a separatrix mesh joining the hyperbolic points (rcosB,rsin0) where J,(r) = cos70 = 0. In the full problem, these separatrices split, forming a chaotic web, connected as r + CO. A Poincari section is defined by the period of the forcing: T j = j2n/7, j = 1,2,. _._ We vary the number of time steps per forcing period, m, and plot (4.p) at t = TT As seen in figure 5 , even m = 4 roughly reproduces the orbit. However, capturing its finer-scale structure requires smaller time steps. To study this, we integrated until the orbit dropped a level, took a window [-2,2] x [9, 11] , and fit a least-squares polynomial through all points lying within this window. This enables the mean path of the orbit to be subtracted out and the vertical scale expanded, as shown in figure 6 . For m = 6, the higher-order resonances inside the chaotic set are destroyed, and m = 18 (k -0.05) is required to determine the shape of the set on this scale. By way of comparison, leapfrog requires m = 500 to reproduce the fourth-order m = 18 results. The tiny islands in the last frame of figure 6 have period near 1000, yet are well approximated with only 18 time steps per period. Channel and Scovel (1990) comment that the divergence of nearby orbits in a chaotic set destroys the accuracy of a particular orbit, but that the invariant tori bounding the chaotic set enable an SI to reproduce it. In fact, those bounding tori may be among the first to be destroyed by the perturbation due to the integrator. A convergence study is therefore essential. The shape of the closure of an orbit (what we have been calling the chaotic set) is not its only property. Of greater importance are the long-time statistics of the behaviour of orbits. For example, in this system we might calculate statistics on a state variable defined as the separatrix level (see figure 7) , or by the order in which neighbourhoods of hyperbolic points are visited, or by a partition of phase space along the asymptotic manifold of hyperbolic oints For simplicity, we defined an exit time as the first time for which r = &< 8 or r > 17, i.e. the time for the particle to move to a different separatrix level, in units of the forcing period 2n/7. (These orbits almost always drop to the lowest level.) For F = 0.8, the mean time is more than 50000, so we took E = 2. To obtain statistics, we took 225 initial conditions equally spaced in a x square about (0,10.5939). Although the exit time for a particular initial condition will not converge until the entire orbit is tracked accurately, it is reasonable to hope that the cantori within the chaotic band, and thus the distribution of times for the whole ensemble will converge much more quickly. This is confirmed in table 7: even m = 8 gives converged results (allowing for sampling error). Because of the extreme skewness of such distributions, determining the tail accurately (time > SOOO), and thus the mean, is much more difficult.
Several degrees offreedom
As we saw in section 1, the discretization of an N degree-of-freedom Hamiltonian evolves in the N + l degree-of-freedom extended phase space (q,, . . . ,qN, ( , p , , . . . , P~. P~) . Table 7 . Exit time distribution. The exit times T for 225 initial conditions are divided into bins IoOOi < T < looO(i + 1) (0 < i < 11) and bin 12, T 2 12000. We give the mean, T , and believe that this can account for some successful kge-DOF integrations (e.g. in Channel and Scovel (1990) ). It still remains to be seen what advantages symplectic integrators offer in fully chaotic, hge-DOF systems.
If one wishes to investigate chaotic orbits or isolated invariant sets the diffusion may be rapid. We investigated this phenomenon in the case of two coupled pendula, with Hamiltonian H(q,,q,,P,,P,)=f(p:+P:)-cosq, --osq,--coS(q, -4 2 ) .
The behaviour of the energy error is strikingly different depending on the initial conditions, although always @I(&') after afixed time (see figure 8) . With initial condition (0,2) near the elliptic orbit in which both pendula rotate anticlockwise in tandem, the energy error is quasi-periodic, indicating an orbit on an invariant torus of H. With initial condition (2,2), on a chaotic orbit, it behaves like a random walk: even the typical O(&) growth is evident. As k is reduced, the rate of growth is reduced, but it can never be eliminated. Even up to t = 1000, errors are about 50 times larger than in the previous case. 
p --'
,,. /---.--. The orbit quickly crosses to a different energy level of the real system and then into regions which are forbidden in the true dynamics. If there are qualitative errors like this, they can be delayed by reducing the time step (but the same could he said of standard integrators). In any event, long-time stability in the sense of (4.1) is always lost.
In some N = 2 problems it may he possible to avoid this difficulty by a change of variables. For instance, if one coordinate is monotonic (e.g. q2 > 0) then the Hamiltonian may be rewritten in the reduced phase space (e.g. H(ql,pl,t) = p 2 ( q , , p , , t ) , with time t = q2). Now, by construction, the original energy is conserved exactly! Of course the value of the new energy (extending to N = 2 again) drifts as before, hut the possibility of Arnol'd diffusion has been eliminated.
For N > 2 degrees of freedom, the real system also exhibits Arnol'd diffusion.
However, the rate of diRusion, aithough smaii, depends on the dimension of the system, and would therefore he faster in the discrete than in the real system.
