Abstract. In the paper, we study entire solutions of the difference equation
Introduction: Some definitions and main results
The paper is devoted to the study of entire solutions of the equation
In this equation, h is a fixed positive parameter, and M is a given matrix. We assume that the matrix M satisfies the following two conditions. First, M (z) ∈ SL (2, C), z ∈ C, secondly, the matrix M is a 2π-periodic trigonometric polynomial.
Since equation (1.1) is invariant with respect to the multiplication of the solutions by the h-periodic functions, one can construct its entire solutions growing as for z → −i∞ so for z → +i∞ as quickly as wanted. The main aim of this paper is to construct the minimal entire solutions, e.i. the solutions with the minimal possible growth simultaneously as for z → −i∞ so for z → +i∞.
The set of solutions of (1.1) is invariant with respect to the operator of 2π-translation: f (z) → f (z + 2π), and there are natural objects, monodromy matrices, describing the transformations of the bases in the space of solutions of (1.1) under such translations, see subsection 1.10. The notion of the monodromy matrix for difference equations with periodic coefficients is a natural generalization of the classical notion of the monodromy matrix for ordinary differential equations with periodic coefficients. For the differential equations, the monodromy matirces are constant, i.e. independent of the variable of the equation. For the difference equations, the monodromy matrices are periodic functions of the variable. We show that the monodromy matrices corresponding to the bases made of the minimal solutions have the most simple analytic structure: they are trigonometric polynomials of the same order as the matrix M.
The monodromy matrices appear in the spectral analysis of one dimensinal Schrödinger equations with periodic potentials. The spectral analysis of a differential Schrödinger equation with a periodic potential reduces to the study of the spectrum of a (constant) monodromy matrix. This leads a simple "discret" band structure of the spectra of the periodic differential equations. For difference equations, the monodromy matrices being periodic, instead of the spectral analysis of an individual monodromy matrix, one arrives to an infinite sequence of the monodromy matrices and has to study properties of an infinite sequence of finite difference equations of the form (1.1). This reflects the cantorien structure of the spectra of difference equations with periodic coefficients. The above property of the monodromy matrices corresponding to the minimal entire solutions is important for the spectral analysis of the difference Schrödinger equations with the potentials being trigonometric polynomials. It relates their spectral analysis to an analysis of a finite dimensinal dynamical system. This paper is a natural continuation of the articles [1] , [2] , [3] , [4] , [5] , [6] and [7] devoted to Harper equation ψ (z + h) + ψ (z − h) 2 + cos z ψ (z) = Eψ (z) (1.2) and was inspirated by the papers of B.Helffer and J.Sjöstrand, and of Wilkinson (see, for example, [8] , [9] ). They have suggested an asymptotic renormalization method to study the spectrum of the Harper equation (1.2) . Our works are related to an exact renormalization procedure, the monodromization method. These two functions play an essential part in our constructions. Elementary calculations show that if ψ is a vector solution of (1.1), then its first component satisfies the equation
(1.5) 3. When describing the vector solutions of (1.1), we describe only their first components: if the first component of a vector solution is known, the second one can be reconstructed by the formula
4. Throughout the paper, we use also the following notations. Let f be a 2π-periodic function. If
we put n + (f ) = m, f + = f −m , and if f (z) = f l e ilz (1 + o (1)), f l = 0, z → −i∞, we let n − (f ) = l, f − = f l .
1.2.
Set of analytic solutions of (1.1). List some elementary properties of the set of analytic solutions of equation (1.1), see, for example, [7] .
Fix α, β ∈ R, α < β. Let S be the strip S = {z ∈ C : α < Im z < β} and let M (S) be the set of the vector solutions of (1.1) analytic in this strip. Denote the ring of all h-periodic functions analytic in S by K (S).
For any two solutions ψ 1 , ψ 2 ∈ M (S) the wronskian is an element of K (S). The solutions ψ 1 , ψ 2 are linearly independent over the ring K (S) if {ψ 1 (z), ψ 2 (z)} = 0, z ∈ S.
Let two solutions ψ 1 , ψ 2 ∈ M (S) be linearly independent over the ring K (S). Then any solution ψ ∈ M (S) can be uniquely represented in the form ψ = α ψ 1 + β ψ 2 , α, β ∈ K (S). (1.8) Thus, the set M (S) is a two dimensional module over the ring K (S), and the solutions ψ 1 , ψ 2 form a basis of M (S).
In the case of S = C, we write simply M and K. The factor u is called the Bloch multiplier of the solution f . Bloch solutions play an important role in the theory of (1.1).
1.4. Singular points of equation (1.1). The 2π-periodicity of the matrix M makes natural to consider +i∞ and −i∞ as two singular "points" of the equation. For any fixed Y ∈ R, call the half-plane C + = C + (Y ) = {z ∈ C : Im z > Y } a vicinity of +i∞, and the half-plane C − = C − (Y ) = {z ∈ C : Im z < Y } a vicinity of the −i∞. For brevity, we shall write
The minimal entire solutions of equation (1.1) can be characterized as the entire solutions having the "simplest" asymptotic behavior as for z → −i∞ so for z → +i∞.
1.5. Canonical bases in vicinities of the singular points. We shall define the minimal solutions in terms of the "simplest" solutions living and analytic in some vicinities of the singular points ±i∞. They appear to be Bloch solutions. One has Remark 2. The asymptotic formulas for f 1,2 and g ± immediately imply the asymptotics of the corresponding Bloch multipliers. For f 1,2 the Bloch multipliers admit the representations (1.16) and, for g 1,2 , the Bloch multipliers have the form
here α 0 1,2 and β 0 1,2 are nonzero constants,
We see that the pair f 1,2 is a basis of M + , and the solutions g 1,2 form a basis of M − . We call these bases canonical. We call the number φ + the parameter of the canonical basis f 1,2 and the number φ − the parameter of the canonical basis g 1,2 .
1.6. Consistent canonical bases. Let
We call two canonical bases f 1,2 and g 1,2 consistent if their parameters satisfy the condition
Since the numbers φ ± are defined modulo 2π, the consistent bases always exist.
1.7. Minimal entire solutions. Existence. Let the assumptions of Theorems 1a -1b be fulfilled. Fix two canonical bases f 1,2 and g 1,2 analytic in some vicinities C ± of ±i∞. Any entire solution of (1.1) admits the representations
Note that the periodic coefficients in these representations are uniquely defined.
We call a nonzero entire solution of (1.1) minimal, if ( i ) its coefficients A, B are bounded in C + ;
( ii ) the coefficients C and D are bounded in C − ; (iii ) at least, one of these four coefficients tends to zero as Im z tends to the corresponding infinity. Note that this definition depends on the choice of the canonical bases. For a given pair of canonical bases, the definition singles out at least four minimal solutions.
One of the main results of the paper is Theorem 1.2. Let b (z) ≡ 0, and
Then, for any two consistent canonical bases, there exist all the four corresponding minimal entire Note that under the assumptions of this theorem, there exist all the canonical bases. We have already explained the condition on the coefficient b. Discuss the assumption (1.21). We shall see that among the equations (1.1), there is a nontrivial one which can be solved in terms of certain contour integrals. This is the equation with
where n ∈ N, and λ is a complex number. The proof of the existence theorem is based on this observation. In the case of (1.22), v (z) = 2λ cos(nz). This leads to (1.21). Now, we shall discuss the basic properties of the minimal solutions.
1.8. Asymptotic coefficients of the minimal solutions. Consider the representations (1.19) for a minimal solution. The coefficients A, B, C and D can be represented by the converging Fourier series
One of the coefficients A 0 , B 0 , C 0 and D 0 is zero.
Assume that the Fourier coefficient A 0 equals to 0. In this case, we denote the minimal solution by ψ A , and call the Fourier coefficients Continuing in the same way, we define the minimal solutions ψ C and ψ D , and their asymptotic coefficients.
In the sequel, we denote the asymptotic coefficients of the minimal solution ψ A by A A , B A , C A , D A , the asymptotic coefficients of the minimal solution ψ B by A B , B B , C B , D B and so on.
The asymptotic coefficients play a crucial part in the analysis of the minimal entire solutions. Let us describe some elementary observations. 1.9. Wronskians of the minimal solutions. Let there exist two canonical bases f 1,2 and g 1,2 in some vicinities of ±i∞. Denote the wronskian of f 1,2 by w f and let w g be the wronskian of g 1,2 . Assume also that there exist all the corresponding minimal solutions. In Section 6.1, we prove Proposition 1.3. The wronskians of any two of the minimal solutions are constant. One has The existence theorem is the central result of this paper. Remind that the matrix M is a trigonometric polynomial. In the next publication, we shall study a family of the equations (1.1) parametrized by the constant coefficients of M. In particular, we shall prove that the minimal solutions and their asymptotic coefficients can be considered as meromorphic functions of these parameters, and that these functions are not identically zero. Thus, we shall see that the asymptotic coefficients are non zero for any typical matrix M.
1.10. Monodromy matrices. The notion of the minimal solution is the first of the main notions of this paper, and the second one is the notion of a monodromy matrix. We begin by recalling the general definition of a monodromy matrix and the description of the monodromization procedure, see [5] . Now, we do not need to assume that the matrix M is a trigonometric polynomial. In fact, we have to suppose only that it belongs to SL (2, C) and is a 2π-periodic matrix function.
1. Let Ψ is a matrix solution of (1.1). We call this solution fundamental if det Ψ (z) ≡ Const = 0. Note that Ψ(z + 2π) is a solution of (1.1) together with Ψ(z). We define the monodromy matrix corresponding to a given fundamental solution Ψ by the relation
t is the transposition. The function M 1 has the properties:
(1) and ψ (2) be two vector solutions of (1.1). Compose of them the matrix ψ (1) , ψ (2) . If its determinant is a nonzero constant, then this matrix is a fundamental solution. We define the monodromy matrix for such ψ 1 and ψ 2 as the monodromy matrix corresponding to the fundamental solution ψ (1) , ψ (2) .
The notion of a monodromy matrix is well known in the theory of the ordinary differential equations with periodic coefficients. For a differential equation
with a 2π-periodic matrix M, the monodromy matrix also defined by Ψ (z + 2π) = Ψ (z) M t 1 , but, it is independent of z.
2.
Recall the description of the monodromization procedure. Consider the sequence of the numbers h j , j = 0, 1, . . . , defined by the relations
The p j are the denominators of the continued fraction
Let Ψ 0 be a fundamental solution of equation (1.1), and let M 1 be the corresponding monodromy matrix. Bring into the consideration the equation
In view of (1.23), this equation is of the same type as (1.1).
The passage from (1.1) to (1.24) is the first step of the monodromization procedure. If there exists a fundamental solution of (1.24), the monodromization procedure can be continued. In result, one obtains the suite of the monodromy matrices satisfying the relations:
If the number h 1 /h 0 is rational, the procedure is finite, In general case, the monodromization procedure is infinite.
The spectral analysis of a differential equation with periodic coefficients reduces to the study the spectrum of a (constant) monodromy matrix. Trying develop similar ideas for the difference equations, arrives to the infinite sequence of finite difference equations (1.23). In [4] - [5] , we have seen that spectral properties of (1.1) with respect to the parameters of M are tensely related to certain properties of the sequence M 1 , M 2 , M 3 , etc.
1.11. Family of matrices invariant with respect to the monodromization. Denote by τ m,l , m, l ∈ N, the set of the trigonometric polynomials of the form
Fix n ∈ N. By Ω (n) or, briefly, by Ω, denote the set of matrix functions M (z) ∈ SL (2, C) such that a ∈ τ n,n , b ∈ τ n,n−1 , c ∈ τ n−1,n , d ∈ τ n−1,n−1 , and n + (a) = n − (a) = n.
Note that the conditions (1.3) and (1.21) of the existence theorem are fulfilled for any matrix from the family Ω.
One has This theorem can be used as the base for a program for the spectral investigation of the difference Schrödiner equations with the trigonometric polynomial potentials: the equation
is equivalent to (1.1) with the matrix 2E − 2p (z) −1 1 0 . In this case, M ∈ Ω (n), and the monodromization procedure leads to a sequence of equations (1.1) with the matrices from the family Ω (n). And thus, it is equivalent to a finite dimensional dynamical system. In this paper, we do not consider any spectral problems, and note only that the monodromization procedure is close to the asymptotic renormalization approach suggested for (1.2) by Helffer and Sjöstrand [8] and Wilkinson
We finish this discussion by listing the asymptotic formulae for the coefficients of the monodromy matrix from Theorem 1.6: 1.12. Typical properties of the minimal solutions. Above, we have described the main results of this paper. We shall continue it in the next publication. There, we shall study some typical properties of the minimal solutions and, in particular, of their asymptotic coefficients. In fact, the second part will be devoted to the study of the dependence of the minimal solutions and their asymptotic coefficients on the parameters of the matrix M. Let us formulate here the central results of this second part.
Together with the set Ω (n), we consider also its subsets Ω ml , −n ≤ −m ≤ l ≤ n − 1, singled out by the conditions
Clearly, Ω = m,l Ω ml , and
It appears that the elements of Ω can be uniquely parametrized by the constant coefficients of the trigonometric polynomials a (z) and b (z). Denote by ω the set of constant coefficients of the matrix M. One can consider ω as a point in C 8n . With this, the set Ω ml , −n ≤ −m ≤ l ≤ n − 1, appears to be a connected analytic submanifold of C 8n of the dimension 2n + m + l + 2, and the set Ω (n) itself is a connected analytic submanifold of C 8n of the dimension 4n + 1.
Let D be a simply connected domain of Ω ml . Fix some continuous on D branches of the functions
Assume that, for any point ω ∈ D, these functions satisfy the condition (1.18), e.i. that the canonical bases with these parameters are consistent for all ω ∈ D. One has Here, we have used the usual terminology of the analytic set theory: one says that a property of a function defined on an analytic set is typical if it takes place outside some analytic subset of a smaller dimension.
1.13. The plan of the paper. In section 2, we prove Theorem 1.1. Also, we study some additional properties of the Bloch solutions. Section 3 is devoted to the scalar equation
where h > 0 and λ ∈ C are two fixed parameters. We construct and study minimal entire solutions of this equation. The solutions are explicitly described in terms of certain contour integrals. Note that the case of λ = −1 was already treated in [6] .
Section 4 is devoted to the analysis of the equation
where w is a meromorphic function satisfying the estimates
for sufficiently big |Im z|. In terms of the minimal solutions of (1.33), we invert the operator in the left-hand side of (1.34), and obtain an integral Fredholm equation on a contour in the complex plane. This allows to construct and investigate some meromorphic solutions of (1.34).
In Section 5, we reduce the matrix equation (1.1) to the form (1.34), and then prove Theorem 1.2.
In the first part of Section 6, we study basic properties of the minimal entire solutions assuming that their asymptotic coefficients are nonzero. In particular, we prove their linear independence over the field of h-periodic function, their uniqueness (up to independent of z factors), and justify Theorem 1.6. Recall that the monodromy matrices corresponding to the minimal solutions ψ D and ψ B are trigonometric polynomials of 2πz/h. Formulae (1.25) -(1.32) allow us to calculate only some of the constant coefficients of these polynomials. In the end of the section, we describe a way to calculate all the other coefficients.
Section 7 is devoted to some remarks for the case where M is a trigonometric polynomial of the first order.
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Bloch solutions in a vicinity of the infinity
In this section, we construct Bloch solutions f 1,2 of equation (1.1) described in Theorem 1.1a. Subsections 2.1 -2.5 are devoted to the proof of this theorem.
In subsection 2.6, we discuss the set of all the solutions analytic in C + (C − ) and having there the same asymptotic representations as f 1,2 (g 1,2 ). 
we see that We call (2.2) a difference Ricatti equation.
To construct a Bloch solution of (1.1) analytic in a vicinity of +i∞ we use the ideas of [5] . The first step is to prove the existence of an analytic 2π-periodic solution Φ of the difference Ricatti equation in a vicinity of +i∞. Then we introduce the function
and consider the equation
Having solved this equation we reconstruct the first component of a vector solution of (1.1) by the formula
after that the second one can be recovered by (1.6). Finally, we check that the 2π-periodicity of Φ implies that the constructed solution is a Bloch solution.
2.2.
Analytic solutions of the Ricatti equation. Proposition 2.1. In the case of Theorem 1.1a, there exist two 2π-periodic solutions Φ 1,2 of (2.2) analytic in a vicinity of +i∞ and having the asymptotics:
Proof. Consider the sequence of the functions
,
, n ≥ 1.
The limit of this sequence (if exists) is a solution of (2.2) represented by the continuous fraction
This continuous fraction was investigated in [5] .
Recall that the coefficients of the matrix M are trigonometric polynomials, and that b ≡ 0. Both the functions v and ρ are analytic in a vicinity of +i∞. Moreover, for z → +i∞, the function ρ tends to a finite limit, and v (z) → ∞. Let
As in [5] , one can easily check that if µ < 1, then
This estimate implies that all the functions Φ (n) , n = 1, 2, . . . , are analytic near the "point" +i∞, that the continuous fraction in (2.8) converges uniformly in z in the half-plane C + (Y ) for sufficiently big Y , and that Φ satisfies the estimate (2.6). Since any of the functions Φ (n) is 2π-periodic, the
The solution Φ 1 can be represented by the continuous fraction
It can be investigated in the same way as (2.8).
2.3. Logarithms of the solutions of the Ricatti equation. Let
where Φ 1,2 are the solutions of the Ricatti equation constructed in Proposition 2.1. Asymptotic representations (2.6) -(2.7) immediately imply Lemma 2.2. In a vicinity of +i∞, the functions φ 1,2 (z) are analytic and can be represented in the form
where
and g 1,2 are 2π-periodic analytic functions decaying as z → +i∞.
Homological equation.
Here, we collect some facts on the homological equation
where g is a 2π-periodic function.
First, prove
Lemma 2.3. Let g be a 2π-periodic function analytic in a vicinity of +i∞ decaying as z → +i∞, then equation (2.12) has a solution analytic in a vicinity of +i∞ and decaying as Im z → +∞ uniformly in Re z if |Re z| is bounded by a constant.
Proof. The solution ϕ can be constructed by explicit formulas. Fix a point z o in the domain of analyticity of the function g. Let
and
Here γ is a contour in the complex plane of k. Describe it.
The integrand in (2.13) has poles only at the real line. One of the poles is at k = 0. One is situated at the point k o = min{1, 2π/h}. All the other are located outside the interval [0, k 0 ]. Fix two constants c 1 and c 2 so that c 1 > 0, 0 < c 2 < k o . The contour γ is a contour coming from +∞ along the line Im z = c 1 , going from the upper half-plane of the complex plane along the line Re z = c 2 , and coming back to +∞ along the line Im z = −c 1 .
If Im z > Im z o , the integral for ϕ converges absolutely. Moreover,
One checks that ϕ satisfies equation (2.12) by means of the residue theorem:
2. Note that if ϕ is a solution of (2.12), then the functiong (z) = ϕ (z + 2π) − ϕ (z) is h-periodic:
2.5. Bloch solutions in a vicinity of +i∞. Now, we have all the ingredients to construct two Bloch solutions of (1.1) analytic in a vicinity of the point +i∞.
2.5.1. First solution. Let Φ 2 be the solution of the Ricatti equation (2.2) described by Proposition 2.1 and let φ 2 be the logarithm of Φ 2 . Consider the equation
Remind that φ 2 admits the representation (2.10). Therefore, any solution of (2.14) can be represented in the form
where ϕ is a solution of the homological equation with g 2 (z) in the right-hand side. We construct a solution ϕ of this equation as in Lemma 2.3, and then, we construct a solution ψ (z) of (1.1) by formulae (2.5) and (1.6). The result can be written in the form
Note that since b (z) is a trigonometric polynomial, the function
is analytic in a vicinity of +i∞, and, therefore, ψ is also analytic in some vicinity C + of +i∞.
Check that ψ is a Bloch solution. Since the vector in the right hand side of (2.16) is 2π-periodic,
where γ (z) = e λ(z + 2π) − λ(z) . Thus, it suffices to show that
But, in view of section 2.3.2, the function ϕ(z+2π)−ϕ(z) is h-periodic. This implies the h-periodicity of γ.
Denote the constructed solution by f 2 . We have come to Lemma 2.4. There exists a Bloch solution f 2 of (1.1) analytic in a vicinity of +i∞ with the first component admitting the representation: 
Substituting in this formula the asymptotic representations for f 1,2 and Φ 1,2 , we come to the representation
Here g is an h-periodic function, analytic in a vicinity of +i∞. Note that formula (2.18) implies that f 1 and f 2 are linearly independent over the field of h-periodic functions in a vicinity of +i∞. Now, we redefine the Bloch solutions f 1 and f 2 :
The new f 1 and f 2 are also Bloch solutions of equation (1.1), but their wronskian is constant. They are the solutions described in Theorem 1.1a. The proof of Theorem 1.1b is absolutely similar.
2.6. Uniqueness of the Bloch solutions. 1. First, we answer the question:" Are the Bloch solutions described in Theorem 1.1 uniquely defined by their asymptotics for z → ±i∞ ?" Lemma 2.6. Letf be a Bloch solution of (1.1) analytic in some vicinity C + of +i∞ and, as the solution f 1 , having the asymptotics (1.10) for z → +i∞. Theñ
where c (z) is an h-periodic function analytic in a vicinity of +i∞, and having the asymptotics
Proof. Since the solutions f 1,2 are linearly independent in some vicinity of +i∞,f can be represented by their linear combination with some h-periodic analytic coefficients
The coefficients α and β can be expressed explicitly in terms of the solutions:
Since both f 1 andf are described by (1.10) as z → +i∞,
Now, show that β ≡ 0. Sincef and f 1 are Bloch solutions
where u 1 andũ are the Bloch coefficients of f 1 andf . The asymptotics (1.10) (see also Remark 2 to Theorems1.1) imply that, for sufficiently big Im z,
This formula is uniform in Re z since (1.10) is uniform in Re z if |Re z| is bounded by a constant, and since u 1 andũ are h-periodic. In result, for sufficiently big Im z,
uniformly in Re z. Since the determinant is h-periodic, this is possible only if it equals to 0. Thus, f (z) = α (z) f 1 (z) which proves the lemma.
We have investigated the uniqueness of the solution f 1 . For the solutions f 2 , g 1 and g 2 one can prove the similar statements.
2. In constructing the Bloch solutions, we have fixed the parameters φ ± defined by formulae (1.11) and (1.14) only modulo 2π. The choice of the parameter φ + (φ − ) influences the asymptotics of f 1,2 (g 1,2 ) as z → +i∞ (z → −i∞). Fixing this parameter in two different ways, we obtain two different bases f 1,2 (g 1,2 ). Let us study relations between these bases. We shall indicate explicitly the dependence of f 1,2 on φ + . On has Lemma 2.7.
where c 1,2 = c 1,2 (z, φ + ) are some analytic h-periodic functions tending to nonzero constants as z → +i∞.
The proof of this lemma is similar to the proof of the previous one. Again, one can prove the same statement for the Bloch solutions g 1,2 .
The most interesting case is one where we change φ + by 2πn + (v). In this case, one comes to Corollary 2.8.
where C 1,2 = C 1,2 (z, φ + ) are some analytic h-periodic functions with the asymptotics
Minimal solution of the auxiliary equation
The next three sections are devoted to constructing of the minimal solutions of equation (1.1). Let us agree on the terminology and the notations we shall use there.
For z ∈ C, we call the set {ζ ∈ C : Im z = Im ζ, −δ < Re (z − ζ) < δ} the horizontal δ-vicinity of z. We call the horizontal δ-vicinity of a curve γ ⊂ C the union of the horizontal δ-vicinities of the all its points. We call the horizontal distance between a curve γ and a point z the maximal δ for which the horizontal δ-vicinity of γ does not contain z.
We call a curve γ ⊂ C vertical, if it intersects all the lines Im z = Const only at nonzero angles. If all these angles are strictly bigger than some fixed positive constant, we call the curve strictly Furthermore, in the sequel, we use the letter C as a symbol denoting constants independent of z.
In Section 3, we construct and investigate minimal entire solutions of the model equation
where ξ is a complex number. Note that the first component m 1 of its vector solutions satisfies the equation
and the second component is related to m 1 by the formula m 2 (z) = m 1 (z − h). The main results are formulated in Theorem 3.2. When describing the results, we use the special function described in Section 3.2.
In [6] , we have considered the case where ξ = 0. Here, we discuss in details only the new elements of the proof.
3.1. Reduction to a first order difference equation. We shall construct a solution m(z) of (3.2) in the form:
where Γ is a contour in the complex plane of p. Substituting (3.3) into (3.2), we formally get
e −izp/h − ip 2 /4h + πip/2h e ip−ih/2 + e ξ v (p) dp = 0, or, after having changed the variables,
where Γ ± h are the contours obtained of Γ by ±h-translations. Assuming that v is analytic in a sufficiently large vicinity of Γ, and that there are no problems of convergence of the integrals, we deform the integration contours back to Γ and obtain
e −ip/2+ih/2 + e ξ+ip/2 v(p − h) − e ip/2+ih/2 + e ξ−ip/2 v(p + h) dp = 0.
So, if v satisfies the first order difference equation
with ̺ (p) = e ih/2 + e ip + ξ e ξ + e ih/2 + ip , then m is a solution of (3.2). Now, our aim is to construct a solution of (3.4). To get a detailed information about this solution we shall need a special function playing an important role in the 3.2. σ-function. Here, we construct a meromorphic solution of the equation
A similar function was introduced and systematically used in the diffraction theory [12] . Later, it was also introduced and studied in a different context by other authors, see, for example, [13] and [14] . So, we discuss this function omitting most of the proofs.
1. Let C π be the complex plane cut along the real line from −∞ to −π, and from π to +∞. Fix on C π a branch of the function l 0 (z) = ln (1 + e −iz ) by the condition
where the integration contour belongs to C π . Let
Here, γ ⊂ C π is a strait line Re z = Const passing between the points z ± h. The function θ 0 is analytic in the strip S 0 = {z ∈ C : −π − h < Re z < π + h}.
By means of the residue theorem, one can easily check that
Therefore, the function σ (z) = e θ 0 (z) is a solution of (3.5) in the strip S 0 . By means of (3.5), one can continue it meromorphically in the whole complex plane. Let now σ denote this meromorphic solution. Investigate its analytic properties.
2. Discuss the set of poles and zeros of the function σ . By construction, the function σ is analytic and has no zeros in S 0 . In result of the continuation, each zero z = π + 2πl, l = 0, 1, 2, . . . , of the function 1 + e −iz produces a chain of zeros of σ at the points
and each its zero z = −π − 2πl, l = 0, 1, 2, . . . , produces a chain of poles of σ at the points
3.
The pole z = −π − h is simple. One can calculate explicitly the residue of σ. Omitting long elementary calculations, we write down the result
One can also get the following explicit formula
4. Let us describe the asymptotics of σ for Im z → ±i∞. Clearly,
On the other hand, This implies the asymptotics
where µ is a positive number such that µ < min{1, π/h}. As before, we omit elementary calculations, noticing only that the leading terms in (3.11) can be obtained by the substitution in (3.7) instead of the function L 0 the leading terms of its asymptotics for z → +i∞.
5.
The solution σ of equation (3.5) is uniquely determined by its asymptotics (3.10) -(3.11), and by the fact that it is analytic and has no zeros in the strip S 0 .
Indeed, let σ 1 be another solution of (3.5) possessing these properties. By (3.5), the ratio σ 1 (z)/σ(z) a 2h-periodic function. It is analytic in S 0 , and thus, due to the periodicity, it is entire. On the other hand, it tends to 1 as z → ±i∞. Therefore, this ratio is identically equal to 1.
6.
The σ-function satisfies the functional relations:
.
These three relations can be proved by using almost one and the same argument. To justify, for example, formula (3.12), first, one checks that the ratio r (z) = σ (z)/σ (z − 2π) is a 2h-periodic entire function. Really, both the functions σ(z) and σ(z − 2π) satisfy (3.5) . This implies that r is 2h-periodic. The function σ(z) is analytic in the half-plane −π − h < Re z, and 1/σ(z − 2π) is analytic in the half-plane Re z < 3π + h. So, r is analytic in the strip −π − h < Re z < 3π + h. Thus, being 2h-periodic, it is entire. Furthermore, the asymptotics of σ imply that r (z) → 1 as z → −i∞, and r (z) = e −iπz/h + iπ 2 /h (1 + o (1)) as z → +i∞. This is possible only if r (z) = 1 + e
which proves (3.12).
Meromorphic solution of equation (3.4)
. Now, we come back to equation (3.4) . One of its solution can be constructed by the formula (3.14) where First of all, note that (3.13) implies that
The function v has two chains of poles:
If these two chains do not intersect, then the poles ±(−p 0 + π + h) are simple, and
The
This function m is an entire solution of the auxiliary equation (3.2) . To check this, we make the calculation from subsection 3.1. As the convergence of the integrals is obvious, then, to justify this calculation, one has only to note that the horizontal distance from the contour Γ to the poles of v is bigger than h. When proving the proposition, one checks also that the constant coefficients in the above asymptotics are given by the formulae:
For the case where ξ ≡ 0, we have proved this proposition in [6] . In the case under the consideration, one can use the same arguments and, even, almost the same estimates and calculations. So, we shall not repeat them here, and give only some comments on the proof.
Begin with the case of z → +i∞. Then, the asymptotics contains two leading terms. The first one is defined by the behavior of v as p → −i∞, and the second one is related to the pole of the function v situated at p 0 − π − h. Describe the first one.
Remind that as p → ±i∞, the integrand in (3.3) has the asymptotics
If z → +i∞, the integrand has a saddle point. It satisfies the equation d dp
and thus, the saddle point is p 1 = −2z + π − p 0 . The first of the leading terms equals to the contribution of this saddle point to (3.3), e.i. to
, where a 0 is given by (3.23).
The second leading term of the asymptotics of m (z) equals to the contribution of the pole p 0 − π − h to (3.3), e.i. to
with b 0 from (3.24).
The asymptotics (3.21) of m (z) for z → +i∞ can be described as the sum of the contributions of the above two terms.
In the case where z → −i∞, the asymptotic (3.22) of m again contains two leading terms. The first one is due to the saddle point p 2 defined by d dp 
, where c 0 is given by (3.25) . This is the first leading term, and the second one equals to
3. Recall that we can reconstruct the components of a vector solution of (3.1) by the formule m (z) = m(z) and m (z) = m(z − h). This vector solution is a minimal entire solution. Let us
The theorems 1.1a and 1.1b imply existence of the canonical vector solutions f 1,2 and g 1,2 of (3.1). The asymptotics of their first components have the form
Here, we have chosen some of the possible values of the parameters φ ± . Comparing the asymptotics of m 1 (z) = m (z) (described by Proposition 3.1) with (3.27) -(3.28) , we see that the vector m 1 (z) m 2 (z) is really a minimal solution of (3.1) corresponding to the chosen canonical bases.
Below, we shall refer to m as to a minimal entire solution of (3.2).
Minimal solution in the general case.
In the previous section, we have constructed the minimal entire solution m(z) for ξ being in the half-plane (3.19). It is analytic in ξ in this half-plane. Now, we are going to continue it meromorphically on the whole complex plane of ξ and, in result, to prove Above, we have indicated explicitly the dependence of m on ξ. The rest of the section is devoted to the proof.
1. Let us study analytic properties of m as a function of ξ. As we have already noted, it is analytic in ξ if Im ξ > −π + h/2. Continue meromorphically m (z, ξ) into the whole complex plane of ξ. The idea is to find a relation connecting the functions m (z, ξ), m (z, ξ + iπ) and m (z, ξ + 2iπ) for Im ξ > −π + h/2, and to use this relation for the continuation. Such a relation exists since all the three functions m (z, ξ), e iπz/h m (z, ξ + iπ) and m (z, ξ + 2iπ) satisfy (3.2), and since the space of solutions of the equivalent to (3.2) equation (3.1) is a two dimensional module over the ring of h-periodic functions. Prove
where α and β are entire functions of ξ and entire and h-periodic in z.
Proof. As equation (3.1) and (3.2) are equivalent, then the space of solutions of (3.2) is also a two dimensional module over the ring of h-periodic functions K, and, moreover, for any two solutions f and g of (3.2), the expression
is h-periodic, and f and g are linearly independent over K iff {f (z), g(z)} ≡ 0. We call {f (z), g(z)} Assuming additionally to the hypothesis of the lemma that ξ satisfies the condition 1/σ (2iξ − 3π) = 0, (3.30) e.i. that ξ = −iπ + ih/2 + iπl + ihk, l, k = 0, 1, 2, . . . ,
we check that e iπz/h m (z, ξ + iπ) and m (z, ξ + 2iπ) form a base in the space of entire solutions of (3.2). For this, we calculate their wronskian. We shall write f ∼ g if f differs from g by an entire in ξ factor having no zeros.
First, we study the asymptotics of the wronskian for z → ±i∞. They can be easily calculated by means of the asymptotics of m. Assuming that b 0 (ξ + iπ) and a 0 (ξ + 2iπ) are nonzero, we get
z → +i∞ But, in fact, formula (3.23) shows that a 0 (ξ) = 0 for all ξ ∈ C, and formula (3.24) implies that b 0 (ξ + iπ) = 0 under the condition (3.30). This justifies (3.31). Similarly, one shows that
Since the wronskian is an entire h-periodic function of z, (3.31) and (3.32) imply that it is in fact independent of z,
Furthermore, taking into account (3.25) and (3.26), we see that (3.33) and thus, under the condition (3.30), e iπz/h m (z, ξ + iπ) and m (z, ξ + 2iπ) are basis solutions. Therefore, in this case, m (z, ξ) is their linear combination,
with the coefficients
One can calculate the wronskians in these formulae in the same manner as above, which gives
w j ∼ 1/σ (2iξ − π), j = 1, 2, 3. This and (3.33) imply the desired relation (3.29) under the condition (3.30). But, then it is valid for any ξ in the half-plane Im ξ > −π + h/2 as an equality of two meromorphic functions.
2. Now, we note that the integral (3.3) remains analytic in ξ and entire in z while the pole Proof. The right hand side in (3.29) is analytic in ξ if −2π − h/2 < Im ξ < −π + h/2. Therefore, Φ is analytic in the strip −2π − h/2 < Im ξ < h/2. By means of (3.12), one can rewrite formula (3.29) in the form
and this relation allows to continue Φ analytically from the strip −2π − h/2 < Im ξ < h/2 in the whole half-plane Im ξ < h/2.
The lemma implies that m (z, ξ) can be meromorphically continued on the whole complex plane. We shall not distinguish between m and its meromorphic continuation. The m is analytic in ξ in the upper half-plane of the complex plane, and the product σ (2iξ − π) m (z, ξ) is analytic in the half-plane Im ξ ≤ 0.
4.
Remind that m is entire in z for Im ξ > −π + h/2. As the meromorphic continuation of m into the whole plane of ξ was obtained by (3.29) , m is entire in z for all ξ different from the zeros of σ(2iξ − π), i.e. outside the poles of m.
5.
Since m (z +h, ξ), m (z, ξ) and m (z −h, ξ) are meromorphic in ξ, equation (3.2) remains satisfied for all ξ ∈ C as a relation for meromorphic in ξ functions.
6.
To complete the proof of the theorem, we have to check only its statement (ii). Consider the canonical Bloch solutions of (3.2) described by (3.27) -(3.28). One can represent Φ (z, ξ) = σ (2iξ − π) m (z, ξ) by their linear combination with h-periodic coefficients. In a vicinity C + of +i∞,
The coefficients A (., ξ), B (., ξ) can be expressed in terms of the wronskians of Φ and f 1,2 :
Thus, they are analytic in ξ in the same part of the complex plane as Φ. Also, all the Fourier coefficients of A and B are analytic in ξ in the same domain as Φ, and, therefore are described by the same analytic formulae as for Im ξ > −π + h/2, so everywhere outside the poles of σ. The asymptotics (3.21) - (3.22) show that
Im ξ > −π + h/2, z → +i∞, outside the poles of σ (2iξ − π). So, the zero-th Fourier coefficients of A and B are equal respectively to a 0 σ and b 0 σ for all ξ outside the poles of σ(2iξ − π), and all the Fourier coefficients with the negative indices are zero on the whole complex plane of ξ. This implies the statement of the Lemma concerning the representation (3.21). The applicability of (3.22) can be extended in the same way.
3.6.
Estimates of the solution m. Here, we just list some estimates for m (z) and m ′ (z) immediately following from the asymptotic representations (3.21) and (3.22) . These estimates will be used in the next section. One has
where −|y|/2 e |x − π − ϕ| y/h , y ≥ 0, where x = Re z, y = Im z and ϕ = Im ξ. These estimates are uniform in Re z if |Re z| is bounded by a fixed constant.
Minimal solutions of a perturbed auxiliary equation
In this section, we consider the equation
assuming that ξ is complex number, and w is a meromorphic function satisfying the estimate
for sufficiently big Y . Here, as below, in this section, we use the notations
Our aim is to prove the existence of a meromorphic solution of (4.2) In this section, we assume that
One can try to invert the operator being in the left-hand side (4.1). As we shall see, this leads to an integral equation of the form
Here γ is a vertical curve, and κ is constructed in terms of m andm two linearly independent solutions of (3.2),
and {m,m} = m(z + h)m(z) − m(z)m(z + h) is the wronskian of m andm. This integral equation is our main tool. Note that the kernel κ can be considered as a difference analog of the resolvent kernel arising in the theory of differential equations: now, instead of the canonical θ-function, θ(y − η), which equals to zero if y > η and to 1 if y < η, one encounters the function (4.5).
First, we shall study the integral equation (4.4), and then we shall study its solutions and, in particular, check that they satisfy (4.1). The analysis of the integral equation is quite similar to one we have carried out in the case of Harper equation ψ (z + h) + ψ (z − h) + 2 cos z ψ (z) = Eψ (z), E = Const , in [6] . So, we describe in details only its new elements.
The main results concerning (4.1) are formulated in subsection 4.4.
4.1.
Operator K. Now, we are going to describe precisely the construction of the integral operator from (4.4) (the solutions m andm, the integration contour), to describe the functional space and to 4.1.1. The solutions m andm. Let m be the minimal solution of (3.2) constructed in Section 3, put
Here, we indicated explicitly the dependence of m on ξ. Together with m,m is an entire in z solution of (3.2) .
Remind that m is analytic in ξ outside the set of zeros of σ (2iξ − π). Thus, both m andm are analytic under the condition (4.3) .
The new solution has the asymptotics
Here, a 0 , b 0 , c 0 and d 0 are the coefficients from the asymptotic formulae for m.
The wronskian of m andm.
When proving Lemma 3.3, we have already discussed the space of solutions of equation (3.2), the linear independence and the wronskians of its solutions. We calculate the wronskian of m andm as we have calculated wronskians in the proof of Lemma 3.3. We recall that the wronskian is h-periodic and get its asymptotics for z → ±i∞ (using the asymptotics of m andm). This leads to the result To motivate this specific choice of the asymptotes of γ, note that the estimates (3.34) show that, |m| is minimal along γ:
Note also that 4.1.4. The functional space. We define the operator K as the integral operator with the kernel (4.5) acting in the space L 2 (γ, p), where p is the weight reflecting as the behavior of m andm along γ, so the one of w, see (4.2), (4.16) 4.1.5. Compactness of the operator K. The kernel of the operator K is quickly decaying along the contour γ: using the estimates (3.33) for m and m ′ , one can show that
The estimate (4.17) implies that the operator K is a Hilbert-Schmidt operator in L 2 (γ, p). Proof. For ζ ∈ γ, the kernel κ (z, ζ) is analytic in z in the horizontal h-vicinity S h of γ. The integral, representing Kψ, converges uniformly in z being in any compact subset of S h . Therefore, the function Kψ can be analytically continued in S h . But then, ψ, being a solution of (4.18), can be also analytically continued in S h . Let δ be the horizontal distance from γ to the closest to it pole of the function w. If δ < h, then having proved that ψ is analytic in the horizontal h-vicinity of γ, one can deform the integration contour in the formula for Kψ inside its horizontal δ-vicinity, and check that, in fact, ψ can be analytically continued in the horizontal h + δ-vicinity. If δ > h, then one deforms the contour inside its horizontal h-vicinity to check that ψ is analytic in 2h-vicinity of γ and so on.
For brevity, we shall not distinguish ψ and its analytic continuation. (4.1) . Note that the horizontal width of the horizontal (h + δ)-vicinity S h+δ of γ is bigger than 2h. Show that ψ satisfies equation (4.1) for z − h, z, z + h ∈ S h+δ .
ψ and equation
Let
Thus, we come to 4.2.3. Asymptotics of ψ for z → +i∞. Let us describe the asymptotic behavior of ψ in a vicinity of γ. We begin by proving Proposition 4.3. Fix positive ε 1 and ε 2 so that ε 1 < 2h and ε 2 < min{µ, 2π/h}. In the horizontal ε 1 -vicinity of γ, the solution ψ admits the asymptotic representation 
for sufficiently big Y , finally, W = {m,m}, and
Note that the form of the above asymptotic representation depends on the integral equation for ψ.
The proof of this statement is almost the same as the proof of Proposition 3.6 from [6] . Here, we just outline the main idea of the proof. The function ψ satisfies one of the equations from (4.18). Thus, on the contour γ, one can estimate it by estimating the right hand side of the equation. Using the inclusion ψ ∈ L 2 (γ, p) and the estimate (4.17), one obtains
quickly converge as ζ → +i∞, and one can obtain the asymptotics of Kψ (z) for z → +i∞ inside the horizontal h-vicinity of γ by replacing in the kernel of K the function θ (z, ζ) with 2i. This leads to the answer
We omit the elementary estimates leading to (4.21). To prove (4.19) outside the horizontal h-vicinity of γ, one has to write down a convenient representation for the analytic continuation of Kψ outside γ. For example, if z is to the right of γ, and the horizontal distance between z and γ is between h and 2h, one can use the formula
Using the representation (4.19) for ψ and the asymptotics (3.21) -(3.22) for m, one finally obtains the asymptotics of ψ for z being in the horizontal ε 1 -vicinity of γ: 
Here, C 1 and D 1 are functions satisfying the estimates of the form (4.21), and C and D are constant coefficients given by
Remark. The representation (4.25) implies that, in the horizontal ε 1 -vicinity of γ, 
Let us emphasize that, now, the asymptotic representation strongly depends on the integral equation for
In C + , one can represent ψ by their linear combination with h-periodic analytic coefficients
Now, we recall that the asymptotic representation (4.23) is valid in the ε 1 -vicinity of γ and that as ε 1 one can be choose any number from (0, 2h). In particular, this representation is valid in a horizontal vicinity of the horizontal length bigger then h, i.e. the period of A and B. Therefore, comparing this representation with (4.23), we see that the periodic coefficients A and B are bounded as z → +i∞, and In this section, we construct the minimal entire solutions of the matrix equation (1.1) and prove Theorem 1.2.
5.1. The plan. We start with the equation (1.5) for the first component of a vector solution of (1.1). We represent ψ 1 in the form
where t satisfies the equation
This transforms (1.5) to
We find a solution t of (5.2) such that t (z) / t (z + h) tends to some nonzero constants as z → ±i∞.
Then, we accept assumption (1.21). In this case, To be sure that ψ is really entire in z, we check that it is analytic in a sufficiently wide horizontal vicinity a vertical curve γ. Really, since det M (z) ≡ 1, the formulae
show that, in this case, ψ can be continued up to an entire function of z. (5.2). Let γ be a strictly vertical curve. Here, we construct a meromorphic solution of (5.2) analytic in a vicinity of γ. We shall use the following notations:
Meromorphic solution of equation
• we denote by γ + 2π the curve obtained of γ by the 2π-translation;
• we denote by S γ the strip bounded by γ and γ + 2π so that γ ⊂ S γ and {γ + 2π} ∩ S γ = ∅;
• we let n ± = n ± (b) and N = n + + n − ;
• we denote the zeros of b(z) situated in S γ by z l , l = 1, 2, . . . N. 
Substituting this representation in equation (5.2), and comparing the result with (3.5), one immediately finds out that the function
is a solution of (5.2). Clearly, it is meromorphic in z.
2.
To prove the proposition, we have to recall some properties of the σ-function. First, we note that its poles are at the points −π − h − 2hl − 2πm, l, m ∈ N ∪ {0}. Secondly, we remind that as the pole at z = −π − h so the zero at z = π + h are simple. Moreover, if 2πm < 2h, m ∈ N, then all the poles and zeros situated at the points z = −π − h − 2πl, and z = π + h + 2πl, l = 0, . . . m, are simple.
The ratio
has poles only at the points z = 2h + 2hl + 2πm, and − 2π − h − 2hl − 2πm, l, m ∈ N ∪ {0}.
The zeros of this ratio are at the points z = h + 2hl + 2πm, and − 2π − 2hl − 2πm, l, m ∈ N ∪ {0}, the zeros at z = h and at z = −2π are simple. Moreover, if 2πm < 2h, m ∈ N, then all the zeros situated at the points z = h + 2πl and z = −2π − 2πl, l = 0, . . . m, are simple. Now, we shall show that the described properties of the ratio
imply the first three statements of the proposition.
3.
Show that there is a positive number δ such that the constructed t is analytic in the horizontal h + δ-vicinity of γ.
Denote by δ 1 the horizontal distance between the set of the points z l , l = 1, . . . , N, and the curve 2π + γ. The poles of the factor t l (z) closest to γ are at the points z l + 2h and z l − 2π − h. So, it is analytic in the horizontal h + δ-vicinity of γ, where
This implies the first statement of the proposition.
4.
Let us prove the second statement. Let z 0 be a zero of b (z) situated to the left of the curve γ inside the above horizontal h + δ-vicinity of γ. Show that t (z 0 ) = 0.
All the factors t l are analytic in the vicinity of γ. Inside this vicinity, to the left of γ, the factor t l equals to zero only at the points z l − 2πm, m = 1, 2, . . . . This proves the first part of the second statement. Prove the second part.
The choice of δ implies that a point of the form z l − 2πm, m = 2, 3, 4, . . . , can be situated in the horizontal (h + δ)-vicinity of γ only if 2πm < h. So, all the zeros of t l being in this vicinity to the left of γ are simple. In result, the multiplicity of the zero of t (z) at any of these points being in the vicinity equals to the number of the factors t l which are equal to 0 there, e.i. to the multiplicity of the zero of b at this point.
5.
The function v 1 (z) defined by (5.4) is clearly meromorphic. It can be also represented in the form
Formula (5.12) shows that the poles of v 1 situated in the above horizontal vicinity of γ can be only at the points where t (z + h) = 0 or (and) t (z − h) = 0, e.i. at the points z = z l + 2hl + 2πm, and z = z l − 2π + h − 2hl − 2πm, l, m ∈ N ∪ {0}.
Among them, only the points z l + 2πm and z l − 2πm + h, m = 0, 1, . . . , can be in the above vicinity. So, they can be only the points where either b (z) = 0 or b (z − h) = 0. However, the curve γ does not pass through any of these points. Thus, there is a positive δ 2 such that the function v is analytic in the horizontal δ -vicinity of γ. If this δ is smaller than the previously 6. The asymptotics of t for z → ±i∞ follow immediately from formula (5.11) and the asymptotics (3.10) and (3.11) of the σ-function.
5.3.
Entire solutions of (1.1). Here, following the plan described above, we shall construct a set of entire solutions of (1.1).
1. Let γ be a strictly vertical curve do not passing through any point where either b(z) = 0 or b(z − h) = 0, and let t be the solution of equation (5.2) described in Proposition 5.1. Let us study in more details the function v 1 defined by (5.4).
By Proposition 5.1, v 1 is analytic in the δ-vicinity of γ. In the case of (1.21), the asymptotic representations for t imply that (5.13) where
and w is a function satisfying the estimate
where µ is the same number as in (5.9), and Y is a sufficiently big positive number. This estimate is uniform in Re z if |Re z| is bounded by a constant.
Let
3) can be rewritten in the form:
The change of the variable
transforms (5.16) to the equation
This equation was investigated in the previous section.
3. Now, we can construct a solution of (5.16) by means of Proposition 4.4.
Check that the coefficients of (5.18) satisfy its assumptions. The estimate of w (z) implies that w 1 satisfies an estimate of the form (4.2) as a function of z 1 . Note that the branches of the logarithms in (5.14) are fixed modulo 2π. To ensure the assumption on ξ, we fix them so that the parameters φ ± satisfy condition (1.18).
To apply the proposition, it rests to choose a vertical curve mentioned in it. We denote this curve γ 1 and choose it so that it be the image under the transformation z → z 1 of the curve γ used for constructing of the function t. To apply the proposition, we have to check that γ 1 does not not pass by any pole of w. But this follows from the statement (iii) of Proposition 5.1. Now, we construct the solution ψ of (5.18) by means of Proposition 4.4. Note that this solution is determined by the horizontal distance between the poles of w 1 and the curve γ 1 . We can assume that δ 1 = nδ ( if δ 1 > nδ, we redefine it letting δ 1 = nδ; if δ 1 < nδ, we redefine δ).
Indicating explicitly the dependence of ψ on ξ and h, we let
The function f 0 is a solution of (5.16). It is analytic in the horizontal h + δ-vicinity of γ.
4.
The function ψ 1 = t f 0 is a solution of equation (1.5), and, thus, can be considered as the first component of a vector solution Ψ of the matrix equation (1.1). Its second component can be reconstructed by formula (1.6).
5.
Let us discuss the analytic properties of ψ 1 .
First, note that the asymptotics of f 0 (following from Proposition 4.3), and the asymptotics for t described by (5.6) and (5.7) imply the representations
where n ± = n ± (b), and A 0 , B 0 , C 0 , and D 1 are coefficients independent of z.
Secondly, note that since both t and f 0 are analytic in the horizontal h + δ-vicinity of γ, the function ψ 1 is also analytic there.
6. Discuss the analyticity of the second component of the vector Ψ = ψ 1 ψ 2 . For any ǫ > 0, we denote by L γ (ǫ) the part of the horizontal ǫ-vicinity of γ situated to the left of γ. Clearly,
is also analytic there.
7.
As the horizontal length of L γ (h+δ) is greater then h and Ψ is analytic here, then we can continue Ψ in the whole complex plane by means of equation (1.1): we continue Ψ to the right just by means this equation itself, and we continue it to the left by the formula Ψ(z − h) = M −1 (z − h)Ψ(z) (remind that det M ≡ 1).
We have proved In fact, the solution Ψ described in Proposition 5.2 is one of the main personages of this paper. In subsection 5.5, we shall see that it is a minimal entire solution of equation (1.1).
Modified approach.
In the previous subsection, we have constructed a (minimal) entire solution of equation(1.1) under a hypothesis on the geometry of the set of zeros of b(z). We were assuming that there is a strictly vertical curve γ such that b(z) and b(z − h) have no zeros on γ and this geometric condition. We begin with the case where b has only one simple zero z 0 ∈ L γ (h). Let us outline the idea. then the corresponding vector solution Ψ is analytic at least in L γ (h+δ) and, so, it can be analytically continued up to an entire function just by means of (1.1).
In the case of Proposition 5.2, we have constructed (minimal) entire solutions of (1.1) in terms of a solution f 0 of equation (5.3) analytic in the horizontal (h + δ)-vicinity of γ, using the formula ψ 1 (z) = t (z) f 0 (z). Now, by Proposition 5.1 (statement (ii)), t (z 0 ) = 0. (5.23) So, ψ 1 = t f 0 appears to be analytic in the horizontal (h + δ)-vicinity of γ even if f 0 is replaced by a solution of (5.3) having there one (simple) pole situated at z 0 . For the "old" analytic at z 0 solution f 0 , the condition (5.22) is not satisfied. The idea is to satisfy this condition by considering instead of the "old" f 0 linear combinations of the "old" f 0 and a "new" solution of (5.3) having one simple pole at z 0 .
Of course, the meromorphic solutions of (5.3) we are looking for have to possed asymptotic representations for z → ±i∞ of the same analytic structure as f 0 so that ψ 1 would have the asymptotics of the form (5.20) -(5.21).
To construct such solutions of (5.3), we shall consider a solution m (z, z 0 ) of the model equation (3.2) possessing the analogous properties. Then, we shall plug it into the integral equation (4.4) in the place of m (z) (the integral operator remains the same as before) and study its solutions. The functions m(z 1 , ξ, h 1 ) andm(z 1 , ξ, h 1 ), h 1 = nh, are solutions of (5.24). Here, we have indicated explicitly the dependence of these functions on h and ξ. where A, B, C and D are independent of z.
The integral operator.
To construct the meromorphic f 0 , we shall again use the integral operator from (4.4), but now, it will be convenient to write it in terms of the variable of the input equation (1.1). So, now, γ is a strictly vertical curve going to +i∞ along the line Re z = −Re φ + / n, and from −i∞ along the line Re z = −(π + Re φ − ) / n. We define the weight P (z) = e (n−µ)|y| p Formulae (1.27) -(1.32) and relations (7.12) imply the desired representations for M 12 , M 21 , and M 22 . Formula for the coefficient a 0 follows from these representations and the equality det M ≡ 1. Apply Theorem 1.6 to equation (1.1) with a matrix M ∈ H. Choose the bases f 1,2 and g 1,2 so that
These canonical bases are consistent, and there exist all the four minimal entire solutions. Assume that the asymptotic coefficient C D is nonzero.
We normalize the solution ψ D by the condition C D = 1 and define ψ B by formula (7.11) . Since the matrix M satisfies the relation (7.5), ψ B is really the desired minimal solution.
Assume that ψ D and ψ B are linearly independent over the ring of h-periodic functions. Instead of Theorem 7.3, one can prove 
