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Summary
A finite group whose order is a power of a prime p is called a finite p-group. Among finite
groups, p-groups take a special position: For example, every finite group contains large p-
groups as subgroups by the Sylow Theorems. The classification of p-groups is a difficult
problem and, in general, not even the exact number of isomorphism types of groups of order
pn is known. The asymptotic estimates of Higman (1960) and Sims (1965) show that there
are p2n
3/27+O(n8/3) isomorphism types of groups of order pn. Higman’s PORC Conjecture
(1960) claims that for fixed n the number of isomorphism types of groups of order pn is a
polynomial on residue classes.
A special type of p-groups are p-groups of maximal class: These are the p-groups of order
pn with nilpotency class n − 1. A first major study of maximal class groups was carried
out by Blackburn in 1958. He obtained a classification of the 2- and 3-groups of maximal
class, and he observed that a classification for primes greater than 3 is significantly more
difficult. Following Blackburn, maximal class groups were discussed in detail by Shepherd
(1971), Miech (1970 – 1982), Leedham-Green & McKay (1976 – 1984), Ferna´ndez-Alcober
(1995), and Vera-Lo´pez et al. (1995 – 2008). Despite substantial progress made in the last
six decades, the classification of maximal class groups is still an open problem in p-group
theory. For example, Problem 3 of Shalev’s survey paper (1994) on finite p-groups asks to
classify the 5-groups of maximal class.
The coclass of a p-group of order pn and nilpotency class c is defined as n− c. Hence, the
p-groups of maximal class are the p-groups of coclass 1. Leedham-Green & Newman (1980)
suggested to classify p-groups by coclass, and their suggestion has led to a major research
project in p-group theory. In this thesis, we follow the philosophy of coclass theory and
investigate the p-groups of maximal class (or coclass 1).
The graph G(p). The coclass graph G(p) associated with p-groups of maximal class is
defined as follows: Its vertices are the isomorphism types of finite p-groups of maximal class
where a vertex is identified with a group representing its isomorphism class. Two vertices
G and H are connected by a directed edge G → H if and only if G is isomorphic to the
central quotient H/ζ(H). A group H is called a descendant of a group G in G(p) if G = H
or if there is a path from G to H. We visualize G(p) in the Euclidean plane as an undirected
graph by drawing the proper descendants of a group in G(p) below that group.
It is well-known that G(p) consists of the cyclic group of order p2 and an infinite tree
T (p), whose root is elementary abelian of order p2. The tree T (p) contains a unique infinite
path starting at its root. This path is called the mainline of T (p) and we denote it by
S2 → S3 → . . . where Sn has order p
n. The n-th branch Bn of the tree T (p) is the finite
subtree of T (p) induced by the descendants of Sn which are not descendants of Sn+1. As
usual, the depth of a subtree B of T (p) is the maximal length of a path within B, and its
width is the maximal number of vertices at the same depth in B. A sketch of G(p) is given
in Figure 1.
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Figure 1: The graph G(p).
By the results of Blackburn, the graph G(p) for p = 2, 3 is completely understood. For
example, all branches have depth 1 and a recurrent structure. Leedham-Green & McKay
(1984) showed that the set of depths of the branches of T (p) is unbounded for p ≥ 5 and the
set of widths of the branches of T (5) is bounded. Here we prove that the set of widths of
the branches of T (p) is unbounded for p ≥ 7. For p = 5 an investigation with computational
methods is still possible, see Newman (1990) and Dietrich, Eick & Feichtenschlager (2008),
whereas for p ≥ 7 the size of the branches increases too fast for a complete examination.
The detailed structure of G(p) for p ≥ 7 is not known.
The periodicity of type 1. We now describe our first main results and, for this purpose,
we introduce some more notation. For k ≥ 0 the shaved branch Bn[k] is the subtree of Bn
induced by the groups of distance at most k from its root Sn. We define functions c = c(p)
and en = en(p), both essentially given by linear polynomials, which for given p satisfy
0 ≤ e2 ≤ e3 ≤ . . . and en+d = en+ d where d = p− 1. We call the shaved branch Tn = Bn[en]
the n-th body of T (p) and prove the following for n ≥ p+ 1.
• The depths of Bn and Tn differ by at most c.
• There is an embedding ι = ιn : Tn →֒ Bn+d of rooted trees such that ι(Tn) = Bn+d[en].
A summary of these results is visualized in Figure 2.
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Figure 2: The periodicity of type 1.
This recurrent pattern in T (p) is referred to as the periodicity of type 1. It shows that a
major part of the tree carries a periodic structure. Weaker versions of this periodic pattern
in T (p) have been proved by Eick & Leedham-Green (2008) and du Sautoy (2001).
Experiments by computer suggest that the whole branch Bn cannot be embedded into
Bn+d. The periodicity of type 1 as proved in this thesis embeds Bn with the exclusion of at
most c levels of groups. This shows that the periodicity of type 1 is close to best possible.
vii
The periodicity of type 2. For a complete description of the tree T (p) it is necessary
to describe the difference graph of Bn+d and ι(Tn) = Bn+d[en]. Since in general the set of
widths of the branches is unbounded, this graph cannot be isomorphic to a subgraph of Bn.
However, a conjecture of Eick, Leedham-Green, Newman & O’Brien (2009) claims that it
can be described by another periodic pattern, that is, a periodicity of type 2. According
to this conjecture, for large enough n, the subtree of Bn+d induced by the descendants of
a group at depth en in Bn+d is isomorphic to a corresponding subtree in Bn. Thus, the
periodicities of type 1 and 2 would in principle suffice to describe the tree T (p) completely.
As a first approximation of this conjecture, we consider the difference graph of Tn+d and
ι(Tn) and, thus, omit at most c levels of groups. We define the d-step descendant tree Dd(G)
of a group G in T (p) as the subtree of T (p) induced by the descendants of distance at most
d from G. Then the periodicity of type 2 asserts that for large enough n every group G
at depth en in Tn+d has a periodic parent H at depth en − d in Tn+d such that Dd(H) and
Dd(G) are isomorphic as rooted trees, see Figure 3.
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Figure 3: A periodic parent of G.
This periodic pattern and the periodicity of type 1 would suffice to describe the bodies
of T (p) completely. The main problem is to specify a periodic parent of a group. Based
on ideas of Leedham-Green & McKay (1984), we use p-adic number theory and prove the
periodicity of type 2 in certain special cases. There are significant differences depending on
the residue p modulo 6, and we consider the easier case p ≡ 5 mod 6 here. As a corollary,
we show that for large enough n the d-step parent of a group at depth en in Tn+d which
has proper descendants is a periodic parent if its automorphism group is a p-group. The
computation of explicit examples indicate that the d-step parent is not always a periodic
parent, and we propose an alternative construction of periodic parents in a special case.
Classification of groups. The periodicities of type 1 and 2 describe graph theoretic
patterns within T (p). For our proof of these periodicities we use a cohomological approach
and describe the groups in the bodies of T (p) as certain group extensions. This allows us to
construct all graph isomorphisms on a group theoretic level such that the periodic patterns
in T (p) are reflected in the structure of the groups involved. For example, if G is a group
in Tn with n ≥ p + 1, then a suitable choice of the embeddings ι allows us to describe the
infinitely many groups in {G, ι(G), ι2(G), . . .} by a single group presentation whose defining
relations contain one indeterminate integer as parameter.
The 5-groups of maximal class. As an application, we prove that the bodies Tn =
Bn[n−4] of the tree T (5) can be described by a finite subgraph and the periodicities of type
1 and 2. We deduce that the infinitely many groups in these bodies can be described by
finitely many group presentations with at most two indeterminate integers as parameters.
This is close to a positive answer of Problem 3 in Shalev’s survey paper (1994).
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Zusammenfassung
Eine endliche p-Gruppe ist eine Gruppe mit Primzahlpotenzordnung pn. In der Klasse
der endlichen Gruppen nehmen p-Gruppen eine besondere Stellung ein: Beispielsweise
folgt aus den Sylow-Sa¨tzen, dass jede endliche Gruppe große p-Gruppen als Untergruppen
entha¨lt. Die Klassifikation von p-Gruppen ist ein schwieriges Unterfangen und im Allge-
meinen ist nicht einmal die exakte Anzahl der Isomorphietypen von Gruppen der Ordnung
pn bekannt. Asymptotische Abscha¨tzungen von Higman (1960) und Sims (1965) zeigen, dass
es p2n
3/27+O(n8/3) Isomorphietypen von Gruppen der Ordnung pn gibt. Higmans PORC Ver-
mutung (1960) sagt voraus, dass die Anzahl der Isomorphietypen von Gruppen der Ordnung
pn fu¨r festes n ein Polynom auf Restklassen ist.
Ein besonderer Typ von p-Gruppen sind die p-Gruppen mit maximaler Klasse. Dies
sind die p-Gruppen der Ordnung pn mit Nilpotenzklasse n − 1. Eine erste grundlegende
Untersuchung von Gruppen mit maximaler Klasse wurde 1958 von Blackburn vorgenom-
men. Blackburn erzielte die Klassifikation der 2- und 3-Gruppen mit maximaler Klasse
und er beobachtete, dass eine Klassifikation fu¨r gro¨ßere Primzahlen weitaus schwieriger ist.
Weitere detaillierte Untersuchungen der Gruppen mit maximaler Klasse wurden von Shep-
herd (1971), Miech (1970 – 1982), Leedham-Green & McKay (1976 – 1984), Ferna´ndez-
Alcober (1995) und Vera-Lo´pez et al. (1995 – 2008) durchgefu¨hrt. Trotz erheblichen
Fortschritts in den letzten sechs Jahrzehnten ist die Klassifikation der Gruppen mit maxi-
maler Klasse noch immer ein offenes Problem in der Theorie der p-Gruppen. Beispielsweise
fragt Shalev (1994) in Problem 3 seines U¨bersichtsartikels u¨ber p-Gruppen nach einer Klas-
sifikation der 5-Gruppen mit maximaler Klasse.
Die Koklasse einer p-Gruppe mit Ordnung pn und Nilpotenzklasse c ist definiert als n− c,
das heißt, p-Gruppen mit maximaler Klasse entsprechen den p-Gruppen mit Koklasse 1.
Leedham-Green & Newman (1980) machten den Vorschlag, p-Gruppen nach ihrer Koklasse
zu klassifizieren, und legten damit den Grundstein fu¨r ein umfangreiches Forschungsprojekt
in der Theorie der p-Gruppen. In der vorliegenden Arbeit wird diese Theorie benutzt, um
die p-Gruppen mit maximaler Klasse (oder Koklasse 1) zu untersuchen.
Der Graph G(p). Der den p-Gruppen mit maximaler Klasse zugeordnete Koklassen-
graph G(p) ist wie folgt definiert: Die Knoten sind die Isomorphietypen von endlichen p-
Gruppen mit maximaler Klasse, wobei ein Knoten mit einem Isomorphietyp-Repra¨sentanten
identifiziert wird. Zwei KnotenG undH sind genau dann mit einer gerichteten KanteG→ H
verbunden, wennG isomorph zu dem zentralen QuotientenH/ζ(H) ist. Eine GruppeH heißt
Nachfolger einer Gruppe G in G(p), falls G = H oder falls es einen Pfad von G nach H gibt.
Der gerichtete Graph G(p) wird in der Euklidischen Ebene ungerichtet dargestellt, indem die
echten Nachfolger einer Gruppe in G(p) unterhalb dieser Gruppe gezeichnet werden. Es ist
bekannt, dass sich G(p) aus der zyklischen Gruppe der Ordnung p2 und einem unendlichen
Baum T (p) mit elementar-abelscher Wurzel der Ordnung p2 zusammensetzt. Die Wurzel von
T (p) ist der Startknoten eines eindeutigen unendlichen Pfades. Dieser Pfad ist die Hauptlinie
von T (p) und wird als S2 → S3 → . . . bezeichnet, wobei Sn die Ordnung p
n hat. Der n-te
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xAst Bn des Baumes T (p) ist der endliche Teilbaum von T (p), der von den Nachfolgern von
Sn induziert wird, welche nicht auch Nachfolger von Sn+1 sind. Wie u¨blich sind Tiefe und
Weite eines Wurzelbaumes definiert als die maximale La¨nge eines Pfades, beziehungsweise
die maximale Anzahl von Knoten der gleichen Tiefe. In Abbildung 1 ist die Struktur von
G(p) skizziert.
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Abbildung 1: Der Graph G(p).
Die Resultate von Blackburn beschreiben die Graphen G(p) fu¨r p = 2, 3 vollsta¨ndig und es
ist bekannt, dass alle A¨ste die Tiefe 1 und periodisch auftretende Struktur haben. Leedham-
Green & McKay (1984) haben gezeigt, dass fu¨r p ≥ 5 die Menge der Tiefen der A¨ste von T (p)
unbeschra¨nkt und die Menge der Weiten der A¨ste von T (5) beschra¨nkt ist. In der vorliegen-
den Arbeit wird bewiesen, dass die Menge der Weiten der A¨ste von T (p) unbeschra¨nkt ist
fu¨r p ≥ 7. Wa¨hrend T (5) daher detailliert mit dem Computer untersucht werden kann, siehe
zum Beispiel Newman (1990) und Dietrich, Eick & Feichtenschlager (2008), so ist eine solche
ausfu¨hrliche Untersuchung fu¨r p ≥ 7 auf Grund des Wachstums der A¨ste nicht mo¨glich. Die
detaillierte Struktur von G(p) fu¨r p ≥ 7 ist daher unbekannt.
Die Periodizita¨t vom Typ 1. Um das erste Hauptresultat dieser Arbeit zu beschreiben,
ist weitere Notation no¨tig. Fu¨r k ≥ 0 ist der gestutzte Ast Bn[k] der Teilbaum von Bn,
welcher von den Gruppen der Tiefe ho¨chstens k in Bn induziert wird. Weiterhin werden
Abbildungen, im Wesentlichen lineare Polynome, c = c(p) und en = en(p) definiert mit
0 ≤ e2 ≤ e3 ≤ . . . und en+d = en + d fu¨r festes p und d = p − 1. Der n-te Rumpf von T (p)
ist der gestutzte Ast Tn = Bn[en]. Folgende Aussagen werden fu¨r n ≥ p+ 1 bewiesen:
• Die Tiefen von Bn und Tn unterscheiden sich ho¨chstens um c.
• Es gibt eine Einbettung ι = ιn : Tn →֒ Bn+d von Wurzelba¨umen mit ι(Tn) = Bn+d[en].
Eine Zusammenfassung dieser Ergebnisse ist in Abbildung 2 skizziert.
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Abbildung 2: Die Periodizita¨t vom Typ 1.
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Dieses periodisch auftretende Muster in T (p) wird als Periodizita¨t vom Typ 1 bezeichnet.
Es zeigt, dass ein Großteil des Baumes eine periodische Struktur tra¨gt. Schwa¨chere Versio-
nen dieser Periodizita¨t wurden von Eick & Leedham-Green (2008) und du Sautoy (2001)
bewiesen. Explizite Berechnungen mit dem Computer lassen vermuten, dass man nicht den
gesamten Ast Bn in Bn+d einbetten kann. Die in dieser Arbeit bewiesene Periodizita¨t vom
Typ 1 bettet Bn mit Ausnahme von ho¨chstens c Levels von Gruppen in den Ast Bn+d ein.
Dies deutet darauf hin, dass die Periodizita¨t vom Typ 1 nahezu bestmo¨glich ist.
Die Periodizita¨t vom Typ 2. Fu¨r eine vollsta¨ndige Beschreibung des Baumes T (p)
muss der Differenzengraph von Bn+d und ι(Tn) = Bn+d[en] beschrieben werden. Im Allge-
meinen ist die Menge der Weiten der A¨ste unbeschra¨nkt, weswegen dieser Differenzengraph
nicht zu einem Teilgraphen von Bn isomorph sein kann. Eine Vermutung von Eick, Leedham-
Green, Newman & O’Brien (2009) besagt jedoch, dass er mit Hilfe eines weiteren periodischen
Musters, einer Periodizita¨t vom Typ 2, beschrieben werden kann. Entsprechend dieser Ver-
mutung ist fu¨r genu¨gend großes n der Teilbaum von Bn+d, der von den Nachfolgern einer
Gruppe der Tiefe en in Bn+d induziert wird, isomorph zu einem entsprechenden Teilbaum
in Bn. Die Periodizita¨ten vom Typ 1 und 2 wa¨ren danach ausreichend, um die A¨ste in T (p)
vollsta¨ndig zu beschreiben.
Als eine erste Anna¨herung an diese Vermutung wird in der vorliegenden Arbeit der Dif-
ferenzengraph von Tn+d und ι(Tn) betrachtet, das heißt, es werden ho¨chstens c Levels von
Gruppen ausgelassen. Der Nachfolgerbaum Dd(G) einer Gruppe G in T (p) ist der Teilbaum
von T (p), welcher von den Nachfolgern mit Abstand ho¨chstens d von G induziert wird. Die
Periodizita¨t vom Typ 2 sagt nun voraus, dass fu¨r genu¨gend großes n jede Gruppe G der
Tiefe en in Tn+d einen periodischen Vorfahren H der Tiefe en− d in Tn+d besitzt, so dass die
Nachfolgerba¨ume Dd(H) und Dd(G) isomorph sind, siehe Abbildung 3.
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Abbildung 3: Ein periodischer Vorfahre von G.
Dieses periodische Muster und die Periodizita¨t vom Typ 1 wa¨ren ausreichend, um die
Ru¨mpfe von T (p) vollsta¨ndig zu beschreiben. Das Hauptproblem ist, einen periodischen
Vorfahren einer Gruppe zu bestimmen. In der vorliegenden Arbeit wird, basierend auf Ideen
von Leedham-Green & McKay (1984), p-adische Zahlentheorie benutzt, um die Periodizita¨t
vom Typ 2 in gewissen Spezialfa¨llen zu beweisen. Dabei ergeben sich signifikante Unter-
schiede zwischen den verschiedenen Restklassen p modulo 6, so dass hier lediglich der ein-
fachere Fall p ≡ 5 mod 6 genauer untersucht wird. Als eine Folgerung wird gezeigt, dass der
d-fache Vorfahre einer Gruppe der Tiefe en in Tn+d mit echten Nachfolgern ein periodischer
Vorfahre ist, falls seine Automorphismengruppe eine p-Gruppe ist. Die Untersuchung ex-
pliziter Beispiele deutet darauf hin, dass der d-fache Vorfahre nicht immer als periodischer
Vorfahre gewa¨hlt werden kann. Eine alternative Konstruktion von periodischen Vorfahren
wird in einem Spezialfall beschrieben.
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Die Klassifikation von Gruppen. Die Periodizita¨ten vom Typ 1 und 2 beschreiben
graphentheoretische Muster innerhalb des Baumes T (p). Fu¨r den hier gefu¨hrten Beweis
dieser Periodizita¨ten wird ein kohomologischer Ansatz verfolgt und die Gruppen in den
Ru¨mpfen von T (p) werden als gewisse Gruppenerweiterungen beschrieben. Hierdurch ist
es mo¨glich, die entsprechenden Graphenisomorphismen auf gruppentheoretischer Ebene zu
konstruieren. Die periodischen Strukturen in T (p) spiegeln sich dabei in der Struktur der
entsprechenden Gruppen wider. Ist G beispielsweise eine Gruppe in dem Rumpf Tn mit
n ≥ p + 1, dann erlaubt eine geeignete Wahl der Einbettungen ι eine Beschreibung der
unendlich vielen Gruppen in {G, ι(G), ι2(G), . . .} durch eine einzige Gruppenpra¨sentation
deren definierenden Relatoren eine natu¨rliche Zahl als Parameter besitzen.
Die 5-Gruppen mit maximaler Klasse. Als eine Anwendung der erzielten Ergeb-
nisse wird gezeigt, dass die Ru¨mpfe Tn = Bn[n− 4] des Baumes T (5) durch einen endlichen
Teilgraphen und die Periodizita¨ten vom Typ 1 und 2 beschrieben werden ko¨nnen. Es wird
gefolgert, dass die unendlich vielen Gruppen in diesen Ru¨mpfen durch endlich viele Grup-
penpra¨sentationen mit ho¨chstens zwei natu¨rlichen Zahlen als Parameter beschrieben werden.
Dies kommt einer Beantwortung von Problem 3 in Shalevs U¨bersichtsartikel (1994) nahe.
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1 Introduction
“The chief forms of beauty are order and symmetry and definiteness,
which the mathematical sciences demonstrate in a special degree.”
Aristotle (384 B.C. – 322 B.C.)
The concept of a group is a central concept of abstract algebra. Basically describing
symmetries of certain objects, groups can be found in most branches of mathematics and also
in many areas of science, for example physics, chemistry, coding theory, and cryptography.
One of the major themes in finite group theory is the classification of groups. The general
idea of classification is to find for a given class of groups an explicit list of isomorphism
type representatives; that is, no two groups in the list are isomorphic and every group in
the given class is isomorphic to a group in the list. An example of a famous classification
theorem is the classification theorem of finite simple groups, which classifies all finite simple
groups – the basic building blocks of all finite groups. However, if we even restrict attention
to the least complicated finite simple group, the cyclic group of prime order p, it is still an
intricate problem to put these groups together in order to construct all groups of p-power
order, so-called finite p-groups, up to isomorphism.
An approach to classify finite p-groups is to classify all groups of a given order, pn say.
Higman’s PORC Conjecture (polynomial on residue classes) claims that for fixed n there
is an integer m such that the number of (isomorphism types of) groups of order pn is a
polynomial in p which depends on the residue class p modulo m, see [21]. The asymptotic
estimates of Higman [20] and Sims [53] show that there are p2n
3/27+O(n8/3) groups of order
pn. Thus, the number of groups grows exponentially with n and, apart from the same order,
the groups of order pn have the most different structures which complicates a possible classi-
fication. Newman, O’Brien & Vaughan-Lee [43,45] classified the groups of order dividing p7,
and these groups are implemented in several computer algebra systems. For larger exponents
n it seems hopeless to find such a description. For example, there is neither a theoretical
classification nor an implementation of the 49487365422 groups of order 210 = 1024. This
indicates that it might be useful to classify p-groups by other invariants than the order.
1.1 Classification by coclass
The original roots of coclass theory go back to the 1950s when groups of maximal class were
examined, that is, finite p-groups of the largest nilpotency class compatible with their order.
By definition, a finite p-group G of order pn has maximal class if it has nilpotency class
c(G) = n− 1. Thus, the lower central series of G has the form
G = γ1(G) > . . . > γn(G) = {1}.
Maximal class groups were introduced by Wiman [67] in 1952. His partially incorrect paper
was to some extent the basis of the investigations of Blackburn [3] in 1958, which nowadays
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is seen as the first major study of maximal class groups. In contrast to the p-groups of
a given order, there are infinitely many p-groups of maximal class. However, the possible
structures of these groups are restricted which perhaps allows a description by a finite set
of data. As an example, we now briefly recall the classical results about 2- and 3-groups of
maximal class.
The 2-groups of maximal class have been determined in the beginning of the twentieth
century, see for example Se´guier [48, p. 121] or Taussky [55], cf. [23, Satz III.11.9]. It is well-
known that they consist of the cyclic group and elementary abelian group of order 4, the
quaternion and dihedral group of order 8, and the following three infinite families of dihedral,
semi-dihedral, and quaternion groups of 2-power order. We describe these families by three
“parameterized presentations”, that is, group presentations whose defining relations have
exponents which are arithmetic expressions containing finitely many indeterminate integers
as parameters.
D2n = 〈a, b | a
2n−1 = 1, b2 = 1, ab = a−1〉 (n ≥ 4),
SD2n = 〈a, b | a
2n−1 = 1, b2 = 1, ab = a2
n−2−1〉 (n ≥ 4),
Q2n = 〈a, b | a
2n−1 = 1, b2 = a2
n−2
, ab = a−1〉 (n ≥ 4).
(1.1)
In a similar way, Blackburn [3] determined group presentations of the 3-groups of maximal
class. We modify these presentations and, without a proof, describe the groups as follows.
Let m ≥ 3. If n = 2m is even, then there are seven maximal class groups of order 3n which
are defined by
Pu,v,w = 〈a, b, c, d | a
3 = du, b3
m−1
= d, c3
m−1
= d, d3 = 1,
ba = c, ca = b3
m−1−1c3
m−1−1dv , cb = cdw, d central〉
with (u, v,w) ∈ {(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 1, 0), (0, 2, 0), (1, 1, 0), (1, 1, 1)}. If n = 2m − 1
is odd, then there are six maximal class groups of order 3n which are defined by
Pu,v,w = 〈a, b, c, d | a
3 = du, b3
m−1
= c3
m−1
d, c3
m
= 1, d3 = 1,
ba = c, ca = b3
m−1−1c2·3
m−1−1dv, cb = cdw, d central〉
with (u, v,w) ∈ {(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 2, 0), (1, 0, 1), (1, 2, 0)}.
1.1.1 Coclass
In 1980, inspired by Blackburn’s approach to the groups of maximal class, Leedham-Green
& Newman [30] started the more general classification by coclass project. They considered
the coclass of a p-group as an invariant and suggested to classify by coclass.
Definition. A group G of order pn and nilpotency class c has coclass cc(G) = n− c.
Together with this definition, Leedham-Green & Newman proposed five conjectures,
known as Conjectures A – E, on the structure of the p-groups of a fixed coclass, see Section
A.2. Their suggestion and the related conjectures initiated a deep research project. An im-
portant milestone in this project is the complete proof of all five coclass conjectures. Various
results have been obtained along the way, until finally two independent proofs emerged, see
Shalev [50] and Leedham-Green [32]. A full account of the proofs including further details
and references is given in the book of Leedham-Green & McKay [29].
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Coclass theory has delivered significant insight into the structure of the p-groups of a
fixed coclass. For example, Conjecture A, which now is a theorem, states that there exists
a function f(p, r) such that every finite p-group of coclass r has a normal subgroup of
nilpotency class at most 2 and index at most f(p, r), see Section A.2.
The coclass project now continues to investigate the situation in more detail. An impor-
tant conjecture underpinning this research project is the following, see for example [6].
1.1 Conjecture. Let p be a prime and let r be a positive integer. The finite p-groups of
coclass r can be divided into finitely many periodicity classes such that the structure of the
groups in a periodicity class can be described in a uniform way. In particular:
a) All groups in a periodicity class can be defined by a single parameterized presentation.
b) Many structural invariants of the groups in a periodicity class can be exhibited in a
uniform way. For example, their Schur multiplicators and automorphism groups can be
described by a single parameterized presentation.
Conjecture 1.1 is rather vague as no precise definition of periodicity class is given. A
concrete definition of this term would already be a major step forward in this research area
and perhaps also a significant step ahead in proving the conjecture. Nonetheless, one can
observe that if this conjecture is true, then a classification of p-groups by coclass is possible
and would be a powerful tool in the understanding of p-groups.
In Section 1.1.3 we report on some evidence supporting Conjecture 1.1. As a first step,
we define coclass graphs – an important tool in coclass theory.
1.1.2 Coclass graphs
The coclass graph G(p, r) associated with p-groups of coclass r is defined as follows. Recall
that c(H) denotes the nilpotency class of a nilpotent group H.
Definition. The vertices of G(p, r) are the isomorphism types of finite p-groups of coclass r
where a vertex is identified with a group representing its isomorphism class. Two vertices G
and H are connected by a directed edge G→ H if and only if G ∼= H/γc(H)(H).
A group H in G(p, r) is a descendant of a group G if G = H or if there is a path from G
to H in G(p, r). If this path has length 1, then H is an immediate descendant of G and G
is the parent of H. By definition, a coclass graph is a directed graph. However, we visualize
it in the Euclidean plane as an undirected graph by drawing the proper descendants of a
group in G(p, r) below that group.
Example. Well-understood examples are the coclass graphs G(2, 1) and G(3, 1), which are
sketched in Figure 1.1. For G(3, 1) we use a more compact notation: A vertex labeled with
an integer m stands for m immediate descendants of the corresponding parent.
This example is in some sense misleading as in general the structure of a coclass graph is
much more complicated. However, it is known that its structure cannot be arbitrarily wild.
The following deep result was obtained in the course of proving the coclass conjectures. We
refer to the book of Leedham-Green & McKay [29] and the book of Dixon, du Sautoy, Mann
& Segal [7, Chapter 10] for references and background, cf. Section A.2.
Theorem. Excluding finitely many groups, the graph G(p, r) is a finite collection of infinite
trees such that every tree has exactly one infinite path starting at its root.
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Figure 1.1: The coclass graphs G(2, 1) and G(3, 1).
A subtree of G(p, r) which is induced by all descendants of a group in G(p, r) is called a
descendant tree. A coclass tree of G(p, r) is a descendant tree which is maximal with the
property that its root is the initial vertex of exactly one infinite path. This unique maximal
path is the mainline of the coclass tree. Using this notation, the graph G(p, r) consists of
finitely many coclass trees and finitely many groups not lying in any coclass tree.
Closely connected to coclass trees are infinite pro-p groups, that is, infinite inverse limits
of (topologically discrete) finite p-groups. The coclass of an infinite pro-p group S with
nilpotent quotients Sj = S/γj(S) for j ≥ 2 is defined as cc(S) = r if there is an integer t
such that Sj is a finite p-group of coclass r for all j ≥ t. Obviously, such a pro-p group
defines an infinite path St → St+1 → . . . in the coclass graph G(p, r). On the other hand,
the inverse limit of the groups on an infinite path in G(p, r) is an infinite pro-p group of
coclass r. In particular, there is a one-to-one correspondence between the isomorphism
types of these pro-p groups and the coclass trees of G(p, r). It is Conjecture D of the proven
coclass conjectures which says that there are only finitely many isomorphism types of infinite
pro-p groups of coclass r, see Section A.2.
We now introduce some more notation to describe coclass trees in more detail. As usual,
the depth of a vertex in a rooted tree is its distance from the root and the depth of a rooted
tree is the maximum depth of a vertex in the tree. The width of a rooted tree is the maximum
number of groups at the same depth.
Definition. Let T be a coclass tree with corresponding pro-p group S and mainline groups
St, St+1, . . . Let j ≥ t and k ≥ 0 be integers.
a) The j-th branch Bj of T is the subtree of T induced by the descendants of Sj which are
not descendants of Sj+1.
b) The shaved coclass graph Gk(p, r) is the subgraph of G(p, r) induced by the mainline
groups of the coclass trees in G(p, r) and their descendants of distance at most k.
Thus, by construction, the branches of a coclass tree are finite subtrees which are pairwise
disjoint, see Figure 1.2. The next step is now to investigate the finitely many coclass trees of
the graph G(p, r). The aim is to draw conclusions from their graph-theoretic structure to the
structure of the groups involved. The following conjecture is a weaker version of Conjecture
1.1a) as only the structure of G(p, r) is considered.
1.2 Conjecture. Let p be a prime and let r be a positive integer. The coclass graph G(p, r)
can be described by a finite subgraph and periodic patterns.
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T
Bt
St
St+1
St+2
Bt+2
Bt+1
Figure 1.2: The general structure of a coclass tree T .
1.1.3 Shaved coclass graphs and 2-groups of coclass r
Newman & O’Brien considered 2-groups and examined the coclass graph G(2, r) in some
detail. They suggested the conjecture that G(2, r) can be described by a finite subgraph and
periodic patterns, see [42, Conjecture P].
Conjecture P. If T is a coclass tree of G(2, r) with branches Bt,Bt+1, . . ., then there exists
an integer d = d(T ) such that, up to finitely many exceptions, for j ≥ t the branches Bj and
Bj+d are isomorphic as rooted trees.
Two years later, in 2001, du Sautoy [9] used zeta functions and model theory to prove
a qualitative version of this conjecture. His proof is non-constructive in the sense that one
obtains neither information on the periodicity nor on the groups involved.
In 2008, Eick & Leedham-Green [14] published a constructive proof which is based on
an explicit group-theoretic construction. They described the groups in a coclass tree T as
suitable group extensions and used cohomology theory to obtain the conjectured graph iso-
morphisms between the branches of T . Their approach has the advantage that not only
one obtains detailed information on the periodicity, but also the branch isomorphisms are
reflected in the structure of the groups. It is shown that the 2-groups of coclass r can be
described by finitely many parameterized presentations with one integer parameter. This
generalizes the well-known result for r = 1, see Equation (1.1) on page 2, and proves Con-
jecture 1.1a) for p = 2.
This description by parameterized presentations is of great value as it has several appli-
cations. For example, Eick [12] proved that the infinitely many groups which are described
by a single parameterized presentation also have automorphism group orders which can be
described in a uniform way. Moreover, she conjectured a uniform description of the corre-
sponding Schur multiplicators, see [13]. This supports Conjecture 1.1b) for p = 2.
du Sautoy and Eick & Leedham-Green did not only discuss the case p = 2 as they also
considered shaved coclass graphs in general. They proved that the branches of a coclass tree
in a shaved coclass graph are isomorphic with some periodicity.
Theorem P. Let p be a prime and let r and k be positive integers. Let T be a coclass tree of
the shaved graph Gk(p, r) with branches Bt,Bt+1, . . . Then there exist integers d = d(T ) and
f = f(T , k) such that Bj and Bj+d are isomorphic as rooted trees for all j ≥ f .
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In a short form, Theorem P says that the shaved coclass graph Gk(p, r) can be described
by a finite subgraph and periodic patterns. Again, Eick & Leedham-Green provided a
constructive proof with an explicit value for d and bounds for f .
In general, for odd primes the set of depths of the branches in a coclass tree is unbounded
and, by [14, Remark 4], there exists an integer k such that almost all vertices of G(p, r)
are contained in Gk(p, r) only if either p = 2, or both p = 3 and r = 1. This shows
that Conjecture P cannot be adapted to odd primes and the periodic patterns described in
Theorem P do not suffice to prove Conjecture 1.2.
Thus, for odd primes, it is necessary to consider the unbounded growth of the branches.
Another difficulty is that the number of coclass trees in G(p, r) grows quickly as r grows.
For example, Eick [11, Section 6] showed that G(3, 3), G(3, 4), and G(5, 3) have more than
103, 1011, and 1016 coclass trees, respectively. On the other hand, it is known that G(p, 1)
has exactly one coclass tree for every prime p. Hence, the coclass graph G(p, 1) with p ≥ 5
is distinguished as a perfect subject of study related to Conjectures 1.1 and 1.2; it seems to
be the easiest case for which these conjectures are still open.
1.2 Groups of maximal class
The investigation of maximal class groups started long before coclass theory was developed.
Though, despite substantial progress made in the last six decades, the classification of maxi-
mal class groups is still an open problem in p-group theory, see Problem 3 of Shalev’s survey
paper on finite p-groups [51].
Following Blackburn, the theory of maximal class was advanced by Shepherd [52], Miech
[35–39], Leedham-Green & McKay [25–28], Ferna´ndez-Alcober [17], and Vera-Lo´pez et
al. [24, 57–65]. We already mentioned that the 2- and 3-groups of maximal class are clas-
sified. The 5-groups of maximal class were investigated by Leedham-Green & McKay [28]
and, computationally, by Newman [41] and Dietrich, Eick & Feichtenschlager [6]. Their
results support Conjectures 1.1 and 1.2. There are partial results for primes greater than 5,
see [24, 28], but, nonetheless, a classification in the sense of Conjectures 1.1 and 1.2 is still
open.
We now follow the philosophy of coclass theory and consider the graph G(p) = G(p, 1)
associated with p-groups of maximal class. It is well-known that G(p) consists of the cyclic
group Cp2 of order p
2 and an infinite coclass tree T (p) with corresponding pro-p group S of
coclass 1. The groups on the mainline of T (p) are S2, S3, . . . where Sj = S/γj(S) for j ≥ 2,
see Figure 1.3. The coclass trees T (2) and T (3) are well-understood. In contrast to these
cases, if p ≥ 5, then the branches of T (p) have unbounded depth, that is, the set of depths
of the branches of T (p) is unbounded. If p ≥ 7, then the set of widths of the branches of
T (p) is unbounded, cf. [6, Remark 2.2]. Thus, for p = 5, an investigation by computer is
still possible, whereas for p ≥ 7 the size of the branches increases too fast for a complete
computational examination.
Coclass theory now proceeds by testing these branches for periodic patterns, and we refer
to the results of Newman [41], Dietrich, Eick & Feichtenschlager [6], and Eick, Leedham-
Green, Newman & O’Brien [15] for recent computational evidence supporting this approach.
The aim of this thesis is to investigate the structure of the coclass tree T (p) in more detail
and to pursue Conjectures 1.1a) and 1.2.
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Figure 1.3: The graph G(p).
1.3 Comment on the notation
Unless otherwise noted, we write all groups multiplicatively. We apply functions from the
left and usually write group actions exponentially.
Groups of homomorphisms into abelian groups are written additively; that is, if B is
an abelian group (written multiplicatively) and f, g : A → B are homomorphisms, then we
apply the homomorphism f + g to an element a ∈ A via (f + g)(a) = f(a)g(a). In a similar
way, we write the group of 1- and 2-cocycles with coefficients in an abelian group as additive
groups.
Throughout this thesis, we denote by p a prime and define d = p − 1. In most parts, we
assume that p is greater than 3. Usually, the symbols n, m, e, k, and r denote non-negative
integers. For an overview of the general notation used in this thesis we refer to the list of
symbols at the end of this thesis.
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2 The graph G(p)
We give a survey of the results achieved in this thesis and, for this purpose, we describe the
structure of the coclass graph G(p) and its coclass tree T in more detail.
2.1 General notation
As a first step, we settle the notation which is used throughout the thesis and, for the sake
of completeness, we recall the relevant definitions made in the introduction.
The vertices of the coclass graph G(p) are the isomorphism types of finite p-groups of
maximal class where a vertex is identified with a group representing its isomorphism class.
Two vertices G and H are connected by a directed edge G→ H if and only if G is isomorphic
to the central quotient H/ζ(H). A group H in G(p) is a descendant of a group G in G(p)
if G is isomorphic to the quotient H/γn(H) for some n ≥ 2; that is, if G = H or if there is a
path in G(p) from G to H. If n = c(H), the nilpotency class of H, then H is an immediate
descendant of G and G is the parent of H. A group having immediate descendants is
called capable and a non-capable group is terminal.
We visualize G(p) in the Euclidean plane as an undirected graph by drawing the proper
descendants of a group in G(p) below that group.
For a fixed primitive p-th root of unity θ over Qp we define
P = Cp(θ) and T = (Zp[θ],+)
where Cp(θ) is the cyclic group of order p generated by θ, and Zp[θ] is the ring of integers
of the p-th local cyclotomic field Qp(θ). Closely related to G(p) is the p-adic space group
S = P ⋉ T
where P acts via multiplication by θ on T . Up to isomorphism, the group S is the unique
infinite pro-p group of coclass 1. The groups P and T are the point group and translation
subgroup of S, and for n ≥ 2 we write T1 = T and
Tn = γn(S) and Sn = S/γn(S).
It is well-known and proved in Theorem 6.4 that the graph G(p) consists of the cyclic group
of order p2 and an infinite coclass tree T = T (p) with elementary abelian root of order p2.
The groups on the mainline of T are the mainline groups S2, S3, . . .
For n ≥ 2, the finite subtree Bn of T induced by all descendants of Sn which are not
descendants of Sn+1 is the n-th branch of T . For a group G in T and a positive integer k
the k-step descendant tree Dk(G) of G is the subtree of T induced by the descendants of
distance at most k from G. If B is any subtree of T with root G, then the shaved subtree
B[k] is the subtree of B induced by the groups of distance at most k from G.
The 2- and 3-groups of maximal class are classified and, thus, we assume that p is a prime
greater than 3 throughout the thesis.
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2.1.1 Twigs, body, and skeleton
In this paragraph we introduce some important subtrees of a branch; namely, the body, the
skeleton, and the twigs of a branch. First, we need some more notation.
2.1 Definition. Depending on p, we define the following integer constants.
a) Let d = p− 1 be the dimension of S, that is, the Zp-rank of its translation subgroup.
b) Let c = c(p) be 4p− 19 if p ≥ 7, and 4 if p = 5.
c) For n ≥ 2 let en = en(p) be max{0, n − 2p + 8} if p ≥ 7, and max{0, n − 4} if p = 5.
The following definition has been motivated by Leedham-Green & McKay, see [29, Defi-
nition 8.4.8].
2.2 Definition. Let f : T ∧ T → Tn be a surjective P -homomorphism and let e ≤ ⌊
n−1
d ⌋d be
a positive integer. Then f defines a new multiplication on the additive group T/Tn+e via
(a+ Tn+e)⊙ (b+ Tn+e) = a+ b+
1
2f(a ∧ b) + Tn+e (a, b ∈ T ),
and the constructible group or skeleton group defined by f and e is
Cf,e = P ⋉ (T/Tn+e,⊙)
where P acts via multiplication by θ. A group in the branch Bn is a skeleton group if it is
isomorphic to Ch,e for some e and some surjective P -homomorphism h : T ∧ T → Tn.
We consider skeleton groups in more detail in Section 7.3 and show that the next definition
is well-defined.
2.3 Definition. Let n ≥ 2 be an integer.
a) The body Tn of Bn is the shaved branch Bn[en].
b) The skeleton Sn of Bn is the subtree of Tn induced by the skeleton groups in Tn.
c) The groups in a body not contained in the skeleton are called twig groups. Together
with their parents in Tn, they form trees with roots in the skeleton of Tn called twigs.
We call Tn and Sn the n-th body and n-th skeleton, respectively, of the tree T .
The definition of the skeleton is motivated by the explicit construction of the groups in
Definition 2.2. We prove later in Lemma 6.6 and Section 7.1 that the groups in the n-th
body Tn can be described in a practical way as group extensions. This is the basis for our
further investigations and thus motivates the definition of a body.
2.2 Bounding the depths
As usual, the depth of a vertex in a rooted tree is its distance from the root, and the
depth of a rooted tree is the maximum depth of a vertex in the tree. The width of
a rooted tree is the maximum number of groups at the same depth. We now investigate
the depths of a branch, its body, skeleton, and twigs. The following theorem is proved in
Corollaries 7.20 and 7.23 and Theorem 7.21.
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2.4 Theorem. Let n ≥ p+ 1 be an integer.
a) The depth of the branch Bn is at most en + c.
b) The depth of the body Tn and the depth of the skeleton Sn both are en.
c) The twigs in the body Tn are trees of depth 1.
The bound on the depths of the branches of T (5) is sharp, see Section 10.1. For p = 7
computer experiments suggest that the branch Bn has depth at most n+2; that is, in general,
the bound in Theorem 2.4a) does not seem not to be sharp.
Theorem 2.4 has some important consequences. First, it shows that the body of a branch
is a significant subtree: On the one hand, the difference of the depths of a branch Bn and
its body Tn is bounded by the constant c for all n ≥ p + 1. On the other hand, the ratio
of these depths converges to 1 as n tends to infinity. Second, it follows from part c) that
the general shape of a body is determined completely by its skeleton. The construction of
skeleton groups is given explicitly in Definition 2.2 and a strategy to construct these groups
up to isomorphism is in principle developed by Leedham-Green & McKay [28]. But, as
they say, in practice it is a complicated procedure which relies on subtle number theory.
We elaborate the underlying number theory and report on the corresponding problems in
Section 5.4 and Chapter 9.
The next corollary can be deduced from results of Leedham-Green & McKay [28, 29],
cf. [6, Remark 2.2]. Here we prove it as a consequence of Theorem 2.4, Corollary 9.4, and
Theorem 10.1. Recall that the branches of T (p) have (un)bounded width or depth if the set
of widths or depths of the branches is (un)bounded, respectively.
2.5 Corollary. a) The branches of T (2) and T (3) have bounded width and depth.
b) The branches of T (5) have bounded width and unbounded depth.
c) The branches of T (p) with p ≥ 7 have unbounded width and depth.
2.3 Periodicity of type 1
The first main result of this thesis is a strengthened version of Theorem P, page 5, for the
coclass tree T of G(p); the following theorem is proved in Theorem 8.4.
2.6 Theorem. If n ≥ p+ 1, then there is an embedding
ι = ιn : Tn →֒ Bn+d
of rooted trees such that ι(Tn) = Bn+d[en].
We refer to the periodic pattern described in Theorem 2.6 as the periodicity of type 1; it is
sketched in Figure 2.1. This periodicity has been conjectured, due to computer experiments,
for a long time, but it has never been proved before. It is motivated by the results of du
Sautoy [9] and Eick & Leedham-Green [14], as well as by detailed computer experiments for
p = 5, see Newman [41] and Dietrich, Eick & Feichtenschlager [6].
In the case of coclass 1, Theorem P asserts that for every positive integer k there is an
integer f = f(k) such that the shaved branches Bn[k] and Bn+d[k] are isomorphic as rooted
trees whenever n ≥ f . Eick & Leedham-Green [14] determined an upper bound for the least
possible value of f and proved that
f(k) ≤ (6d+ 3/2)k + (6d+ 15/2)d + 1.
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Figure 2.1: The periodicity of type 1.
Using this bound, it follows from Theorem P that a shaved subtree of the body Tn of depth
approximately n/(6d) can be embedded into Bn+d. In contrast, the periodicity mapping
ιn of Theorem 2.6 embeds the whole body Tn of depth en ≈ n into Bn+d. Together with
Theorem 2.4, this shows that the periodicity of type 1 proved here is a stronger version of
the periodicity of T proved by Eick & Leedham-Green [14] and du Sautoy [9].
Computational investigations reveal that it is not possible to embed the whole branch Bn
into Bn+d. However, it follows from Theorems 2.4 and 2.6 that Bn can be embedded with the
exclusion of at most c levels of groups whenever n ≥ p+1. This indicates that the periodicity
mappings of Theorem 2.6 are close to best possible. Though, experiments suggest that the
largest subtree of Bn which can be embedded into Bn+d might be bigger than the body Tn.
For p = 5 it is conjectured that Bn[n− 1] ∼= Bn+4[n− 1] for all n ≥ 6.
We remark that the proof of Theorem 2.6 given here yields an alternative and independent
proof for the periodicity of T considered in [9] and [14].
Definition. Let n ≥ p+1. The periodicity class P(G) of a group G in the body Tn is defined
as the infinite sequence of groups
P(G) = (G, ι(G), ι2(G), . . .).
As in [14], we prove that the graph isomorphisms induced by Theorem 2.6 are reflected in
the structure of the groups; that is, the embeddings can be chosen such that the groups in
a periodicity class can be described in a uniform way.
2.7 Theorem. Let n ≥ p + 1. If G is a group in the body Tn, then the groups in the peri-
odicity class P(G) can be described by a single parameterized presentation with one integer
parameter.
Theorems 2.6 and 2.7 strongly support Conjecture 1.1a) for maximal class groups. An
example of explicit parameterized presentations and a proof of Theorem 2.7 are given in
Theorem 8.6.
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2.4 Periodicity of type 2
We have shown that the body Tn with n ≥ p + 1 can be embedded into Bn+d such that
Tn ∼= Bn+d[en] as rooted trees. In order to describe the branch Bn+d completely, it is
necessary to describe its growth, that is, the difference graph of Bn+d and ιn(Tn) = Bn+d[en].
Since in general the widths of the branches are unbounded, this graph cannot be isomorphic
to a subgraph of Bn. However, a conjecture of Eick, Leedham-Green, Newman & O’Brien [15]
claims that it can be described by another periodic pattern, that is, a periodicity of type 2.
According to this conjecture, for large enough n, the descendant tree of a group at depth en
in Bn+d is isomorphic to a descendant tree of a group at depth en−d in Bn.
As a first approximation of this conjecture, we consider the difference graph of Tn+d and
ι(Tn) in this thesis; that is, we restrict attention to the bodies of T and, thus, ignore at most
c levels of groups per branch. A periodicity of type 2 for the bodies of T is conjectured as
follows, see Figure 2.2. Recall that Dd(G) is the d-step descendant tree of a group G in T .
2.8 Conjecture. There is an integer n0 = n0(p) with the following property: If n ≥ n0 and
G is a group at depth en in Tn+d, then there exists a group H at depth en−d in Tn+d such
that
Dd(G) ∼= Dd(H)
as rooted trees. The group H is called a periodic parent of G.
The main problem is to specify a periodic parent of a given group, and it is expected that
a proof of Conjecture 2.8 yields a natural mapping which chooses such periodic parents.
Hence, the periodicities of type 1 and 2 would suffice to describe the bodies of T completely
by a finite subgraph and periodic patterns, which supports Conjecture 1.2, cf. [15].
∼=
Sn+d
H
G
Tn+d
en−d
en+d
en
Figure 2.2: A periodic parent of G.
It follows from Corollary 9.2 that the degrees of the vertices in the tree T are bounded by a
constant and, thus, there are only finitely many trees which can occur as a d-step descendant
tree of a group in T . Therefore, from a graph theoretic point of view, it seems reasonable to
propose Conjecture 2.8. Though, the group G and a periodic parent Π(G) should not only
have isomorphic d-step descendant trees, which holds by definition, but also the periodic
parent should be chosen carefully such that the groups in the d-step descendant tree of G
can be constructed somehow from the groups in the d-step descendant tree of Π(G); such
a construction would eventually allow the definition of additional periodicity classes which
would support Conjecture 1.1a).
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In this thesis, we investigate the periodicity of type 2 with respect to Conjecture 1.2. The
following theorem is proved in Theorem 9.10, cf. Figure 2.3. Recall that the p′-part of an
integer u is the integer v with p ∤ v and u = vpa for some integer a ≥ 0.
2.9 Theorem. Let p ≡ 5 mod 6 and let G be a group at depth en in the body Tn+d. There
exists a positive integer n0 = n0(p) such that for all n ≥ n0 the following holds. If there is a
maximal path K0 → K1 → . . . in Tn+d such that G has distance k ≤ d from a group on this
path and if the p′-part of the order of Aut(Ks) is the same for all en−d − k ≤ s ≤ en+d, then
G has a periodic parent Π(G) of distance k from this path.
Tn+d
k
K0
k
Π(G)
G
Ken−d−k
en−d
en−d − k
en − k
en
Ken−k
Figure 2.3: The group G and a periodic parent Π(G).
Our proof of Theorem 2.9 is constructive in the sense that we give an explicit isomorphism
between the d-step descendant trees of G and Π(G) on a group theoretic level; that is, we
describe how the groups in Dd(G) arise from those in Dd(Π(G)). Note that Conjecture 2.8
is proved for p ≡ 5 mod 6 if the assumptions of Theorem 2.9 are always satisfied. So far, we
are not able to contribute to a positive solution of this problem.
In Corollary 9.11, we provide a bound for the integer n0 in terms of p and µ, an integer
which depends on some p-adic valuations of certain p-adic integers. Computer experiments
with these p-adic valuations suggest that n0 ≤ d(d/2 + 8)− 6 if p ≥ 7 and n0 ≤ 32 if p = 5.
These bounds seem not be sharp, cf. Section 10.1.
The following corollary is a consequence of Theorem 2.9; it is proved in Corollary 9.12.
Note that the d-step parent of a group G in G(p) of order pn with n > p is G/γn−d(G).
2.10 Corollary. Let p ≡ 5 mod 6 and n ≥ n0. Let G be a capable group at depth en in the
body Tn+d and let H be the d-step parent of G. If the automorphism group of H is a p-group,
then H is a periodic parent of G.
Corollary 2.10 seems to cover an important special case as the majority of the groups in
G(p) seem to have a p-group as automorphism group. For example, it is conjectured by
Newman [41] that 90% of all groups in G(5) have a 5-group as automorphism group, cf. [34].
This indicates that a significant part of the growth of Tn+d can be described by using d-
step parents as periodic parents. However, computer experiments suggest that there exist
infinitely many n such that there are capable groups at depth en in Tn+d whose d-step parent
is not a periodic parent. A remark supporting this observation is given in Section 9.3.3.
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Our proof of Theorem 2.9 is based on ideas of Leedham-Green & McKay [28] to construct
skeleton groups up to isomorphism and thus uses p-adic number theory. As suggested by
Leedham-Green & McKay, there are significant differences depending on the residue class p
modulo 6, and there occur additional problems if p ≡ 1 mod 6. Hence, we are not able to
adapt the previous results to primes p ≡ 1 mod 6. However, computer experiments for p = 7
suggest that the situation in general is similar to p = 5; that is, for the majority of capable
groups the d-step parent is a periodic parent, but there also seem to be infinitely many cases
where this does not hold.
2.5 The graph G(5)
Using the previous results and the investigation of so-called one-parameter groups by
Leedham-Green & McKay [28], we prove the following theorems for the coclass tree T of
G(5), see Section 10.1.
Theorem. If G is a capable group at depth en in Tn+4 with n ≥ 14, then the 4-step parent
of G is a periodic parent.
Theorem. The groups in the bodies of T can be described by finitely many parameterized
presentations with at most two integer parameters.
These results strongly support Conjectures 1.1a) and 1.2, and they are close to a positive
answer of Problem 3 of Shalev’s survey paper [51]. Moreover, the computational investigation
of G(5) by Dietrich, Eick & Feichtenschlager [6] supports Conjecture 1.1b). However, the
coclass tree T has bounded width and this distinguishes T from the coclass tree T (p) with
p > 5. The structure of 5-groups of maximal class is much more restricted than the structure
of p-groups of maximal class for p > 5.
2.6 Open problems
There are three problems to be solved in order to prove Conjecture 1.2 for the graph G(p).
1. Complete the proof of Conjecture 2.8 for p ≡ 5 mod 6: Either, it is to show that
the assumptions of Theorem 2.9 are always satisfied for large enough n, or one has
to construct periodic parents for groups which are not covered by Theorem 2.9. As
indicated in Theorem 2.9, the p′-parts of the orders of some automorphism groups play
an important role.
2. Prove Conjecture 2.8 for p ≡ 1 mod 6: If p ≡ 1 mod 6, then there are additional
difficulties in the number theory used to construct skeleton groups up to isomorphism.
Hence, an alternative proof is needed.
3. Consider the groups in the difference graph of the branch Bn and its body Tn: Through-
out the thesis, we restrict attention to groups in the body Tn as they can be described
in a practical way as certain group extensions. This is not possible for all groups in
the difference graph of Bn and Tn.
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However, the question whether Conjectures 1.1 and 1.2 hold for coclass 1 is still open and,
thus, it is not obvious that the above problems can be solved. We think it is difficult to assess
the situation. On the one hand, for p ≥ 7 it is hard to compute significant examples as the
branches of the coclass tree T (p) are too complex for a complete computational investigation.
For example, the branches B7 and B8 of the tree T (7) already contain 20295 and 317830
capable groups, respectively. Although naive random computer experiments suggest that
the d-step parent is a periodic parent for the majority of groups, the observation that there
seem to be infinitely many exceptions is a setback. In general, it remains to describe another
construction of periodic parents, and Theorem 2.9 is already a step ahead in solving this
challenge. On the other hand, there is strong computational evidence that the graph G(p)
can be described by periodic patterns and, moreover, the new periodicities proved in this
thesis indicate that there are a lot of recurrent patterns in the graph G(p).
2.6.1 Generalizations
With respect to Conjectures 1.1 and 1.2, it might be of interest to set the results of this thesis
in the context of arbitrary coclass. In particular, a periodicity of type 2 is conjectured by
Eick, Leedham-Green, Newman & O’Brien [15] for coclass trees of arbitrary coclass graphs
and, therefore, one could ask for a generalization of Theorem 2.9.
There are two aspects of an answer to this question. On the one hand, the proofs in
this thesis substantially make use of the specific properties of maximal class groups; that
is, they are based explicitly on theory and methods connected to maximal class. This, of
course, shows that one cannot expect a generalization by simply transferring the proofs.
On the other hand, the cohomological approach used in this thesis is motivated by Eick &
Leedham-Green [14] who successfully used cohomology to investigate (shaved) coclass trees
for arbitrary coclass. Thus, cohomology seems to be a fruitful approach and we think that
one could in principle extend the methods used in this thesis to arbitrary coclass. This, of
course, would require much more effort – in particular, because the case of maximal class
has not been solved completely yet.
3 Basics of maximal class groups
In this chapter we recall some basic properties of maximal class groups. We introduce the
degree of commutativity and point out the connection between maximal class and uniserial
actions. Most results of this chapter are well-known and can be found in [29].
3.1 Normal subgroup structure
First, we fix the notation of commutators as we use it throughout the thesis.
Definition. Let G be a group and z1, . . . , zn ∈ G with n ≥ 3.
a) We define [z1, z2] = z
−1
1 z
−1
2 z1z2 and, by induction, [z1, . . . , zn] = [[z1, . . . , zn−1], zn].
If z2 = . . . = zn = z, then [z1, . . . , zn] is abbreviated by [z1,n−1 z].
b) If X,Y ⊆ G, then [X,Y ] is the subgroup of G generated by {[x, y] | x ∈ X, y ∈ Y }.
Recall that a maximal class group G of order pn has lower central series
G = γ1(G) > . . . > γn(G) = {1}
where γj+1(G) = [γj(G), G] for j ≥ 1. All factors have order p, except the first one which
has order p2 and which is elementary abelian if n ≥ 3. The following lemma shows that the
terms of the lower central series of a maximal class group determine the normal subgroup
structure, see [29, Proposition 3.1.2].
3.1 Lemma. If G has maximal class and N  G has index pr with r ≥ 2, then N = γr(G).
The group G has p+ 1 normal subgroups of index p.
Proof. The quotient G/N has order pr and nilpotency class less than r, that is, γr(G) ≤ N ,
and N = γr(G) follows from [G : γr(G)] = p
r. The group G is nilpotent and hence the
normal subgroups of index p are exactly the maximal subgroups of G. The factor G/γ2(G)
is elementary abelian and thus γ2(G) = Φ(G), the Frattini subgroup of G. Therefore, G has
p+ 1 maximal subgroups.
The maximal class groups of order pn with n = 2, 3 can be determined readily. There are
two (isomorphism types of) groups of order p2 and both have maximal class. Also, there are
two maximal class groups of order p3; they can be described by the group presentations
〈a, b, c | ap = 1, bp = 1, cp = 1, ba = bc, ca = c, cb = c〉 and
〈a, b, c | ap = c, bp = c, cp = 1, ba = bc, ca = c, cb = c〉.
If n is greater than 3, then the lower central series can be refined to a composition and
chief series by adding an additional term.
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Definition. The refined (lower) central series of a maximal class group G of order pn with
n ≥ 4 is
G > P1(G) > . . . > Pn(G) = {1}
where Pj(G) = γj(G) if j ≥ 2, and P1(G) = CG(P2(G)/P4(G)) is the 2-step centralizer of G.
If there is no risk of confusion, then we write Pj for Pj(G).
If we consider a maximal class group with refined central series G>P1>. . .>Pn = {1},
then we implicitly assume that n ≥ 4.
3.2 Degree of commutativity
An important invariant of a maximal class group is its degree of commutativity. It measures
how far down commutation goes inside the 2-step centralizer.
Definition. If G has maximal class and refined central series G > P1 > . . . > Pn = {1},
then the degree of commutativity doc(G) of G is the maximum integer l such that
[Pi, Pj ] ≤ Pi+j+l for all i, j ≥ 1 if P1 is not abelian, and doc(G) = n− 3 if P1 is abelian.
We now provide a lower bound for the degree of commutativity. For a proof, which relies
on technical commutator calculations, we refer to [17] and [29, Theorem 3.3.5 & p. 69].
3.2 Theorem. Let G be a maximal class group of order pn with n ≥ 4.
a) If n > p+ 1, then doc(G) is positive.
b) If p ≥ 7, then doc(G) is at least (n− 2p+ 5)/2.
c) If p = 2, 3, 5, then doc(G) is at least n− 2, n− 4, and (n − 6)/2, respectively.
d) If n ≥ 5, then doc(G/Pn(G)) < doc(G) if and only if P1(G) is abelian.
The following lemma summarizes some results of Lemmas 3.2.4, 3.3.1, and 3.3.7 in [29].
For a group G and a subset M ⊆ G we denote by 〈M〉 the subgroup of G generated by M .
If M = {g1, . . . , gn} is finite, then we also write 〈M〉 = 〈g1, . . . , gn〉.
3.3 Lemma. Let G be of maximal class with refined central series G>P1>. . .>Pn = {1}.
Let s ∈ G \ P1 and s1 ∈ P1 \ P2, and sj = [sj−1, s] = [s1,j−1 s] for j ≥ 2. If G has positive
degree of commutativity, then the following holds.
a) The group G is generated by {s, s1}, and Pj = 〈sj〉Pj+1 for all 1 ≤ j ≤ n− 1.
b) If t ∈ G \ P1, then t
p ∈ Pn−1.
c) If t ∈ P2, then st is a conjugate of s, and so (st)
p = sp.
Proof. a) The first assertion follows from P2 = Φ(G). For j ≥ 2 it is a standard result that
Pj = 〈{[x1, . . . , xj ] | xi ∈ {s, s1}}〉Pj+1, see [29, Lemma 1.1.23]. If 1 < i < n − 1, then
[s1,i−1 s, s1] ∈ Pi+2 as G has positive degree of commutativity. This implies the assertion.
b) The quotient G/P2 has exponent p and thus t
p lies in P2. Assume, for a contradiction,
that tp ∈ Pr \ Pr+1 for some r ≤ n − 2. Then t
pPr+1 generates Pr/Pr+1 and, as t acts
trivially on Pr+1/Pr+2, it follows that t ∈ K with K = CG(Pr/Pr+2). The positive degree
of commutativity implies that P1 ≤ K and part a) shows that K 6= G. The group P1 has
index p in G and hence P1 = K. Now t ∈ P1 is a contradiction.
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c) It follows from G = 〈s〉P1 that every conjugate of s in G is a conjugate of s by an element
of P1. The centralizer of s in P1 is the center ζ(G) = Pn−1, and so s has p
n−2 conjugates
in P1. Note that [s, g] ∈ P2 for all g ∈ G and so s
g ∈ sP2. Now |sP2| = p
n−2 shows that
every element of sP2 is a conjugate of s in G as required. Clearly, (s
g)p = (sp)g = sp as sp
is central.
3.3 Maximal class and uniserial action
If G is a group of maximal class with refined central series G > P1 > . . . > Pn = {1}, then
Pi+1 = [Pi, G] and [Pi : Pi+1] = p
for all 1 ≤ i ≤ n − 1; note that P2 = [G,G] = [P1, G]. We say that G acts uniserially on
P1 and we now generalize this concept.
Let G and N be groups. The group N together with a homomorphism ϕ : G → Aut(N)
is a G-group where g ∈ G acts on n ∈ N via ng = ϕ(g)(n). An abelian G-group N is called
a G-module. For g ∈ G and n ∈ N a commutator is defined as
[n, g] = n−1ng ∈ N.
Analogously, [H,G] = 〈{[h, g] | h ∈ H, g ∈ G}〉 for any G-invariant subgroup H ≤ N .
Definition. Let N and G be finite p-groups with G acting on N .
a) For a G-invariant subgroup H ≤ N let H1 = H and, inductively, Hi = [Hi−1, G].
b) The group G acts uniserially on N if [H1 : H2] = p for every nontrivial G-invariant
subgroup H ≤ N .
If G acts uniserially on N and H ≤ N is a G-invariant subgroup, then there exists an
integer m with Hm = {1} such that H = H1 > . . . > Hm = {1} is a subnormal series of
G-invariant subgroups. The following lemma shows that all G-invariant subgroups of N can
be linearly ordered. The proof is from [29, Lemma 4.1.3 & Corollary 4.1.4].
Lemma. Let G be a finite p-group and let N be a G-group of order pn. Then G acts
uniserially on N if and only if Nn 6= {1}; and so N = N1 > . . . > Nn+1 = {1}, and
[Ni : Ni+1] = p for 1 ≤ i ≤ n. If G acts uniserially on N , then the subgroups Ni for
1 ≤ i ≤ n+ 1 are all the G-invariant subgroups of N and they are normal in N .
Proof. First, we prove that if G acts on N with series N = N1 > N2 > . . . > Nn+1 = {1},
then the subgroupsN1, . . . , Nn+1 are all the G-invariant subgroups of N . For n = 1 the result
is trivial, and so assume that n ≥ 2 and that the result is true for n − 1. Let M < N be a
G-invariant subgroup of N ; that is, M ∩N2 = Ni for some i ≥ 2 by the inductive hypothesis
applied to N2. If M ≤ N2, then M = Ni. If M is not contained in N2, then MN2 = N and
[M,G] ≤ M ∩N2 = Ni with i > 2; that is, N2 = [MN2, G] = [M,G][N2, G] = N3, giving a
contradiction.
Now, if Nn 6= {1}, then N = N1 > . . . > Nn+1 = {1}, and these are all G-invariant
subgroups of N . This shows that G acts uniserially. Conversely, if G acts uniserially, then
[Ni : Ni+1] = p for all 1 ≤ i ≤ n, and so Nn 6= {1}. We use induction on n to show that
N1, . . . , Nn+1 are normal in N . The center ζ(N) of N is G-invariant and, thus, Nn ≤ ζ(N);
that is, Nn is normal. Now the inductive hypothesis can be applied to N/Nn.
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If N is a G-group, then the split extension G⋉N is the group with underlying set G×N
and multiplication (u, n)(v,m) = (uv, nvm); if there is no risk of confusion, then we freely
identify G× {1} = G and {1} ×N = N and write un for the element (u, n).
3.4 Lemma. Let G = P ⋉N be a finite p-group where P ∼= Cp. Then G has maximal class
if and only if G acts uniserially on N .
Proof. If N1 = N , then N2 = [N1, G] = [G,G] = γ2(G). Now induction proves that
Ni = γi(G) for all i ≥ 2.
We end this section with two preliminary lemmas, which are used later in the construction
of maximal class groups. The second lemma is a modification of [29, Lemma 4.1.16].
A group M is a central extension of an abelian group A by a group B if there is a
normal subgroup N ≤ ζ(M) with M/N ∼= B and N ∼= A; we usually identify A with N .
3.5 Lemma. Let M be a finite central extension of a p-group A by an abelian p-group B.
We consider P ∼= Cp acting on M such that A is P -invariant, and we define E = P ⋉M .
a) If A ≤ N ≤M and P acts uniserially on N , then E acts uniserially on N .
b) We assume that P acts uniserially on A and M/A with |M/A| ≥ p3. Let N/A be the
minimal P -invariant subgroup of M/A. If E has maximal class and positive degree of
commutativity, then P acts uniserially on N .
Proof. Note that [M,M ] ≤ A and [m, qn] = [m,n][m, q]n for all m,n ∈M and q ∈ P .
a) Let N = N1 > . . . > Nm = {1} be the P -uniserial series of N with A = Nk for some k;
that is, Ni+1 = [Ni, P ] = [Ni, E] for all i ≥ k. If i < k, then A ≤ [Ni, P ] ≤ [Ni, E] and
Ni+1 = [Ni, E] follows from Ni+1/A = [Ni, P ]/A = [Ni, E]/A.
b) Let E > P1 > . . . > Pn = {1} be the refined central series of E. It follows from
Lemma 3.1 that A = Pk+1 for some k ≥ 3, and P1 = M since P2 ≤ M and A ≤ P4. By
Lemma 3.4, the group E acts uniserially on P1 and, hence, N = Pk. The P -uniserial series
of A is A = Pk+1 > . . . > Pn = {1}, and it remains to show that A = [N,P ]. This follows
from A = [Pk, E] = [Pk,M ][Pk, P ] and [Pk,M ] ≤ [Pk, P ] since M = P1 and E has positive
degree of commutativity.
3.6 Lemma. Let E and N be finite p-groups with E acting on N . Let N ≥ C > A ≥ D be
E-invariant normal subgroups of N such that E acts uniserially on N/A and C/D. If every
E-invariant subgroup A ≥ U ≥ D is normal in N , then E acts uniserially on N/D.
Proof. We use induction on [A : D] and consider A > D. If [A : D] > p, then there is an
E-invariant A > U > D and the inductive hypothesis applied to N ≥ C > A > U shows that
E acts uniserially on N/U . Now we can apply the inductive hypothesis to N ≥ C > U ≥ D
and obtain that E acts uniserially on N/D, as required. It remains to consider [A : D] = p.
Assume, for a contradiction, that U/D is a minimal E-invariant subgroup of N/D not equal
to A/D; that is, U ∩ A = D. Then N ≥ UA ≥ A and UA/A ∼= U/D as E-groups.
Hence, UA/A is a minimal E-invariant subgroup of N/A and C ≥ UA; that is, C ≥ U and
C/D ≥ U/D. This shows that U = A as A/D is the unique minimal E-invariant subgroup
of C/D, a contradiction. Thus A/D is the unique minimal E-invariant subgroup of N/D.
As E acts uniserially on N/A and C/D, this proves the lemma.
4 Polycyclic groups and cohomology
Every maximal class group has a subnormal series with cyclic factors. A group with this
property is called polycyclic and can be described efficiently by a group presentation on
a set of generators chosen through this series. In the first part of this chapter, we recall
some relevant properties of polycyclic groups and presentations; we refer to [10, 22, 54] for
proofs and further information. The second half is devoted to group cohomology and we
recall the connection between group extensions and second cohomology groups, see [23,47].
In particular, we describe how to compute second cohomology groups of polycyclic groups.
These results are motivated by and based on [4,16,22].
4.1 Polycyclic groups
A group G is polycyclic if it admits a polycyclic series; that is, a subnormal series
G = G1 ≥ . . . ≥ Gn+1 = {1}
such that every factor Gi/Gi+1 is cyclic. It is easy to see that G is polycyclic if and only if
G has an ordered generating set (h1, . . . , hm) such that the groups
Hi = 〈hi, . . . , hm〉, 1 ≤ i ≤ m,
with Hm+1 = {1} form a polycyclic series of G. In this case, (h1, . . . , hm) is called a
polycyclic sequence of G. The relative orders of its elements are (r1, . . . , rm) where
ri = relord(hi) is the order of the factor Hi/Hi+1. The following lemma is well-known and
can be proved by induction, see [22, Lemma 8.3].
Lemma. If (h1, . . . , hm) is a polycyclic sequence of G with relative orders (r1, . . . , rm), then
every element g ∈ G can be written uniquely as g = he11 . . . h
em
m with ei ∈ Z for 1 ≤ i ≤ m
and 0 ≤ ei < ri if ri 6=∞.
If g = he11 . . . h
em
m as in the lemma, then we refer to h
e1
1 . . . h
em
m as the normal form of g
with respect to the polycyclic sequence (h1, . . . , hm).
4.1.1 Polycyclic presentations
We now describe polycyclic groups by certain group presentations. First, we recall the
definition of a free group as we use it throughout the thesis.
Remark. For a set G, we define G± = {(g, 1), (g,−1) | g ∈ G}. We write g and g−1 for
(g, 1) and (g,−1), respectively, and we define (g−1)−1 to be equal to g. We assume that the
symbol ε is not an element of G±. A word in G is either the empty word ε or it is a string
x1 . . . xn where n ∈ N and x1, . . . , xn ∈ G
±. Two words u and v in G are equivalent if one
can be obtained from the other by a finite number of insertions or deletions of substrings of
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the type xx−1 with x ∈ G±. This gives rise to an equivalence relation on the set of all words
in G, and we denote by [u] the equivalence class of such a word u. The free group FG with
free generating set G or the free group on G is the set of these equivalence classes with
multiplication [u][v] = [uv], where uv is the concatenation of the strings u and v. Usually,
we abuse notation and rather work with representatives of equivalence classes; that is, we
consider the words in G up to equivalence and write u = v whenever [u] = [v]. If x ∈ G± and
e ≥ 0 is an integer, then we define xe and x−e to be equal to the concatenation of e copies
of x and x−1, respectively.
In general, a group presentation 〈G | R〉 consists of a set G and a subset R of the free
group FG with free generating set G. The group defined by the presentation 〈G | R〉 is
the quotient G = FG/K where K is the normal closure of R in FG . We abuse notation and
also write
G = 〈G | R〉.
The set G corresponds to a generating set of G and the elements of R are the defining
relators of G. If G or R is finite, then we also write 〈g1, . . . , gn | R〉 and 〈G | r1, . . . , rm〉,
respectively. Often, a relator r ∈ R is written as a relation u = v where r = u−1v. Two
words u and w in G are equivalent in G if they represent the same element in G; that is,
if uK = wK. We then write u =G w or say that u = w in G.
Example. The group G defined by the presentation 〈x, y | x2 = y, y2, [x, y]〉 has the under-
lying set {1K,xK, yK, xyK} where K is the normal subgroup of the free group on {x, y}
generated by the defining relators {x−2y, y2, x−1y−1xy}. Every word u in {x, y} represents
an element of G via the projection u 7→ uK; for example, y2x represents y2xK = xyK and
y2x = xy in G.
We now consider polycyclic groups and recall the definition of a polycyclic presentation.
For this purpose, let G = (g1, . . . , gn) with n ≥ 1 be an ordered set of abstract generators and
let (r1, . . . , rn) be a list with ri ∈ N or ri =∞. The set of indices 1 ≤ i ≤ n with ri 6=∞ is
denoted by I. A word in the generators G is called normalized if it has the form ge11 . . . g
en
n
with each ei ∈ Z and 0 ≤ i < ri whenever i ∈ I. Then, a polycyclic presentation with
exponents (r1, . . . , rn) is a presentation of the form
〈 G | grii = wi,i (i ∈ I), g
gj
k = w
+
j,k (j < k), g
g−1l
m = w
−
l,m (l < m and l /∈ I) 〉
where wu,u, w
−
u,v, and w
+
u,v are normalized words in (gu+1, . . . , gn). The relations of this
presentation are called power relations and conjugate relations, respectively. Obviously,
the group G defined by this presentation is polycyclic. The presentation is called consistent
if every element in G can be represented by a unique normalized word in G. This is the case
if and only if the relative orders of the polycyclic sequence of G corresponding to (g1, . . . , gn)
coincide with the exponents (r1, . . . , rn) of the presentation.
Conversely, it is straightforward to describe a given polycyclic group by a consistent poly-
cyclic presentation with generating set corresponding to a polycyclic sequence.
A polycyclic presentation is also called a power-conjugate presentation, and we ab-
breviate the term “polycyclic presentation” by “p.c.p.”.
4.1 Remark. Let G = F/K be the group defined by the p.c.p. 〈G | R〉, where F is the
free group on G and K is the normal closure of R in F . Let π : F → G be the projection,
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and choose a mapping (transversal) τ : G → F with π ◦ τ = idG, whose image consists of
normalized words in G and contains 1 ∈ F . Note that there is exactly one such mapping if
and only if the presentation is consistent. The set Gˆ = {τ(g) | g ∈ G} with multiplication
τ(g) · τ(h) = τ(gh) is a group which is isomorphic to G via Gˆ → G, τ(h) 7→ h. The
mapping ϕ : F → Gˆ, u 7→ τ(π(u)), is a homomorphism and, hence, every word u in G can
be considered as an element of Gˆ via u 7→ ϕ(u).
We usually identify G with Gˆ; that is, we assume that every element of G is represented
by a fixed normalized word in G. Note that Gˆ consists of all normalized words if and only
if the presentation is consistent. Moreover, we abuse notation and consider every word u in
G as an element of G via u 7→ ϕ(u); note that u =G ϕ(u) by construction.
We exemplify how we make use of this notation.
Example. Let A be the group defined by the consistent p.c.p. 〈x, y |x2 = y, y2 = 1, yx = y〉.
Following the conventions made in Remark 4.1, we identify A with the group of normalized
words
Aˆ = {1, x, y, xy}.
Let ϕ be the homomorphism which maps a word u in {x, y} onto the unique element in Aˆ
equivalent to u in A. Then the multiplication in Aˆ is the composition of ϕ and the usual
concatenation of strings. For example, x · xy = ϕ(xxy) = ϕ(y2) = 1 and y · x = ϕ(yx) = xy.
We regard every word u in {x, y} as an element of Aˆ via u 7→ ϕ(u). For example, we consider
xyx2 ∈ A and xxy ∈ A since xyx2 = x in A and xxy =A 1.
Let B be the group defined by the consistent p.c.p. 〈x, y | x2 = 1, y2 = 1, yx = y〉. By
Remark 4.1, we identify
A = {1, x, y, xy} = B
as sets, and every word in {x, y} can be considered as an element of A and B, respectively.
For example, xy−1x2 ∈ A as xy−1x2 = x in A, and xy−1x2 ∈ B as xy−1x2 = xy in B, and
we have to take care to minimize the risk of confusion.
4.1.2 Consistency
It is not obvious whether a given polycyclic presentation is consistent. In this paragraph,
we recall a criterion for consistency as proved in [54].
Let G be the group defined by the p.c.p. 〈G | R〉 with generators G = (g1, . . . , gn) and
exponents (r1, . . . , rn), and let I = {i | 1 ≤ i ≤ n, ri 6=∞}. Every word w in G is equivalent
in G to a normalized word w′ and, in particular, the presentation is consistent if and only if
the normalized word w′ is unique for every w. A process of the determination of a normalized
word which is equivalent to w in G is called a collection of w, and a collection algorithm is
described in detail in [22, Section 8.1.3]. The general idea is to use the power and conjugate
relations in R as rewriting rules to successively eliminate minimal non-normalized subwords
of w, that is, subwords of the type gig
±1
j with j < i or g
a
i with i ∈ I and a /∈ {0, . . . , ri − 1}.
From now on, “collection” always refers to an application of this algorithm; we refer to [22]
for more details and proofs.
The following theorem is proved in [54, p. 424], cf. [4, Lemma 2.1] and [16, Section 2.3];
we use the above notation.
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4.2 Theorem. The p.c.p. 〈G | R〉 is consistent if and only if for each of the following pairs
of test words the collections of both words coincide, where the non-normalized subwords in
brackets are collected first:
gk(gjgi) and (gkgj)gi for k > j > i,
(g
rj
j )gi and g
rj−1
j (gjgi) for j > i, j ∈ I,
gj(g
ri
i ) and (gjgi)g
ri−1
i for j > i, i ∈ I,
(grii )gi and gi(g
ri
i ) for i ∈ I,
gj and (gjg
−1
i )gi for j > i, i /∈ I.
The application of Theorem 4.2 to a polycyclic presentation in order to test consistency
is referred to as doing consistency checks.
Example. Let G be the group defined by the p.c.p.
〈g1, g2, g3 | g
4
1 = g3, g
4
2 = g3, g
4
3 = 1, g
g1
2 = g2, g
g1
3 = g
2
3 , g
g2
3 = g3〉.
The exponents of this presentation are (4, 4, 4) and the normalized words in the generators
are {ge11 g
e2
2 g
e3
3 | 0 ≤ e1, e2, e3 ≤ 3}. Consistency checks show that the presentation is not
consistent. For example, the collections of (g3g1)g
3
1 and g3(g
4
1) yield
(g3g1)g
3
1 = g1g
2
3g
3
1 = g1g3g1g
2
3g
2
1 = g
2
1g
4
3g
2
1 = g
4
1 = g3 and g3(g
4
1) = g
2
3
in G. In particular, this shows that g3 =G g
2
3 and, thus, g3 = 1 in G. One can deduce that
G is isomorphic to the homocyclic group C4 × C4 of rank 2.
4.2 Cohomology of polycyclic groups
We recall the connection between group extensions and second cohomology groups. Most of
these results are standard and can be found in [22, 23, 47]. Afterwards, we use cohomology
groups to describe the automorphism groups of certain group extensions. At the end of this
section, we describe how to compute second cohomology groups for polycyclic groups. All
these results are important tools in further investigations.
4.2.1 Group extensions and cohomology
Let N be a G-module. The group E is an extension of N by G if there exists a normal
subgroup M  E such that E/M ∼= G and M ∼= N . Using these isomorphisms, we usually
identify N and G with M and E/M , respectively. If π : E → G is the projection, then (the
image of) a mapping τ : G→ E with τ(1) = 1 and π ◦ τ = idG is a transversal to N in E.
Via such a transversal, the extension E defines a mapping
γ : G×G→ N, (g, h) 7→ τ(gh)−1τ(g)τ(h),
which for all h, k, l ∈ G satisfies
γ(1, h) = γ(h, 1) = 1 and γ(h, k)γ(l, hk) = γ(lh, k)γ(l, h)k .
4.2. Cohomology of polycyclic groups 25
Conversely, if δ is an element of
Z2(G,N) = {γ : G×G→ N | ∀h, k, l ∈ G : γ(h, k)γ(l, hk) = γ(lh, k)γ(l, h)k ,
γ(1, h) = γ(h, 1) = 1},
then the group E(δ) with underlying set G×N and multiplication
(g, n)(h,m) = (gh, nhmδ(g, h))
is an extension of N by G. If there is no risk of confusion, then we identify G = G × {1}
and N = {1} ×N and write gn for (g, n). By construction, if E is an extension of N by G
defining a mapping γ : G×G→ N as above, then E ∼= E(γ).
The set Z2(G,N) carries the structure of an abelian group and is called the group of
2-cocycles of G with coefficients in N . We write it additively even if N is written multi-
plicatively, that is, (γ + δ)(g, h) = γ(g, h)δ(g, h) for all γ, δ ∈ Z2(G,N) and g, h ∈ G.
An extension E of N by G is a split extension if there exists a transversal τ : G → E
which is a group homomorphism. In this case, E is isomorphic to the group G ⋉ N with
underlying set G×N and multiplication (g, n)(h,m) = (gh, nhm). If E is a split extension,
then a corresponding 2-cocycle γ lies in
B2(G,N) = {γ ∈ Z2(G,N) | ∃δ : G→ N : γ(k, h) = δ(kh)(δ(k)h)−1δ(h)−1},
which is the group of 2-coboundaries of G with coefficients in N . In particular, the
extension E(γ) is a split extension if and only if γ ∈ B2(G,N).
Two extensions E(γ) and E(δ) of N by G are equivalent if there exists an isomorphism
ϕ from E(γ) to E(δ) with ϕ|N = idN and ϕ|G = idG, where the restriction to G is considered
as the restriction to the quotient group modulo N . It is well-known that E(γ) and E(δ) are
equivalent if and only if γ − δ lies in B2(G,N). Thus, the second cohomology group
H2(G,N) = Z2(G,N)/B2(G,N)
of G with coefficients in N describes all extensions of N by G up to equivalence. The
elements of H2(G,N) are cohomology classes and for a cohomology class δ + B2(G,N)
we define the extension E(δ +B2(G,N)) as E(δ). Note that this definition depends on the
chosen coset representative δ, but for all choices we obtain equivalent extensions.
Two extensions E(γ) and E(δ) of N by G are strongly isomorphic if there exists an
isomorphism from E(γ) to E(δ) which maps N ≤ E(γ) onto N ≤ E(δ). We now describe a
construction of group extensions up to strong isomorphism.
If g ∈ Aut(N) denotes the action of g ∈ G on N , then the group of compatible pairs
of G and N is defined as
Comp(G,N) = {(α, β) ∈ Aut(G)×Aut(N) | ∀g ∈ G : β ◦ g ◦ β−1 = α(g)}.
Thus, if (α, β) ∈ Comp(G,N), then β(n)α(g) = β(ng) for all g ∈ G and n ∈ N . It is
straightforward, but technical, to prove that a compatible pair (α, β) ∈ Comp(G,N) acts on
Z2(G,N) via
γ 7→ γ(α,β) = β−1 ◦ γ ◦ (α,α),
and B2(G,N) is invariant under this action. Therefore, the group of compatible pairs acts
on H2(G,N), cf. [1, Section 4.2.1] and [22, p. 55]. The following theorem shows that the
orbits under this action correspond to extensions up to strong isomorphism.
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4.3 Theorem. Let N be a G-module and let γ, δ ∈ Z2(G,N) be 2-cocycles. The extensions
E(γ) and E(δ) are strongly isomorphic if and only if δc − γ lies in B2(G,N) for some
compatible pair c ∈ Comp(G,N).
Proof. We sketch the proof as given in [1, Theorem 4.7]. First, if ϕ : E(γ)→ E(δ) is a strong
isomorphism, then (α, β) = (ϕ|G, ϕ|N ) is a compatible pair of G and N . Let ε : G → N be
defined by ϕ((α−1(g), 1)) = (g, ε(g)). If u = (α−1(g), 1) and v = (α−1(h), 1) with g, h ∈ G,
then it follows from ϕ(uv) = ϕ(u)ϕ(v) that
δ(g, h) = γ(α
−1,β−1)(g, h)ε(gh)(ε(g)h)−1ε(h)−1,
which shows that δ(α,β) − γ ∈ B2(G,N). Conversely, if (α, β) is a compatible pair with
δ(α,β) = γ + ψ(α,β) for some 2-coboundary ψ defined by ε : G→ N , then
E(γ)→ E(δ), (g, n) 7→ (α(g), ε(α(g))β(n)),
is a strong isomorphism.
The following example shows that in general a reduction of group extensions up to strong
isomorphism is not a reduction up to isomorphism.
Example. Let G be the group of order 32 defined by the consistent p.c.p.
〈 a1, . . . , a5 | a
2
1 = 1, a
2
2 = a4, a
2
3 = 1, a
2
4 = 1, a
2
5 = 1, a
a1
2 = a2a4,
aa13 = a3a5, a
a1
4 = a4, a
a1
5 = a5, a
aj
i = ai (2 ≤ j < i) 〉.
The center of G is generated by {a4, a5} and we denote by N and M the cyclic subgroups of
G generated by a4 and a5, respectively. One can prove that G/N and G/M are isomorphic,
and N and M are characteristic in G. This shows that G can be considered as an extension
by M and by N , respectively, and these two extensions are isomorphic but not strongly
isomorphic.
4.2.2 Automorphism groups of extensions
For a groupG and a G-moduleN the corresponding groups of 1-cocycles, 1-coboundaries,
and the first cohomology group are defined as follows.
Z1(G,N) = {γ : G→ N | ∀g, h ∈ G : γ(gh) = γ(g)hγ(h)},
B1(G,N) = {γ ∈ Z1(G,N) | ∃n ∈ N ∀g ∈ G : γ(g) = ngn−1},
H1(G,N) = Z1(G,N)/B1(G,N).
Analogously to the group of 2-cocycles, the group of compatible pairs Comp(G,N) acts on
Z1(G,N) and H1(G,N), respectively.
We now use cohomology to describe the automorphism groups of certain extensions of
N by G. For this purpose, let E be an extension of N by G. We assume that N is
characteristic in E and we may assume that E = E(γ) for some 2-cocycle γ ∈ Z2(G,N).
Again, let g ∈ Aut(N) be the action of g ∈ G on N . In the following lemma, we consider
the homomorphism
φ : Aut(E)→ Aut(G)×Aut(N), α 7→ (α|G, α|N ),
and determine its kernel and image, see [22, Section 8.9].
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4.4 Lemma. ker φ ∼= Z1(G,N) and im φ = StabComp(G,N)(γ +B
2(G,N)).
Proof. If α ∈ ker φ, then α : E → E, (g, n) 7→ (g, nψα(g)), for some ψα ∈ Z
1(G,N). Con-
versely, if ψ ∈ Z1(G,N) is given, then (g, n) 7→ (g, nψ(g)) is an automorphism of E lying in
kerφ. The mapping kerφ→ Z1(G,N), α 7→ ψα, is a group isomorphism.
It follows from the proof of Theorem 4.3 that im φ = StabComp(G,N)(γ +B
2(G,N)).
4.2.3 Second cohomology of polycyclic groups
Throughout this section, let G be a polycyclic group and let A be a G-module. We assume
that G and A are the groups defined by the consistent p.c.p.s 〈G | R〉 and 〈A | B〉, respec-
tively, with disjoint generating sets G = (g1, . . . , gn) and A = (a1, . . . , am). By definition, G
and A consist of normalized words in G and A, respectively. We now describe a method to
compute the second cohomology group H2(G,A) by applying consistency checks to a poly-
cyclic presentation containing certain indeterminates. The results of this section are partly
from and motivated by [4, Section 2.3] and [22, Section 8.7.2].
As a first step, we determine a consistent p.c.p. of the extension E(γ) defined by a 2-
cocycle γ : G ×G → A. Recall that E(γ) has the underlying set G × A and multiplication
(f, a)(g, b) = (fg, agbγ(f, g)), and we identify (f, a) with fa for f ∈ G and a ∈ A. Let
τ : G → E(γ) be the transversal which maps a normalized word g ∈ G onto τ(g) = g. Via
this transversal, every relation r in R can be evaluated in E(γ). If r is a power relation
saying grii = wi,i, then there is a tail xr ∈ A such that g
ri
i = wi,ixr in E(γ); we denote this
relation by r.xr. Analogously, we define r.xr for a conjugate relation r in R. All these tails
are collected in a list xγ = (xr)r∈R which is called the tail vector defined by γ. Finally, let
C be the set of conjugate relations describing the G-action on A; that is, the elements of C
are of the type ag = wa,g with a ∈ A, g ∈ G, and wa,g ∈ A. We now show how xγ can be
used to define a consistent p.c.p. of E(γ) on the generating set G ∪ A.
Definition. Let x = (xr)r∈R be a list of elements in A. Then E(x) is the polycyclic presen-
tation with generating set G ∪ A and defining relations {r.xr | r ∈ R} ∪ B ∪ C. The group
defined by E(x) is denoted by E(x).
4.5 Example. We consider the groups
G = 〈g1, g2 | g
2
1 = 1, g
2
2 = 1, g
g1
2 = g2〉 and A = 〈a1 | a
4
1 = 1〉.
Let C = {ag11 = a
3
1, a
g2
1 = a1} and, corresponding to the relations (g
2
1 = 1, g
2
2 = 1, g
g1
2 = g2),
we consider a list x = (a21, a
3
1, a
3
1) of words in {a1}. Then the p.c.p. E(x) is defined as
E(x) = 〈 g1, g2, a1 | g
2
1 = a
2
1, g
2
2 = a
3
1, a
4
1 = 1, g
g1
2 = g2a
3
1, a
g1
1 = a
3
1, a
g2
1 = a1 〉,
and one can show that E(x) has order 16.
4.6 Lemma. a) If x = (xr)r∈R is a list of elements in A, then E(x) is an extension of A
by G if and only if the presentation E(x) is consistent.
b) If γ ∈ Z2(G,A), then the presentation E(xγ) is consistent and the extensions E(xγ) and
E(γ) are equivalent.
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Proof. a) The quotient of E(x) modulo the normal subgroup A˜ generated by A is isomorphic
to G. Thus, the group E(x) is an extension of A by G if and only if A ∼= A˜, if and only if
every element in E(x) is represented by a unique normalized word in G ∪ A, if and only if
E(x) is consistent.
b) The sequence (g1, . . . , gn, a1, . . . , am) is a polycyclic sequence of E(γ) and, by construc-
tion, the corresponding consistent p.c.p. with generating set G ∪A is E(xγ).
Lemma 4.6 shows that every extension of A by G can be described by an element of
AR = {(xr)r∈R | xr ∈ A for all r ∈ R}.
Note that AR is an abelian group with addition (xr)r∈R + (yr)r∈R = (xryr)r∈R.
Definition. Using the above construction, every 2-cocycle γ defines a unique tail vector xγ ,
which yields a mapping
φ : Z2(G,A)→ AR, γ 7→ xγ ,
and we define
Z(G,A) = φ(Z2(G,A)) and B(G,A) = φ(B2(G,A)).
Obviously, this definition depends on the chosen presentations of G and A.
As in [22, Lemma 8.47], we now prove that φ is a group homomorphism. This allows us
to call Z(G,A) and B(G,A) the group of tail vectors and group of coboundary tail
vectors of G in A, respectively.
4.7 Lemma. The mapping φ is a group homomorphism with kerφ ≤ B2(G,A), and so
H2(G,A) ∼= Z(G,A)/B(G,A).
Proof. If γ1, γ2 ∈ Z
2(G,A), then (γ1 + γ2)(g, h) = γ1(g, h)γ2(g, h) for all g, h ∈ G. This
implies that φ(γ1 + γ2) = φ(γ1) + φ(γ2) and φ is a homomorphism. If γ ∈ ker φ, then E(xγ)
is a split extension, which shows that γ ∈ B2(G,A) as E(γ) and E(xγ) are equivalent. Thus,
φ induces a homomorphism Z2(G,A)→ Z(G,A)/B(G,A) with kernel B2(G,A).
Again, the following definition depends on the chosen presentations of G and A.
4.8 Definition. If x ∈ AR defines a consistent p.c.p. E(x), then the canonical 2-cocycle
defined by x is
γx : G×G→ A, (h, g) 7→ τ(gh)
−1τ(g)τ(h),
where τ : G→ E(x) is the transversal which maps a normalized word g onto τ(g) = g.
4.9 Lemma. If x ∈ AR defines a consistent p.c.p. E(x), then φ(γx) = x.
Proof. By definition, the value of γx(g, h) with g, h ∈ G corresponds to the tail in A occurring
at the collection of the product of τ(g) and τ(h) in E(x). We use this property to prove
the assertion. Let τˆ : G → E(γx) be the transversal which maps a normalized word g ∈ G
onto τˆ(g) = g, and denote by t = (tr)r∈R the tail vector defined by γx. If r ∈ R is the
power-relation grii = wi,i, then E(γx) satisfies τˆ(gi)
ri = τˆ(wi,i)tr and
τˆ(gi)
ri = τˆ(wi,i)
∏ri−1
k=1
γx(gi, g
k
i ) = τˆ(wi,i)γx(gi, g
ri−1
i ) = τˆ(wi,i)xr.
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If r is the conjugate relation g
gj
i = w
+
j,i, then E(γx) satisfies τˆ(gi)
τˆ(gj) = τˆ(w+j,i)tr and
τˆ(gi)τˆ(gj) = τˆ(gj)τˆ(w
+
j,i)γx(gi, gj)γx(gj , w
+
j,i)
−1 = τˆ(gj)τˆ (w
+
j,i)xr.
A similar computation shows that tr = xr if r is the conjugate relation g
g−1j
i = w
−
j,i; that is,
tr = xr for all r ∈ R. This proves that φ(γx) = x.
The following corollary is a consequence of Lemmas 4.6 and 4.9.
4.10 Corollary. If x ∈ AR, then the following are equivalent:
(1) The presentation E(x) is consistent.
(2) The group E(x) is an extension of A by G.
(3) The list x is a tail vector of G in A, that is, x ∈ Z(G,A).
Thus, the tail vectors in Z(G,A) are exactly those elements of AR which define consistent
presentations. By Theorem 4.2, these can be determined by applying consistency checks to
a presentation E(x) where x = (xr)r∈R is a list of indeterminate elements xr ∈ A.
We now describe the computation of the group of coboundary tail vectors. By construc-
tion, a tail vector x lies in B(G,A) if and only if E(x) is a split extension of A by G, if and
only if the group A has a complement in E(x) which is generated by {gag | g ∈ G} for some
ag ∈ A. Such a generating set has to fulfill the relations in R, which imposes necessary and
sufficient conditions on x to be a coboundary tail vector. This allows us to determine the
elements of B(G,A).
As an easy example, we compute the second cohomology group of the elementary abelian
group of order p2 with coefficients in the cyclic group of order p.
Example. We consider the group G = 〈G | R〉 and the trivial G-module A = 〈A | B〉 with
generating sets G = {g1, g2} and A = {a1} and defining relations
R = {gp1 = 1, g
p
2 = 1, g
g1
2 = g2} and B = {a
p
1 = 1}.
For a list x = (x1, x2, x3) of elements in A, the presentation E(x) is defined as
〈g1, g2, a1 | g
p
1 = x1, g
p
2 = x2, g
g1
2 = g2x3, a
p
1 = 1, a
g1
1 = a1, a
g2
1 = a1〉.
In order to compute Z(G,A), we consider x = (x1, x2, x3) as a list of indeterminates in A
and apply consistency checks to the presentation E(x), see Theorem 4.2. A straightforward
computation shows that E(x) is consistent for all choices of x1, x2, and x3. For example, the
collections of a1(g2g1) and (a1g2)g1 yield
a1(g2g1) = a1g1g2x3 = g1a1g2x3 = g1g2a1x3 in E(x)
and
(a1g2)g1 = g2a1g1 = g2g1a1 = g1g2x3a1 in E(x),
that is, they impose no condition on the tail x3. Thus, it is shown that
Z(G,A) = AR ∼= C3p .
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We now determine B(G,A) and consider a generating set {g1u, g2v} of a complement to A
in E(x). The elements g1u and g2v have to fulfill the relations of G and, therefore,
1 = (g1u)
p = gp1u
p = x1 in E(x)
and, analogously, x2 =E(x) 1. It follows from g2v = (g2v)
g1u = g2x3v in E(x) that x3 =E(x) 1,
and B(G,A) = {(1, 1, 1)} is trivial. This shows that H2(G,A) ∼= C3p .
5 Number theory
The aim of this chapter is to summarize the number theory used in this thesis. In the first
part of this chapter, we recall some p-adic number theory which can be found in [18,19,40].
Afterwards, based on [7], we briefly consider pro-p groups and recall their Zp-group structure.
Motivated by the definition of skeleton groups, see Definition 2.2, we then examine the group
of P -homomorphisms T ∧ T → T in the second part; the results provided there are based
on [29, Section 8.3]. An action on this group of homomorphisms is defined in the third part,
which is motivated by [28, 29]. This action plays an important role in the construction of
skeleton groups up to isomorphism.
5.1 The p-th local cyclotomic field
The results of this section are standard and can be found in [18,19,40].
5.1.1 p-adic numbers
The p-adic valuation νp : Q → Z ∪ {∞} is uniquely defined by νp(0) =∞ and, for x 6= 0,
by the formula
x = pνp(x) ab , p ∤ ab.
The p-adic absolute value | · |p on Q is defined by |x|p = p
−νp(x) if x 6= 0 and |0|p = 0.
It is non-archimedean, that is, it satisfies |x + y|p ≤ max{|x|p, |y|p} for all x, y ∈ Q. The
field Q is not complete with respect to this absolute value and its completion is the field of
p-adic numbers Qp. By definition, Qp consists of equivalence classes of Cauchy sequences.
The p-adic absolute value can be extended to Qp via |x|p = limn→∞ |xn|p where (xn)n∈N is
a Cauchy sequence in Qp representing x.
The ring of p-adic integers Zp is the valuation ring {x ∈ Qp | |x|p ≤ 1} and can be
considered as
Zp =
{∑∞
i=0
aip
i | ∀i : 0 ≤ ai ≤ p− 1, ai ∈ N
}
.
The group of p-adic units Z⋆p = {x ∈ Qp | |x|p = 1} consists of the elements in Zp which
are invertible in Zp.
A well-known lemma is the following, see [18, Theorem 3.4.6]. We denote by f ∈ Fp[X]
the polynomial defined by f ∈ Zp[X] via a coefficient-wise reduction modulo p.
Hensel’s Lemma. Let f ∈ Zp[X] and assume that there exist g0, g1 ∈ Zp[X] such that g0
is monic, gcd(g0, g1) = 1 in Fp[X], and f ≡ g0g1 mod p (coefficient-wise). Then there exist
h0, h1 ∈ Zp[X] such that h0 is monic, gi ≡ hi mod p for i = 1, 2, and f = h0h1.
It can be deduced that the p-adic integers contain a primitive (p − 1)-th root of unity
ω ∈ Zp. If 1 < r < p represents a generator of the multiplicative group Fp
⋆, then ω can be
defined as ω = limn→∞ r
(pn) so that ω ≡ r(p
n−1) mod pn for all positive integers n.
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5.1 Remark. Let Qp be the algebraic closure of Qp, see [18, p. 153] and let Cp be the
completion of Qp, see [18, Proposition 5.7.6]. Both fields are algebraically closed and both
have transcendence degree equal to the cardinality of the reals. The same holds for the field
C of the complex numbers. Now a theorem of Steinitz proves that Qp ∼= C ∼= Cp as fields,
see [46, p. 145] for a proof. Thus, there is an embedding from Qp into C and every p-adic
root of unity u ∈ Qp can be considered as a complex root of unity u ∈ C.
5.1.2 Cyclotomic fields
Let θ be a primitive p-th root of unity over Qp. The p-th local cyclotomic field is defined
as Qp(θ); that is,
Qp(θ) ∼= Qp[X]/(1 +X + . . .+X
p−1)Qp[X]
and Qp(θ) has Qp-basis {1, θ, . . . , θ
p−2}, see [18, Section 5.6].
The p-adic absolute value | · |p on Qp extends to Qp(θ) and, with respect to this absolute
value, Qp(θ) is complete. The valuation ring of Qp(θ) is {x ∈ Qp(θ) | |x|p ≤ 1} and
coincides with
Zp[θ] =
{
a0 + a1θ + . . . + ap−2θ
p−2 | a0, . . . , ap−2 ∈ Zp
}
.
The invertible elements in Zp[θ] are {x ∈ Qp(θ) | |x|p = 1} and we denote this group of
units by
Up = Zp[θ]
⋆.
The element
κ = θ − 1
is a prime element of Qp(θ); that is, every x ∈ Qp(θ) \ {0} can be written uniquely as
x = κzu for some integer z and a unit u ∈ Up.
The ring Zp[θ] is a principal domain with unique maximal ideal
p = {x ∈ Qp(θ) | |x|p < 1}
generated by κ. For z ∈ Z we define
pz = {κzt | t ∈ Zp[θ]},
and the non-zero ideals of Zp[θ] are p
0, p1, p2, . . . The ideal pp−1 is generated by p and, thus,
if n = x(p− 1) + i with integers x ≥ 0 and 0 ≤ i ≤ p− 2, then pn = pxpi. The factor group
(pn/pn+1,+) is cyclic of order p and the residue class field Zp[θ]/p of Qp(θ) is isomorphic
to Fp.
The Galois group
G(Qp(θ)/Qp) = {α ∈ Aut(Qp(θ)) | ∀x ∈ Qp : α(x) = x}
is cyclic of order p − 1 and generated by an automorphism defined by θ 7→ θh for some
1 < h < p generating Fp
⋆, see [40, Satz II.7.13].
5.1. The p-th local cyclotomic field 33
5.1.3 Group of units
We now determine the structure of the group of units Up. The following theorem is proved
in [40, Satz II.5.3]; recall that ω ∈ Zp is a primitive (p − 1)-th root of unity.
Theorem. The group of units Up can be written as Up = Cp−1(ω)× (1 + p).
This direct product is considered as an internal direct product; that is, every u ∈ Up can
be written uniquely as u = ωa(1 + t) with 0 ≤ a ≤ p− 2 and t ∈ p.
The multiplicative group U
(1)
p = 1 + p is the group of one-units and, more general, the
group of i-th one-units with i ≥ 1 is defined as
U (i)p = 1 + p
i.
According to [19, Section 15.7], we can write
Up = Cp−1(ω)× Cp(θ)× U
(2)
p .
The group of i-th one-units has the structure of a Zp-module where z ∈ Zp acts on
u ∈ U
(i)
p via uz = limn→∞ u
zn where zn = z mod p
n for n ≥ 1. In particular, the group
of second one-units is a free Zp-module of rank p − 1, that is, it is isomorphic to Z
p−1
p ,
see [19, Section 15.7].
Theorem. As a Zp-module, the group U
(2)
p is freely generated by {1− (1− θ)h | 2 ≤ h ≤ p}.
In particular, the multiplicative group of i-th one-units and the additive group (pi,+) are
isomorphic if i ≥ 2; for a proof we refer to [40, Satz II.5.5 & p. 146].
5.2 Theorem. For i ≥ 2 the power series
exp(x) = 1 + x+ x
2
2! +
x3
3! + . . . and log(1 + x) = x−
x2
2 +
x3
3 − . . .
define isomorphisms exp: pi → U
(i)
p and log : U
(i)
p → pi of Zp-modules with exp
−1 = log.
5.1.4 The unit group as a centralizer
If R is a commutative ring, then we denote by M(m,R) the R-module of all m×m matrices
over R, and the centralizer CM(m,R)(M) of a matrix M ∈M(m,R) is defined as the additive
group
CM(m,R)(M) = {N ∈M(m,R) | NM =MN}.
Recall that d = p− 1, see Definition 2.1, and we denote by
G =


0 1 0 . . . 0
0 0 1 . . . 0
...
. . .
0 0 0 . . . 1
−1 −1 −1 . . . −1

 ∈ GL(d,Zp)
the companion matrix of 1 +X + . . .+Xd over Zp.
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5.3 Lemma. a) If R ∈ {Zp,Qp}, then CM(d,R)(G) is a ring and
CM(d,R)(G) =
{∑d−1
i=0
aiG
i | ∀i : ai ∈ R
}
.
b) An isomorphism CGL(d,Zp)(〈G〉)
∼= Up is induced by
∑d−1
i=0 aiG
i 7→
∑d−1
i=0 aiθ
i.
c) There exists µ ∈ GL(d,Zp) of order d such that G
µ = Gj for some 1 < j < d and
NGL(d,Zp)(〈G〉) =
{
µiu | 0 ≤ i ≤ d, u ∈ CGL(d,Zp)(〈G〉)
}
.
Proof. For a positive integer m let Im be the m×m identity matrix.
a) If M ∈ CM(d,R)(G), then it follows from MG = GM that M is determined uniquely by
the entries of its first row. By induction, the first row of Gi is the (i + 1)-th row of Id for
0 ≤ i ≤ d− 1 and, thus, M can be written as an R-linear combination of {G0, . . . ,Gd−1}.
b) By definition, G0 + G1 + . . . + Gd = 0Id and, by part a), there is a field isomorphism
CM(d,Qp)(G)
∼= Qp(θ); that is, CM(d,Zp)(G)
∼= Zp[θ] as rings and CGL(d,Zp)(〈G〉)
∼= Up.
c) The group C = CGL(d,Zp)(〈G〉) is a normal subgroup of N = NGL(d,Zp)(〈G〉) and the
quotient N/C embeds into Aut(〈G〉) ∼= Cd. We choose µ as the matrix describing the action
of a generator of G(Qp(θ)/Qp) on Zp[θ] with respect to {1, θ, . . . , θ
d−1}. Then µ lies in N \C,
which proves the assertion.
5.2 Pro-p groups and Zp-modules
We briefly consider pro-p groups and recall their Zp-operator group structure. For proofs
and background we refer to [7, Chapter 1].
A directed set is a non-empty partially ordered set (Λ,≥) with the property that for
every λ, µ ∈ Λ there exists ν ∈ Λ with ν ≥ λ and ν ≥ µ. An inverse system of groups over
Λ is a family of groups (Gλ)λ∈Λ with homomorphisms πλ,µ : Gλ → Gµ whenever λ ≥ µ such
that πλ,λ = idGλ and πµ,ν ◦ πλ,µ = πλ,ν whenever λ ≥ µ ≥ ν. The inverse limit
lim
←−
Gλ = lim←−
(Gλ)λ∈Λ
is the subgroup of the Cartesian product
∏
λ∈ΛGλ consisting of all elements (gλ)λ∈Λ with
πλ,µ(gλ) = gµ whenever λ ≥ µ. If every Gλ is a finite group, then we furnish
∏
λ∈ΛGλwith
the product topology of discrete spaces. In this way, lim
←−
Gλ with the induced topology
becomes a topological group, that is, a group which is a topological space such that group
multiplication and inversion are continuous. Now a pro-p group can be defined as a group
which is isomorphic as a topological group to an inverse limit of finite p-groups.
The prototype of a pro-p group is the additive group of the p-adic integers Zp, which is
isomorphic to the inverse limit of the additive groups (Z/pnZ)n∈N where all homomorphisms
are projections. Clearly, a finite group is pro-p if and only if it is a p-group.
Every pro-p group G is a Zp-(operator) group and z ∈ Zp acts on g ∈ G as
gz = limn→∞ g
zn where zn = z mod p
n.
If g, h ∈ G with gh = hg and y, z ∈ Zp, then g
y+z = gygz , gyz = (gy)z, and (gh)z = gzhz . In
particular, if G is abelian, then G is a Zp-module.
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The group G is finitely generated (as a topological group), if there exists a finite subset
X ⊆ G such that the only open subgroup of G containing 〈X〉 is G. For example, (Zp,+) is
generated (topologically) by {1}, whereas 〈1〉 = (Z,+) as abstract groups.
Theorem. If G and H are pro-p groups and G is finitely generated, then every (abstract)
group homomorphism G→ H is continuous.
This implies that every homomorphism from a finitely generated pro-p group G to a pro-
p group H is compatible with the action of Zp. Moreover, the identity idG : G → G is
continuous and, hence, the topology of G is determined uniquely by the group structure.
We conclude this paragraph with a lemma concerning Zp-modules. Recall that a Zp-
module is free of rank r if it is isomorphic to Zrp for some r ∈ N.
Lemma. Every free Zp-module of finite rank is pro-p, and every finitely generated abelian
pro-p group is isomorphic to Zrp ×N for some finite p-group N and r ∈ N.
5.3 Homomorphisms from T ∧ T
Throughout this section, we write
P = Cp(g) and T = (Zp[θ],+)
where g acts on T via multiplication by θ; that is, the group P ⋉ T is isomorphic to the
p-adic space group of maximal class. For positive integers n and e let
Tn = (p
n−1,+) and Ae = T/Te+1.
Unless otherwise noted, we assume that e ≤ en, see Definition 2.1. It is the aim of this
section to determine the structure of the group of P -homomorphisms T ∧ T → T and
T/Tn ∧ T/Tn → Ae, respectively. These groups are of special interest as they are connected
to the construction of skeleton groups, cf. Definition 2.2.
5.3.1 The exterior square T ∧ T
Let F be the free Zp-module generated freely by T × T . We write F multiplicatively and
define U ≤ F as the Zp-submodule generated by the elements (a + b, c)(a, c)
−1(b, c)−1,
(a, b+c)(a, b)−1(a, c)−1, (a, b)z(za, b)−1, and (a, b)z(a, zb)−1 with a, b, c ∈ T and z ∈ Zp. The
tensor product of T is defined as the Zp-module
T ⊗ T = F/U
and we write a⊗ b = (a, b)U for a, b ∈ T . It is a P -module via (a⊗ b)g = ag ⊗ bg.
The exterior square of T is
T ∧ T = (T ⊗ T )/V
where V is the Zp-submodule of T⊗T generated by {a⊗a | a ∈ T}. We write a∧b = (a⊗b)V ,
and, by definition, a ∧ b = (b ∧ a)−1 for all a, b ∈ T . The ZpP -module structure of T ∧ T is
defined by
(θi ∧ θj)
∑d
l=0 alg
l
=
∏d
l=0
(θi+l ∧ θj+l)al .
In particular, T ∧ T is not a Zp[θ]-module as (a ∧ b)
1+θ+...+θd 6= (a ∧ b)0 = 0 in general.
The following theorem is a modification of [29, Proposition 8.3.5].
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5.4 Theorem. The ZpP -module T ∧ T is the direct product of a free ZpP -module of rank
d/2 − 1 generated freely by {1 ∧ θ2, . . . , 1 ∧ θd/2}, and a free Zp-module generated by the
element z =
∏
0≤i<j<d θ
i ∧ θj.
Proof. Clearly, M = {θi ∧ θj | 0 ≤ i < j < d} is a free generating set for T ∧ T as a
Zp-module. As a ZpP -module, T ∧ T is generated by {1 ∧ θ, . . . , 1 ∧ θ
d/2} since
θi ∧ θj = (1 ∧ θj−i)g
i
and 1 ∧ θj = (1 ∧ θp−j)−g
j
for all 0 ≤ i < j < d. For 2 ≤ i ≤ d/2, we define Bi as the ZpP -submodule of T ∧ T
generated by {1 ∧ θi}, and B1 = {z
c | c ∈ Zp}. By definition, z
g = z and B1 has Zp-rank 1.
If 2 ≤ i ≤ d/2, then Bi has ZpP -rank 1 and a Zp-basis of Bi is given by
Ni = {1 ∧ θ
i, . . . , θd−i ∧ θd, 1 ∧ θd−i+1, . . . , θi−1 ∧ θd}.
Now let N =
⋃d/2
i=2Ni and consider a Zp-linear combination m =
∏
u∈N u
au with m = 1. If
M ′ =M ∩N , then this linear combination can be written as
m =
∏
u∈M ′
uau
∏d−2
j=1
(θj ∧ θd)aj
with a1, . . . , ad−2 ∈ Zp. If 〈M
′〉Zp is the Zp-submodule of T ∧ T generated by M
′, then
θj ∧ θd ≡ (θj−1 ∧ θj)(θj ∧ θj+1)−1 mod 〈M ′〉Zp
for all 1 ≤ j ≤ d − 2. This implies that a1 = . . . = ad−2 = 0 and, moreover, au = 0 for
all u ∈ N since M is a free generating set. Therefore, B = 〈N〉Zp is freely generated by N
as a Zp-module, and it is freely generated by {1 ∧ θ
2, . . . , 1 ∧ θd/2} as a ZpP -module. For
2 ≤ k ≤ d/2 let αk = g + . . .+ g
p−k. A straightforward computation shows that
(1 ∧ θ)g−1 =
∏d−1
k=2
(1 ∧ θk)g
1−k
=
∏d/2
k=2
(1 ∧ θk)(g−1)αk
and θi∧ θi+1 ≡ 1∧ θ mod B for all 0 ≤ i ≤ d− 1; that is, z ≡ (1∧ θ)d−1 mod B. This proves
that {z}∪N generates T ∧T as a Zp-module. Another computation shows that (1∧θ)
a /∈ B
for all a ∈ Zp \ {0}; that is, B1 ∩B = {1}. This proves the theorem.
5.3.2 Homomorphisms (I)
As free Zp-modules of finite rank, the groups T ∧ T and T are pro-p and, therefore, every
homomorphism T ∧ T → T and T ∧ T → Ae is a Zp-module homomorphism.
The element z ∈ T ∧ T of Theorem 5.4 is a fixed point under the action of P and, by
Theorem 5.4, every P -homomorphism T ∧ T → T is uniquely determined by its values on
1 ∧ θ2, . . . , 1 ∧ θd/2. The elements in Ae fixed by g ∈ P are precisely those in the unique
minimal P -invariant subgroup APe = Te/Te+1.
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5.5 Definition. Let 3 ≤ k ≤ d/2 + 1 and let ẑ ∈ APe be a generator.
a) The P -homomorphism fk : T ∧ T → T is defined by
fk(z) = 0 and fk(1 ∧ θ
j−1) = δj,k (3 ≤ j ≤ d/2 + 1)
where δu,v is the Kronecker delta with δu,v = 1 if u = v and δu,v = 0 if u 6= v.
b) The P -homomorphism f̂k : T ∧T → Ae is defined as f̂k = π ◦ fk where π : T → Ae is the
projection, and f̂2 : T ∧ T → Ae is defined by
f̂2(z) = ẑ and f̂2(1 ∧ θ
j) = 0 (2 ≤ j ≤ d/2).
It follows from Theorem 5.4 that
f̂2(1 ∧ θ) = (d− 1)
−1ẑ and fk(1 ∧ θ) = θ + . . .+ θ
p+1−k.
We regard HomP (T ∧ T, T ) as a Zp[θ]-module via (uf)(v) = u(f(v)) where u ∈ Zp[θ],
f ∈ HomP (T ∧ T, T ), and v ∈ T ∧ T . The following corollary is from [29, Theorem 8.3.7].
5.6 Corollary. a) As a Zp[θ]-module, HomP (T ∧ T, T ) is freely generated by f3, . . . , fd/2+1.
b) HomP (T ∧T,Ae) is the direct sum of d/2− 1 summands isomorphic to Ae, generated by
the homomorphisms f̂3, . . . , f̂d/2+1, and a summand of order p generated by f̂2.
Proof. By Theorem 5.4, every P -homomorphism T ∧ T → T is uniquely determined by its
values on 1∧θ2, . . . , 1∧θd/2; that is, every element of HomP (T∧T, T ) can be written uniquely
as a Zp[θ]-linear combination of f3, . . . , fd/2+1. Every P -homomorphism from T ∧ T to Ae
maps z onto an element of APe .
The projection Ae+1 → Ae has kernel A
P
e+1, and Corollary 5.6 proves the following.
5.7 Corollary. A P -homomorphism f : T ∧ T → Ae can be lifted to a P -homomorphism
T ∧ T → Ae+1 and T ∧ T → T , respectively, if and only if f(z) = 0.
We now show that HomP (T/Tn∧T/Tn, Ae) and HomP (T ∧T,Ae) can be identified if n ≥ p
and, as assumed, e ≤ en. In particular, a P -homomorphism T ∧ T → Ae can be applied to
elements of T/Tn ∧ T/Tn.
5.8 Lemma. If n ≥ p and e ≤ ⌊n−1d ⌋d, then
HomP (T ∧ T,Ae)→ HomP (T/Tn ∧ T/Tn, Ae), f 7→ f˜ ,
with f˜ : (a+ Tn) ∧ (b+ Tn) 7→ f(a ∧ b) is an isomorphism.
Proof. It follows from e ≤ ⌊n−1d ⌋d that there exists an integer x ≥ 1 such that u ∈ Txd+1
and pxv ∈ Te+1 for all u ∈ Tn and v ∈ T . This shows that f(a ∧ b) = 0 whenever a ∈ Tn or
b ∈ Tn, that is, f˜ is well-defined. Clearly, the mapping f → f˜ is an injective homomorphism.
It is surjective since every P -homomorphism T/Tn ∧ T/Tn → Ae is already determined by
its values on
∏
0≤i<j<d(θ
i + Tn) ∧ (θ
j + Tn) and (1 + Tn) ∧ (θ
j + Tn) for 2 ≤ j ≤ d/2.
We end this paragraph with an easy observation. Recall that T is a cyclic Zp[θ]-module.
5.9 Lemma. A P -homomorphism f : T ∧ T → T is surjective if and only if im f 6⊆ T2.
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5.3.3 Homomorphisms (II)
It is proved in Corollary 5.6 that every P -homomorphism f : T ∧ T → T can be written as
a Zp[θ]-linear combination
f =
∑d/2+1
k=3
ckfk.
We now introduce a new set of P -homomorphisms describing HomP (T ∧ T, T ), cf. [29, The-
orem 8.3.1]. For this purpose, for an integer j with p ∤ j we consider the ring automorphism
σj : Zp[θ]→ Zp[θ] defined by
σj : θ 7→ θ
j mod p.
Definition. If 2 ≤ a ≤ d/2, then the P -homomorphism Fa : T ∧ T → T is defined by
Fa : T ∧ T → T, x ∧ y 7→ σa(x)σ1−a(y)− σa(y)σ1−a(x).
By definition, the image of Fa lies in the maximal ideal p of T for all 2 ≤ a ≤ d/2; that is,
the Zp[θ]-submodule of HomP (T ∧T, T ) generated by {F2, . . . , Fd/2} is a proper submodule.
However, it is shown in the following lemma that every P -homomorphism T ∧ T → T can
be written as a Qp(θ)-linear combination of F2, . . . , Fd/2, where uFa : T ∧ T → Qp(θ) with
u ∈ Qp(θ) is defined as usual.
5.10 Lemma. Every P -homomorphism f : T ∧ T → T can be written uniquely as
f =
∑d/2
k=2
ckFk
with c2, . . . , cd/2 ∈ p
p⋆ where p⋆ = − (p−3)
2
4 . If f is surjective, then ca ∈ p
−1 \ T for some a.
Proof. For all 2 ≤ a ≤ d/2, the homomorphism Fa can be written uniquely as
Fa =
∑d/2
k=2
(θ(1−a)k − θka)fk+1;
that is, the change matrix from B1 = {F2, . . . , Fd/2} to B2 = {f3, . . . , fd/2+1} is
M = (θ(1−a)k − θka)2≤a,k≤d/2.
In [29, Theorem 8.3.7], a free generating set B′2 of HomP (T ∧ T, T ) is given and it follows
from the proof of [29, Proposition 8.3.8] that the basis change matrix from B1 to B
′
2 has
non-zero determinant lying in p−p
⋆
\ p−p
⋆+1. The basis change matrix from B′2 to B2 is
invertible over Zp[θ] and, thus, the determinant of M lies in p
−p⋆ \ p−p
⋆+1.
5.4 The action of p-adic units
Again, we write T = (Zp[θ],+) and Tn = (p
n−1,+) for n ≥ 1. Let P = Cp(g) where g acts
on T via multiplication by θ. In this section, the group of P -homomorphisms from T ∧ T to
Te+1 is denoted by
He = HomP (T ∧ T, Te+1),
and, using Corollary 5.7, we identify the group of liftable P -homomorphisms T ∧ T → Ae
with H0/He. We now describe an action of the unit group Up = Zp[θ]
⋆ on H0, which is
reconsidered in Chapter 9. The results of this section are based on [28,29].
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5.4.1 Definition of the action
We identify the ring automorphism σj : Zp[θ] → Zp[θ] defined by θ 7→ θ
j mod p with its
continuation to a Qp-linear transformation of Qp(θ). We make use of Lemma 5.10 and let a
unit z ∈ Up act on HomP (T ∧ T, T ) via
(cFa)
z˜ = z−1σa(z)σ1−a(z)cFa (c ∈ Qp(θ), 2 ≤ a ≤ d/2).
A motivation for this action is given in Chapter 9. With respect to this definition, it is
natural to examine the following homomorphism.
Definition. For 2 ≤ a ≤ d/2 let
ρa : Up → Up, z 7→ z
−1σa(z)σ1−a(z).
Recall that the group of units is
Up = Cp−1(ω)× Cp(θ)× U
(2)
p
where ω ∈ Zp is a primitive (p− 1)-th root of unity and U
(2)
p = 1+ p2, see Section 5.1.3. By
definition, ρa(θ) = 1 and ρa(ω) = ω and, thus, it remains to investigate the restriction of
ρa to the group of second one-units. The logarithm mapping of Theorem 5.2 preserves the
action of σj and, thus, it can be used to translate ρa to an additive mapping τa from (p
2,+)
to (p2,+), which allows us to use linear algebra.
Definition. For 2 ≤ a ≤ d/2 let
τa : p
2 → p2, z 7→ −z + σa(z) + σ1−a(z).
We also identify τa with its continuation to a Qp-linear transformation of Qp(θ). We
conclude this paragraph with an important observation on He = HomP (T ∧ T, Te+1).
Lemma. The groups H0,H1, . . . are invariant under the action of Up.
Proof. If z ∈ Up, then F
z˜
a maps u∧v ∈ T ∧T onto z
−1Fa(zu∧zv). Thus, if f : T ∧T → Te+1
is a P -homomorphism, then f z˜ = µ−1z ◦ f ◦ (µz ∧ µz) where µz is the automorphism of T
defined by multiplication by z. This shows that f z˜ ∈ He.
5.4.2 Eigenvalues of τa
We show that τa has p-adic eigenvalues and can be diagonalized. Let 2 ≤ r ≤ d be a primitive
(p − 1)-th root of unity in Fp such that r ≡ ω mod p, see Section 5.1.1. The results of this
paragraph are all from [28].
Lemma. Let 2 ≤ k ≤ p.
a) The eigenvalues of σr are {ω
0, ω1, . . . , ωd−1}.
b) If v ∈ pk \ pk+1 is an eigenvector of σr, then the corresponding eigenvalue is ω
k.
c) There is an eigenvector vk ∈ p
k \ pk+1 of σr with eigenvalue ω
k.
d) If a ≡ ri mod p with 1 ≤ i ≤ d, then vk is an eigenvector of σa with eigenvalue ω
ik.
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Proof. a) The minimal polynomial µ(X) of σr divides X
d−1. Since the minimal polynomial
of θ over Qp has degree d, it follows from µ(σr)(θ) = 0 that µ(X) = X
d − 1. The roots of
µ(X) in Zp are exactly the (p − 1)-th roots of unity 1, ω, ω
2, . . . , ωd−1.
b) We can assume that v ≡ (θ − 1)k mod (pk+1,+). Then
σr(v) ≡ (θ − 1)
k(1 + θ + . . .+ θr−1)k ≡ rk(θ − 1)k ≡ ωkv mod (pk+1,+).
By part a), the eigenvalue corresponding to v is ωk.
c) By part a), there is an eigenvector wk of σr with eigenvalue ω
k. Let wk ∈ p
l \ pl+1 and
write l = xd+ i with integers x ≥ 0 and 0 ≤ i ≤ d− 1; that is, pl = pxpi. Thus, the quotient
of wk by an appropriate power of p is an eigenvector lying in p
k/pk+1.
d) This follows from σa = σ
i
r.
We now show that τa can be diagonalized.
Definition. Let 2 ≤ k ≤ p.
a) Let vk ∈ p
k \ pk+1 be an eigenvector of σr with eigenvalue ω
k.
b) Let Vk be the intersection of p
2 with the subspace generated by vk.
c) Let Wk be the Zp-submodule of U
(2)
p generated by exp(vk).
Corollary. Let 2 ≤ a ≤ p with a ≡ ri mod p and 1− a ≡ rj mod p.
a) The element vk is an eigenvector of τa with eigenvalue ω
ik + ωjk − 1 for all 2 ≤ k ≤ p.
b) The group (p2,+) is the direct sum of the τa-invariant Zp-modules V2, . . . , Vp.
c) If a2v2 + . . .+ apvp ∈ p
e with a2, . . . , ap ∈ Zp, then akvk ∈ p
e for all 2 ≤ k ≤ p.
Proof. a) This follows from the definition.
b) It follows from part a) that W = {v2, . . . , vp} is a Qp-basis of Qp(θ). Thus, the set
W is Zp-linearly independent and its Zp-span lies in p
2. Now the assertion follows from
pxvk ∈ p
k+xd \ pk+xd+1 for all integers x ≥ 0 and 2 ≤ k ≤ p.
c) A Zp-basis of p
e is given by {px2v2, . . . , p
xpvp} for suitable integers x2, . . . , xp ≥ 0.
Using the exponential mapping, the results of the previous corollary can be transferred to
the group of second one-units.
5.11 Corollary. Let 2 ≤ a ≤ d/2 with a ≡ ri mod p and 1− a ≡ rj mod p.
a) The group U
(2)
p is the direct product of the ρa-invariant Zp-modules W2, . . . ,Wp.
b) If exp(v2)
a2 . . . exp(vp)
ap ∈ 1 + pe for some a2, . . . , ap ∈ Zp, then exp(vk)
ak ∈ 1 + pe for
all 2 ≤ k ≤ p.
The following lemma can be found in [28, Proposition 2.6].
5.12 Lemma. Let 2 ≤ a ≤ d/2. If p ≡ 5 mod 6, then ker τa is trivial. If p ≡ 1 mod 6 and
a is the unique solution of the congruence X2 −X + 1 ≡ 0 mod p lying in the given range,
then ker τa has dimension d/3.
5.4. The action of p-adic units 41
Proof. Let a ≡ ri mod p and 1 − a ≡ rj mod p. By definition, the dimension of ker τa is
the number of values of k in the range 0 ≤ k ≤ d − 1 for which ωik + ωjk = 1. For such a
value of k, we regard ω as a complex number, see Remark 5.1. Then ωik, 0, and 1 form the
vertices of an equilateral triangle in the complex plane. This happens if and only if ωik is a
primitive 6-th root of unity and ωjk = ω−ik. If ωik is a primitive 6-th root of unity, then 6
divides p− 1. Thus ker τa is trivial if p ≡ 5 mod 6.
Now let p ≡ 1 mod 6. The primitive 6-th roots of unity modulo p are exactly the solutions
of the congruence X(1 − X) ≡ 1 mod p. If 2 ≤ a ≤ d is such a solution, then p + 1 − a
is another one. In particular, a 6= d/2 − 1 and, thus, there is exactly one solution in
the given range. It follows from a ≡ ωi mod p that ωi is a primitive 6-th root of unity
modulo p and, thus, 1− ωi ≡ ω−i mod p. Hence, 1− a ≡ ω−i mod p and τa has eigenvalues
{ωik + ω−ik − 1 | 0 ≤ k ≤ d− 1}. As above, ωik + ω−ik = 1 if and only if ωik is a primitive
6-th root of unity; that is, if and only if k and 6 are coprime. In {0, 1, . . . , d− 1} there are
d/2 even integers and d/6 odd integers divisible by 3. This proves the lemma.
5.4.3 Stabilizers
Motivated by Lemma 5.12, we consider a prime p ≡ 5 mod 6 in this paragraph. Recall that
the Qp-linear mapping
τa : p
2 → p2, z 7→ −z + σa(z) + σ1−a(z),
has eigenvectors v2, . . . , vp for all 2 ≤ a ≤ d/2. We denote the eigenvalue of τa corresponding
to vk by
ωa,k = ω
ik + ωjk − 1
where 0 ≤ i, j < d are defined by a ≡ ri mod p and 1−a ≡ rj mod p. By Lemma 5.12, there
exists an integer pa,k which is maximal with respect to ωa,k ≡ 0 mod p
pa,k . For e ≥ 2 and
2 ≤ a ≤ d/2 we define
va,k,e = max{⌈(e− k)/d⌉ − pa,k, 0}.
5.13 Lemma. Let 2 ≤ a ≤ d/2 and u = exp(v2)
a2 . . . exp(vp)
ap with a2, . . . , ap ∈ Zp. Then
ρa(u) lies in U
(e)
p = 1 + pe if and only if ak ≡ 0 mod p
va,k,e for all 2 ≤ k ≤ p.
Proof. It follows from Theorem 5.2, Corollary 5.11, and Lemma 5.12 that ρa(u) ∈ 1 + p
e if
and only if exp(τa(a2v2 + . . . + apvp)) ∈ 1 + p
e, if and only if exp(v2)
a2ωa,2 . . . exp(vp)
apωa,p
lies in 1 + pe, if and only if akωa,kvk ∈ p
e for all 2 ≤ k ≤ p, if and only if ak ∈ p
e−k−pa,kd for
all 2 ≤ k ≤ p.
By Lemma 5.12, Lemma 5.13 does not hold for primes p ≡ 1 mod 6, which distinguishes
the case p ≡ 5 mod 6 from p ≡ 1 mod 6. Based on Lemma 5.13, we now provide the
main result of this section and consider the stabilizer Stab
U
(2)
p
(f + He) of a surjective
P -homomorphism f : T ∧ T → T . Recall that p⋆ = −(p − 3)2/4 and, if A is an abelian
group, then A[p] = {ap | a ∈ A}.
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5.14 Theorem. Let f : T ∧ T → T be a surjective P -homomorphism. There is a positive
integer e0 = e0(p) such that
Stab
U
(2)
p
(f +He)
[p] = Stab
U
(2)
p
(f +He+d)
and
Stab
U
(2)
p
(f +He) ≤ CU(2)p
(Hi/Hi+3d)
for all e ≥ e0 and i ≥ 0.
Proof. We write f =
∑d/2
a=2 caFa and, if u ∈ Qp(θ), then ν(u) is defined by u ∈ p
ν(u) \pν(u)+1
with ν(0) =∞. First, we consider u ∈ Stab
U
(2)
p
(f +He) and define ta ∈ p
2 by
ρa(u) = 1 + ta (2 ≤ a ≤ d/2).
Then
∑
a cataκ
−eFa ∈ H0, and Lemma 5.10 shows that cata ∈ p
p⋆+e for all a; that is,
ν(ca)+ ν(ta) ≥ p
⋆+ e. Since f is surjective, there is a′ with ν(ca′) < 0; that is, ta′ ∈ p
p⋆+e+1
and ρa′(u) ∈ U
(p⋆+e+1)
p . Thus, by Lemma 5.13, we can assume that e is chosen large enough
(depending only on p) such that ν(ta) ≥ (p− 1)/4 for all a; that is, p
⋆+dν(ta) ≥ d−1. This
implies that
ν(ca) + pν(ta) ≥ p
⋆ + e+ dν(ta) ≥ e+ d− 1
for all a; that is,
∑
a cat
p
aFa ∈ He+d. Clearly, u
j stabilizes f + He and, by induction,∑
a cat
j
aFa ∈ He for all 1 ≤ j ≤ p. Now u
p ∈ Stab
U
(2)
p
(f +He+d) follows from
f u˜
p
− f =
∑d/2
a=2
ca((1 + ta)
p − 1)Fa
=
∑d
j=1
1
p
(
p
j
)∑d/2
a=2
pcat
j
aFa +
∑d/2
a=2
cat
p
aFa ∈ He+d.
Moreover, we can assume that e is chosen such that ν(ta) ≥ 3d − p
⋆ − 1 for all a; that is,
u ∈ CU(2)(Hi/Hi+3d) for all i ≥ 0.
We now consider u ∈ Stab
U
(2)
p
(f + He+d) and define ta ∈ p
2 by ρa(u) = 1 + ta. Note
that ν(ta) + ν(ca) ≥ p
⋆ + e + d for all a, and there is a′ with ν(ta′) ≥ p
⋆ + e + d + 1. By
Lemma 5.13, we can assume that e is chosen large enough, depending only on p, such that
there exists v ∈ U
(2)
p with vp = u. We define da ∈ p
2 by ρa(v) = 1 + da and it follows from
ta =
∑p
i=1
(
p
i
)
dia that ν(da) = ν(ta) − d for all a. Thus, we can assume that e is chosen
such that ν(da) ≥ 3d − p
⋆ − 1 for all a; that is, v ∈ C
U
(2)
p
(Hi/Hi+3d) for all i. Hence, if∑d/2
a=2 haFa ∈ Hi, then
∑d/2
a=2 had
j
aFa ∈ Hi+3dj for all i, j ≥ 0. If we write∑d/2
a=2
cataFa = g1 + . . .+ gp with gi =
(
p
i
)∑d/2
a=2
cad
i
aFa,
then g1+ . . .+ gp ∈ He+d implies that g1 ∈ He+d; that is,
∑
a cadaFa ∈ He. This shows that
v ∈ Stab
U
(2)
p
(f +He), which proves the lemma.
5.15 Corollary. The bound in Theorem 5.14 can be chosen as
e0 = d
2/2 + d(µ+ 2)
where µ = max{pa,k | 2 ≤ a ≤ d/2, 2 ≤ k ≤ p}. If p = 5, then d
2/2 + d(µ+ 2) = 20.
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Proof. Let u ∈ Stab
U
(2)
p
(f + He) and write u = exp(v2)
a2 . . . exp(vp)
ap and ρa(u) = 1 + ta
for 2 ≤ a ≤ d/2. It follows as in the proof of Theorem 5.14, that there exists a′ with
ak ≡ 0 mod p
va′,k,p⋆+e+1 for all 2 ≤ k ≤ p, see Lemma 5.13. We require that
va′,k,p⋆+e+1 ≥ va,k,3d−p⋆−1
for all 2 ≤ k ≤ p and 2 ≤ a ≤ d/2, as then ν(ta) ≥ 3d − p
⋆ − 1 ≥ (p − 1)/4 for all a. A
straightforward computation shows that this holds if e ≥ e0 with e0 as in the corollary.
Now let u ∈ Stab
U
(2)
p
(f +He+d) and write u = exp(v2)
a2 . . . exp(vp)
ap and ρa(u) = 1 + ta
for 2 ≤ a ≤ d/2. Again, there is a′ with ak ≡ 0 mod p
va′,k,p⋆+e+d+1 for all 2 ≤ k ≤ p. It
can be proved as above that, if e ≥ e0, then ν(ta) ≥ 4d − p
⋆ − 1 for all a. We require
that there is v ∈ U
(2)
p with vp = u; that is, ak ≡ 0 mod p for all 2 ≤ k ≤ p. This holds if
va′,k,p⋆+e+d+1 > 1 for all 2 ≤ k ≤ p and it follows readily that this is the case if e ≥ e0.
Hence, all requirements in the proof of Theorem 5.14 are satisfied if e ≥ e0. If p = 5 and
r = 2, then p2,2 = p2,3 = p2,4 = 0 and p2,5 = 1; that is, µ = 1.
5.16 Remark. In order to specify the bound e0, one has to determine the value of µ and,
therefore, the p-adic valuations of the p-adic eigenvalues
{ωa,k = ω
ik + ωjk − 1 | 2 ≤ k ≤ p}
of τa for all 2 ≤ a ≤ d/2. Recall that i and j are defined by 1 − a ≡ r
j mod p and
a ≡ ri mod p and, thus, a necessary and sufficient condition for ωa,k 6= 0 to be a multiple of
p is that (1− a)k ≡ 1− ak mod p. It follows from Section 5.1.1 that
ωi ≡ rip
n−1
≡ a(p
n−1) mod pn and ωj ≡ rjp
n−1
≡ (1− a)(p
n−1) mod pn
for all n ≥ 1. Thus pn divides ωik+ωjk−1 if and only if pn divides akp
n−1
+(1−a)kp
n−1
−1.
Computer experiments lead to the conjecture that µ ≤ 2, that is, e0 ≤ d
2/2 + 4d.
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6 The space group of maximal class
We consider the p-adic space group S of maximal class in more detail and elaborate its
connection with finite p-groups of maximal class. As a first step, we recall basic properties
of S and its impact on the coclass graph G(p). Afterwards, we determine standard polycyclic
presentations of an integral version of S and its nilpotent quotients. Finally, we compute
some automorphism groups and second cohomology groups. The notation set up in this
chapter is used throughout the rest of this thesis.
6.1 Basic definitions
Most results of this section are from [29]. If θ is a primitive p-th root of unity over Qp, then
the p-adic space group of maximal class is defined as
S = P ⋉ T
where
P = Cp(θ) acts on T = (Zp[θ],+)
via multiplication by θ. The groups P and T are the point group and translation sub-
group of S, respectively. Recall that p is the ideal of Zp[θ] generated by κ = θ − 1, and we
define
Tn = (p
n−1,+)
for all positive integers n. Now let n ≥ 2. It is straightforward to prove that
Tn = γn(S) and Tn = [Tn−1, P ].
The quotient S/Tn has maximal class and we write
Sn = P ⋉ T/Tn.
If n ≥ 4, then the 2-step centralizer of Sn is P1(Sn) = T/Tn. For an integer e ≥ 0 we denote
by
Ae = T/Te+1
the S-module T/Te+1 of order p
e. Since T acts trivially on Ae, the S-module Ae can also
be considered as a P - and Sn-module, respectively. Thus, the groups Sn and P both act
uniserially on Ae with series Ae > T2/Te+1 > . . . > Te+1/Te+1 = {0}.
Recall that d = p− 1 is the dimension of S, that is, the Zp-rank of T . We denote by
n = xd+ i
the decomposition with integers x ≥ 0 and 1 ≤ i ≤ d. The next lemma follows from the
results of Section 5.1.
45
46 Chapter 6. The space group of maximal class
6.1 Lemma. Let n ≥ 2 and e ≥ 1 be integers and write n = xd+ i.
a) Multiplication by p is a P -module isomorphism Te → Te+d, u 7→ pu.
b) As a Zp-module, Tn is generated freely by
{px − wn,1, p
xθ − wn,2, . . . , p
xθd−i − wn,d−i+1, p
x+1θd−i+1, . . . , px+1θd−1}
where wn,1, . . . , wn,d−i+1 are certain Z-linear combinations of {p
xθd−i+1, . . . , pxθd−1}.
c) The exponent of T/Tn is p
x if i = 1 and px+1 if 2 ≤ i ≤ d.
d) The exponent of Ae with e ≤
⌊
n−1
d
⌋
d is a divisor of px.
Proof. We prove only part b). Parts c) and d) can be deduced from b), and part a) follows
from the definition. Since Tn = p
xTi, the Zp-module Tn is generated freely by
{px − wn,1, p
xθ − wn,2, . . . , p
xθd−i − wn,d−i+1, p
xθd−i+1κi−1, . . . , pxθd−1κi−1}
where wn,1, . . . , wn,d−i+1 are certain Z-linear combinations of {p
xθd−i+1, . . . , pxθd−1}. If H
is the Zp-module generated by the set of the lemma, then p
x+1T ≤ Tn shows that H ≤ Tn,
and |T/H| ≤ |T/Tn| = p
n−1 implies that Tn = H.
6.2 Definition. Let n = xd+ i and e be positive integers. Every element in Tn can be written
uniquely as pxκi−1u for some u ∈ T , and we define ιn,e as the P -module isomorphism
ιn,e : Tn/Tn+e → Ae, p
xκi−1u+ Tn+e 7→ u+ Te+1.
6.1.1 The integral version of S
As an uncountable group, the p-adic space group S cannot be described by a polycyclic
presentation and, hence, we now define an integral, polycyclic version. The integral version
SZ of S is defined as
SZ = P ⋉ TZ with TZ = (Z[θ],+),
where P = Cp(θ) acts on TZ via multiplication. Again, the groups P and TZ are the point
group and translation subgroup of SZ. For n ≥ 2 we write
TZ,n = γn(SZ) and SZ,n = SZ/TZ,n.
Then TZ,n is the principal ideal of TZ generated by κ
n−1 and, as a Z-module, it has a
generating set as given in Lemma 6.1b). The composition of the embedding SZ → S and
the projection S → Sn is surjective with kernel TZ,n and, thus, we can identify SZ,n ∼= Sn.
The groups (Sn)n≥2 form an inverse system where all homomorphisms are projections. Its
inverse limit is P ⋉D where D is the inverse limit of (TZ/TZ,n)n≥2, that is,
D = {(t1 + TZ,2, t1 + t2 + TZ,3, . . .) | ∀i : ti ∈ TZ,i} .
Recall that pTZ,i = TZ,i+d for all i ≥ 2 and, thus, it can be shown that
D → T, (t1 + TZ,2, t1 + t2 + TZ,3, . . .) 7→
∑
i≥1
ti,
is a well-defined isomorphism of P -modules, that is, S ∼= lim←−
Sn and S is a pro-p group. Up
to isomorphism, the groups P, S2, S3, . . . are all finite quotients of S. This does not hold for
SZ; for example, if p = 2, then SZ ∼= C2 ⋉ Z has quotients which are not 2-groups.
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Lemma. If N ≤ T is a normal subgroup of S of finite index, then N = Tj for some j.
Proof. It is sufficient to consider N < T . It follows from [7, Lemma 1.18] that S/N is a
finite p-group and, hence, γl(S) = Tl ≤ N for some l ≥ 2. The group N/Tl is a P -invariant
subgroup of T/Tl in Sl and, by Lemma 3.4, there is j ≤ l with N/Tl = Tj/Tl; that is,
N = Tj.
In summary, it seems more natural to use the p-adic space group S instead of the integral
version SZ. On the other hand, the group SZ can be described by a polycyclic presentation.
We use both versions, S and SZ, according to our requirements.
Remark. It is shown in [7, Section 4.6] that every finitely generated pro-p group is isomorphic
to a quotient of a finitely generated free pro-p group. Hence, analogously to polycyclic groups,
every finitely generated pro-p group can be described by a finite (pro-p) presentation with
certain generators and relations. However, we do not adapt the theory presented in Chapter
4 to finitely presented pro-p groups since, for our concerns, it is sufficient to switch to the
polycyclic group SZ if necessary.
6.2 Connection with the graph G(p)
As a motivation for the investigation of S, we recall its impact on the coclass graph G(p).
First, we provide a preliminary lemma, see [29, Lemma 8.2.1].
6.3 Lemma. Let G be a maximal class group with positive degree of commutativity and
refined central series G > P1 > . . . > Pn = {1}. Let s ∈ G \ P1 and s1 ∈ P1 \ P2. If
1 ≤ k ≤ n− 2, or if k = n− 1 and sp = (ss1)
p = 1, and if u > 0, let A = Pu/Pu+k. If A is
abelian and has order pk, then A is isomorphic to Ak as a P -module where θ acts on A by
conjugation by sPu+k.
Proof. By Lemma 3.3, the element sp is central and so conjugation by s induces an action
of θ on A. For i ≥ 2 we inductively define si = [si−1, s] ∈ Pi and consider T as a Zp-module
generated by {κi | i ≥ 0} subject to the relations pκj +
(
p
2
)
κj+1+ . . .+
(
p
p
)
κj+p−1 = 0 for all
j ≥ 0. Let the mapping f : T → A be defined by
f : a0 + a1κ+ . . .+ arκ
r 7→ sa0u s
a1
u+1 . . . s
ar
u+rPu+k
for all a0, . . . , ar ∈ Zp and r ≥ k − 1. If f is well-defined, then f obviously is a surjection
with kernel Tk+1. If t ∈ T , then f(θt) = f(t + κt) = f(t)
sPu+k as ssi = sisi+1 for all i and,
thus, f is a P -homomorphism. It remains to prove that f is well-defined. For all i ≥ u, it
follows by induction from basic commutator identities that
(ssi)
p = spspi s
(p2)
i+1 · · · s
(pp)
i+p−1w
for some w lying in the normal subgroup of G generated by the set of all commutators
in {s, si} of weight at least 2 in si, see [29, Corollary 1.1.7]. Since Pu/Pu+k is abelian,
this normal subgroup is trivial and so is w. We now show that s−p(ssi)
p ∈ Pu+k for all
i ≥ u. If i > 1, then si ∈ P2 and s
p = (ssi)
p by Lemma 3.3. Now let i = 1 and u = 1.
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If 1 ≤ k ≤ n − 2, then u + k ≤ n − 1 and sp, (ss1)
p ∈ Pn−1 ≤ Pu+k by Lemma 3.3. If
k = n− 1, then sp = (ss1)
p = 1 is given. This shows that
spi s
(p2)
i+1 · · · s
(pp)
i+p−1 ∈ Pu+k
for all i ≥ u; that is, f is well-defined.
The proof of the following theorem is from [29, Proposition 8.2.3], and it implies the
subsequent corollary.
6.4 Theorem. The graph G(p) consists of the cyclic group of order p2 and an infinite coclass
tree T with root S2. The tree T has a unique maximal infinite path S2 → S3 → . . .
Proof. Except for the cyclic group of order p2, every maximal class group is connected in
G(p) to the group S2. It remains to show that the descendant tree T of S2 has exactly one
infinite path starting at S2. Obviously, S2 → S3 → . . . is such a path in T . Let G be a group
in T which lies on an infinite path. We assume that |G| = pn with n > p+ 1 so that G has
positive degree of commutativity. Let G > P1 > . . . > Pn = {1} be the refined central series
of G and choose s ∈ G \ P1 and s1 ∈ P1 \ P2. Since G has infinitely many descendants, it
follows from Theorem 3.2 and Lemma 3.3 that P1 is abelian and s
p = (ss1)
p = 1 in G. Now
we can apply Lemma 6.3 and obtain that P1 ∼= T/Tn as P -modules where θ ∈ P acts on P1
by conjugation by s. This shows that G ∼= P ⋉ T/Tn = Sn.
6.5 Corollary. Let G be of maximal class with refined central series G>P1>. . .>Pn = {1}
where P1 is abelian and n > p+ 1.
a) If G has a descendant in G(p), then G ∼= Sn.
b) If there exist s ∈ G \ P1 and s1 ∈ P1 \ P2 with s
p = (ss1)
p = 1, then G ∼= Sn.
Another important property of the space group S is revealed in the following lemma.
Recall that Tn is the n-th body of the tree T , see Section 2.1.1.
6.6 Lemma. Every group at depth e in Tn with n ≥ p+ 1 is an extension of Ae by Sn.
Proof. Let G be a group at depth e > 0 in the body Tn with refined central series
G > P1 > . . . > Pn+e = {1}. By Theorem 3.2, the degree of commutativity l of G is
positive and hence Pn is abelian as e ≤ en. Let s ∈ G \ P1 be arbitrary. It follows from
Lemma 6.3 that Pn and Ae are isomorphic as P -modules where θ ∈ P acts on Pn by conju-
gation by s. Since e ≤ en and |G| = p
n+e, it can be deduced from Theorem 3.2 that l ≥ e−1
and, hence, P1/Pn acts trivially on Pn. The group Sn acts on Pn via Sn ∼= G/Pn and, thus,
Pn ∼= Ae as Sn-modules.
This shows that every group at depth e in the body Tn with n ≥ p + 1 can be described
by a certain element of the second cohomology group H2(Sn, Ae). This is the basis for our
further investigations and we determine H2(Sn, Ae) in a later section. The proof of Lemma
6.6 cannot be extended to groups at depth e > en in the branch Bn, which is the reason why
we restrict attention to the groups in the body Tn.
We conclude this paragraph with a preliminary lemma.
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6.7 Lemma. Let G be an extension of Ae by Sn.
a) Let N  G such that G/N has maximal class. If N < Ae or if N = Ae = γm(G) for
some m, then G has maximal class.
b) The group G has maximal class if and only if γn(G) = Ae.
Proof. Part b) follows from part a) and Lemma 3.1. We now prove a). The group G acts
uniserially on Ae with series Ae = B1 > . . . > Be+1 = {0}, and N is a term of this series.
If N = Ae and N = γm(G), then G/N has order p
n and m = n as G/N has maximal class.
By induction, Bi = γn+i−1(G) and G has maximal class. If N < Ae, then N = Bi for some
i > 1 and γn(G/Bi) = B1/Bi as G/Bi has maximal class. This shows that γn(G) ≤ B1 and
hence γn(G) = B1. By induction, γn+j(G) = B1+j , and G has maximal class.
6.3 Standard presentations
It follows from Lemma 6.6 that every group at depth e in the body Tn is an extension of Ae
by Sn, and we want to use the cohomological methods described in Section 4.2.3 to examine
these extensions. For this purpose, we now define standard p.c.p.s for SZ and its quotients
Sn for n ≥ p. These presentations are used throughout the rest of this thesis and we use
Fraktur characters to increase their recognition value. First, we fix an abstract generating
set
S = {g, t1, . . . , td}
for the group SZ where g corresponds to the generator θ of the point group P and {t1, . . . , td}
corresponds to the Z-basis {1, θ, . . . , θd−1} of the translation subgroup TZ. As a set of
relations we choose
R = {gp = 1, ttlk = tk, t
g
j = tj+1, t
g
d = t
−1
1 . . . t
−1
d | l < k and j < d}.
It is easy to see that 〈S | R〉 is a consistent p.c.p. describing the group SZ, and we call it
the standard p.c.p. of SZ. If we identify SZ with the group defined by this presentation,
then SZ consists of normalized words in S, and its point group and translation subgroup are
P = 〈g〉 and TZ = 〈t1, . . . , td〉, respectively. Note that the abelian translation subgroup is
now written multiplicatively.
Let n ≥ p. We write n = xd+ i with integers x ≥ 1 and 1 ≤ i ≤ d, and q = px. By Lemma
6.1, the quotient Sn = SZ/TZ,n has a consistent p.c.p. on S with defining relations
Rn = {g
p = 1, ttlk = tk, t
g
j = tj+1, t
g
d = t
ln,1
1 . . . t
ln,d
d | l < k and j < d} ∪
{tq1 = wn,1, . . . , t
q
d−i+1 = wn,d−i+1, t
pq
d−i+2 = 1, . . . , t
pq
d = 1}
where wn,1, . . . , wn,d−i+1 are certain normalized words in {t
q
d−i+2, . . . , t
q
d}, and t
ln,1
1 . . . t
ln,d
d is
the normalized word corresponding to the element t−11 . . . t
−1
d . We call this presentation the
standard p.c.p. of Sn.
For e ≥ 1 we fix a consistent p.c.p. 〈Ae | Ce〉 of Ae = T/Te+1 such that S and Ae are
disjoint, and we call it the standard p.c.p. of Ae. If e ≥ d, then we make use of the standard
p.c.p. of Se+1 and define Ae = A where A = {a1, . . . , ad} corresponds to the generating set
{t1, . . . , td} of TZ such that the relations Ce correspond to a subset of Re+1.
For e ≥ 1 let Me be the set of words in S ∪ Ae which consists of the conjugate relations
describing the SZ-module structure of Ae, cf. Section 4.2.3.
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The next definition summarizes the definitions of S and SZ which are used in this thesis.
Recall that G ∈ GL(d,Zp) is the companion matrix of 1 +X + . . .+X
d, see Section 5.1.4.
6.8 Definition. a) The group SZ can be regarded as SZ = Cp(θ) ⋉ Z[θ] or SZ = 〈S | R〉.
Unless otherwise noted, we assume that SZ = 〈S | R〉.
b) We abuse notation and identify g and {t1, . . . , td} with the generator θ of P and the
Zp-basis {1, θ, . . . , θ
d−1} of T , respectively. Thus, S is isomorphic to the group SZp with
elements {ge0te11 . . . t
ed
d | 0 ≤ e0 < d, e1 . . . , ed ∈ Zp} and multiplication defined by S.
The group S can be regarded as
S = Cp(θ)⋉ (Zp[θ],+) or S = Cp(G) ⋉ Z
d
p or S = SZp .
In all cases, the point group P and translation subgroup T are defined accordingly.
Unless otherwise noted, we assume that S = SZp .
c) If n ≥ p and e ≥ d, then Sn and Ae are defined as Sn = 〈S | Rn〉 and Ae = 〈A | Ce〉.
If n ≥ p, then every word in S can be considered as an element of S, SZ, and Sn,
respectively, and we have to make sure that there is no risk of confusion, cf. Remark 4.1.
For example, the word g−1tdg can be considered as
g−1tdg = t
−1
1 . . . t
−1
d in S and in SZ, and g
−1tdg = t
ln,1
1 . . . t
ln,d
d in Sn.
An advantage of this description is the existence of canonical transversals Sn → S and
Sn → SZ which map a normalized word s ∈ Sn onto s ∈ S and s ∈ SZ, respectively.
Recall that the ZpP -module structure on T now is given by t
∑d
i=0 aig
i
=
∏d
i=0(t
gi)ai .
6.3.1 The groups {Sn+kd | k ≥ 0}
We show that the groups in {Sn+kd | k ≥ 0} with n ≥ p can be described by a single
parameterized presentation with one integer parameter, that is, by a group presentation
whose defining relations have exponents which are arithmetic expressions containing an
indeterminate integer as parameter. First, we need some more notation.
If w is a word in a finite alphabet {a1, . . . , am}, then we write w = w(a1, . . . , am) to
emphasize the alphabet. If {b1, . . . , bm} is some other alphabet, then w(b1, . . . , bm) arises
from w by replacing every occurrence of ai in w by bi for all 1 ≤ i ≤ m.
6.9 Remark. We consider the defining relations in Rn. Then wn,j with 1 ≤ j ≤ d − i + 1
can be written as
wn,j = wn,j(t
px
d−i+2, . . . , t
px
d )
and, for k ≥ 0, the word wn+kd,j is given by wn+kd,j = wn,j(t
px+k
d−i+2, . . . , t
px+k
d ).
By definition, the exponents ln,1, . . . , ln,d are all congruent to -1 modulo p
x and, by induc-
tion, for all 1 ≤ j ≤ d the value of ln+kd,j is
ln+kd,j = p
k(ln,j + 1)− 1.
A proof is straightforward, but technical, and for details we refer to Section A.1.1. Using
these equalities, one can parameterize the relations in Rn with the integer k ≥ 0 to describe
the relations in Rn+kd. This shows that the groups in {Sn+kd | k ≥ 0} can be described by
a single parameterized presentation with parameter k.
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A consequence of Remark 6.9 is the following.
6.10 Remark. If e ≥ d, then the groups in {Ae+kd | k ≥ 0} can be described by a single
parameterized presentation with parameter k. Analogously, the sets in {Me+kd | k ≥ 0},
which describe the SZ-module structures on Ae+kd for k ≥ 0, can be described by a param-
eterization with parameter k.
6.11 Remark. Let e ≥ d and denote by πk : TZ → Ae+kd the projection. If u ∈ TZ, then there
exists k0 ∈ N such that the elements in {πk(u) | k ≥ k0} can be described by a parameterized
word with parameter k.
Example. We consider p = e = 5 and n = 6. Let k ≥ 0 and q = 5k.
a) The standard p.c.p. of S6 has generators S = {g, t1, . . . , t4} and relations
R6 = {t
ti
j = tj , t
g
l = tl+1, t
g
4 = t
4
1t
4
2t
4
3t
9
4 | i < j and l < 4} ∪
{g5 = 1, t51 = t
5
4, t
5
2 = t
5
4, t
5
3 = t
5
4, t
25
4 = 1}.
The standard p.c.p. of S6+4k has generating set S and relations
R6+4k = {t
ti
j = tj , t
g
l = tl+1, t
g
4 = t
5q−1
1 t
5q−1
2 t
5q−1
3 t
10q−1
4 | i < j and l < 4} ∪
{g5 = 1, t5q1 = t
5q
4 , t
5q
2 = t
5q
4 , t
5q
3 = t
5q
4 , t
25q
4 = 1}.
b) The standard p.c.p. of A5+4k has generators A = {a1, . . . , a4} and relations
C5+4k = {a
ai
j = aj , a
5q
1 = a
5q
4 , a
5q
2 = a
5q
4 , a
5q
3 = a
5q
4 , a
25q
4 = 1 | i < j}.
The set M5+4k is given by
{a
tj
i = ai, a
g
l = al+1, a
g
4 = a
5q−1
1 a
5q−1
2 a
5q−1
3 a
10q−1
4 | l < 4 and 1 ≤ i, j ≤ 4}.
c) Let πk : TZ → A5+4k be the projection. If u = t
e1
1 t
−e2
2 t
e3
3 t
−e4
4 ∈ TZ with e1, . . . , e4 > 0,
then
πk(u) = t
e1
1 t
5q−e2
2 t
e3
3 t
20q−e4
4
for all k ≥ min{i | 5i+1 ≥ e1, e2, e3, e4/4}.
6.4 Automorphism groups
The automorphism group of S plays an important role in further investigations and therefore
is examined in this section. For this purpose, we consider S as the split extension of its
translation subgroup T by its point group P and use the cohomological methods described
in Chapter 4.
6.4.1 The automorphism group of S
Recall that the ring automorphism σj : Zp[θ] → Zp[θ] with p ∤ j is defined by θ 7→ θ
j mod p,
and every unit u ∈ Up acts on Zp[θ] via multiplication. We transfer these actions to elements
of Aut(T ) for all three descriptions of S, see Definition 6.8.
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The group of 1-cocycles Z1(P, T ) consists of the mappings δt : P → T with t ∈ T where
δt : P → T, g
i 7→ t
θi−1
θ−1 .
Note that θ
i−1
θ−1 is a unit if p ∤ i, see Section A.1.2.
6.12 Theorem. The automorphisms of S are {α(j, c, t) | 1 ≤ j ≤ d, c ∈ Up, t ∈ T} where
α(j, c, t) : S → S, gla 7→ gljσj(a)
cδt(g
lj) (0 ≤ l ≤ d, a ∈ T ).
Proof. For the proof, we regard S = P ⋉T with P = Cp(G) and T = Z
d
p as in Definition 6.8.
The group T is characteristic in S and we consider the homomorphism
φ : Aut(S)→ Aut(P )×Aut(T ), α 7→ (α|P , α|T ),
with Aut(P ) ∼= Cd and Aut(T ) = GL(d,Zp). For t ∈ T let the automorphism αt : S → S be
defined by αt|T = idT and αt : (G
i, s) 7→ (Gi, s+ t(G0 + . . .+ Gi−1)) if 1 ≤ i ≤ d. It follows
from Lemma 4.4 that
ker φ = {αt : S → S | t ∈ T} and im φ = Comp(P, T ),
and a preimage of (α,N) ∈ Comp(P, T ) under φ is given by S → S, (Gi, s) 7→ (α(G)i, sN).
By definition, (α,N) ∈ Comp(P, T ) if and only if N ∈ NGL(d,Zp)(〈G〉) and α ∈ Aut(P ) such
that α(G) = N−1GN . Now the theorem follows from Lemma 5.3 and a translation to the
group S defined as S = SZp , see Definition 6.8.
Remark. a) It follows from the definition that
〈α(j, 1, 1) | 1 ≤ j ≤ d〉 ∼= G(Qp(θ)/Qp),
〈α(1, u, 1) | u ∈ Up〉 ∼= Up, and
〈α(1, 1, t) | t ∈ T 〉 ∼= Z1(P, T ).
Using the group actions defined implicitly in Theorem 6.12, the group Aut(S) is of the
isomorphism type G(Qp(θ)/Qp)⋉
[
Up ⋉ Z
1(P, T )
]
.
b) The inverse of α(j, c, t) is α(l, σl(c)
−1, σl(δt−1(g
j))σl(c)
−1
) with l = j−1 mod p.
Corollary. The inner automorphisms of S are {α(1, c, t) | c ∈ Cp(θ), t ∈ T2}.
Proof. Let gjt, gis ∈ S be arbitrary with 0 ≤ i, j ≤ d and s, t ∈ T . If i > 0, then
(gis)g
jt = gisg
j
(t−1)g
i−1 = gisg
j
(t1−g)1+g+...+g
i−1
,
and conjugation with gjt induces the automorphism α(1, θj , t1−g) with t1−g ∈ T2.
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6.4.2 The automorphism group of Sn
6.13 Theorem. If n ≥ max{4, p}, then Aut(S)→ Aut(Sn), α 7→ α|Sn , is surjective.
Proof. Let α ∈ Aut(Sn) and let τ : Sn → S be the transversal which maps a normalized
word s ∈ Sn onto s ∈ S. The 2-step centralizer P1(Sn) = T/Tn is characteristic in Sn and,
thus, α(g) = gja for some 1 ≤ j ≤ d and a ∈ T/Tn. The automorphism
α(j, 1, τ(a)(1+θ+...+θ
j−1)−1)|Sn ◦ α
−1
fixes g ∈ Sn, and we can assume that α(g) = g and α(t1) = c for some c ∈ T/Tn. Note that
there exists e ∈ Zp[θ] such that c can be written as c = t
e
1. Since tl = t
gl−1
1 for 1 ≤ l ≤ d,
this implies that α|T/Tn is the multiplication with eTn, and so e /∈ T2. Hence, e ∈ Up and
α(glt) = glte proves that α = α(1, e, 1)|Sn .
We remark that Theorem 6.13 holds for all n ≥ 4. However, we restrict attention to n ≥ p
as our proof uses the standard p.c.p. of Sn which we have only defined for n ≥ p.
Corollary. If n ≥ max{4, p}, then the following hold.
a) α(j, c, t)|Sn = idSn if and only if j = 1, c ∈ U
(n−1)
p , and t ∈ Tn.
b) Aut(Sn) = {α|Sn : Sn → Sn | α ∈ Aut(S)} and |Aut(Sn)| = (p− 1)
2p2n−3.
6.5 Cohomology
Using the methods developed in Section 4.2.3, we now compute the cohomology groups
H2(SZ, Ae) and H
2(Sn, Ae) for n ≥ p + 1 and 1 ≤ e ≤ en. First, we recall the relevant
definitions and introduce some more notation.
Recall that SZ and Sn are the groups defined by their standard p.c.p.s 〈S | R〉 and
〈S | Rn〉, respectively, with generating set S = {g, t1, . . . , td}. Since we restrict attention to
these presentations, we adapt the notation of a tail vector of Sn in Ae. By definition, a tail
vector x of Sn in Ae is a list x = (xr)r∈Rn of elements in Ae. Now, if r ∈ Rn is the conjugate
relation of tgj or t
ti
j , then we write x0,j = xr and xi,j = xr, respectively. The tails of the
power relations of g, t1, . . . , td are denoted by x0,0, . . . , xd,d. Hence, from now on we write
(xi,j) = (xi,j)0≤i≤j≤d for (xr)r∈Rn and, in a similar way, we treat a tail vector of S in Ae.
Recall that Ae = 〈Ae | Ce〉 and the set Me contains the conjugate relations describing the
Sn-action on Ae. The following definition describes the extension defined by a tail vector of
Sn in Ae, cf. Sections 4.2.3 and 6.3.
6.14 Definition. Let x = (xi,j)0≤i≤j≤d be a list of elements in Ae. Then E(x) is the polycyclic
presentation with generating set S ∪ Ae and relations
{ttlk = tkxl,k, t
g
j = tj+1x0,j , t
g
d = t
ln,1
1 . . . t
ln,d
d x0,d | l < k and j < d} ∪
{gp = x0,0, t
px
j = wn,jxj,j, t
px+1
l = xl,l | j ≤ d− i + 1 < l} ∪ Ce ∪Me.
The group defined by E(x) is denoted by E(x).
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6.15 Remark. By the construction in Section 4.2.3, the tail vector xγ = (xi,j) defined by
the 2-cocycle γ ∈ Z2(Sn, Ae) consists of the tails
x0,0 =
∏d
i=1 γ(g, g
i) =
∏d
i=1 γ(g
i, g)g
d−i
,
xi,i =
∏q−1
k=1 γ(t
k
i , ti) for 1 ≤ i ≤ d with q = relord(ti),
xi,j = γ(tj , ti)γ(ti, tj)
−1 for 0 < i < j < p, and
x0,i = γ(ti, g)γ(g, t
g
i )
−1 for 0 < i < p.
For example, xi,j with 0 < i < j < p is defined by (ti, 1)(tj , xi,j) = (tj , 1)(ti, 1) in E(γ).
6.16 Remark. Let γ ∈ Z2(Sn, Tn/Tn+e) be a 2-cocycle defining an extension E(γ) of Tn/Tn+e
by Sn. We use the P -module isomorphism ιn,e : Tn/Tn+e → Ae of Definition 6.2 to obtain
a 2-cocycle γ′ = ιn,e ◦ γ of Sn with coefficients in Ae. The extensions E(γ) and E(γ
′)
are isomorphic via (s, a) 7→ (s, ιn,e(a)), and E(γ
′) ∼= E(xγ′) by Lemma 4.6. Thus, every
extension of Tn/Tn+e by Sn can be described by a tail vector of Sn in Ae.
6.5.1 The second cohomology of SZ
For an SZ-module A with TZ acting trivially on A we write A
SZ = AP for the subgroup of
fixed points under this action.
6.17 Lemma. If A is an SZ-module with TZ acting trivially on A, then
H2(SZ, A) ∼= (A
P )3 ×Ad/2−1.
Proof. Using the methods described in Section 4.2.3, that is, standard presentations and
consistency checks, it is straightforward, but technical, to prove that
Z(SZ, A) ∼= (A
P )3 ×Ad/2−1 × B(SZ, A) with B(SZ, A) ∼= A
d−1.
A detailed proof is given in Section A.1.3.
Remark. An analysis of the proof of Lemma 6.17 shows that the tail vectors (xi,j) lying in
Z(SZ, A) can be parameterized as follows. The elements
• x1,3, . . . , x1,d/2+1 ∈ A,
• x0,1, . . . , x0,d−1 ∈ A,
• and k1, k2, k3 ∈ A
P
can be chosen arbitrarily and determine
• x0,0 = k1,
• x1,2 = k2
∏d/2+1
k=3 x
αk
1,k with αk = g+ . . .+ g
p−k,
• x1,i = x
−gi−1
1,d−i+3 for d/2 + 2 ≤ i ≤ d,
• xi,j = x
gi−1
1,j−i+1 for 2 ≤ i < j ≤ d, and
• x0,d = k3
∏d−1
k=1 x
−βk
0,k with βk = 1 + g+ . . .+ g
d−k.
A complement to B(SZ, A) in Z(SZ, A) is generated by the tail vectors with trivial tails
x0,1, . . . , x0,d−1.
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6.5.2 Bounding the order of H2(Sn, Ae)
Recall that n ≥ p + 1 and 1 ≤ e ≤ en. The point group P of SZ acts on a 1-cocycle
γ ∈ Z1(TZ,n, Ae) via
γg : TZ,n → Ae, t 7→ γ(t
g)g
−1
,
and this action gives rise to an action on the first cohomology group H1(TZ,n, Ae), cf. Section
4.2.1. The group of fixed points under this action is denoted by H1(TZ,n, Ae)
P .
We start with a preliminary lemma.
6.18 Lemma. H1(SZ, Ae) ∼= H
1(Sn, Ae) and H
1(TZ,n, Ae)
P = HomP (TZ,n, Ae) ∼= Ae.
Proof. We write A = Ae. If γ ∈ Z
1(SZ, A), then γ(g
it) = γ(g)
∑i−1
k=0 g
k
γ(t) for all 1 ≤ i ≤ d
and t ∈ TZ, and the restriction γ|TZ is a homomorphism. In particular, it follows from
γ(gi+jsg
j
t) = γ(gis)g
j
γ(gjt) for s, t ∈ TZ that γ|TZ is a P -homomorphism; that is, the values
γ(g) and γ(t1) describe γ completely. Conversely, if a, b ∈ A and f ∈ HomP (TZ, A) is defined
by f(t1) = b, then a 1-cocycle γa,b ∈ Z
1(SZ, A) is defined by
γa,b : SZ → A, g
it 7→ a
∑i−1
k=0 g
k
f(t) (0 ≤ i ≤ d, t ∈ TZ).
The mapping A×A→ Z1(SZ, A), (a, b) 7→ γa,b, is an isomorphism.
Every a ∈ A defines a P -homomorphism fa : TZ → A via t1 7→ a. If s ∈ TZ,n with
s = t(g−1)
n−1
for some t ∈ TZ, then TZ,n ≤ TZ,e+1 implies that fa(s) = fa(t)
(g−1)n−1 = 1,
and fa induces a P -homomorphism TZ/TZ,n → A; that is, Z
1(SZ,n, TZ) ∼= A × A follows as
above. Now it is easy to deduce that H1(SZ, Ae) ∼= H
1(SZ,n, Ae). Note that H
1(TZ,n, A) =
Hom(TZ,n, A) and H
1(TZ,n, A)
P = HomP (TZ,n, A) ∼= A as shown above.
A sequence M1
α1→ M2
α2→ . . . of groups M1,M2, . . . and group homomorphisms α1, α2, . . .
is exact, if kerαj+1 = im αj for all j ≥ 1. We now use an exact sequence of cohomology
groups to prove an upper bound for the order of H2(Sn, Ae). For this purpose, we introduce
some more notation, cf. [66, Section 11.8].
6.19 Definition. a) Let τ : Sn → SZ be the transversal which maps a normalized word
s ∈ Sn onto τ(s) = s, and define γ : Sn × Sn → TZ,n as (u, v) 7→ τ(uv)
−1τ(u)τ(v). The
transgression homomorphism tr : HomP (TZ,n, Ae)→ H
2(Sn, Ae) is defined as
tr : f 7→ f ◦ γ +B2(Sn, Ae).
b) For i = 1, 2 the restriction homomorphism res : H i(SZ, Ae)→ H
i(TZ,n, Ae) is defined as
res : δ +Bi(SZ, Ae) 7→ δ
′ +Bi(TZ,n, Ae),
where δ′ is the restriction of δ to TZ,n and TZ,n × TZ,n, respectively.
c) For i = 1, 2 the inflation homomorphism inf : H i(Sn, Ae)→ H
i(SZ, Ae) is defined as
inf : δ +Bi(Sn, Ae) 7→ δ
′ +Bi(SZ, Ae),
where δ′ = δ ◦ π and δ′ = δ ◦ (π, π), respectively, with π : SZ → Sn the projection.
These homomorphisms clearly depend on the groups Sn and Ae. However, we omit corre-
sponding labels whenever domain and codomain of these mappings follow from the context.
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6.20 Theorem. The sequence 0→ H1(TZ,n, Ae)
P tr→ H2(Sn, Ae)
inf
→ H2(SZ, Ae) is exact.
Proof. By [66, Theorem 11.9.1], the Hochschild-Serre spectral sequence yields an exact se-
quence
0→ H1(Sn, Ae)
inf
→ H1(SZ, Ae)
res
→ H1(TZ,n, Ae)
P tr→ H2(Sn, Ae)
inf
→ H2(SZ, Ae).
It follows from Lemma 6.18 that inf : H1(Sn, Ae) → H
1(SZ, Ae) is an isomorphism, that is,
res = 0, which proves the theorem.
The following corollary is a consequence of Lemmas 6.18 and 6.17 and Theorem 6.20.
6.21 Corollary. The order of H2(Sn, Ae) is at most |A
P
e |
3|Ae|
d/2 = ped/2+3.
6.5.3 The second cohomology of Sn
Again, let n ≥ p + 1 and 1 ≤ e ≤ en in this paragraph. We define certain subgroups of
H2(Sn, Ae) and, as a first step, we determine the group of coboundary tail vectors.
6.22 Lemma. The tail vector x = (xi,j) of Sn in Ae is a coboundary tail vector if and only
if x0,1, . . . , x0,d−1 ∈ Ae and x0,d =
∏d−1
k=1 x
−βk
0,k with βk = 1 + g + . . . + g
d−k, and all other
tails are trivial; that is,
B(Sn, Ae) ∼= A
d−1
e .
Proof. Consistency checks as in the proof of Lemma 6.17 show that every coboundary tail
vector of Sn in Ae is of the type as in the lemma and, conversely, every list of tails as given
in the lemma lies in B(Sn, Ae). For these consistency checks, note that t
g
d = t
ln,1
1 . . . t
ln,d
d in
Sn and a
ln,j = a−1 in Ae for all a ∈ Ae and 1 ≤ j ≤ d, see Remark 6.9 and Lemma 6.1.
For a P -homomorphism f : T/Tn ∧ T/Tn → Ae let the 2-cocycle Γf : Sn × Sn → Ae be
defined as
Γf : (g
ia, gjb) 7→ f(ag
j
∧ b)1/2 (a, b ∈ T/Tn).
If Γf ∈ B
2(Sn, A) and a, b ∈ T/Tn, then Γf (a∧b) = Γf (b∧a) and, thus, f(a∧b) = 1. Hence,
there is an embedding
HomP (T/Tn ∧ T/Tn, Ae)→ H
2(Sn, Ae), f 7→ Γf +B
2(Sn, Ae).
We now use Lemma 5.8 and consider a P -homomorphism T ∧ T → Ae as a P -
homomorphism T/Tn ∧ T/Tn → Ae, and vice versa.
6.23 Definition. a) If f : T ∧ T → Ae is a P -homomorphism, then xf = xΓf denotes the
tail vector of Sn in Ae defined by the 2-cocycle Γf , cf. Remark 6.15.
b) The group
H(n, e) = {xf | f ∈ HomP (T ∧ T,Ae)}
consists of the hom tail vectors of Sn in Ae.
6.24 Lemma. The hom tail vector xf = (xi,j) satisfies xi,j = 1 if i = 0 or i = j, and
xi,j = f(tj ∧ ti) if 1 ≤ i < j ≤ d. The group of hom tail vectors is of the type
H(n, e) ∼= Cp ×A
(p−3)/2
e .
Proof. This follows from the definition, cf. Remark 6.15 and Corollary 5.6.
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By Theorem 6.20, the transgression homomorphism
tr : HomP (TZ,n, Ae)→ H
2(Sn, Ae), f 7→ f ◦ γ +B
2(Sn, Ae),
is an embedding where γ ∈ Z2(Sn, TZ,n) is defined by γ(g, h) = τ(gh)
−1τ(g)τ(h) and τ : Sn →
SZ is the canonical transversal with τ(s) = s. Recall that xf◦γ is the tail vector defined by
the 2-cocycle f ◦ γ, cf. Remark 6.15.
Definition. The group of mainline tail vectors of Sn in Ae is defined as
M(n, e) = {xf◦γ | f ∈ HomP (TZ,n, Ae)}.
6.25 Lemma. The mainline tail vector xf◦γ = (xi,j) satisfies xi,j = 1 if 1 ≤ i < j ≤ d or
if i = 0 and j < d. If x1,1, . . . , xd,d are trivial, then x0,d is trivial as well. The group of
mainline tail vectors is of the type
M(n, e) ∼= Ae.
Proof. By Theorem 6.20, the group M(n, e) is isomorphic to HomP (TZ,n, Ae) ∼= Ae. Let
x = (xi,j) be the mainline tail vector defined by f ∈ HomP (TZ,n, Ae). By Remark 6.15, the
tail xi,j is trivial if 1 ≤ i < j ≤ d or if i = 0 and j < d. If n = xd+ i with integers x ≥ 1 and
1 ≤ i ≤ d, then
xi,i = f(wi) with wi = t
px
i w
−1
n,i ∈ TZ,n if 1 ≤ i ≤ d− i + 1 and
xj,j = f(wj) with wj = t
px+1
j ∈ TZ,n if d− i + 2 ≤ j ≤ d,
where the inverses of wn,1, . . . , wn,d−i+1 are computed in TZ. The tail x0,d is
x0,d = f(w) with w = t
−ln,1−1
1 . . . t
−ln,d−1
d ∈ TZ,n,
and a straightforward, but technical, computation shows that w = w−11 . . . w
−1
d u for some
word u in {wd−i+2, . . . , wd}; for a detailed proof we refer to Section A.1.4. This implies that
x0,d = x
−1
1,1 . . . x
−1
d,df(u) which proves the lemma.
Definition. The group of twig tail vectors of Sn in Ae is defined as
T(n, e) = {(xi,j) | x0,0, x0,d ∈ A
P
e and xi,j = 1 if (i, j) /∈ {(0, 0), (0, d)}}.
Consistency checks as in the proof of Lemma 6.17 prove the following lemma.
Lemma. The elements of T(n, e) are tail vectors of Sn in Ae, and T(n, e) ∼= C
2
p .
We have defined four subgroups of Z(Sn, Ae) and the following theorem shows that these
subgroups suffice to describe Z(Sn, Ae) completely.
6.26 Theorem. The group Z(Sn, Ae) of tail vectors of Sn in Ae can be written as
Z(Sn, Ae) = B(Sn, Ae)⊕M(n, e) ⊕H(n, e)⊕ T(n, e),
and so
H2(Sn, Ae) ∼= C
3
p ×A
(p−1)/2
e .
Proof. By construction, the sum of the right side of the equation is a direct sum and a
subgroup of Z(Sn, Ae) of order p
e(3d/2−1)+3. By Corollary 6.21 and Lemmas 4.7 and 6.22,
the order of Z(Sn, Ae) is at most p
e(3d/2−1)+3.
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6.27 Remark. The results of the previous paragraphs show that the exact sequence of
Theorem 6.20 splits; that is,
H2(Sn, Ae) ∼= H
1(TZ,n, Ae)
P ×H2(SZ, Ae),
and a splitting H2(SZ, Ae) → H
2(Sn, Ae) in terms of tail vectors is given by (xi,j) 7→ (yi,j)
where yi,j = xi,j if (i, j) /∈ {(1, 1), . . . , (d, d)} and yj,j = 1 for all 1 ≤ j ≤ d.
6.5.4 Notation
First, we introduce a set of canonical coset representatives of B(Sn, Ae) in Z(Sn, Ae).
6.28 Remark. It is well-known that two 2-cocycles which differ by a 2-coboundary define
isomorphic extensions, and the same holds for two tail vectors which differ by a coboundary
tail vector. Thus, we consider Z(Sn, Ae)/B(Sn, Ae) and, from now on, we identify
Z(Sn, Ae)/B(Sn, Ae) = M(n, e)⊕H(n, e) ⊕T(n, e),
where the direct sum on the right side is a complement to B(Sn, Ae) in Z(Sn, Ae), see
Theorem 6.26. In particular, we assume that every tail vector (xi,j) of Sn in Ae has trivial
coboundary tails x0,1, . . . , x0,d−1. Hence, if G is a maximal class group at depth e in the
body Tn, then there exists a tail vector x ∈ M(n, e)⊕H(n, e)⊕T(n, e) such that G ∼= E(x).
Following the convention made in Remark 6.28, every tail vector x of Sn in Ae can be
written uniquely as
x = t+ h+m
where t ∈ T(n, e), h ∈ H(n, e), and m ∈ M(n, e). We call t, h, and m the twig, hom, and
mainline component of x, respectively.
The aim of the following chapter is to determine the tail vectors of Sn in Ae which define
the groups in the body Tn. For this discussion, a more subtle notation is required. In
particular, the following subgroups and subsets of Z(Sn, Ae) play an important role.
6.29 Definition. a) Recall that the group of hom tail vectors H(n, e) consists of the tail
vectors xf with f ∈ HomP (T ∧ T,Ae). We now define
Ĥ(n, e) = {xf ∈ H(n, e) | f surjective},
L(n, e) = {xf ∈ H(n, e) | f liftable to a P -homomorphism T ∧ T → T}, and
L̂(n, e) = Ĥ(n, e) ∩ L(n, e).
b) Adding the group of twig tail vectors, we define
TH(n, e) = T(n, e)⊕H(n, e) and
T̂H(n, e) = T(n, e)⊕ Ĥ(n, e) as sets if e ≥ 2, and, T̂H(n, 1) = TH(n, 1) \ {0}.
Using Remark 6.28, these subsets are considered as subsets of Z(Sn, Ae)/B(Sn, Ae).
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The following corollary is a consequence of Corollaries 5.6 and 5.7.
6.30 Corollary. The group H(n, e) of hom tail vectors can be written as
H(n, e) = L(n, e)⊕Ht(n, e)
where L(n, e) ∼= A
d/2−1
e and Ht(n, e) ∼= Cp is generated by xf̂2 , see Definition 5.5.
The subscript ‘t’ indicates that the elements of Ht(n, e) have similar properties as the twig
tail vectors of Sn in Ae; we comment on these properties the following chapter. For e ≥ 2,
Figure 6.1 depicts the subset and superset relations between the subgroups and subsets
defined in this paragraph.
Ht(n, e) L(n, e) Ĥ(n, e)
H(n, e)
T(n, e)
T̂H(n, e)
Z(Sn, Ae)
B(Sn, Ae) M(n, e) TH(n, e)
L̂(n, e)
Figure 6.1: Subgroups and subsets of Z(Sn, Ae).
60 Chapter 6. The space group of maximal class
7 Cohomological description of maximal class
groups
The aim of this chapter is to describe the groups in the bodies Tp+1, Tp+2, . . . of the coclass
tree of G(p) using cohomology. It is proved in Lemma 6.6 that every group at depth e in the
body Tn is an extension of the S-module Ae by the mainline group Sn, and these extensions
can be described by elements of the second cohomology group H2(Sn, Ae). We have seen
that
H2(Sn, Ae) ∼= Z(Sn, Ae)/B(Sn, Ae) = T(n, e)⊕H(n, e)⊕M(n, e)
for n ≥ p+1 and 1 ≤ e ≤ en, where the equation on the right side follows from the conventions
made in Remark 6.28. The representation of the second cohomology group as a group of
tail vectors allows an explicit construction of the extensions defined by their elements: For
a tail vector x of Sn in Ae the corresponding extension E(x) is the group defined by the
presentation E(x), see Definition 6.14. The definition of this presentation depends on the
standard p.c.p.s of the groups Sn and Ae, see Section 6.3, and the elements of E(x) are
normalized words in S ∪Ae where S = {g, t1, . . . , td}.
In this chapter, we characterize the tail vectors of Sn in Ae which define the groups in the
bodies of the coclass tree. More precisely, we describe a set of tail vectors of Sn in Ae which
define, up to isomorphism, all the groups at depth e in the body Tn. Thus, as a first step,
we characterize the tail vectors defining the groups in question. The second step is then to
discuss the isomorphism problem, that is, the construction of the groups up to isomorphism.
Unless otherwise noted, let n ≥ p+ 1 and 1 ≤ e ≤ en throughout this chapter.
7.1 Tail vectors defining maximal class groups
Let x be a tail vector of Sn in Ae. Recall that x can be written uniquely as x = t+h+m where
t, h, and m are the twig, hom, and mainline component of x, respectively. If u, v ∈ E(x)
with u = v in E(x), then we also say that E(x) satisfies u = v.
We start with two preliminary lemmas.
7.1 Lemma. Let x be a tail vector of Sn in Ae with twig component t = (ti,j). Then E(x)
satisfies
gp = t0,0 and (gt1)
p = t0,0t0,d.
Proof. Let m = (mi,j) be the mainline component of x. Recall that t
g
d = t
ln,1
1 . . . t
ln,d
d in Sn
and ln,1, . . . , ln,d are all congruent to -1 modulo the exponent of Ae, see Remark 6.9 and
Lemma 6.1. This shows that E(x) satisfies
gp = t0,0 and (gt1)
p = t
ln,1+1
1 . . . t
ln,d+1
d m0,dt0,0t0,d.
Hence, the lemma is proved if (gt1)
p = 1 in E(m). This follows from Lemma 6.25 and
Remark 6.28 and a straightforward, but technical, computation. For a detailed proof we
refer to Section A.1.4.
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If π : Ae → Ai with i ≤ e is the projection, then we apply π to a tail vector of Sn in Ae
by applying it to the corresponding tails of the vector. Recall that a maximal class group is
capable if it has an immediate descendant in the coclass graph G(p).
7.2 Lemma. Let x ∈ Z(Sn, Ae) such that E(x) has maximal class.
a) If i ≤ e and π : Ae → Ai is the projection, then E(π(x)) ∼= E(x)/γn+i(E(x)).
b) If E(x) is capable, then gp = (gt1)
p = 1 in E(x).
Proof. a) By construction, π(x) is the tail vector defined by the 2-cocycle π◦γx, see Definition
4.8, and E(x) ∼= E(γx) and E(π(x)) ∼= E(π ◦ γx). Clearly, the projection E(γx)→ E(π ◦ γx)
has kernel γn+i(E(γx)).
b) Let G be an immediate descendant of E(x) and let g, t1 ∈ G be preimages of g, t1 ∈ E(x)
under the projection G → E(x). It follows from Lemma 3.3 that gp and (gt1)
p lie in the
kernel of this projection, that is, gp = (gt1)
p = 1 in E(x).
7.1.1 Mainline tail vectors
In this paragraph, we consider the tail vectors of Sn in Ae which define extensions isomorphic
to the mainline group Sn+e. The following lemma motivates the notation of the group of
mainline tail vectors.
7.3 Lemma. Let x be a tail vector of Sn in Ae such that E(x) has maximal class. Then
E(x) ∼= Sn+e if and only if x ∈ M(n, e).
Proof. If E(x) ∼= Sn+e, then the 2-step centralizer P1(E(x)) is abelian and g
p = (gt1)
p = 1
in E(x) by Lemma 7.2; that is, x has trivial tails xi,j for 1 ≤ i < j ≤ d, and x ∈ M(n, e) by
Lemma 7.1. Conversely, if x ∈ M(n, e) and E(x) has maximal class, then P1(E(x)) is abelian
and E(x) satisfies gp = (gt1)
p = 1 by Lemma 7.1; that is, E(x) ∼= Sn+e by Corollary 6.5.
We now construct an explicit mainline tail vector of Sn in Ae which defines Sn+e. For this
purpose, let τ : Sn → Sn+e be the canonical transversal with τ(s) = s and define
γn,e : Sn × Sn → Tn/Tn+e, (u, v) 7→ τ(uv)
−1τ(u)τ(v),
and
γ′n,e = ιn,e ◦ γn,e ∈ Z
2(Sn, Ae),
where ιn,e : Tn/Tn+e → Ae is the P -isomorphism of Definition 6.2. Recall that xγ′n,e is the
tail vector of Sn in Ae defined by the 2-cocycle γ
′
n,e, cf. Remark 6.15.
Definition. The mainline tail vector mn,e of Sn in Ae is defined as mn,e = xγ′n,e .
7.4 Lemma. a) The groups Sn+e, E(γn,e), and E(mn,e) are isomorphic.
b) The extensions E(γn,e) and Sn+e are equivalent.
c) As tail vectors, mn,e = mn+d,e, and mn,e ∈ M(n, e).
d) If e ≥ 1 and π : Ae → Ae−1 is the projection, then π(mn,e) = mn,e−1.
Proof. a) This follows from the construction and Remark 6.16.
b) The isomorphism E(γn,e)→ Sn+e, (u, a) 7→ τ(u)a, proves the equivalence.
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c) Lemma 7.3 and part a) show that mn,e ∈ M(n, e). It follows from Remarks 6.9 and 6.15
and the construction of the 2-cocycles γ′n,e and γ
′
n+d,e that mn,e = mn+d,e.
d) The tail vector π(mn,e) is defined by π ◦ γ
′
n,e. If π
′ : Sn+e → Sn+e−1 is the projection,
then π ◦ γ′n,e = ιn,e−1 ◦ π
′ ◦ γn,e. For m ≥ 0 let the canonical transversal Sn → Sn+m be
denoted by τm. Then π
′ ◦ τe = τe−1 implies that π
′ ◦ γn,e = γn,e−1.
7.1.2 The characterization of tail vectors
Again, we write a tail vector x of Sn in Ae as x = t+ h+m where t ∈ T(n, e) is a twig tail
vector, h ∈ H(n, e) is a hom tail vector, and m ∈ M(n, e) is a mainline tail vector. We use
this notation in this paragraph.
First, we show that the mainline component of a tail vector decides whether the corre-
sponding extension has maximal class. Part (2) of the proof of the following theorem is
motivated by [29, Lemma 8.1.3].
7.5 Theorem. If x = t+ h+m is a tail vector of Sn in Ae, then E(x) has maximal class if
and only if E(m) has maximal class.
Proof. Let y be a tail vector of Sn in Ae. It is sufficient to prove the following.
(1) If E(y) has maximal class, then E(y + t) has maximal class.
(2) If E(y) has maximal class, then E(y + h) has maximal class
Ad (1): Let s = g and s1 = t1 in E(y), and iteratively define sj+1 = [sj, s]. Since E(y) has
maximal class, it follows from Lemma 3.3 that sn+e−1 6= 1 in E(y). Note that E(y) = E(y+t)
as sets, and the same construction with s′ = g and s′1 = t1 in E(y + t) yields elements
s′, s′1, . . . in E(y + t). By definition, the tails of t are central and have order dividing p, and,
as n ≥ p+1, the exponents of td in s1, . . . , sd are all divisible by p, cf. Definition 6.14. Thus,
by construction, s′j = sj as words for 1 ≤ j ≤ d and there is a central a ∈ E(y) such that
the collection of spa in E(y) yields a word equal to s
′
p. The exponents of t1, . . . , td in sp are
divisible by p and, hence, s′j = sj as words for all j > p. This shows that s
′
n+e−1 6= 1 in
E(y + t), and E(y + t) has maximal class.
Ad (2): Recall that h is the tail vector defined by a 2-cocycle Γf for some P -homomorphism
f : T ∧ T → Ae, see Definition 6.23, and let γy : Sn × Sn → Ae be the canonical 2-cocycle
defined by y, see Definition 4.8. We use restrictions of these cocycles to define the extensions
M˜ < M < E(γy) and N˜ < N < E(γy + Γf )
of Ae by Tn−1/Tn and T/Tn, respectively. By definition, E(γy) = E(γy + Γf ) as sets. By
part (1), we can assume that y has a trivial twig component and, thus, M and N both
have a complement P = Cp(g). The restriction of Γf to Tn−1/Tn × Tn−1/Tn is trivial and,
therefore, M˜ and N˜ are isomorphic as P -modules. It follows from Lemma 3.5b) that P acts
uniserially on M˜ and, hence, on N˜ . Lemma 3.5a) shows that E(γy +Γf ) acts uniserially on
N˜ and, by construction, on N/Ae. Now Lemma 3.6 proves that E(γy + Γf ) acts uniserially
on N and, by Lemma 3.4, the group E(γy + Γf ) has maximal class.
We now provide a necessary and sufficient condition for a tail vector of Sn in Ae to define
an extension in the body Tn. Recall the definition of the set T̂H(n, e), see Definition 6.29.
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7.6 Corollary. Let x = t+h+m be a tail vector of Sn in Ae. Then E(x) lies in the body Tn
if and only if the tail vector m defines a group of maximal class and t+ h ∈ T̂H(n, e).
Proof. By Theorem 7.5, the tail vector x defines a group of maximal class if and only if m
does. Let E(x) be of maximal class. Clearly, the group E(x) lies in Tn if and only if Sn+1
is not a quotient of E(x). Hence, Lemma 7.3 proves the case e = 1. We now consider e > 1
and the projection π : Ae → A1. Then Sn+1 is not a quotient of E(x) if and only if E(π(x))
is not isomorphic to Sn+1, if and only if π(x) /∈ M(n, 1), if and only if π(h) 6= 0, if and only
if the homomorphism T ∧ T → Ae defining h is surjective, see Lemma 5.9.
7.2 Isomorphism problem
Every group at depth e in the body Tn is isomorphic to a group defined by a tail vector
x = t+h+m of Sn in Ae where m defines Sn+e and t+h lies in T̂H(n, e). In this section, we
attack the isomorphism problem and develop a criterion when two maximal class extension
defined by tail vectors are isomorphic.
7.2.1 Compatible pairs
Our main tool for solving the isomorphism problem is the group of compatible pairs, and,
as a first step, we recall some definitions made in Section 4.2.1.
The group of compatible pairs of Sn and Ae is defined as
Comp(n, e) = {(α, β) ∈ Aut(Sn)×Aut(Ae) | ∀a ∈ Ae : β(a)
α(g) = β(ag)}
and acts on the group of 2-cocycles Z2(Sn, Ae) via
γ(α,β) = β−1 ◦ γ ◦ (α,α).
The group B2(G,N) of 2-coboundaries is invariant under this action and, hence, the group
of compatible pairs acts on H2(G,N). If γ, δ ∈ H2(Sn, Ae) are cohomology classes, then the
extensions E(δ) and E(γ) are strongly isomorphic if and only if γc = δ for some compatible
pair c ∈ Comp(n, e), see Theorem 4.3. In general, there are extensions which are isomorphic
but not strongly isomorphic. However, in the case of maximal class extensions, the action
of the compatible pairs can be used to obtain a reduction up to isomorphism, see [14,
Theorem 20].
7.7 Lemma. If γ and δ are cohomology classes in H2(Sn, Ae) defining groups of maximal
class, then E(γ) ∼= E(δ) if and only if γc = δ for some compatible pair c ∈ Comp(n, e).
Proof. If γ and δ define groups of maximal class, then Ae is the n-th term of the lower
central series of the corresponding group extensions. Thus, every isomorphism from E(δ) to
E(γ) is a strong isomorphism and Theorem 4.3 proves the lemma.
Recall that H2(Sn, Ae) ∼= Z(Sn, Ae)/B(Sn, Ae) is identified with
T(n, e)⊕H(n, e) ⊕M(n, e),
and we assume that every tail vector of Sn in Ae has trivial coboundary tails. We now show
how a compatible pair acts on this group.
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Definition. If c = (α, β) is a compatible pair of Sn and Ae and if x is a tail vector of Sn in
Ae, then x
c is the tail vector defined by the 2-cocycle
γc = β−1 ◦ γ ◦ (α,α),
where γ : Sn × Sn → Ae is any 2-cocycle defining x, for example γ = γx as in Definition 4.8.
Recall that xc is modified by a suitable coboundary tail vector so that xc has trivial cobound-
ary tails.
The group of compatible pairs of S and Ae is denoted by
Comp(e) = {(α, β) ∈ Aut(S)×Aut(Ae) | ∀a ∈ Ae : β(a)
α(g) = β(ag)}
and, by Theorem 6.13, the mapping
Comp(e)→ Comp(n, e), (α, β) 7→ (α|Sn , β),
is surjective. This furnishes Z(Sn, Ae)/B(Sn, Ae) with the structure of a Comp(e)-module,
and the following corollary transfers Lemma 7.7 to extensions defined by tail vectors.
7.8 Corollary. If x and y are tail vectors of Sn in Ae defining extensions of maximal class,
then E(x) ∼= E(y) if and only if xc = y for some compatible pair c ∈ Comp(e).
Proof. The groups E(x) and E(y) are isomorphic if and only if E(γx) ∼= E(γy), if and only
if there is c ∈ Comp(n, e) with γcx ≡ γy mod B
2(Sn, Ae), if and only if x
c = y.
Lemma 7.3 and Corollary 7.8 show that the tail vectors of Sn in Ae which define the
mainline group Sn+e all lie in the same Comp(e)-orbit as the mainline tail vector mn,e.
7.9 Corollary. If x ∈ M(n, e) defines a group of maximal class, then xc = mn,e for some
compatible pair c ∈ Comp(e).
We now reconsider some subsets of Z(Sn, Ae)/B(Sn, Ae) defined in Definition 6.29 and
show that they are invariant under the action of Comp(e). This is the basis for the proof of
the subsequent theorem.
7.10 Lemma. The sets TH(n, e), T(n, e), and T̂H(n, e) are Comp(e)-invariant.
Proof. Let c = (α, β) be an element of Comp(e). First, we consider a hom tail vector
xf ∈ H(n, e) of Sn in Ae defined by a P -homomorphism f : T ∧ T → Ae. We define
f c = β−1 ◦ f ◦ (α ∧ α)|T∧T
and note that f c is a P -homomorphism as well. By construction, xcf and xfc are the tail
vectors defined by the 2-cocycles (Γf )
c and Γfc , respectively, and
(Γf )
c|T/Tn×T/Tn = Γfc |T/Tn×T/Tn .
Hence, it follows from Remark 6.15 that t = (xf )
c− xfc has trivial tails t1,1, . . . , td,d and ti,j
for 1 ≤ i < j ≤ d; that is, t is a twig tail vector and xcf ∈ TH(n, e).
Analogously, it is straightforward to prove that xc ∈ T(n, e) for all twig tail vectors
x ∈ T(n, e) of Sn in Ae. If f : T ∧ T → Ae is a surjective P -homomorphism, then f
c is
surjective as well. Again, (xf )
c − xfc ∈ T(n, e), which proves the lemma.
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The main result of this paragraph is given in the following theorem.
7.11 Theorem. A complete set of isomorphism types of groups at depth e in the body Tn is
given by
{E(mn,e + y) | y ∈ T̂H(n, e)}.
If x, y ∈ T̂H(n, e), then
E(mn,e + x) ∼= E(mn,e + y)
if and only if xc = y for some c ∈ StabComp(e)(mn,e).
Proof. Let G be a group at depth e in the body Tn. By Remark 6.28, there is a tail vector
x = m + y with m ∈ M(m, e) and y ∈ TH(n, e) such that E(x) ∼= G. Theorem 7.5 and
Corollary 7.6 show that m defines the mainline group Sn+e and y lies in T̂H(n, e). By
Corollary 7.9, there is a compatible pair c with mc = mn,e; that is, E(x) ∼= E(mn,e + y
c)
with yc ∈ T̂H(n, e) by Lemma 7.10. By Theorem 7.5 and Corollary 7.6, all groups in the set
of the theorem have depth e in the body Tn. Now the assertion follows from Corollary 7.8
and Lemma 7.10.
7.2.2 Aut(S)-module action
Every group at depth e in the body Tn is isomorphic to a group E(mn,e + y) for some
y ∈ T̂H(n, e), and two groups E(mn,e+y) and E(mn,e+x) with x, y ∈ T̂H(n, e) are isomorphic
if and only if xc = y for some c ∈ StabComp(e)(mn,e). We now consider this stabilizer in more
detail and write
Σn,e = StabComp(e)(mn,e).
As a first step, we use the P -isomorphism ιn,e : Tn/Tn+e → Ae of Definition 6.2 to define
a homomorphism from Aut(S) to Aut(Ae).
7.12 Definition. If α ∈ Aut(S), then ξn,e(α) ∈ Aut(Ae) is defined as
ξn,e(α) = ιn,e ◦ α|Tn/Tn+e ◦ ι
−1
n,e.
By definition, if α ∈ Aut(S) acts trivially on P = S/T , then ξn,e(α) = α|Ae .
7.13 Lemma. The group Σn,e can be described by
Σn,e = {(α, ξn,e(α)) | α ∈ Aut(S)}.
Proof. We consider the 2-cocycle γn,e : Sn × Sn → Tn/Tn+e of Section 7.1.1 and write γ =
γn,e + B
2(Sn, Tn/Tn+e) for the corresponding cohomology class. Recall that γ
′
n,e is defined
as γ′n,e = ιn,e ◦ γn,e. It follows from Lemma 4.4 that
StabComp(Sn,Tn/Tn+e)(γ) = {(α|Sn , α|Tn/Tn+e) | α ∈ Aut(E(γn,e))}.
By Lemma 7.4, the extensions Sn+e and E(γn,e) are equivalent which implies that
StabComp(Sn,Tn/Tn+e)(γ) = {(α|Sn , α|Tn/Tn+e) | α ∈ Aut(Sn+e)},
and, by Theorem 6.13,
StabComp(Sn,Tn/Tn+e)(γ) = {(α|Sn , α|Tn/Tn+e) | α ∈ Aut(S)}.
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The P -isomorphism ιn,e defines an isomorphism
Comp(Sn, Tn/Tn+e)→ Comp(Sn, Ae), (α, β)→ (α, ιn,e ◦ β ◦ ι
−1
n,e),
and
β−1 ◦ γn,e ◦ (α,α) ≡ γn,e mod B
2(Sn, Tn/Tn+e)
with α ∈ Aut(S) and β ∈ Aut(Tn/Tn+e) if and only if
ιn,e ◦ β
−1 ◦ ι−1n,e ◦ γ
′
n,e ◦ (α,α) ≡ γ
′
n,e mod B
2(Sn, Ae).
This implies that
StabComp(e)(γ
′
n,e +B
2(Sn, Ae)) = {(α, ξn,e(α)) | α ∈ Aut(S)},
which proves the lemma.
Lemma 7.13 shows that TH(n, e) can be considered as an Aut(S)-module. We conclude
this section with a remark on this action, and we summarize the main results of this section
in a corollary.
7.14 Remark. a) The group Aut(S) acts on TH(n, e) via
Aut(S)→ Σn,e, α 7→ (α, ξn,e(α)).
b) The automorphism α ∈ Aut(S) acts on f ∈ HomP (T ∧ T,Ae) via
fα = ξn,e(α)
−1 ◦ f ◦ (α ∧ α)|T∧T : T ∧ T → Ae,
and the proof of Lemma 7.10 shows that (xf )
α − xfα ∈ T(n, e).
7.15 Corollary. If M is a set of Aut(S)-orbit representatives in T̂H(n, e), then, up to iso-
morphism, a complete list of groups at depth e in the body Tn is given by
(E(mn,e + y) | y ∈M).
7.3 Twigs, skeleton, and capable groups
Using the results of the previous sections, we investigate the skeleton and twigs of a body,
see Definition 2.3. In particular, we determine the depths of a body and its skeleton, and
we show that the twigs are subtrees of depth 1.
7.3.1 Capability
We start with a preliminary lemma. Recall that L(n, e) ⊆ H(n, e) is the subset of hom tail
vectors which are induced by liftable P -homomorphisms T ∧ T → Ae, see Definition 6.29.
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7.16 Lemma. If α ∈ Aut(S) and xf ∈ L(n, e), then (xf )
α = xfα lies in L(n, e).
Proof. Let h : T ∧ T → Ae+1 be a lifting of f and let π : Ae+1 → Ae be the projection. By
definition, fα = π ◦ hα and fα is liftable, that is, xfα ∈ L(n, e). It follows from Remark
7.14 that xαf − xfα is a twig tail vector and it remains to show that x
α
f has a trivial twig
component. If e < en, then a 2-cocycle inducing xf is Γf = π ◦ Γh, see Definition 6.23, and
it follows from Γαf = π ◦ Γ
α
h that Γ
α
f induces a tail vector with trivial twig component.
The construction of the 2-cocycle Γh : Sn × Sn → Ae+1 requires en < ⌊
n−1
d ⌋d, see Lemma
5.8, and we can use the same argument as above if e = en < ⌊
n−1
d ⌋d. However, if e = en =
⌊n−1d ⌋d, which is possible only for p ∈ {5, 7}, then we can define Γh in a similar way as a
2-cocycle SZ× SZ → Ae+1. In this case, we regard Γf and Γh as 2-cocycles from SZ × SZ to
Ae and Ae+1, respectively. The tail vector x
α
f has a trivial mainline component and, using
Remark 6.27, it is induced by Γαf = π ◦ Γ
α
h . Now the results of Section 6.5.1 imply that x
α
f
has a trivial twig component.
Recall that L̂(n, e) ⊆ L(n, e) is the subset consisting of the hom tail vectors which are
induced by surjective P -homomorphisms. The following lemma shows that the capable
groups in the body Tn are basically defined by the elements of L̂(n, e).
7.17 Lemma. If e < en and y ∈ T̂H(n, e), then E(mn,e + y) is capable if and only if y lies
in L̂(n, e).
Proof. Let π : Ae+1 → Ae be the projection. First, we assume that E(x) with x = mn,e+y is
capable, that is, y = xf for some P -homomorphism f : T ∧T → Ae, see Lemmas 7.2 and 7.1.
We can assume that an immediate descendant of E(x) is defined by x′ = mn,e+1+xk+t with
t ∈ T(n, e+ 1) and k : T ∧ T → Ae+1. The groups E(π(x
′)) and E(x) are isomorphic and it
follows from Theorem 7.11 and Lemmas 7.13, 7.4, and 7.16 that xf = π(xk)
α = (xπ◦k)
α =
xπ◦kα for some α ∈ Aut(S). Thus, f can be lifted to k
α : T ∧ T → Ae+1 and, therefore,
y ∈ L̂(n, e). Conversely, let x = mn,e + xf with xf ∈ L̂(n, e). If k : T ∧ T → Ae+1 is a lifting
of f , then E(mn,e+1 + xk) is an immediate descendant of E(x).
Lemma 7.17 also motivates the notation of the group T(n, e). If a tail vector has a non-
trivial twig component, then the corresponding group extension is terminal; that is, it is a
twig in the branch of the coclass tree. The same happens if a tail vector involves a non-trivial
element of Ht(n, e), see Corollary 6.30.
7.3.2 Depths of skeleton, body, and branch
Let n ≥ p+ 1 and e ≤ ⌊n−1d ⌋d in this paragraph. We start with two preparing lemmas.
7.18 Lemma. If f : T ∧ T → Tn is a P -homomorphism and a ∈ Tn and b ∈ Tn−1, then
f(a ∧ c) ∈ Tn+e and f(b ∧ c) ∈ Tn+d for all c ∈ T .
Proof. We write n = xd + i with integers x ≥ 1 and 1 ≤ i ≤ d. Then a = tp
x
for some
t ∈ T and f(a ∧ b) = f(t ∧ b)p
x
∈ Tn+xd. It follows from the choice of e that Tn+xd ≤ Tn+e.
Analogously, f(b ∧ c) ∈ Tn+d follows from b ∈ Tp.
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Let f : T ∧T → Tn be a surjective P -homomorphism and denote by f
′ : T ∧T → Tn/Tn+e
the composition of the projection Tn → Tn/Tn+e and f . It follows from Lemma 7.18 that f
′
can be applied to elements of T/Tn+e ∧ T/Tn+e. Thus, by Definition 2.2, the skeleton group
Cf,e defined by f and e is isomorphic to
Cf ′,e = P ⋉ (T/Tn+e,⊙) with a⊙ b = abf
′(a ∧ b)1/2 (a, b ∈ T/Tn+e),
and, from now on, we identify Cf,e with Cf ′,e.
7.19 Lemma. Let f : T ∧ T → Tn be a surjective P -homomorphism.
a) The group Cf,e has depth e in the branch Bn.
b) If e < ⌊n−1d ⌋d, then Cf,e+1 is a descendant of Cf,e.
Proof. a) Let G = Cf,e and identify Cf,e = Cf ′,e with f
′ : T/Tn ∧ T/Tn → Tn/Tn+e defined
as above. By Lemma 7.18, the subgroup N = Tn/Tn+e of G is normal and abelian and G
acts uniserially on N . Thus, G has maximal class if γn(G) = N . Let s1 be an element of
(T/Tn+e,⊙) not lying in T2/Tn+e and, iteratively, define
si+1 = [si, g] = s
g−1
i f
′(si ∧ s
g
i )
−1/2.
It follows from Lemma 7.18 and induction that sn /∈ Tn+1/Tn+e. By construction, sn lies in
γn(G) and γn(G) ≤ N . This implies that γn(G) = N , and G lies in Bn as f is surjective.
b) This follows from the construction.
An immediate consequence is the following corollary.
7.20 Corollary. The skeleton Sn and body Tn both have depth en.
A bound for the depth of a branch is given in the next theorem.
7.21 Theorem. The depth of Bn is at most n+ 2p − 11 if p ≥ 7 and n if p = 5.
Proof. Let Sn → H1 → . . .→ Hm be a path of maximal length in Bn; that is, Hj has order
pn+j and positive degree of commutativity lj for 1 ≤ j ≤ m. Assuming thatm > 1, it follows
from Corollary 6.5 that the 2-step centralizer of H1 is non-abelian. Thus, if H1 has refined
central series H1 > P1 > . . . > Pn+1 = {1}, then [P1, P1] = [P1, P2] 6= {1}, which implies
that l1 ≤ n−3 and l2, . . . , lm ≤ l1. If p ≥ 7, then Theorem 3.2 shows that 2lj ≥ n+j−2p+5,
and j = m yields 2n − 6 ≥ 2lm ≥ n +m− 2p + 5; that is, m ≤ n+ 2p − 11. The result for
p = 5 follows from 2lj ≥ n+ j − 6, see Theorem 3.2.
7.3.3 Depths of twigs
We show that the skeleton groups at depth e < en in the body Tn are exactly the capable
groups at depth e in Tn. Recall the definition of ιn,e : Tn/Tn+e → Ae, see Definition 6.2.
7.22 Lemma. If xf ∈ L̂(n, e) and e ≤ en, then
E(mn,e + xf ) ∼= Cf˜ ,e
where f˜ : T ∧ T → Tn/Tn+e is defined as ι
−1
n,e ◦ f .
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Proof. By construction, E(mn,e + xf ) ∼= E(γ
′
n,e + Γf ) where γ
′
n,e and Γf are the 2-cocycles
defined in Sections 7.1.1 and 6.5.3, respectively. By definition, if u, v ∈ Sn, then
γ′n,e(u, v) = ιn,e
(
τ(uv)−1τ(u)τ(v)
)
where τ : Sn → Sn+e is the canonical transversal with τ(u) = u. The subgroup Tn/Tn+e of
Cf˜ ,e is central in (T/Tn+e,⊙) and, thus, the following mapping is an isomorphism
E(γ′n,e + Γf )→ Cf˜ ,e, (g
iu, a) 7→ (gi, τ(u)ι−1n,e(a)) (u ∈ T/Tn).
7.23 Corollary. The twigs of a body are subtrees of depth 1.
Proof. Let G be a capable group at depth e < en in the body Tn. By Theorem 7.11 and
Lemma 7.17, the group G is isomorphic to E(mn,e+xf ) for some hom tail vector xf ∈ L̂(n, e),
and it follows from Lemma 7.22 that G is a skeleton group. Thus, by Lemma 7.19, the capable
groups at depth e < en in the body Tn are exactly the skeleton groups at depth e, and all
twig groups at depth e are terminal.
8 Periodicity of type I
We now prove the periodicity of type 1 as introduced in Theorem 2.6. Throughout this
chapter, let n ≥ p + 1 and 1 ≤ e ≤ en. We write the integer n as n = xd + i with integers
x ≥ 1 and 1 ≤ i ≤ d.
8.1 Graph isomorphisms
It follows from Section 6.5.3 that a tail vector of Sn in Ae can be considered as a tail vector
of Sn+d in Ae, and vice versa. We denote this isomorphism of tail vectors by
νn,e : Z(n, e)→ Z(n+ d, e) with νn,e(x) = x
and we prove that its restriction to the group TH(n, e) = T(n, e) ⊕ H(n, e) is an Aut(S)-
module isomorphism between TH(n, e) and TH(n+ d, e).
First, we examine the homomorphism ξn,e : Aut(S)→ Aut(Ae) of Definition 7.12.
8.1 Lemma. If α ∈ Aut(S), then ξn,e(α) = ξn+d,e(α).
Proof. If α = α(j, c, t) as defined in Theorem 6.12, then
ξn,e(α) : Ae → Ae, u 7→ σj(u)
(1+g+...+gj−1)i−1c,
that is, ξn,e depends only on the value of n modulo d.
8.2 Lemma. The restriction νn,e|TH(n,e) : TH(n, e) → TH(n + d, e) is an Aut(S)-module
isomorphism.
Proof. Let x ∈ TH(n, e) and α ∈ Aut(S) be arbitrary. By Lemma 7.10, the tail vectors x
and xα both have a trivial mainline component. Let γ0 and γ1 be the canonical 2-cocycles
defined by x and νn,e(x), respectively, see Definition 4.8. By construction, the value of
γi(u, v) with u, v ∈ Sn+id and i = 0, 1 corresponds to the tail occurring at the collection of
the word uv in E(x) and E(νn,e(x)), respectively. We write αi = α|Sn+id for i = 0, 1 and
denote the projection Sn+d → Sn by π. It follows from the definition that α0 ◦ π = π ◦ α1.
In the remaining part of the proof we show that
(∗) γ1 = γ0 ◦ (π, π).
Then Lemma 8.1 implies that
ξn+d,e(α)
−1 ◦ γ1 ◦ (α1, α1) = ξn,e(α)
−1 ◦ γ0 ◦ (α0, α0) ◦ (π, π),
and it follows from Remark 6.15 that νn,e(x
α) = νn,e(x)
α, which proves the lemma.
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Let τ : Sn → Sn+d be the canonical transversal with τ(s) = s. The exponent of Ae divides
q = px, and every element in Tn/Tn+e is a word in {t
q
1, . . . , t
q
d}. Thus, u ∈ T/Tn+d can be
written as u = u′tu in Sn+d where u
′ = τ(π(u)) and tu ∈ Tn/Tn+e, and there occur no tails
at the collection of u′tu in E(νn,e(x)), that is, γ1(u
′, tu) = 1. In particular, if g
ka, glb ∈ Sn+d
with 0 ≤ k, l ≤ d and a, b ∈ T/Tn+d, then it follows from the definition that
γ1(g
ka, glb) = γ1(a, g
l)γ1(g
k, gl)γ1(a
gl , b).
Clearly, π(ag
l
) = π(a)g
l
and, thus, (∗) holds if and only if γ1(a, g
l) = γ0(π(a), g
l) for all
0 ≤ l ≤ d and a ∈ T/Tn+e. It is sufficient to consider l = 1. Then, by definition, γ1(a, g) =
γ1(a
′, g), and γ1(a
′, g) = γ0(π(a), g) can be deduced from Remark 6.9 since a
′ = π(a) as
words.
An important consequence is the following corollary.
8.3 Corollary. A set of Aut(S)-orbit representatives in T̂H(n, e) is mapped under νn,e onto
a set of Aut(S)-orbit representatives in T̂H(n+ d, e).
Definition. For a group G in the body Tn with G ∼= E(mn,e + y) for some y ∈ T̂H(n, e) we
define
ι(G) = E(νn,e(mn,e + y))
and, thus, obtain a mapping ι : (Tp+1 ∪ Tp+2 ∪ . . .)→ T . The restriction of ι to the body Tn
is denoted by ιn = ι|Tn .
We show that ι is well-defined. If y1, y2 ∈ T̂H(n, e) with E(mn,e+y1) ∼= G ∼= E(mn,e+y2),
then there exists α ∈ Aut(S) with yα1 = y2 and Lemma 8.2 shows that νn,e(y2) = νn,e(y1)
α.
It follows from Lemma 7.4 that νn,e(mn,e) = mn+d,e and, hence,
E(mn+d,e + νn,e(y1)) ∼= ι(G) ∼= E(mn+d,e + νn,e(y2)).
Recall that Tn+d[en] is the shaved subtree of the body Tn+d induced by the groups in Tn+d
of distance at most en from Sn+d. The following theorem describes the periodicity of type 1
as introduced in Theorem 2.6.
8.4 Theorem. The mapping
ιn : Tn → Tn+d
is an embedding of rooted trees with ιn(Tn) = Tn+d[en].
Proof. It follows from Corollaries 7.15 and 8.3 that ιn is a bijection between the groups at
depth e in Tn and the groups at depth e in Tn+d for all e ≤ en. Thus, it remains to show
that ιn is a homomorphism of rooted trees. Clearly, ιn maps Sn onto Sn+d, and all groups at
depth 1 in Tn and Tn+d are immediate descendants of Sn and Sn+d, respectively. For e ≥ 2
we consider the projection π : Ae → Ae−1. By Lemmas 7.2 and 7.4, the parent of E(mn,e+y)
is E(mn,e−1 + π(y)), and the theorem follows from π ◦ νn,e = νn,e−1 ◦ π.
This periodicity is sketched in Figure 8.1. Recall the definition of c, see Definition 2.1.
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en+d
Sn+2d
Bn+2d
Sn+d
Sn
Bn
Tn
Tn+2d
Tn+d
en+2d
en+d
d
≤c
Bn+d
≤c
d
en
≤c
enι
ι
Figure 8.1: The periodicity of type 1.
8.2 Periodicity classes
The periodicity described in Theorem 8.4 is a graph theoretic periodicity. However, this
graph theoretic pattern is reflected in the structure of the groups involved. In this section,
we define the periodicity class of a group and show that all groups in this class can be
described by a single parameterized presentation with one integer parameter.
8.5 Definition. The periodicity class of a group G in the body Tn is the infinite sequence of
groups
P(G) = (G, ι(G), ι2(G), . . .).
8.6 Theorem. The groups in a periodicity class can be described by a single parameterized
presentation with one integer parameter.
Proof. Let G be a group in the body Tn. We can assume that G = E(x) with x = mn,e + y
for some y ∈ T̂H(n, e). Since νn,e(y) = y, we regard y as a tail vector of Sn+kd in Ae for
all k ≥ 0. Thus, by definition, the periodicity class of G is P(G) = (Gk | k ≥ 0) where
Gk = E(mn+kd,e + y) for all k ≥ 0. Recall that mn,e = mn+kd,e for all k ≥ 0. Hence, if
x = (xi,j)0≤i≤j≤d, then Definition 6.14 shows that Gk is the group defined by the consistent
p.c.p. with generators S ∪Ae and relations
{ttlu = tuxl,u, t
g
j = tj+1x0,j , t
g
d = t
ln+kd,1
1 . . . t
ln+kd,d
d x0,d | l < u and j < d} ∪
{gp = x0,0, t
px+k
j = wn+kd,jxj,j, t
px+k+1
l = xl,l | j ≤ d− i + 1 < l} ∪ Ce ∪Me.
By Remark 6.9, the exponents of these relations are arithmetic expressions containing the
integer k as parameter. This proves the theorem.
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9 Periodicity of type 2
It is shown in Chapter 8 that the body Tn with n ≥ p + 1 can be embedded into Tn+d such
that Tn and the shaved subtree Tn+d[en] are isomorphic as rooted trees. In order to describe
Tn+d completely, it remains to describe its growth, that is, the d levels of groups at depth
en + 1, . . . , en + d in Tn+d. Since the widths of the bodies are unbounded in general, we
cannot expect this subgraph of Tn+d to be isomorphic to a subgraph of Tn. Motivated by a
conjecture made in [15], we conjecture that this graph can be described by another periodic
pattern. Recall that the d-step descendant tree Dd(G) of a group G in T is the subtree of
T generated by the descendants of distance at most d from G.
9.1 Conjecture. There is an integer n0 = n0(p) with the following property: If n ≥ n0 and
G is a group at depth en in Tn+d, then there exists a group H at depth en−d in Tn+d such
that
Dd(G) ∼= Dd(H)
as rooted trees. The group H is called a periodic parent of G.
The periodicity described in Conjecture 9.1 is called the periodicity of type 2 and it is
depicted in Figure 9.1. If this conjecture holds, then there might exist a natural mapping
which chooses a periodic parent of a given group. This would allow us to describe the bodies
of the tree T by a finite subgraph and periodic patterns, which supports Conjecture 1.2.
∼=
Sn+d
en
H
G
Tn+d
en+d
en−d
Figure 9.1: A periodic parent of G.
In order to confirm Conjecture 9.1, one has to construct and compare descendant trees.
Hence, in the first part of this chapter, we discuss this construction in more detail. At the
end of this chapter, we prove Conjecture 9.1 for some significant special cases.
Clearly, if the group G is terminal, then its descendant tree Dd(G) consists only of the
vertex G. Therefore, we consider only descendant trees of capable groups in the following.
75
76 Chapter 9. Periodicity of type 2
9.1 Descendant trees
Letm = n+d with n ≥ p+1, and let e ≥ 1 and k ≥ 0 be integers such that e+k ≤ em. We use
this notation and describe the construction of the k-step descendant tree of a capable groupG
at depth e in Tm. By Theorem 7.11 and Lemma 7.17, we can assume that G = E(mm,e+xf )
for some hom tail vector xf defined by a surjective and liftable P -homomorphism f from
T ∧ T to Ae. We identify f with a lifting T ∧ T → T .
First, we introduce some more notation. Recall that an automorphism α ∈ Aut(S) acts
on TH(m, e) via the compatible pair (α, ξm,e(α)) ∈ Σm,e, see Remark 7.14.
Definition. Let f : T ∧ T → T be a P -homomorphism.
a) Let xf,e ∈ L(m, e) be defined as xf,e = xπ◦f where π : T → Ae is the projection.
b) Let Em,e(f) = E(mm,e + xf,e) be the extension defined by mm,e + xf,e.
c) Let Σm,e(f) = StabAut(S)(xf,e) be the stabilizer of xf,e.
A group H in Tm is a k-step descendant of G if there is a path of length k from G to
H. The k-step descendants of G are determined up to isomorphism in the following lemma.
Lemma. Let π : Ae+k → Ae be the projection.
a) A complete set of isomorphism types of k-step descendants of Em,e(f) is given by
{E(mm,e+k + y) | y ∈ T̂H(m, e+ k) with π(y) = xf,e}.
b) Two groups E(mm,e+k+y1) and E(mm,e+k+y2) as in part a) are isomorphic if and only
if yα1 = y2 for some α ∈ Σm,e(f).
Proof. a) Let H be a k-step descendant of G. By Theorem 7.11, we can assume that
H = E(mm,e+k + z) for some tail vector z ∈ T̂H(m, e + k) and it follows from Lemmas
7.2 and 7.4 and Theorem 7.11 that π(z)α = xf,e for some automorphism α ∈ Aut(S). If
y = zα, then H and E(mm,e+k + y) are isomorphic and π(y) = π(z)
α = xf,e follows from
π ◦ γαz = (π ◦ γz)
α. Now Lemma 7.2 proves the assertion.
b) This follows from Theorem 7.11.
We analyze this lemma in more detail and, therefore, we need some more notation. Recall
that the group of hom tail vectors can be written as H(m, e) = L(m, e) ⊕ Ht(m, e) where
Ht(m, e) is cyclic of order p, see Corollary 6.30.
Definition. Let Z(m, e, k) = Zl(m, e, k) ⊕Zt(m, e, k) where
Zl(m, e, k) = {xh,e+k ∈ L(m, e+ k) | h ∈ HomP (T ∧ T, Te+1)} and
Zt(m, e, k) = T(m, e+ k)⊕Ht(m, e+ k).
By definition, every y ∈ T̂H(m, e + k) with π(y) = xf,e can be written as y = xf,e+k +
z for some z ∈ Z(m, e, k). As shown above, two tail vectors mm,e+k + xf,e+k + z1 and
mm,e+k+xf,e+k+z2 with z1, z2 ∈ Z(m, e, k) define isomorphic extensions if and only if there
exists α ∈ Σm,e(f) with
z2 = z
α
1 + x
α
f,e+k − xf,e+k.
The following definition takes this into account.
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Definition. We say that α ∈ Σm,e(f) acts on y ∈ Z(m, e, k) via
yα˜ = yα + xα−1f,e+k,
and we call yα and xα−1f,e+k the linear and affine part of this action, respectively.
Clearly, this “action” is not a group action since y 7→ yα˜ is not a homomorphism. However,
if y ∈ Z(m, e, k) and α, β ∈ Σm,f (f), then y
α˜◦β = (yα˜)β˜ and y i˜d = y.
The main result of this section is summarized in the following corollary.
9.2 Corollary. Let M be a set of Σm,e(f)-orbit representatives in Z(m, e, k). Then, up to
isomorphism, the k-step descendants of Em,e(f) are
(E(mm,e+k + xf,e+k + y) | y ∈M).
9.2 The action of the stabilizer
Again, we consider a surjective P -homomorphism f : T ∧ T → T and write m = n + d
with n ≥ p + 1. Let e ≥ 1 and k ≥ 0 be integers such that e + k ≤ em. With regard to
Corollary 9.2, we now analyze the action of the stabilizer Σm,e(f) on the group Z(m, e, k).
We write m = xd + i with integers x ≥ 1 and 1 ≤ i ≤ d, and we denote the projections
from T and Ae+k to Ae, respectively, by π for all k.
9.2.1 The action on Zl(m, e, k)
The following corollary is a consequence of Lemmas 7.10 and 7.16.
Corollary. The group Zl(m, e, k) is invariant under the action of Σm,e(f).
Proof. Let y = xh,e+k for some P -homomorphism h : T ∧ T → Te+1 and let α ∈ Σm,e(f). It
follows from the definition and Lemma 7.16 that π(yα˜) = 0 and yα˜ ∈ L(m, e+ k).
Lemma 7.16 and Remark 7.14 imply that Σm,e(f) = StabAut(S)(π ◦ f) where α ∈ Aut(S)
acts on π ◦ f via
(π ◦ f)α = ξm,e(α)
−1 ◦ π ◦ f ◦ (α ∧ α)|T∧T .
We write
He = HomP (T ∧ T, Te+1)
and identify H0/He with the group of liftable P -homomorphisms T ∧ T → Ae. Then
Σm,e(f) = StabAut(S)(f +He)
where α = α(j, c, t) ∈ Aut(S) with l = j−1 mod p acts on f +He as
(f +He)
α : u ∧ v 7→ σl(f(α(u) ∧ α(v)))
(1+θ+...+θl−1)i−1σl(c)
−1
Te+1.
Hence, if j = 1, then (f +He)
α = fα +He where f
α = α−1 ◦ f ◦ (α ∧ α)|T∧T .
Using this notation, we can write
xαh,e+k = x(h+He+k)α
for α ∈ Aut(S) and xh,e+k ∈ L(m, e+ k).
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The following remark explains the advantage of writing h : T ∧ T → T as a Qp(θ)-linear
combination of the homomorphisms F2, . . . , Fd/2, see Lemma 5.10.
9.3 Remark. Let 2 ≤ a ≤ d/2 and α = α(j, z, t) with l = j−1 mod p. Recall that m = xd+ i,
and a straightforward computation shows that
(cFa +He)
α = (cFa)
α +He
where
(cFa)
α = (1 + θ + . . . + θl−1)i−1σl(ρa(z))σl(c)Fa
with ρa(z) = z
−1σa(z)σ1−a(z) as in Section 5.4, cf. Section A.1.2. Using this action, we can
define hα for every P -homomorphism h : T ∧ T → T written as h = c2F2 + . . . + cd/2Fd/2,
which allows us to define (h+He)
α = hα +He, that is, x
α
h,e+k = x(hα+He+k).
Note that the action of α(1, z, t) ∈ Aut(S) coincides with the action of the unit z ∈ Up as
defined in Section 5.4, which motivates the investigation of the stabilizer Stab
U
(2)
p
(f +He)
in Theorem 5.14.
We conclude this paragraph with a corollary to Remark 9.3.
9.4 Corollary. If p ≥ 7, then the bodies of the coclass tree T (p) have unbounded width.
Proof. If G is a capable group at depth 1 ≤ e ≤ em − 2 in the body Tm, then G ∼= Em,e(f)
for some surjective P -homomorphism f : T ∧ T → T , and Em,em(f) is a descendant of G
at depth em. We now consider a surjective P -homomorphism h =
∑d/2
a=2 caFa with ca′ = 0
for some 2 ≤ a′ ≤ d/2 defining a capable group H = Em,e(h) at depth e in Tm. By
Corollary 9.2, the capable immediate descendants of H correspond to the Σm,e(h)-orbits on
Zl(m, e, 1) and, for a contradiction, we assume that H has only one immediate descendant,
that is, Zl(m, e, 1) = {x
α−1
h,e+1 | α ∈ Σm,e(h)}. Hence, if j ≥ 0, then every homomorphism
f : T ∧ T → Te+1+j can be written as f = κ
j(hα − h) + f ′ for some α ∈ Σm,e(h) and
f ′ : T ∧ T → Te+2+j , where h
α is defined as in Remark 9.3. This shows that we can write
κe−1Fa′ =
∑
j≥0 κ
j(hαj − h) for certain α0, α1, . . . lying in Σm,e(h). Thus, κ
e−1Fa′ is a
Qp(θ)-linear combination of {Fa | 2 ≤ a ≤ d/2, a 6= a
′}, contradicting Lemma 5.10.
9.2.2 The action on Zt(m, e, k)
The group Zt(m, e, k) is the direct sum of the group of twig tail vectors T(m, e + k) and a
summand Ht(m, e + k) of order p. It follows from Remark 7.14 that (xh)
α − xhα is a twig
tail vector whenever xh ∈ Ht(m, e+k) and α ∈ Aut(S). Since xhα /∈ Ht(m, e+k) in general,
the group Zt(m, e, k) is not Aut(S)-invariant.
We now describe the linear action of Aut(S) on the group of twig tail vectors. For this
purpose, we consider T(m, e + k) ∼= F2p as an Fp-vector space with basis consisting of two
tail vectors such that one has non-trivial tail x0,0 and the other one has non-trivial tail x0,d
only. Recall that m = xd+ i with 1 ≤ i ≤ d.
9.5 Lemma. The automorphism α(l, θaωbc, t) with c ∈ U
(2)
p acts on T(m, e+ k) ∼= F2p as
(ω−bl3−e−k−i mod p)
(
1 0
t mod (p,+) ωbl−1 mod p
)
∈ GL(2,Fp).
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Proof. We write α = α(l, z, t) with z = θaωbc. Let x ∈ T(m, e + k) be a twig tail vector
with canonical 2-cocycle γ = γx and write y = x
α for the tail vector defined by γα, see
Remark 6.15. By construction, the value of γ(u, v) with u, v ∈ Sm corresponds to the tail
occurring at the collection of the word uv in E(x). This shows that y has non-trivial tails
y0,0, y0,1, . . . , y0,d only. Note that ξm,e+k(α)
−1(u) = uj
e+k+i−2ω−b for all u ∈ Te+k/Te+k+1
where j = l−1 mod p.
If x has a non-trivial tail x0,0 = u only, then y0,1 = . . . = y0,d = 1, and it follows from
|{1 ≤ s ≤ d | (ls mod p) + l ≥ p}| = l that
y0,0 = ξm,e+k(α)
−1(ul) = uj
e+k+i−3ω−b .
Now let x be a twig tail vector with non-trivial tail x0,d = u only. We write γ
α =
γα(1,1,t)◦α(1,z,1)◦α(l,1,1) and make a case distinction:
First, we consider α = α(1, 1, t) with t = ta11 . . . t
ad
d for some a1, . . . , ad ∈ Zp. By induction,
the exponent of td in t
θs with 0 < s < d is congruent to ad−s − ap−s modulo p and, thus,
y0,0 =
∏d
s=1
γ(gst1+θ+...+θ
s−1
, g) = u(a1+...+ad) = ut mod (p,+).
It follows from y0,s = γ(ts, gt) that y0,1 = . . . = y0,d−1 = 1 and y0,d = u.
If α = α(1, z, 1), then y0,0 = 1 and Cp(x) is invariant under α. Thus, if z = θ
ac, then α
acts trivially and y = xα = x. If z = ωb, then y = xα = x as well.
Finally, we consider α = α(l, 1, 1) with 2 ≤ l ≤ d. Clearly, the tail y0,0 induced by γ
α is
trivial. If 1 ≤ s ≤ d and j = l−1 mod p, then y0,s = γ(σl(ts), g
l)j
e+k+i−2
and
γ(σl(ts), g
l) =


u : s ≡ −l−1 mod p,
u−1 : s ≡ −l−1 + 1 mod p,
1 : otherwise.
Hence, modulo coboundary tails, y0,1 = . . . = y0,d−1 = 1 and
y0,d =
(
γ(σl(td), g
l)
∏d−1
s=1
γ(σl(ts), g
l)−s
)je+k+i−2
,
see Lemma 6.22, which implies that y0,d = u
je+k+i−2.
9.2.3 An Aut(S)-module isomorphism
Again, we consider the linear action on Z(m, e, k). Let 1 ≤ j ≤ em − d− k be an integer.
Definition. The isomorphism Tj+1/Tj+k+1 → Tj+d+1/Tj+k+d+1 defined by multiplication by
p induces an isomorphism
φm,j,k : Z(m, j, k)→ Z(m, j + d, k).
Its restrictions to Zl(m, j, k) and Zt(m, j, k) are denoted by φ
l
m,j,k and φ
t
m,j,k, respectively.
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We now show that φm,j,k is compatible with the Aut(S)-action.
9.6 Lemma. If α ∈ Aut(S) and x ∈ Z(m, j, k), then φm,j,k(x
α) = φm,j,k(x)
α.
Proof. First, we show that y = xα lies in Z(m, j, k) and, by Lemmas 7.16 and 9.5, it
remains to consider xf ∈ Ht(m, j+k). Then x
α
f ∈ Z(m, j, k) follows from Remark 7.14 since
xαf − xfα is a twig tail vector. Now let x ∈ Z(m, j, k) and denote by φ the isomorphism
from Tj+1/Tj+k+1 to Tj+d+1/Tj+k+d+1 induced by multiplication by p. Then the assertion
follows from φ ◦ (γαx ) = (φ ◦ γx)
α where γx is the canonical 2-cocycle defined by x.
9.7 Lemma. If N = {α(1, z, t) | z ∈ Cp(θ) × U
(d)
p , t ∈ T}, then φtm,j,k is an N -module
isomorphism and α(1, z, 1) ∈ N acts trivially on Zt(m, j, k).
Proof. It follows from Lemma 9.5 that φm,j,k|T(m,j+k) is an N -module isomorphism. If
xh ∈ Ht(m, j+k) and α ∈ N , then Remark 7.14 shows that (xh)
α−xhα is a twig tail vector,
and xhα = xh since z ≡ 1 mod p. Hence, Zt(m, j, k) is N -invariant, and it is easy to see that
α(1, z, 1) ∈ N acts trivially. Now Lemma 9.6 proves the assertion.
The following remark summarizes our approach to attack Conjecture 9.1.
Remark. Let G = Em,en(f) and H = Em,en−d(h) be capable groups at depth en and en−d,
respectively, in the body Tm. It follows from the construction that H is a periodic parent
of G if the isomorphism φm,en−d,k is compatible with the action of the stabilizers Σm,en−d(h)
and Σm,en(f), respectively, for all 1 ≤ k ≤ d. Thus, given G, the problem is to determine a
homomorphism h with this property. The favored candidate for h is probably h = f because
in this case H would be the d-step parent of G. We examine this problem in the following
section.
9.3 The case p ≡ 5 mod 6
We now prove Conjecture 9.1 in a special case. For this purpose, we start with a preparing
paragraph. Again, let m = n+ d with n ≥ p+ 1.
9.3.1 Galois complements of a stabilizer
Let p ≥ 5 be a prime and let 1 ≤ e ≤ em be an integer. Recall that p
⋆ = −(p−3)2/4. For an
automorphism α ∈ Aut(Sm+e) we define ξm,e(α) ∈ Aut(Ae) similarly as in Definition 7.12.
Thus, analogously to an element of Aut(S), the automorphism α acts on tail vectors via the
compatible pair (α|Sm , ξm,e(α)).
Definition. If f : T ∧ T → T is a P -homomorphism, then the projection of Σm,e(f) into
Aut(Sm+e) is denoted by
Σ̂m,e(f) = StabAut(Sm+e)(xf,e).
9.8 Lemma. Let f : T ∧ T → T be a surjective P -homomorphism.
a) The p′-parts of |Aut(Em,e(f))| and |Σ̂m,e(f)| are the same.
b) If e ≥ −p⋆, then the kernel of the projection from Σ̂m,e(f) to Aut(P ) is a p-group.
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Proof. a) By Lemma 4.4, the homomorphism Aut(Em,e(f))→ Aut(Sm)×Aut(Ae) has image
StabComp(Sm,Ae)(mm,e+xf,e) and its kernel is the p-group Z
1(Sm, Ae), cf. Lemma 6.18. Now
the assertion follows from
StabComp(Sm,Ae)(mm,e + xf,e)
∼= Σ̂m,e(f),
see Lemma 7.13 and Remark 7.14.
b) Let N be the kernel of the projection from Σ̂m,e(f) to Aut(P ). If α ∈ N , then α =
α(1, c, t)|Sm+e for some unit c ∈ Up and t ∈ T . Hence, it remains to show that c ∈ Cp(θ)×U
(2)
p ,
cf. Section 5.1.3. We write f =
∑d/2
a=2 caFa and c = θ
uωvs with s ∈ U
(2)
p , and we define sa ∈ p
2
by ρa(s) = 1 + sa for 2 ≤ a ≤ d/2, see Section 5.4 . Using this notation, if follows from
α ∈ Σ̂m,e(f) that
∑d/2
a=2 ca(ω
v+ωvsa−1)Fa ∈ HomP (T ∧T, Te+1). The element ω
v+ωvsa−1
is a unit unless ωv = 1 and, as f is surjective, it follows from Lemma 5.10 that v ≡ 0 mod d
if e ≥ −p⋆. This proves the lemma.
Definition. Let f : T∧T → T be a surjective P -homomorphism and e ≥ −p⋆. By Lemma 9.8,
the kernel of the projection from Σ̂m,e(f) to Aut(P ) is a p-group and, thus, has a complement
by the Schur-Zassenhaus Theorem. Note that α(1, 1, t)|Sm+e ∈ Σ̂m,e(f) for all t ∈ T , and,
hence, this complement can be chosen such that a generator is of the type α(j, c, 1)|Sm+e .
We call the subgroup of Aut(S) generated by α(j, c, 1) a Galois complement of Σm,e(f).
Thus, if e ≥ −p⋆, then every β ∈ Σm,e(f) can be written as β = α
iε where α is a
generator of a Galois complement of Σm,e(f), 0 ≤ i ≤ d, and ε is of the type ε = α(1, z, t)
with z ∈ Cp(θ)× U
(2)
p . The following corollary is a consequence of Lemma 9.8.
9.9 Corollary. Let G be a group at depth e ≥ −p⋆ in Tm. If Aut(G) is a p-group and H is
a capable descendant of G in Tm, then Aut(H) is a p-group.
Proof. We can assume that G ∼= Em,e(f) and H ∼= Em,e+i(f) for some surjective P -
homomorphism f : T∧T → T and i ≥ 0. If α ∈ Aut(S) is a generator of a Galois complement
of Σm,e+i(f), then α|Sm lies in Σ̂m,e(f). Now the assertion follows from Lemma 9.8.
9.3.2 Periodic parents in the case p ≡ 5 mod 6
The aim of this paragraph is to prove Conjecture 9.1 in the special case described in the
following theorem, cf. Figure 9.2. Our proof relies on Theorem 5.14, which is the reason why
we restrict attention to a prime p ≡ 5 mod 6. We use the notation introduced in Section 9.2;
recall that He = HomP (T ∧ T, Te+1).
9.10 Theorem. Let p ≡ 5 mod 6 and let G be a group at depth en in the body Tn+d. There
is a positive integer n0 = n0(p) such that for all n ≥ n0 the following holds. If there is a
maximal path K0 → K1 → . . . in Tn+d such that G has distance k ≤ d from a group on this
path and if the p′-part of the order of Aut(Ks) is the same for all en−d− k ≤ s ≤ en+d, then
G has a periodic parent Π(G) of distance k from this path.
Proof. Let m = n+ d and e = en. We can assume that the groups Ki with 0 ≤ i ≤ em are
defined by a surjective P -homomorphism f : T ∧T → T ; that is, Ki = Em,i(f) for all i. Thus,
by Corollary 9.2, we can assume that G = E(mm,e + xf,e + y) for some y ∈ Z(m, e − k, k).
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Tn+d
k
K0
k
Π(G)
G
Ken−d−k
en−d
en−d − k
en − k
en
Ken−k
Figure 9.2: The group G and a periodic parent Π(G).
Let y′ ∈ Z(m, e− k− d, k) be a preimage of y under the isomorphism φm,e−k−d,k and define
H = E(mm,e−d + xf,e−d + y
′). By construction, the group G is capable if and only if H
is capable. We now prove the theorem by constructing an isomorphism of rooted trees
Dd+k(Ke−k−d) ∼= Dd+k(Ke−k) which maps H onto G. Let
0 ≤ j ≤ d+ k and i = 0, 1,
and denote by
ψj = φm,e−k−d,j : Z(m, e− k − d, j)→ Z(m, e− k, j)
the isomorphism induced by multiplication by p. By Corollary 9.2, the j-step descendants
of the group Ke−k−id correspond to Σm,e−k−id(f)-orbits on Z(m, e − k − id, j), and we
now show that ψj maps a set of Σm,e−k−d(f)-orbit representatives onto a set of Σm,e−k(f)-
orbit representatives. It follows from the assumptions and Lemma 9.8 that there is an
automorphism α = α(l, c, 1) of S which generates a Galois complement of Σm,s(f) for all s
in the given range, that is, xαf,s = xf,s for all e− k − d ≤ s ≤ e+ d.
If x ∈ Z(m, e− k − d, j), then Lemma 9.6 shows that
ψj(x
α˜) = ψj(x
α + xα−1f,e−k−d+j) = ψj(x
α) = ψj(x)
α = ψj(x)
α + xα−1f,e−k+j = ψj(x)
α˜
and, thus, the action of α on Z(m, e−k−d, j) and Z(m, e−d, j), respectively, is compatible
with the isomorphism ψj .
Let Ni be the kernel of the projection from Σm,e−k−id(f) to Aut(P ). By Lemma 9.8 and
Theorem 5.14, we can choose n (and thus m = n+ d and e = en) large enough such that
Ni = {α(1, z, t) | z ∈ Cp(θ)× Ui, t ∈ T} with Ui = StabU(2)p
(f +He−k−id),
and
U
[p]
1 = U0, U1 ≤ U
(d)
p , and U0, U1 ≤ CU(2)p
(Hv/Hv+3d) for all v ≥ 0.
Thus, Ni acts trivially on Zl(m, e − k − id, j) and every α(1, z, 1) ∈ Ni acts trivially on
Zt(m, e − k − id, j). It follows from Lemma 9.7 that the linear actions of N1 and N0 are
compatible with the isomorphism ψj .
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Now we consider the affine actions of N0 and N1. Note that x
β−1
f,e−k−id+j = 0 for all
β = α(1, θ, t) with t ∈ T , cf. Section 9.2.1. If β = α(1, z, 1) with z ∈ U1, then f
β − f = h
lies in He−k−d and f
βp − f ≡ ph mod He−k+j for all 0 ≤ j ≤ d+ k. This shows that
ψj(x
β˜) = ψj(x
β + xβ−1f,e−k−d+j) = ψj(x+ xh,e−k−d+j) = ψj(x) + xph,e−k+j
= ψj(x)
βp + xβ
p−1
f,e−k+j = ψj(x)
β˜p
for all x ∈ Z(m, e − k − d, j). Thus, it follows from U
[p]
1 = U0 that ψj induces a bijection
between the j-step descendants of Ke−k−d and the j-step descendants of Ke−k. By construc-
tion, these bijections give rise to a graph isomorphism from Dd+k(Ke−k−d) to Dd+k(Ke−k)
which maps H onto G.
9.11 Corollary. The bound in Theorem 9.10 can be chosen as n0 = e0+4p− 10 if p ≥ 7 and
n0 = 32 if p = 5, where e0 is the integer given in Corollary 5.15.
Proof. The proof of Theorem 9.10 requires that en − 2d ≥ max{−p
⋆, e0, p + 1}, that is,
en ≥ e0 + 2d if p > 5, and en ≥ 28 if p = 5.
Computer experiments suggest that n0 ≤ d
2/2 + 8d − 6 if p ≥ 7, cf. Remark 5.16. These
bounds are not best possible, cf. Section 10.1 for p = 5.
We conclude this paragraph with an important corollary.
9.12 Corollary. Let B be a capable group at depth en in Tn+d and let A be the d-step parent
of B. If Aut(A) is a p-group and n ≥ n0, then A is a periodic parent of B.
Proof. We can assume that A and B lie on a path K0 → K1 → . . . in Tn+d defined by
a surjective P -homomorphism T ∧ T → T . If C is a descendant of A on this path, then
Corollary 9.9 shows that Aut(C) is a p-group as well. Now Theorem 9.10 with k = 0 proves
the assertion.
9.3.3 The impact of the Galois complement
Let p ≡ 5 mod 6 with p > 5, and m = n + d with n ≥ n0 as in Corollary 9.11. Let
f : T ∧ T → T be a surjective P -homomorphism, and denote by pi the p
′-part of
|Aut(Em,i(f))| for all 1 ≤ i ≤ em. As already indicated in Theorem 9.10, the values of
these p′-parts play an important role in the construction of a periodic parent of Em,en(f).
We now describe a setback and support the conjecture based on computational investigations
that there are infinitely many capable groups for which the d-step parent is not a periodic
parent.
9.13 Remark. Let e = en, and we assume that pe−d = pe−d+1 > pe = pe+1. Hence, we can
choose generators α and β of Galois complements of Σm,e+1(f) and Σm,e−d+1(f), respectively,
such that α = βj for some 1 < j dividing the order of β|P . Moreover, we assume that there
is a twig tail vector x ∈ T(m, e+ 1) such that xβ 6= xα
iα(1,1,t) for all i and t ∈ T , cf. Lemma
9.5. With these assumptions, we prove that the d-step parent Em,e−d(f) of Em,e(f) is not a
periodic parent of Em,e(f). For this purpose, we use Corollary 9.2 and show that the number
of Σm,e−d(f)-orbits on Z(m, e−d, 1) is less than the number of Σm,e(f)-orbits on Z(m, e, 1).
By the proof of Theorem 9.10, this holds if x and xβ do not lie in the same Σm,e(f)-orbit,
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that is, if xβ 6= xδ˜ = xδ + xδ−1f,e+1 for all δ ∈ Σm,e(f). Note that x
δ−1
f,e+1 has a trivial twig
component, see Lemma 7.16, and δ ∈ Σm,e(f) can be written as α
iε for some 0 ≤ i ≤ d and
ε = α(1, z, t) with z ∈ Cp(θ)× U
(2)
p . By Lemma 9.5, the automorphism ε acts like α(1, 1, t)
on T(m, e+ 1). Hence, it follows from the choice of x that xβ 6= xδ˜ for all δ ∈ Σm,e(f).
We show in Theorem 10.1 that for p = 5 the 4-step parent is always a periodic parent for
large enough n. The proof relies on the fact that the Zp[θ]-rank of HomP (T ∧ T, T ) is 1 if
p = 5; that is, every surjective, liftable P -homomorphism T ∧ T → Ae is induced by some
P -homomorphism cF2 : T ∧ T → T with c ∈ p
−1 \ p−2, see Lemma 5.10.
In general, the Zp[θ]-rank of HomP (T ∧T, T ) is (p− 3)/2, see Corollary 5.6, and for p > 5
there are surjective P -homomorphisms f : T ∧ T → T of the type
f =
∑
2≤a≤d/2
a 6=a′
caFa + p
xFa′ with x ≥ 0.
Depending on the value of x, the summand pxFa′ has impact on the tail vector xf,e, and
hence on Σm,e(f), only for sufficiently large e. Thus, for p > 5, we see no argument why
the assumptions of Remark 9.13 should not be satisfied for infinitely many homomorphisms
f and values of m. In this case, Remark 9.13 points out that we cannot always choose the
d-step parent as a periodic parent, and another construction of periodic parents is necessary.
Theorem 9.10 is already a step ahead in solving this challenge.
10 5-groups of maximal class
As an application of the results obtained in this thesis, we now describe the structure of the
coclass tree T of G(5) as conjectured in [41] and, recently, in [6]. In particular, we prove
Conjecture 9.1 for p = 5 and show that the groups in the bodies of T can be described
by finitely many parameterized presentations with at most two integer parameters. This is
close to a positive answer of Problem 3 of Shalev’s paper on finite p-groups [51], which asks
for a classification of the 5-groups of maximal class. Throughout this chapter let p = 5.
10.1 The graph G(5)
10.1 Theorem. Let n ≥ 14. If G is a capable group at depth en = n − 4 in Tn+4, then the
4-step parent of G is a periodic parent.
Proof. As mentioned in [41, p. 58], it follows from [3] and [26, 27] that the branch Bn has
depth n for all n ≥ 4. We say that 1 ≤ e ≤ n − 2 is a ramification level of Bn if there is a
group at depth e in Bn having more than one capable immediate descendant in Bn. It follows
from [28, Section 3] that the ramification levels of the body Tn are 1 and 5: There is one
group at depth 1 in Tn having two capable immediate descendants and there are two groups
at depth 5 in Tn having 5 and 2 capable immediate descendants, respectively. An analysis
of the results in [28, Section 4] now shows that the p′-part of the automorphism group order
of a capable group at depth greater than 5 in Tn is either 1 or 4, cf. [28, Lemma 4.3 &
Theorem 4.4]. More precisely, if G1, . . . , G7 are the seven capable groups at depth 6 in Tn,
then the p′-parts of the corresponding automorphism group orders are 1, . . . , 1, 4 and every
capable descendant of Gi in Tn has an automorphism group order with the same p
′-part as Gi
for all 1 ≤ i ≤ 7. Thus, if n ≥ 32, then we can apply Theorem 9.10 to prove the periodicity
of type 2. We continued the computations made in [6] and constructed the bodies T2, . . . ,T36
using the computer algebra system Gap and the Gap-package Anupq, see [44, 56]. These
explicit constructions show that the periodic growth already starts at level n = 14.
Figures 10.1–10.4 contain the bodies T14, . . . ,T17 of the coclass tree T of G(5). The notation
is as explained in the Introduction, that is, a vertex labeled with an integer m stands for m
terminal immediate descendants of the corresponding parent. It follows from Theorem 10.1
that these bodies and the periodicities of type 1 and 2 suffice to determine the structure of
all bodies T14,T15, . . . completely.
It is conjectured in [28], [41], and [6, Conjecture IV] that the complete coclass graph G(5)
can be described by two types of periodic patterns: First, the shaved branches Bn[n−1] and
Bn+4[n − 1] are conjectured to be isomorphic as rooted trees for all n ≥ 14. Second, it is
conjectured that the difference graph Bn+4 \Bn+4[n−1], which consists of 5 levels of groups,
is isomorphic to the difference graph Bn \ Bn[n− 5] for all n ≥ 14.
85
86 Chapter 10. 5-groups of maximal class
10
16
48
28
28
25
10
15
28

28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
15
10
15
8
140 36
Figure 10.1: The body T14.
16
15
48
28
28
36
7
16
26
7
16
7
140
26
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28
28 28 28 28 28
28
28
28
28
28
728 28 28 28 28 28
1628 28 28 28 28 28
35
Figure 10.2: The body T17.
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Figure 10.3: The body T15.
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Figure 10.4: The body T16.
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10.2 Periodicity classes
We now define periodicity classes of type 2 for the groups in the bodies Tn with
36 ≤ n ≤ 39 such that every group in Tm with m ≥ 36 lies in exactly one periodicity
class. Recall that Tn has depth en = n− 4.
If G has depth e < en−4 in Tn or if G has depth e = en−4 in Tn and G is terminal, then
its periodicity class of type 2 is P2(G) = P(G), see Definition 8.5. By Theorem 8.6, the
groups in P2(G) can be described by a single parameterized presentation with one integer
parameter.
If G has depth e = en−4 + k in Tn with 0 ≤ k ≤ 4 and G is capable if k = 0, then we can
assume that
G = E(mn,e + xf,e + v)
for some P -homomorphism f : T ∧ T → T and tail vector v ∈ Z(n, en−4, k). Recall that
f is determined uniquely by its values on t1 ∧ t3, . . . , t1 ∧ td/2+1 and we can assume that
f(t1 ∧ tj) ∈ TZ ⊆ T for all 3 ≤ k ≤ d/2 + 1. We define the periodicity class of G of type 2 as
P2(G) =
{
E(mn+4i,e+4j + xf,e+4j + φ
j(v)) | 0 ≤ i and 0 ≤ j ≤ ⌊
en+4i−e
4 ⌋
}
where
φj(v) ∈ Z(n + 4i, en−4 + 4j, k)
is the image of v under the “identity mapping” Z(n, en−4, k) → Z(n + 4i, en−4, k) and the
isomorphism from Z(n+ 4i, en−4, k) to Z(n+ 4i, en−4 + 4j, k) induced by multiplication by
5j . By construction, P2(G) is the union of infinitely many periodicity classes P(-) as defined
in Definition 8.5 and, for all i ≥ 1, the number of groups in P2(G) ∩ Tn+4i is greater by one
as the number of groups in P2(G)∩Tn+4(i−1). By definition, every group in P2(G) is defined
by a consistent p.c.p. with generating set S ∪ A = {g, t1, . . . , td, a1, . . . , ad}. It follows from
the results in Section 6.3.1, that each of the following three sets of relations
{Rn+4i | i ≥ 0}, {Ce+4j | j ≥ 0}, and {Me+4j | j ≥ 0}
can be described by a single parameterization with parameter i and j, respectively. By
construction, the tail vectors in {φj(v) | j ≥ 0} can be parameterized with parameter j, and
Remark 6.11 implies that there exists j0 ∈ N such that {xf,e+4j | j ≥ j0} can be described
by a parameterization with parameter j. Note that mn+4i,e+4j = mn,e+4j as tail vectors, see
Section 7.1, and {mn,e+4j | j ≥ 0} can be parameterized with parameter j.
In summary, this proves the following theorem.
10.2 Theorem. The groups in the bodies of T can be described by finitely many parameterized
presentations with at most two integer parameters.
However, as indicated above, it is very technical to determine an explicit parameterized
presentation describing the infinitely many groups in a periodicity class of type 2.
Moreover, there are 22218 groups in the bodies T36, . . . ,T39, that is, 22218 periodicity
classes of type 2. In addition, the bodies T2, . . . ,T35 contain 71616 groups. This shows that
an explicit classification by parameterized presentations still is very extensive.
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The structure of the tree T has been investigated computationally in [41] and, recently, in
[6]. Based only on these graph theoretic investigations, it is conjectured in [6] that all groups
in the tree T can be partitioned into the set of 8399 groups lying in the branches B2, . . . ,B13,
and into 8578 infinite periodicity classes, which partition the groups in B14,B15, . . . This
and the results of Theorem 10.1 indicate that the number of periodicity classes of type 2
determined above seems not to be as small as possible.
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A Appendix
A.1 Technical details
This section provides some straightforward, but technical, computations which are omitted
in some proofs of the previous chapters.
A.1.1 Technical details of Remark 6.9
Recall that n = xd+ i with integers x ≥ 0 and 1 ≤ i ≤ d. We write q = px and k = d− i+ 1,
and we consider the relation tp
x
i = wn,i of the standard p.c.p. of Sn for 1 ≤ i ≤ k. By
construction, the element wn,i can be written as
wn,i = t
pxen,i,k+1
k+1 . . . t
pxen,i,d
d
with 0 ≤ en,i,l < p for all 1 ≤ i ≤ k and k + 1 ≤ l ≤ d. It follows from Tn+d = T
[p]
n that
en+d,i,l = en,i,l which shows that
wn+d,i = t
px+1en,i,k+1
k+1 . . . t
px+1en,i,d
d
for all 1 ≤ i ≤ k. The word t
ln,1
1 . . . t
ln,d
d is the normalized word of t
−1
1 . . . t
−1
d in Sn and
therefore
ln,i = p
x − 1 (1 ≤ i ≤ k) and
ln,j = fn,j mod p
x+1 (k + 1 ≤ j ≤ d)
with
fn,j = p
x
(
p+
∑k
i=1
(p− en,i,j)
)
− 1.
This already shows that ln,i is congruent to −1 modulo p
x for all i. If 1 ≤ i ≤ k, then
p(ln,i + 1)− 1 = ln+d,i.
If k + 1 ≤ j ≤ d, then p(ln,j + 1)− 1 ≡ fn+d,j ≡ ln+d,j mod p
x+2 and
ln+d,j = p(ln,j + 1)− 1
follows from 0 ≤ p(ln,j + 1)− 1 < p
x+2. It is easy to proceed with an inductive argument.
A.1.2 The unit 1 + θ + . . .+ θi with 0 ≤ i ≤ d− 1
In this paragraph, we investigate the ω- and θ-part of the unit
ui = 1 + θ + . . . + θ
i
for 0 ≤ i ≤ d− 1. Recall that ω ∈ Zp is a primitive (p − 1)-th root of unity and ω mod p is
a generator of Fp
⋆.
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Lemma. The unit ui = 1 + θ + . . .+ θ
i with 0 ≤ i ≤ d− 1 can be written as
ui = (i+ 1)θ
i(d/2+1)(1 + si) with si ∈ p
2
and ui = ω
jiθi(d/2+1)(1 + s˜i) with s˜i ∈ p
2 and 0 ≤ ji ≤ d− 1 such that ω
ji ≡ i+ 1 mod p.
Proof. By definition, ui = (θ
i+1 − 1)/(θ − 1), and θ and θi+1 are primitive roots of unity.
If ψ = θi+1 and j = (i + 1)−1 mod p, then (ψj − 1)/(ψ − 1) = (θ − 1)/(θi+1 − 1) ∈ Zp[ψ]
and it follows from Zp[ψ] = Zp[θ] that ui is a unit. The element u0 can be written as
u0 = 1θ
0(1 + s0) with s0 = 0 ∈ p
2, and we proceed by induction. Thus, we assume that
ui = (i+ 1)θ
i(d/2+1)(1 + si) for some si ∈ p
2 and i < d− 2, and we have to show that there
exists si+1 ∈ p
2 with
ui+1 = 1 + θui = (i+ 2)θ
(i+1)(d/2+1)(1 + si+1),
which is equivalent to 1 + (i + 1)θi(d/2+1)+1 − (i + 2)θ(i+1)(d/2+1) ∈ p2. Another induction
shows that θh ≡ hθ − h+ 1 mod (p2,+) for all h ≥ 0; that is,
1 + (i+ 1)θi(d/2+1)+1 − (i+ 2)θ(i+1)(d/2+1) ≡ −(i+ 1)pθ + (i+ 1)p ≡ 0 mod (p2,+),
which proves the first assertion of the lemma. For 0 ≤ i ≤ d − 1 there is 0 ≤ ji ≤ d − 1
with ωji ≡ i + 1 mod p; that is, ωji = i + 1 + pz for some z ∈ Zp. This shows that
ui = (i+ 1)θ
i(d/2+1)(1 + si) can be written as
ui = ω
jiθi(d/2+1)(1 + s˜i)
with s˜i = ω
−ji(i+ 1)(1 + si)− 1 ∈ p
2.
A.1.3 Proof of Lemma 6.17
We now provide a proof for Lemma 6.17.
Lemma. If A is an SZ-module with TZ acting trivially on A, then
H2(SZ, A) ∼= (A
P )3 ×Ad/2−1.
Proof. Let 〈D | B〉 be a consistent p.c.p. of A and let M be the set of conjugate relations
in S ∪ D describing the SZ-module structure on A. Let x = (xi,j) be a list of elements in A
defining a polycyclic presentation E ′(x) with generators S ∪ D and relations
{gp = x0,0, t
tl
k = tkxl,k, t
g
j = tj+1x0,j, t
g
d = t
−1
1 . . . t
−1
d x0,d | l < k and j < d} ∪ B ∪M.
We now use consistency checks as in Theorem 4.2 to impose necessary and sufficient condi-
tions on x to define a consistent presentation E ′(x).
First, xg0,0 = x0,0 follows from g(g
p) = gx0,0 and (g
p)g = gxg0,0. If 0 < j < i < d, then
xj+1,i+1 = x
g
j,i follows from
ti(tjg) = gtj+1ti+1x0,ix0,jxj+1,i+1 and (titj)g = gtj+1ti+1x
g
j,ix0,ix0,j .
If 0 < i < d, then xgi,d
∏i
k=1 x
−1
k,i+1 =
∏d
k=i+2 x
−1
i+1,k is a consequence of
(tdti)g = gti+1t
−1
1 . . . t
−1
d x0,dx0,ix
g
i,d = gt
−1
1 . . . t
−1
i t
−1
i+2 . . . t
−1
d x0,ix0,dx
g
i,d
∏i
k=1
x−1k,i+1
and td(tig) = gt
−1
1 . . . t
−1
i t
−1
i+2 . . . t
−1
d x0,ix0,d
∏d
k=i+2 x
−1
i+1,k.
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For all k < j < i the equation ti(tj tk) = tktjtixk,jxk,ixj,i = (titj)tk yields no further
conditions. Finally, it follows from ti(g
p) = tix0,0 and
(tig)g
p−1 = gti+1g
p−1xg
p−1
0,i = . . . = g
d−i+1t−11 · · · t
−1
d g
i
∏d
k=i
xg
p+i−k−1
0,k︸ ︷︷ ︸
=s1
= gd−i+2t−12 · · · t
−1
d td · · · t1g
i−1s1 (
∏d
k=1
x−10,k)
gi−1︸ ︷︷ ︸
=s2
= gd−i+2t1g
i−1s1s2 = . . . = g
ptis1s2
∏i−1
k=1
xg
i−k−1
0,i︸ ︷︷ ︸
=s3
= tix0,0s1s2s3
for all 1 ≤ i ≤ d that
∏d
k=1 x
gp−k−1
0,k = 1. Thus, E
′(x) is consistent if and only if x satisfies
(1) xgi,j = xi+1,j+1 for 0 < i < j < d,
(2) xgi,d
∏i
k=1 x
−1
k,i+1 =
∏d
k=i+2 x
−1
i+1,k for 0 < i < d,
(3) x0,0 ∈ A
P , and
(4)
∏d
k=1 x
gp−k−1
0,k = 1.
Equation (1) shows that xi,j = x
gi−1
1,j−i+1 for all 1 < i < j ≤ d and Equation (4) leads to
x0,d ≡
∏d−1
k=1
(x−10,k)
βk mod AP with βk = 1 + g+ . . .+ g
d−k.
Using Equation (1), Equation (2) can be translated to
∏d−i+1
k=2 x1,k =
∏i+1
k=2 x
g1−k
1,k for
0 < i < d which is equivalent to
x1,i = x
−gi−1
1,d−i+3 for 3 ≤ i ≤ d and x
g
1,2 =
∏d
k=2
xg
1−k
1,k .
Thus x1,3, . . . , x1,d/2+1 can be chosen arbitrarily and determine
x1,i = x
−gi−1
1,d−i+3 for d/2 + 2 ≤ i ≤ d and x1,2 ≡
∏d/2+1
k=3
xαk1,k mod A
P
with αk = g+ . . .+ g
p−k. This finally shows that Z(SZ, A) ∼= (A
P )3 ×Ad−1 ×Ad/2−1.
We now determine B(SZ, A) and consider a generating set {gy0, t1y1, . . . , tdyd} with
y0, . . . , yd ∈ A of a complement to A in the group defined by E
′(x). The equations
tjyj = tjy
tiyi
j = tjxi,jyj and 1 = (gy0)
p = x0,0y
1+g+...+gd
0
imply that xi,j = 1 for 1 ≤ i < j ≤ d and x0,0 = 1. Moreover, x0,i = yi+1y
−g
i for 1 ≤ i < d
and x0,d = y
−1
1 · · · y
−1
d−1y
−1−g
d . This shows that x0,1, . . . , x0,d−1 can be chosen arbitrarily and
the value of x0,d is determined by
x0,d = y
−1
1 . . . y
−1
d−1y
−1−g
d =
∏d−1
k=1
(x−10,k)
βk .
Therefore, B(SZ, A) ∼= A
d−1 and the lemma is proved.
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A.1.4 Technical details of Lemmas 6.25 and 7.1
Recall that n = xd+ i with integers x ≥ 0 and 1 ≤ i ≤ d. We write q = px and k = d− i+1. If
x = xf◦γ is defined by f ∈ HomP (TZ,n, Ae), then, by the proof of Lemma 6.25, the possibly
non-trivial tails of x = (xi,j) are
xi,i = f(wi) with wi = t
q
iw
−1
n,i ∈ TZ,n if 1 ≤ i ≤ k and
xj,j = f(wj) with wj = t
pq
j ∈ TZ,n if k + 1 ≤ j ≤ d
where the inverses of wn,1, . . . , wn,d−i+1 are computed in TZ. The tail x0,d is
x0,d = f(w) with w = t
−ln,1−1
1 . . . t
−ln,d−1
d ∈ TZ,n.
The group E(x) satisfies gp = 1 and, hence,
(gt1)
p = t
ln,1+1
1 . . . t
ln,d+1
d x0,d.
We now show that t
ln,1+1
1 . . . t
ln,d+1
d = x
−1
0,d in E(x) which proves Lemma 7.1. It follows as in
Section A.1.1 that
ln,i = q − 1 (1 ≤ i ≤ k) and
ln,j = fn,j mod pq (k + 1 ≤ j ≤ d)
with
fn,j = q
(
p+
∑k
i=1
(p− en,i,j)
)
− 1
where 0 ≤ en,i,l < p such that wn,i = t
qen,i,k+1
k+1 . . . t
qen,i,d
d for all 1 ≤ i ≤ k. If we write
ln,j = fn,j − pqdn,j (k + 1 ≤ j ≤ d)
for certain dn,j ∈ Z, then E(x) satisfies
t
ln,1+1
1 . . . t
ln,d+1
d = x1,1 . . . xk,k
∏d
j=k+1
x
1−dn,j+k
j,j
and
x0,d = f(t
−ln,1−1
1 . . . t
−ln,d−1
d )
= f
(
t
−q
1 wn,1 . . . t
−q
k wn,k
∏d
j=k+1
t
(dn,j−(k+1))pq
j
)
= x−11,1 . . . x
−1
k,k
∏d
j=k+1
x
−1+dn,j−k
j,j .
This proves Lemma 7.1 and completes the proof of Lemma 6.25.
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A.2 Coclass conjectures
The coclass conjectures, Conjectures A – E, together with the theory developed for their
proofs can be seen as the fundamentals of coclass theory and, therefore, we give a brief
survey of these conjectures in this section. We state them as theorems since they all have
been proved now. It is the case (though not obviously) that Theorem A implies all the
others. Let p be a prime and let r be a positive integer in this section.
Theorem A. There is a function f(p, r) such that every p-group of coclass r has a normal
subgroup of nilpotency class at most 2 and index at most f(p, r).
Theorem B. There is a function g(p, r) such that every p-group of coclass r has derived
length at most g(p, r).
Theorem C. Every pro-p group of coclass r is solvable.
Theorem D. There are only finitely many isomorphism types of infinite pro-p groups of
coclass r.
Theorem E. There are only finitely many isomorphism types of infinite solvable pro-p groups
of coclass r.
By [7, p. 267], there is a one-to-one correspondence between the isomorphism types of
infinite pro-p groups of coclass r and the coclass trees in G(p, r), where a coclass tree is
associated with an inverse limit of its mainline. Hence, Theorem D is equivalent to
Theorem D’. The coclass graph G(p, r) contains only finitely many coclass trees.
It follows from [29, Corollary 11.2.3] that there are only finitely many groups in G(p, r)
which are not contained in any coclass tree.
A.2.1 On the proof of Theorem A
A large number of papers contributed to the ultimate proof of Theorem A, and we only
mention a few highlights in the following historical abstract, which is taken from [7, pp. 265].
It is in chronological order and we refer to [7] and [29] for background and further references.
(a) Leedham-Green & Newman [30] defined coclass, and proposed a classification of p-
groups of fixed coclass. Their program was expressed in a series of five conjectures.
(b) Leedham-Green [31] proved that every p-group of finite coclass is p-adic analytic.
(c) Donkin [8] proved that if p ≥ 5, then every p-adic analytic pro-p group of finite coclass
is solvable. Together with (b) this establishes Theorem C for p ≥ 5.
(d) Leedham-Green [32] completes the proof of Theorem A for p ≥ 5.
(e) Shalev and Zel’manov [49] give an elementary self-contained proof of Donkin’s theorem
(c), valid for all primes p.
(f) Shalev [50] gives a ‘constructive’ self-contained proof of Theorem A, valid for all primes.
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Hence, the proof of Theorem A has a long history and there are two independent proofs
by Leedham-Green [32] and Shalev [50]. A featured online review of these two papers was
written by Mann [33]. We now quote an excerpt of this review which emphasizes on the
different ingredients of the two proofs. Introductorily, Mann wrote:
These papers represent a significant advance in the theory of finite p-groups. Since the
number of p-groups is vast, and includes many strange ones, there is a widely shared belief
that their structure is chaotic. Some years ago C. R. Leedham-Green and M. F. Newman
suggested a way of bringing order into this chaos (an extensive bibliography and historical
background are available in the papers themselves). If G has order pn and nilpotency class
c, then Leedham-Green and Newman called n − c the coclass of G, and considered the
coclass as the main invariant of G. Based on some evidence (mostly from the theory of
groups of maximal class, i.e. coclass 1), and on profound intuition, they made several
bold conjectures, the strongest of which states that a p-group of coclass r contains a
subgroup of class 2 (abelian if p = 2) whose index is bounded in terms of r (and p).
Thus p-groups of small coclass are virtually of class 2. According to a reported saying
of N. Blackburn, this conjecture, once proved, will be “the first general theorem of the
theory of p-groups”. Both of the present papers contain a proof. The proof by Leedham-
Green, though published later, was the first one, and was available to Shalev. It is the
culmination of work by Leedham-Green, S. McKay, W. Plesken, and S. Donkin. (A
special case was done by the reviewer, based on work of McKay.) Because of its reliance
on Donkin’s work, which applies the classification of simple p-adic Lie algebras, this proof
originally held only for p > 3, but this restriction can be removed now, by substituting
Donkin’s paper with one of A. Shalev and E. I. Zel’manov.
Concerning the proof of Leedham-Green, Mann continues:
The main ingredients in Leedham-Green’s proof are the concepts of uniserial action
and of settled groups, a “reduction” from finite p-groups to (infinite) pro-p-groups, and
the application of Lie methods. In a group G (all groups from now on are p-groups) of
coclass r, at most r factors of the lower central series have order greater than p, and
that means that G acts uniserially on a large chunk of its lower central series. The
author calls a group G settled if it acts uniserially on a normal subgroup N that is both
large enough and has, in some sense, a suitable power structure. By playing this power
structure against the commutator structure, the author defines a certain Lie ring for each
settled group.
The proof proper starts by assuming that the result does not hold. Then there exists
an infinite set of groups of the same coclass r, which together exhibit the failure of the
theorem. An inverse limit argument constructs a pro-p-group P of coclass r. By a
previous paper of Leedham-Green, P is p-adic analytic. This enables us to apply the
result of Donkin (or of Shalev and Zel’manov), together with Leedham-Green’s previous
results. This yields a detailed structure of P , and in particular shows that it is settled. It
follows that only finitely many groups of coclass r can fail to be settled. Thus the groups
in the infinite set above can be taken as settled. Now another inverse limit construction
is applied to build from the Lie rings associated to these groups an infinite Lie ring on
which P acts uniserially. This contradicts Donkin’s result and ends the proof.
The proof for the case p = 2, in which the result is stronger, is actually shorter. The
whole proof, including previous stages, is surprisingly relatively short and simple, espe-
cially as Donkin’s work, the only “non-elementary” ingredient, can now be eliminated.
Moreover, Leedham-Green, not content with his achievements so far, next discusses the
exact structure of groups of a given coclass. He introduces a notion of constructible
groups. The definition is somewhat complicated, and involves cohomology. We will just
say that constructible groups are obtained by twisting finite quotients of p-adic space
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groups. The paper ends with the following remarkable theorem: A group G of coclass r
contains a normal subgroup N of bounded order (in terms of r and p) such that G/N is
constructible.
The approach of Shalev is described by Mann as follows:
Now to Shalev’s paper: its main advantages are, first, that it gives a largely self-contained
elementary proof, and second, that it gives explicit bounds, which, while they are large, are
claimed by the author to be “quite realistic”. This is possible because he avoids inverse
limit constructions. Rather, he applies the theory of powerful p-groups, as developed
by A. Lubotzky and the reviewer. This theory can be considered as the finite analogue
of Lazard’s theory of p-adic analytic groups. Again using uniserial actions, it is first
established that a group of coclass r contains a powerful subgroup of bounded index.
This is analogous, and even equivalent, to Leedham-Green’s result that a pro-p-group of
finite coclass is p-adic analytic. Since powerful groups have nice power and commutator
structure, it is again possible to construct from an assumed minimal counterexample
an appropriate Lie ring. This ring is modified several times, ending with a perfect Lie
algebra L of characteristic p with a derivation D such that Dp−1 = 0. But a result of
N. Jacobson on Engel Lie algebras shows that L is nilpotent, a contradiction. Shalev
ends by giving the proof for p = 2, which here is longer than for odd p, by proving that
most groups are settled, a result that here is a corollary, rather than preliminary, to the
main result, and deriving some other results about the structure of groups of a given
coclass.
A.2.2 On the proofs of Theorems B – E
We now sketch the proofs of Theorems B – E and provide further references. The proofs of
Theorem B and C are from [29, Corollary 6.4.6 & Theorem 7.4.2]. The proof of Theorem D
can be found in [7, Theorem 10.2].
Proof of Theorem B. Let G be a p-group of coclass r and denote by G(1) = G and G(i) =
[G(i−1), G(i−1)] for i ≥ 2 the terms of the derived series of G. Since G(i) ≤ γ2i(G), it follows
from the proof of Theorem A, see [29, Section 6.4], that G has derived length at most i+ 2
if 2i ≥ 2(p − 1)pr−1 − 2 for p odd, and if 2i+1 ≥ 3.2r+1 − 1 for p = 2.
Proof of Theorem C. Let G be an infinite pro-p group of coclass r, that is, there exists an
integer i0 such that G/γi(G) is a finite p-group of coclass r for all i ≥ i0. By Theorem B, the
group G/γi(G) has derived length at most g(p, r), where g(p, r) is independent of i. Hence
G(g(p,r)) ≤
⋂
γi(G) = {1}, and so G is solvable.
Proof of Theorem D. By [7, Chapter 10], an infinite pro-p group G of coclass r has an open
normal subgroup A ∼= Zkp, where k = (p − 1)p
s for some s < r if p is odd, k = 2s for
some s < r + 1 if p = 2. Moreover, G/A has coclass r and [G : A] = pr+p
r
if p is odd,
[G : A] = 2r+(r+1)2
r+1
if p = 2, see [7, Theorem 10.1]. As indicated in [7, Section 10.4],
the proof of this assertion relies on Theorem C. By [7, Theorem 5.8], there are only finitely
many isomorphism types of extensions of the pro-p group Zkp by a finite p-group.
Proof of Theorem E. Obviously, this is a consequence of Theorem D.
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Entries are in approximately the order in which they first occur in the text. Some entries have the
given meaning in the appropriate sections of the text, but have other meanings elsewhere.
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N The set of positive integers
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Q The rational numbers
R The real numbers
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Qp The p-adic numbers
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θ A primitive p-th root of unity over Qp
Qp(θ) The p-th local cyclotomic field defined by θ
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R[X ] The ring of polynomials over a ring R
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⋆
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