Abstract. It is proved that every invertible bounded linear operator on a complex infinite-dimensional Hilbert space is a product of five n-th roots of the identity for every n > 2. For invertible normal operators four factors suffice in general.
Introduction
This is a contribution to the study of groups generated by those operators on a complex Hilbert space that are n-th roots of the identity operator for a fixed integer n. In other words, we are interested in products of operators of finite order whose orders divide n. Products of involutions, i.e., the case n = 2, have been studied in both finite and infinite dimensions. In the finite-dimensional case, for example, this group is exactly the set of operators with determinant ±1; furthermore, every operator of the right determinant is the product of at most four involutions [4] . In infinite dimensions, the group of unitaries is generated by unitary involutions and four factors suffice to express every unitary operator [5] ; the group of all invertible operators is generated by involutions and seven factors suffice [6] . Characterizations of products of two involutions have been given in [2, 7] . A more recent study in finite dimensions [3] concerns groups generated by elements of prime order.
We prove in this paper that n-th roots of the identity generate the group of all invertible operators and that five factors suffice if n > 2. For normal operators we obtain sharper results which are intimately connected to the structure of group commutators given by Brown and Pearcy in [1] ; we make substantial use of their results.
Main results
In what follows all operators act on an infinite-dimensional separable Hilbert space and all results are given only in this setting. The necessary adjustments to the nonseparable case will be obvious to the reader. Definition 1. Let n be a positive integer. A bounded linear operator X is called an n-th root (of the identity) if X n = I, the identity operator. . Let w be the n × n circulant matrix that sends the first basis vector to the last, the second to the first, the third to the second, etc. Let W be the tensor product of w with the identity operator I, i.e., W = w ⊗ I. Define Note that any normal operator N on an infinite-dimensional Hilbert space can be split into the direct sum of two normal operators acting on infinite-dimensional subspaces. (If σ(N ) is infinite, use the spectral projections corresponding to two disjoint infinite Borel subsets; otherwise split at least one infinite-dimensional eigenspace of N .) Consequently, every normal N on an infinite-dimensional Hilbert space can be split into the direct sum of arbitrarily many normal operators acting on infinite-dimensional subspaces.
Lemma 1. Let T be of the form
In the sequel we use this fact repeatedly in proving that a normal operator N is a product of three n-th roots. In order to do this we write N (in a specific way) as a direct sum of normals acting on infinite-dimensional subspaces, e.g.
(Note that the order of summands in this sum is not important since with the change of order we get a unitarily equivalent operator and this does not affect the representation of N as a product of n-th roots.) Then we show that the product T = N 1 N 2 N 3 ...N n−1 N n is a group commutator using theorems in [1] and Lemma 1 yields the result.
A demonstration of a technique we use is the following easily obtained result:
Proposition 1. If an invertible normal operator N has a unitary direct summand acting on an infinite-dimensional subspace, then N is a product of three n-th roots.
Proof.
with N 1 normal and U i unitary, and let
Since the second direct summand here is unitary and acts on an infinite-dimensional subspace, we can use Theorem 2 of [1] which asserts that an invertible operator with an infinite-dimensional unitary direct summand is a group commutator. Hence, T is a group commutator and the proof is finished using Lemma 1.
Corollary 1. Every unitary operator on an infinite-dimensional Hilbert space is a product of three unitary n-th roots where n > 2.
Remark 2. This result is best possible as the counterexample U = αI with |α| = 1 and α n = 1, shows: If αI = XY with X n = Y n = I, then X and Y commute and we have α n I = X n Y n = I which is impossible. Also, (for n = 2) it is not possible to have αI = XY Z with
Hence, α 2 Z would be similar to Z which is impossible unless α 2 = 1 or α 2 = −1. Note, however, that every unitary operator is the product of four involutions (see [5] ).
Denote the unit circle by T and the essential spectrum of an operator T by σ ess (T ).
Proposition 2.
Let N be an invertible normal operator and let α, β ∈ σ ess (N ) with |α| = |β|. Then N is a product of three n-th roots for any n > 2 and at least one of the factors is unitary.
Proof. Let |α| < |β| and choose
The operators N α and N β can be further split into the direct sum of arbitrarily many normal operators acting on infinite-dimensional subspaces and with their essential spectra including α and β, respectively. So, let
We show that T 1 and T 2 are not essentially scalar. Suppose that T 1 is of the form at the same time which is clearly impossible. Hence, T 1 is not of the above form and the same applies to the operator T 2 . Therefore, T = T 1 ⊕ T 2 is a group commutator by Theorem 4 of [1] and N is a product of three n-th roots (with at least one unitary) by Lemma 1. Proof. If r = 1, we may assume that there is no unitary direct summand in N since otherwise we can use Proposition 1. If in this case α is the only point in σ ess (N ), then N = αI + K with K compact and |α| = 1. By a further splitting
we get the product of these summands of the form T = α n I + K with K compact, which is a group commutator by Theorem 3 of [1] . So, we are done in the usual way using Lemma 1.
In the remainder of the proof we can therefore assume that there exists a point β = α in the essential spectrum σ ess (N ). Decompose
such that β ∈ σ ess (N 1 ) ∩ σ ess (N 2 ) and write
Then neither T 1 nor T 2 can be of the form λI + K, K compact, and hence, T = T 1 ⊕ T 2 is a group commutator by Theorem 4 of [1] . The proof can be now completed by the use of Lemma 1.
Remark 3. Note that the condition that N has a direct summand of the form αI + K with K compact and α ∈ σ ess (N ) is fulfilled if α is an isolated point in σ ess (N ) or α is a limit point of a sequence of isolated eigenvalues of N with finite multiplicities. Note also that for r = 1 this condition is not necessary since if it is not fulfilled we can use Proposition 1 to get the same result. Hence, every invertible normal N with σ ess (N ) ⊂ T is a product of three n-th roots.
Proposition 4. The invertible normal operator N = αI + K with |α| = 1 and K compact, acting on an infinite-dimensional Hilbert space, is a product of four n-th roots for any n > 2 and it is not a product of three n-th roots for n = 3.
Proof. Let ω be a complex n-th root of unity. Decompose N = αI + K into the direct sum of n operators αI + K i , i = 0, 1, 2, ..., n − 1, on infinite dimensional subspaces and write
where the first factor is a (unitary) n-th root and the second factor fulfills the conditions of Proposition 3 since α is an isolated point in σ ess (N 2 ). Hence, N 2 is a product of three n-th roots and N is a product of four n-th roots for any n > 2. This result is the best possible in the case n = 3, i.e., only three factors do not suffice for a normal N = αI + K, K compact, if |α| = 1. To see this write
where K is another compact operator. By the easily verifiable formula
valid for every pair of operators X, Y , where the brackets [X, Y ] denote group commutators, we see that (XY ) 3 is always a group commutator for X 3 = I and Y 3 = I. Since |α| = 1, this is not possible for α 3 I + K by Theorem 1 of [1] .
Remark 4. Also, αI with |α| = 1 cannot be a product of only three involutions as we saw in Remark 2. However, it is unclear whether such an operator is always a product of four involutions or whether it can be a product of only three n-th roots for n > 3.
Since for a normal operator every nonisolated spectral point belongs to its essential spectrum, it remains to consider invertible normal operators of the form N = rU ⊕ K where r > 0, r = 1, K is acting on a finite-dimensional subspace, and U is unitary with more than one nonisolated point in its spectrum.
Proposition 5.
Let U be unitary without isolated points in its spectrum and let the invertible N be of the form N = rU ⊕ K, 1 = r > 0, K normal compact. Then for any n > 2 the operator N is a product of three n-th roots at least one of which is unitary.
Proof. Take any α ∈ σ(U ). The idea is to decompose
we get
and, similarly,
U n cannot be of the form λ 0 I + K 0 for some λ 0 ∈ C and some compact K 0 since otherwise we have (by taking the essential norm)
which is impossible. The same applies to
..V n−1 N n are not the sum of a scalar and a compact operator, and, therefore, T = T 1 ⊕ T 2 is a group commutator by Theorem 4 of [1] . Since N = rU 1 ⊕ rU 2 ⊕ ... ⊕ rU n ⊕ rV 1 ⊕ rV 2 ⊕ ... ⊕ rN n , we see that N is a product of three n-th roots by Lemma 1.
To obtain the desired decomposition of U take γ ∈ σ(U ), γ = α, and then choose β ∈ σ(U ), different from α and γ, such that 2n|α − β| < |γ − β| and such that α is the limit of a sequence of spectral points belonging to the open arc from α to β. (This can be done because α is not an isolated point in σ(U ).) Divide the closed arc from α to β into 2(n − 1) subarcs and the rest of the unit circle into two disjoint Borel subsets in such a way that each subset contains an infinite number of spectral points. Then use spectral projections to get U 1 , U 2 , ..., U n and V 1 , V 2 , ..., V n acting on infinite-dimensional subspaces. Adjust this partition, if necessary, to ensure β, γ ∈ σ(U n ) ∩ σ(V n ). In this case we have |γ − β| ≤ diam σ(U n ) and |γ − β| ≤ diam σ(V n ) which gives the desired estimates for the norms of U i − αI and V i − αI, i = 1, 2, ..., n − 1.
To resume, we have the following general theorem for normal operators: Proof. If N is a group commutator, then by Theorem 5 of [1] it is not of the form N = αI + K with |α| = 1 and K compact. Hence, by Theorem 1 above N is a product of three n-th roots for every n > 2. Conversely, if N is a product of three n-th roots for every n > 2, this is true in particular for n = 3, and by Proposition 4, N is not of the form N = αI + K with |α| = 1 and K compact. Consequently, it is a group commutator by Theorem 5 of [1] .
Remark 5. Corollary 2 gives a necessary and sufficient condition for a normal invertible operator to be a group commutator in terms of its factorization into three n-th roots for every n > 2. In fact, it is enough to verify this condition for n = 3 only. However, the question remains whether the operator N = αI + K with |α| = 0, 1 and normal compact K, hence a normal N which is not a group commutator, can be written as a product of three n-th roots for an n > 3 (see Remark 4) . Again, the question is whether five factors are needed, or a general invertible operator T can be written as a product of fewer than five n-th roots for an n > 2.
