Neocortical population activity varies between deactivated and activated states marked by the presence and absence of slow oscillations, respectively. Neocortex activation occurs during waking and vigilance and is readily induced in anesthetized animals by stimulating the brainstem reticular formation, basal forebrain, or thalamus. Neuromodulators are thought to be responsible for these changes in cortical activity, but their selective cortical effects (i.e., without actions in other brain areas) on neocortical population activity in vivo are not well defined. We found that selective cholinergic and noradrenergic stimulation of the barrel cortex produces well differentiated activated states in rats. Cholinergic cortical stimulation activates the cortex by abolishing synchronous slow oscillations and shifting firing to a tonic mode, which increases in rate at high doses. This shift causes the sensory thalamus itself to become activated. In contrast, noradrenergic cortical stimulation activates the cortex by abolishing synchronous slow oscillations but suppresses overall cortical firing rate, which deactivates the thalamus. Cortical activation produced by either of these neuromodulators leads to suppressed sensory responses and more focused receptive fields. High-frequency sensory stimuli are best relayed to barrel cortex during cortical cholinergic activation because this also activates the thalamus. Cortical neuromodulation sets different cortical and thalamic states that may serve to control sensory information processing according to behavioral contingencies.
Introduction
The neocortex undergoes significant changes in network activity during different behavioral states, and these changes have profound consequences on signals coming from the thalamus (Castro-Alamancos and Connors, 1996; Castro-Alamancos and Oldford, 2002; Castro-Alamancos, 2004b , 2009 Stoelzel et al., 2009; Harris and Thiele, 2011; Lee and Dan, 2012) . During drowsiness, slow-wave sleep, and surgical anesthesia, cortical networks are typically in a so-called "deactivated" or "synchronized" state that consists of large-amplitude slow oscillations that are highly synchronized among neuronal populations. During arousal, vigilance, and paradoxical sleep, cortical networks are typically in a so-called "activated" or "desynchronized" state characterized by the absence of synchronous slow oscillations, sometimes containing fast rhythms.
Cortical activation is readily induced in sleeping/anesthetized animals by stimulating the brainstem reticular formation (Moruzzi and Magoun, 1949) . Traditionally, this effect has been attributed to the cortical actions of neuromodulators, such as norepinephrine (NE) and acetylcholine (Vanderwolf, 1988; Steriade et al., 1993; Castro-Alamancos, 2004b; Carter et al., 2010; Constantinople and Bruno, 2011; Pinto et al., 2013) . Consistent with this idea, cholinergic or noradrenergic stimulation readily abolishes spontaneous or evoked slow oscillations in cortical slices (Favero et al., 2012) , but the slice oscillations may not exactly mimic in vivo activity and slices have other evident limitations. In addition, stimulation of cholinergic or noradrenergic cells in vivo releases these neuromodulators in many locations that project to the cortex, including the thalamus, where they alter neural activity, making it difficult to decipher the cause of cortical activation. Indeed, neuromodulation of thalamocortical activity in the sensory thalamus per se is capable of controlling activation in the related sensory cortex (Hirata and CastroAlamancos, 2010) .
Hence, the selective in vivo effects of neuromodulators in the neocortex are not well known because of several technical reasons. First, as already mentioned, many studies, including our own, have relied on electrical stimulation, which is highly nonspecific; many pathways and neurotransmitter systems are recruited. Second, the advent of optogenetics now enables selective stimulation of cholinergic or noradrenergic cells (Carter et al., 2010; Zhao et al., 2011; Pinto et al., 2013) . However, selective stimulation of these cells in vivo will not lead to a selective release of acetylcholine or NE in the neocortex because these cells target other regions that also project to the neocortex, and they may corelease additional substances. Third, many studies have used iontophoresis to deliver neurotransmitters into the neocortex, but this method is limited by the extent of the diffusion, provides poor control of the concentration delivered, and does not enable easy testing of multiple doses or drugs in the same site.
In contrast, we have used microdialysis to infuse neuromodulators into various brain regions, including the thalamus and neocortex. This method is akin to a slice preparation in vivo, so that different drugs and concentrations can be exchanged rapidly during continuous recordings. Using this method, we determined the effects of selective cortical cholinergic and noradrenergic stimulation on spontaneous activity and sensory responses in the barrel cortex. We found that these neuromodulators produce distinct cortical activated states.
Materials and Methods
Thirty-six adult male Sprague Dawley rats (300 -350 g) were used in this study and cared for in accordance with National Institutes of Health guidelines for laboratory animal welfare. All experiments were approved by the Drexel University Institutional Animal Care and Use Committee. Rats were anesthetized with urethane (1.5 g/kg, i.p.) and placed in a stereotaxic frame. All skin incisions and frame contacts with the skin were injected with lidocaine (2%). Small craniotomies and small incisions of the dura were made over the target structures as necessary. Body temperature was automatically maintained constant with a heating pad at 37°C. The level of anesthesia was monitored with field potential (FP) recordings and limb withdrawal reflexes and kept constant at approximately stage III/3 (i.e., slow large-amplitude FP cortical oscillations, absence of pinch withdrawal reflex, absence of whisker movements) using supplemental doses of urethane.
Electrophysiology. In every case, a tungsten electrode (1-3 M⍀) was lowered into the depth of the barrel cortex (0.6 -1 mm) to record multiunit activity (MUA) and FP activity. A similar second electrode was lowered adjacent to the first electrode (200 -400 m) in the cortex or a high-impedance glass electrode (2-10 M⍀, filled with saline) was lowered into the ventroposterior medial (VPM) thalamus to record single units.
Single and multiwhisker deflection protocols. Single-whisker and multiwhisker stimulation protocols consisted of independently deflecting six individual whiskers using six different whisker stimulators (Hirata and Castro-Alamancos, 2008; Hirata et al., 2009 ). After isolating unit activity, the whiskers were stimulated using a hand-held probe. The whisker that produced the shortest latency and strongest response was considered the principal whisker (PW). This whisker and up to five additional whiskers surrounding it, called adjacent whiskers (AWs), were selected for stimulation (Aw1-Aw5). Each of the selected whiskers was placed in an independent whisker stimulator by inserting it into a glass micropipette (outer diameter, 1 mm; inner diameter, 0.5 mm) that was glued to the membrane of a miniature speaker. Each whisker was inserted into the micropipette for ϳ5 mm, leaving ϳ10 mm from the end of the micropipette to the skin. Application of a 1 ms square-current pulse to the speaker deflected the micropipette and the whiskers inside. The resulting whisker deflection is a very low amplitude (ϳ2°) and very high velocity (ϳ1000°/s) stimulus. The whisker stimulators were oriented in the preferred direction to produce the largest response as determined with the hand probe. Each of the six whisker stimulators was driven by counter/timer boards controlled with LabVIEW software (National Instruments).
Whisker stimulation was delivered according to the following protocols. A trial consisted of stimulation of each of the six individual whiskers alone and of all the six whiskers simultaneously. Three seconds after the trial began, all six whiskers were stimulated simultaneously. This was followed 5 s later by individual stimulation of each of the six single whiskers at 2 s intervals (the order of whisker stimulation was randomly selected), so that a full trial lasted 20 s. Whisker stimuli consisted of single stimuli or 10 stimuli delivered at 10 Hz. Every trial was repeated Ն30ϫ to derive peristimulus time histograms and to average FP responses.
Microdialysis. To apply drugs into the barrel cortex, a microdialysis cannula (outer diameter, 250 m; membrane length, 2 mm) was placed adjacent (ϳ500 m) to the recording electrodes in those areas. ACSF was continuously infused through the probe at 2-4 l/min and drugs were dissolved in the ACSF. NE or carbachol (CA) were applied at different doses during recording of local neural activity. We have used this method for several decades to infuse drugs into various brain regions, including the thalamus (Castro-Alamancos, 2002a; Hirata et al., 2006; Hirata and Castro-Alamancos, 2010 ) and neocortex (Castro-Alamancos and Borrell, 1993; Castro-Alamancos and Oldford, 2002; Oldford and CastroAlamancos, 2003) , and typically find that the effective doses during microdialysis are ϳ10ϫ higher than during direct application in slices. Indeed, this is the case when compared with a recent study in slices using the same drugs (Favero et al., 2012) . This is due to the fact that there is typically ϳ10% reverse dialysis recovery of drugs in the extracellular medium as they dialyze down their concentration gradients across the dialysis membrane. Moreover, based on diffusion experiments using arrays of recording electrodes at different distances from the probe, we have estimated the spread to be ϳ1 mm in the horizontal plane away from the membrane for the typical doses used here (Castro-Alamancos, 2000; Aguilar and Castro-Alamancos, 2005; Hirata et al., 2006) .
Analysis. Statistical analyses consisted of paired comparisons between the same cells during the application of different drugs. If the data were considered normally distributed, according to the Shapiro-Wilk normality test, we used parametric statistics. For two groups, we used the t test (paired). For Ͼ2 groups (one factor), we tested for a significant main effect using the repeated-measures ANOVA followed by comparisons with Tukey's test. If the data were considered not normally distributed, we used nonparametric statistics consisting of the Wilcoxon signed ranks. When performing multiple comparisons, p values were adjusted using a Bonferroni's correction by multiplying the p value by the number of comparisons made. The ␣ level used for significance was p Ͻ 0.05 or p Ͻ 0.01, as indicated. Testing the effects of drugs on FFT power or evoked responses involved two-way repeated-measures ANOVAs consisting of a Drug factor (levels determined by the number of doses plus control) and a second factor (FFT with 10 levels or Whisker stimulus with 7 levels). A significant main effect or interaction was followed by comparisons with Tukey's tests. Reported p values correspond to significant Tukey's tests after a significant main effect or interaction.
Results

Cortical cholinergic stimulation produces an activated (desynchronized) state in barrel cortex
In urethane-anesthetized rats, we tested the effect of cortical cholinergic stimulation on barrel cortex spontaneous activity. MUA and FP activity was recorded from two electrodes in the barrel cortex while an adjacent microdialysis probe infused drugs at different concentrations. First, we report the effects of the drugs on spontaneous cortical activity by measuring MUA firing rate, autocorrelations and cross-correlations (between the two electrodes), and the power spectrum of the FP. Later, we report the effects of the drugs on whisker-evoked responses in barrel cortex.
In a first set of experiments ( Fig. 1A ; n ϭ 14), we determined the effect of cholinergic activation in barrel cortex by applying the cholinergic agonist CA at different doses (50, 250, 500, and 2500 M). During control conditions (see Materials and Methods), MUA and FP activity show spontaneous synchronous slow oscillations reflecting a deactivated or synchronized state. A power spectrum (FFT) of the FP activity (Fig. 1A, bottom) revealed that CA at all doses tested in barrel cortex produced a significant reduction of the low-frequency FP activity between 0 and 5 Hz (Tukey's, p Ͻ 0.05). FP activity in the gamma range (Ͼ25 Hz) did not increase above control levels with any of the CA doses (Fig.  1A, bottom) . However, during the highest dose of CA, gamma range FP activity selectively increased compared with the lower doses of CA (Tukey's, p Ͻ 0.05). Note that low-frequency FP activity remained suppressed.
Regarding MUA, application of CA into the barrel cortex had no significant effect on spontaneous firing rate at doses between 50 and 500 M (Fig. 1A, top) . CA significantly increased firing rate at 2500 M when compared with either control or the lowest dose (50 M). In contrast to the effects on spontaneous firing rate, the timing of spontaneous MUA measured with autocorrelations and cross-correlations was significantly affected by all CA doses. During control, the autocorrelation and cross-correlation (Fig. 1A, middle) show a typical large-amplitude short-timescale peak (Ͻ20 ms interspike interval) corresponding to the characteristic synchronous high-frequency population firing during slow oscillations. Starting with the lowest CA dose (50 M), these autocorrelation and cross-correlation peaks were abolished, reflecting the abolishment of synchronous slow oscillations. Importantly, the significant increase in spontaneous MUA firing rate observed at the highest dose (2500 M) was not accompanied by an increase in synchronous slow oscillations, as noted by the lack of peaks in the autocorrelations and cross-correlations. Instead, the increase was accompanied by an upward shift of the baseline in these functions. Compared with control, autocorrelation probabilities Ͻ20 ms were significantly (Wilcoxon, p Ͻ 0.05) suppressed by CA doses between 50 and 500 M, but not for the 2500 M dose, which increased the probability for all frequencies. Compared with control, cross-correlation probabilities Ͻ20 ms were significantly (Wilcoxon, p Ͻ 0.05) suppressed by CA doses between 50 and 250 M, but not for doses between 500 and 2500 M, which increased the probability for all frequencies. We confirmed the lack of effects of CA at doses of 50 -500 M on overall MUA firing rate by conducting a subset of experiments in which we applied CA (100 M) and one of the electrodes was a high-impedance glass pipette that isolated a single unit (n ϭ 15 cells). The mean depth of the cells was 894 Ϯ 55 m (range, 500 -1300 m), which is similar to the depth of the FP and MUA electrode, thus confirming the activating effects reported above on population responses. We found that the firing rate of the cells during control was 3.3 Ϯ 1.6 Hz and this changed to 2.5 Ϯ 1.2 Hz during CA activation (Wilcoxon, p ϭ 0.26; not significant). Similar to the effects of CA on MUA firing rate (at doses between 50 and 500 M), single-unit firing rate does not readily increase as a group at these doses. Thus, cholinergic activation changes spontaneous population firing from a synchronous slow oscillatory mode to a tonic firing mode that can increase in rate with high doses of CA.
The effects of CA in barrel cortex on MUA and FP activity resemble those traditionally termed activation or desynchronization (Moruzzi and Magoun, 1949; Steriade et al., 1991; CastroAlamancos, 2004b; Hirata and Castro-Alamancos, 2010) , which occur when an animal transitions between a slow-wave sleep/ quiescent state to an awake/vigilance state.
In a second set of experiments (n ϭ 10; Fig. 1B ), we determined the effects of lower doses of CA (0.5, 1, 10 M), followed by the higher doses already tested in the first set of experiments (50, 250, 2500 M). A power spectrum (FFT) of the FP activity (Fig.  1B , bottom) revealed significant effects of CA at the 0 -5 Hz frequency range. Thus, the low-frequency FP activity between 0 and 5 Hz tended to increase at the lower CA doses (0.5-10 M), but this effect was not significant compared with control (Tukey's, p Ͼ 0.16). At higher CA doses (50 -2500 M), low-frequency FP activity between 0 and 5 Hz decreased compared with control, but this effect was only significant at the higher doses (250 -2500 M; Tukey's, p Ͻ 0.001). Comparing the effects of the doses of the first and second set of experiments revealed that prior application of low doses of CA (0.5-10 M) suppressed somewhat the activating effects of higher doses of CA compared with control, meaning that higher doses were required to achieve the same effect.
Regarding MUA, the lowest doses of CA (0.5-1 M) tended to increase the spontaneous firing rate, but this effect was not statistically significant. As the dose of CA increased (10 -50 M), the spontaneous MUA firing decreased from this level, and this effect was significant at 50 M when compared with the lower doses (Fig. 1B, top) , but not to control (Tukey's, p ϭ 0.15). Further increases in the dose of CA led to increases in firing that were significant at 2500 M when compared with the low obtained at 50 M (Fig. 1B, top) , but not to control (Tukey's, p ϭ 0.7). Autocorrelations and cross-correlations (Fig. 1B , middle) revealed that the lowest doses (0.5-1 M) of CA did not suppress synchronous slow oscillations. Instead, synchronous slow oscillations increased as indicated by a significantly (Wilcoxon, p Ͻ 0.05) larger short-timescale peak (Ͻ20 ms) for the autocorrelations and cross-correlations at the 1 M dose. However, as in the previous set of experiments, higher doses of CA (Ͼ10 M) abolished the synchronous slow oscillations. Also, similar to the first set of experiments, high doses of CA (500 -2500 M) led to a shift in the autocorrelation and cross-correlation baselines compared with 50 M, but not compared with control.
Together the results reveal that different levels of cholinergic activation produce different states in barrel cortex. A low tone of cholinergic activation (0.5-1 M) boosts the deactivated cortical state by enhancing synchronous slow oscillations. Interestingly, low doses of cholinergic stimulation boost slow oscillations in juvenile cortical slices (Wester and Contreras, 2013) . However, in vivo this effect is small, probably because slow oscillations are already prevalent during the control state. A higher tone of cholinergic activation (ϳ50 M) produces signs typical of cortical activation, consisting of the complete abolishment of synchronous slow oscillations and a shift of firing to a tonic mode. A very high tone of cholinergic activation (250 -2500 M) leads to a significant increase in tonic firing without any synchronous slow oscillations.
In a third set of experiments, we explored the effect of blocking cholinergic muscarinic receptors on the same measures as above. If the main effect of these receptors is to produce cortical activation, then application of a muscarinic receptor antagonist should lead to deactivation. Indeed, application of atropine (AT; n ϭ 12; Fig. 1C ) into the barrel cortex at two different doses (100 -1000 M) produced a significant increase of low-frequency FP activity (0 -10 Hz; Fig. 1C , bottom) and a significant increase in spontaneous MUA firing rate (Fig. 1C, top) . This was accompanied by a significant (Tukey's, p Ͻ 0.05) increase in the short-timescale peak (Ͻ20 ms) of the MUA autocorrelation and cross-correlation functions, indicating an enhancement of synchronous slow oscillatory activity. In conclusion, stimulation of cholinergic receptors causes cortical activation, while block of muscarinic receptors causes cortical deactivation.
Cortical noradrenergic stimulation produces a different state than cholinergic stimulation
Using the same methods described above, we next tested the effects of cortical noradrenergic stimulation on barrel cortex activity. Application of NE into the barrel cortex at any of four different doses (100, 500, 1000, and 5000 M) significantly decreased the spontaneous MUA firing rate in the barrel cortex (Tukey's; Fig. 2, top) . Lower doses were also tested in a few experiments, and either produced a decrease or no significant effect (data not shown). The reduction in spontaneous MUA firing rate was accompanied by an abolishment of synchronous slow oscillations, as indicated by a significant (Wilcoxon, p Ͻ 0.05) suppression of the short-timescale peaks (Ͻ20 ms) in the autocorrelations and cross-correlations (Fig. 2, middle) . However, we noted that spontaneous spindle oscillations could still occur on occasion, particularly at higher NE doses, and this was reflected in the autocorrelation and cross-correlation peaks at the spindle frequency (7-15 Hz; see below). In addition, a power spectrum (FFT) of the FP activity (Fig. 2, bottom) revealed that NE in barrel cortex at all the doses tested produced a significant reduction of low-frequency FP activity between 0 and 10 Hz (Tukey's; p Ͻ 0.01). Thus, similar to CA, NE abolishes synchronous slow oscillations, but in contrast to CA, NE robustly suppresses spontaneous firing. To determine whether there is a tonic noradrenergic activation during our control conditions, we tested the effects of two noradrenergic antagonists on MUA and FP activity in a few experiments. Neither the ␣-adrenergic receptor antagonist phentolamine (1000 M; n ϭ 4) nor the ␤-adrenergic antagonist propanolol (1000 M; n ϭ 4) produced significant effects. Thus, in contrast with the effect of AT, which revealed a tonic cholinergic activation during our control conditions, noradrenergic antagonists indicate that there is a low tonic noradrenergic activation in barrel cortex during our control conditions.
To evaluate the effect of cortical noradrenergic stimulation on spindle oscillations, we took advantage of the fact that these os-cillations can be evoked by whisker deflections in anesthetized animals. Thus, we used multiwhisker stimulation (six adjacent whiskers deflected at 0.2 Hz) to evoke spindle oscillations in barrel cortex and determine the effects of CA, NE, and AT on evoked spindles. FP responses evoked by whisker stimulation consist of a large short-latency "primary response" followed by a longlatency rebound that peaks at between 100 and 175 ms (Fig. 3) . The rebound is typically followed by additional peaks, reflecting an evoked spindle oscillation at ϳ10 Hz (Fig. 3) . The effects of the drugs on the primary responses will be described later below. Here we focus on the evoked oscillation.
To measure the evoked spindle oscillations, we calculated a power spectrum (FFT) of the FP activity evoked between 50 and 1550 ms after the multiwhisker stimulus. Application of CA (50 -2500 M; n ϭ 14) abolished evoked spindle oscillations and this was reflected in significantly suppressed FP activity in the 5-15
Hz range for each dose tested (Tukey's; Fig. 3A) . In contrast, application of NE (100 -5000 M; n ϭ 10) did not abolish the evoked spindle oscillations (Fig. 3B) . Instead, NE did suppress the primary response (discussed later) and its rebound, which was reflected in a tendency (not significant) to suppress the 5-10 Hz frequency range (the rebound occurs at ϳ150 ms). Moreover, FP activity in the 10 -15 Hz range, which reflects the spindle oscillation, was also not significantly suppressed and tended to increase (Fig. 3B) . Thus, NE produces a cortical activated state consisting of suppressed firing and abolished synchronous slow oscillations, but the cortical activation seems to be devoid of concomitant thalamic activation. Finally, consistent with the effects of CA on evoked oscillations, application of AT (n ϭ 12) significantly enhanced evoked oscillations, as reflected by an increase in the 5-10 Hz range for the highest dose (1000 M; Tukey's), and in the 10 -15 Hz range for both doses (100 and 1000 M; Tukey's; Fig. 3C ).
In conclusion, while both cortical cholinergic and noradrenergic stimulation lead to the abolishment of synchronous slow oscillations in the barrel cortex, there are major differences between the activation states they produce. First, noradrenergic stimulation consistently and sharply decreases firing rate as it abolishes synchronous slow oscillations. In contrast, cholinergic stimulation abolishes synchronous slow oscillations without affecting overall spontaneous firing rate; population firing changes from a slow oscillatory burst mode to a tonic firing mode. Second, during either cortical noradrenergic or cholinergic stimulation, slow oscillations are abolished but spontaneous and evoked spindle oscillations, which originate in the thalamus (Steriade et al., 1985) , are observed selectively during noradrenergic stimulation. This indicates that cortical cholinergic activation, which changes cortical neuronal firing to a tonic mode, leads also to thalamic activation, presumably through corticothalamic synapses. In contrast, cortical noradrenergic activation, which suppresses overall cortical neuronal firing, deactivates the thalamus, presumably because it removes corticothalamic activity.
Cortical neuromodulation changes the state of the thalamus
The previous results indicate that selective cholinergic or noradrenergic cortical stimulation leads to different states in the thalamus. To address this question, we conducted an additional set of experiments in which we used high-impedance electrodes to record from single cells in the VPM thalamus during application of neuromodulators in the barrel cortex. The cells were located in VPM thalamus based on their short-latency response to whisker stimulation and on the location of the electrode tracks (CastroAlamancos, 2002a; Aguilar and Castro-Alamancos, 2005; Hirata Figure 4 A, B shows autocorrelations of spontaneous activity recorded from cortex MUA (top) and from single units in VPM thalamus (bottom). In both examples, CA (100 M) was applied first, which led to typical signs of activation in barrel cortex, as already reported above; autocorrelation short-timescale peak (Ͻ20 ms) is strongly suppressed. During control, the VPM cells Example of the effect of cortical cholinergic stimulation (CA) on the timing (autocorrelation) of spontaneous MUA in the barrel cortex (top) and single-unit activity in the VPM thalamus (bottom) recorded simultaneously. Note that cortical cholinergic activation also activates the thalamus by shifting firing from bursting to tonic. B, Same as A, but in this example cortical cholinergic stimulation was followed by cortical noradrenergic stimulation (NE) after returning to ACSF (control). Note that cortical noradrenegic activation deactivated the thalamus by rapidly shifting firing back to bursting. Also, note the ϳ10 Hz peak [100 ms interspike interval (ISI); green arrow] in the cortex MUA during application of NE in neocortex, indicating the presence of spindle oscillations. VPM cells typically only burst during some of the cycles of the spindle oscillation (hence the lack of a peak at 10 Hz in the bottom). C, Population data showing the effect of cortical cholinergic stimulation (CA, 100 M, n ϭ 8) or cortical noradrenergic stimulation (NE, 500 M, n ϭ 11) on spontaneous firing rate measured simultaneously from MUA in cortex and single units in VPM. *p Ͻ 0.05 versus control. D, Same as C, showing the effect on the timing (autocorrelation) of spontaneous firing measured simultaneously from MUA in cortex and single units in VPM. The top panel depicts the change in high-frequency firing probability (Ͼ50 Hz; Ͻ20 ms ISI), while the bottom shows the change in low-frequency firing probability (between 1 and 5 Hz; 200 -1000 ms ISI). Note the significant suppression in VPM burst firing (Ͼ50 Hz; Ͻ20 ms ISI) caused by application of CA in cortex.
tended to fire in bursts [ Fig. 4 A, B , bottom, note the large autocorrelation short-timescale peak (Ͻ20 ms) during control]. However, during CA administration in neocortex, the autocorrelation peak was strongly suppressed, indicating a suppression of burst firing and a change to tonic firing. Application of NE (500 M) into the neocortex produced the typical signs of activation in barrel cortex already reported above; autocorrelation short-timescale peak (Ͻ20 ms) is suppressed and spontaneous spindle oscillations (ϳ10 Hz) can appear (Fig 4B, top , green arrow). In addition, if the VPM cells were already firing in bursts during control, application of NE in neocortex had no effect on the autocorrelation (see below). However, if the VPM cells were activated (e.g., due to recent effects of CA), application of NE in cortex rapidly returned the cells to a burst firing pattern, as shown in Figure 4B (bottom), in which NE was applied after partial recovery from previous CA.
Population data (Fig. 4C,D) reveals that, while the firing rate of VPM cells (overall number of spikes; Fig. 4C ) was not significantly affected by selective cortical cholinergic or noradrenergic activation, spike timing was significantly affected. In particular, application of CA in neocortex (100 M; n ϭ 8) had no significant effect on spontaneous firing rate of either cortex MUA or VPM single units ( Fig. 4C; Wilcoxon) . However, application of CA in neocortex significantly suppressed spike timing Ͻ20 ms of both cortex MUA and VPM single units ( Fig. 4D, top; Wilcoxon) , but not spike timing between 200 and 1000 ms (Fig. 4B, bottom) . The results indicate that during cortical cholinergic activation, VPM cells shift from a bursting to a tonic pattern. This effect was observed in five of the eight cells tested. The other three cells either did not burst during control or were unaffected.
In contrast to the effects of CA, application of NE in neocortex (500 M; n ϭ 11) significantly suppressed spontaneous firing rate of cortex MUA (as described above), but not of VPM single units ( Fig. 4C; Wilcoxon) . Moreover, application NE in neocortex significantly suppressed spike timing Ͻ20 ms and between 200 and 1000 ms of cortex MUA, but not of single units in VPM ( Fig. 4D ; Wilcoxon). These results indicate that selective cortical noradrenergic activation can deactivate the thalamus, but has no effect on an already deactivated thalamus, while cortical cholinergic activation activates the thalamus by shifting spontaneous firing from bursting to tonic firing.
Effect of cortical cholinergic activation on whiskerevoked responses
We next explored the effects of cholinergic activation on sensory responses evoked in the barrel cortex by single-whisker or multiwhisker deflections delivered at low (0.2 Hz) or high (10 Hz) frequency. We have characterized these whisker-evoked responses in both the somatosensory thalamus and barrel cortex using intracellular, single-unit, and FP recordings (Hirata et al., 2006, 2009; Hirata and Castro-Alamancos, 2008; Hirata and Castro-Alamancos, 2011) . In a previous study, we also measured the effect of cortical cholinergic activation on whisker-evoked FP responses, but different levels (doses) of cholinergic stimulation were not explored, unit activity was not considered, and only multiwhisker stimuli were tested (Oldford and CastroAlamancos, 2003) .
Application of CA at four different doses (50 -2500 M; n ϭ 14) led to a significant suppression of the primary peak (5-30 ms) of the FP response (Figs. 5A, 6A ) evoked by low-frequency whisker stimulation (the color-coded asterisks at the base of each plot denote statistically significant differences compared with control; Tukey's). The suppression was significant for responses evoked by multiwhisker, PW, and Aw1 stimuli and for all four doses tested, but not for much smaller responses evoked by Aw2-Aw5. Lower doses (data not shown) had either a slight enhancing effect (0.5-1 M) that was not statistically significant or had no effect (10 M). Similarly, MUA responses were suppressed by cholinergic stimulation, depending on the dose, but this effect was stronger for longer-latency components of the response (Figs. 5B, 6 B, C). Thus, we measured two different windows of the MUA response: a short-latency response window (5-15 ms) and a longlatency response window (16 -50 ms). All doses of CA suppressed the short-latency response evoked by multiwhisker stimulation, and the lowest dose also suppressed the PW response (Fig. 6B) . All doses of CA suppressed the long-latency response for much wider set of stimuli, including multiwhisker, PW, Aw1, and Aw2 (Fig. 6C) . Figure 7 shows measurements of the responses evoked by trains of 10 whisker stimuli at 10 Hz. Only multiwhisker, PW, and Aw1 responses are shown because Aw2-Aw6 responses are rather small (especially when adapted by 10 Hz trains), and the effects of CA on them are negligible. Responses to 10 Hz trains have three components (Hirata et al., 2009) . First, the low-frequency response evoked by the first stimulus is similar to those evoked by single low-frequency stimuli (already described above and not described here). Second, the following few stimuli (ϳ2-5) evoke "transition responses" that are very strongly adapted due to the effect of synaptic inhibition in subcortical structures; this transient adaptation is relieved by GABA receptor blockers in the thalamus. Finally, the last few stimuli (ϳ6 -10) produce steadystate response adaptation, which is unaffected by subcortical inhibition (Hirata et al., 2009 ). Thus, response adaptation is not linear within a train. We found that the three lowest doses of CA (50 -500 M) suppressed low-frequency and steady-state FP and MUA responses but not transition responses evoked by multiwhisker and PW stimulation. In contrast, the highest dose of CA (2500 M) selectively enhanced FP and short-latency transition responses evoked by multiwhisker and PW simulation, but not long-latency MUA responses, which were suppressed. In conclusion, during low-frequency stimulation, CA suppresses the strongest responses in barrel cortex, which are evoked by multiwhisker stimulation and the two most effective whiskers (PW and Aw1). During high-frequency stimulation, CA suppresses steady-state responses, but not transition responses evoked by multiwhisker stimulation or the PW. At very high doses, CA also strongly enhances the transition responses, which is consistent with an activating effect in the thalamus.
We next explored the effects of the muscarinic antagonist AT on whisker-evoked responses (Figs. 8, 9 ). AT had the opposite effect than CA on low-frequency stimuli. At the lowest dose (100 M), CA significantly enhanced FP and MUA responses evoked by the strongest stimuli (multiwhisker, Aw1, and Aw2). At the highest dose (1000 M), the enhancement occurred for most of the AWs, except the one evoking the weakest response (Aw5). For high-frequency stimuli (Fig. 9) , AT also had the opposite effect than CA. Steady-state FP and short-latency MUA responses were enhanced by CA, while transition responses were still very strongly adapted. Long-latency MUA responses, which were suppressed by CA, were enhanced by AT.
The results indicate that cortical cholinergic stimulation suppresses sensory responses evoked by the strongest whisker stimuli. Response adaptation produced by high-frequency trains becomes more linear (adapted responses within a train are similar), and at high doses the amount of adaptation is reduced, likely because of an activating effect in the thalamus.
Effect of cortical noradrenergic activation on whiskerevoked responses
Application of NE at four different doses (100 -5000 M; n ϭ 10) led to a significant suppression of the primary peak (5-30 ms) of the FP response (Figs. 5C, 10A) evoked by low-frequency whisker stimulation. This suppression was significant for responses evoked by multiwhisker, PW, and Aw1-Aw3 stimuli, depending on the dose. At higher doses, the suppression involved more AWs. Similarly, MUA responses were suppressed by noradrenegic stimulation, and this effect was stronger for longer-latency components of the response (Figs. 5D, 9 B, C) . All doses of NE suppressed the short-latency responses evoked by multiwhisker, PW, Aw1, and Aw2 (Fig. 10B) , and the highest dose also suppressed Aw3. All doses of NE suppressed the long-latency response evoked by all stimuli at low frequency (Fig. 9C) . Figure 11 shows measurements of the responses evoked by trains of 10 whisker stimuli at 10 Hz for multiwhisker, PW, and Aw1. We found that all doses of NE suppressed low-frequency and steady-state FP and short-latency MUA responses, but not transition responses, evoked by multiwhisker and PW stimulation. NE suppressed transition and steady-state long-latency MUA responses evoked by the multiwhisker, PW, and AW1-AW3 (Fig 11C) , but had no significant effect on those responses evoked by Aw4 and Aw5 (data not shown).
These results indicate that cortical noradrenergic stimulation suppresses sensory responses without altering transient adaptation to high-frequency trains, which indicates a lack of activation in the thalamus.
Discussion
Cortical cholinergic and noradrenergic neuromodulation produces distinct states
The present results reveal that selective cortical cholinergic and noradrenergic stimulation produces different activated states in the barrel cortex. A low tone of cholinergic stimulation may boost the deactivated state by enhancing synchronous slow oscillations. A higher tone of cholinergic stimulation readily activates the cortex by abolishing synchronous slow oscillations and shifting firing rate to a tonic mode, without altering overall firing rate. This transition in cortical state causes the thalamus itself to become activated, presumably via corticothalamic activity. A very high tone of cholinergic stimulation produces a similar activated state with significantly higher tonic firing rate. In contrast, noradrenergic cortical stimulation activates the cortex by abolishing synchronous slow oscillations and suppressing overall firing rate. The noradrenergic cortical activated state does not lead to thalamic activation, presumably because corticothalamic activity is also suppressed. In fact, the thalamus tends to be more deactivated with higher levels of cortical noradrenergic stimulation.
The effects of cortical neuromodulation on spontaneous slow oscillations are consistent with the effects of these same drugs in adult cortical slices that express spontaneous slow oscillations (Favero et al., 2012) . Both of these neuromodulators abolish spontaneous and evoked Up states in slices of somatosensory cortex. This effect is associated with a dampening of the excitability of identified pyramidal cells and of the excitatory conductance of cortical synapses. In contrast, identified fast-spiking inhibitory neurons are excited by NE, but not by CA (Kawaguchi and Shindou, 1998; Favero et al., 2012) . One possibility is that noradrenergic cortical activation suppresses overall excitatory cell firing by increasing the firing of inhibitory neurons, which drives synaptic inhibition. In fact, in the somatosensory thalamus, NE robustly drives the firing of GABAergic cells in the reticular nucleus, which leads to the suppression of spontaneous firing in thalamocortical cells (Hirata et al., 2006) .
Selective manipulation of cholinergic cells in the basal forebrain in vivo with optogenetics produces effects in the visual cortex that are consistent with those observed here on spontaneous activity during selective cortical cholinergic stimulation in the barrel cortex (Pinto et al., 2013) . In addition, the levels of acetylcholine change in the brain during different behavioral states (Williams et al., 1994) , and these different cholinergic tones may be associated with the distinct dosedependent effects of cortical cholinergic stimulation we observed. Also, selective optogenetic stimulation of the locus ceruleus causes wakefulness and EEG activation (Carter et al., 2010) . The results we observed on cortical cells are also consistent with previous findings using iontophoresis, which produces a much more localized action at the level of single cells. Cholinergic activation increases firing in some cells (Herrero et al., 2008) while noradrenergic activation is associated with a suppression of firing and receptive fields (George, 1992; EgoStengel et al., 2002) .
Sensory responses are suppressed by both cortical activated states
The effects of these distinct cortical activations on sensory responses in barrel cortex are consistent with the previously described effects of forebrain activation. A suppression and focusing of sensory responses in barrel cortex during activated states has been demonstrated repeatedly in both anesthetized and behaving animals (Castro-Alamancos and Oldford, 2002; Castro-Alamancos, 2002b , 2004a Hirata and CastroAlamancos, 2011 ). Here we found that sensory responses to lowfrequency stimuli are suppressed by either cholinergic or noradrenergic cortical stimulation. The suppression occurs primarily for the strongest responses, which are evoked by multiwhisker, PW, and the strongest AW stimulation. The suppression is more widespread (involving weaker whiskers, which have longer latency responses) when longer latency components of the response are considered (16 -50 ms). By suppressing sensory responses, the receptive fields become more selective for the PW, and long-latency response components are abolished, which results in a sharper, more focused cortical response (CastroAlamancos, 2002b) . Interestingly, the contrast between the PW and multiwhisker stimulation, which produces stronger responses to multiwhisker stimulation (Hirata and CastroAlamancos, 2008) , is still evident during cortical activation.
The effects on high-frequency sensory responses depend on whether the thalamus is activated by the cortical activation. This is expected because thalamic activation controls rapid sensory adaptation both in the thalamus (Castro-Alamancos, 2002a; Aguilar and Castro-Alamancos, 2005; Hirata et al., 2006) and in the cortex (Castro-Alamancos and Oldford, 2002; CastroAlamancos, 2004a; Hirata and Castro-Alamancos, 2011) . Thus, during cortical cholinergic activation, which also activates the thalamus, the transient adaptation that occurs during the first few stimuli in a train is abolished so that rapid sensory adaptation becomes more linear; transient and steady-state adaptation is not different. During cortical noradrenergic activation, which deactivates the thalamus, the stronger transient adaptation is unaffected while steady-state adaptation is suppressed. Thus, unlike for cortical cholinergic activation, there is still a difference between transient and steady-state adaptation during cortical noradrenergic activation. In other words, cortical sensory responses evoked by high-frequency whisker stimulation during cortical noradrenergic activation resemble responses evoked during cortical deactivation but are much more suppressed.
The effects of cortical neuromodulation on cortical whisker responses contrast with the effects of these neuromodulators in the thalamus. In the thalamus, cholinergic activation enlarges the receptive fields of VPM neurons and facilitates their response to high-frequency stimuli, reducing rapid sensory adaptation (Castro-Alamancos, 2002a; Aguilar and Castro-Alamancos, 2005; Hirata et al., 2006) . In contrast, cortical cholinergic activation suppresses receptive fields in the cortex. Only high doses, which activate the thalamus, reduce rapid sensory adaptation. In the thalamus, noradrenergic activation abolishes spontaneous firing of VPM neurons without suppressing sensory responses, which leads to a large increase in signal-to-noise ratios (Hirata et al., 2006) . In the cortex, noradrenergic activation suppresses both sensory responses and spontaneous firing, which does not lead to an evident enhancement in signal-to-noise ratios of population responses.
Cortical neuromodulation controls thalamic activation and deactivation
We have previously shown that thalamic neuromodulation per se changes the state of the barrel cortex (Castro-Alamancos and Oldford, 2002; Hirata and Castro-Alamancos, 2010 ). An important finding of the present study is that the opposite is also true. Namely, cortical neuromodulation changes the state of the thalamus. This is consistent with the well known role of corticothalamic activity in modulating the state of the thalamus (Sherman and Guillery, 1998) . In addition, corticothalamic cells are notorious for their lack of activity, even in awake animals (Swadlow and Weyand, 1987) . Although, we did not record from corticothalamic cells, the effects observed in the thalamus are likely driven by activity in these cells. We speculate that the expression of corticothalamic activity requires robust cortical cholinergic activation.
By controlling the activity of thalamocortical and corticothalamic cells, and consequently their synapses, neuromodulators can control the state of their respective targets without having to be released there directly. This may be useful to assure that both structures are in the same state when either of them is activated or deactivated, which may be essential because of the extensive connectivity between both of these structures. Alternatively, neuromodulators may be able to set a myriad of distinct states by controlling the state of the thalamus and neocortex both directly and indirectly.
