Abstract: We formulate and solve some geometric extremal problems involving extremal distance and harmonic measure. The extremal configurations are symmetric. We answer a question raised in our earlier work [Bet].
Introduction
Let Ω be a simply connected domain in the extended complex plane C ∞ bounded by a Jordan curve ∂Ω. By a well-known theorem of C.Carathéodory every conformal map of Ω onto another Jordan domain has a continuous oneto-one extension to the closure of Ω; (see e.g. [Oht, §3.1]) . Let E 1 , E 2 be two disjoint, closed arcs on ∂Ω. The extremal distance λ(E 1 , E 2 , Ω) between E 1 and E 2 is defined as follows (cf. [Hen, §16.11 
]):
There is a unique conformal mapping f : Ω → C and a unique positive number λ such that f maps Ω onto the rectangle (0, λ) × (0, 1) with f (E 1 ) = {iy : 0 ≤ y ≤ 1} and f (E 2 ) = {λ + iy : 0 ≤ y ≤ 1}. Then λ(E 1 , E 2 , Ω) := λ.
There are more general definitions of extremal distance (see [Beu] , [Oht] ) but here we will consider only the simply connected case described above. Another name for the extremal distance is module of the quadrilateral Ω with opposite sides E 1 , E 2 . There is a close relation between extremal distance and harmonic measure. Let Ω be as above and consider a Borel set E on ∂Ω. The harmonic measure ω(z, E, Ω) of E, at z ∈ Ω, with respect to Ω, is defined as follows (cf. [Nev, III §1] 
There is a conformal map f :
Both extremal distance and harmonic measure are invariant under conformal mappings. For other properties, we refer to [Beu] , [Hen] , [Nev] , [Oht] . We will study some extremal problems that involve these two conformal invariants and have a simple geometric character. These problems are related to our earlier work [Bet] . In fact, we answer here a uniqueness question which was left open in [Bet] . In the next section we present some auxiliary results. In Sections 3 and 4 we study two problems for extremal distance and in Section 5 we deal with the analogous problems for harmonic measure.
Some auxiliary results
In some cases extremal distances and harmonic measures can be computed explicitly with the help of conformal maps. Such a computation can be done for the strip:
y−x ), and ν is the function defined by
r = 1 − r 2 , r ∈ (0, 1). The function ν plays an important role in the theory of quasiconformal mapping and other branches of Analysis (see [AVV] ). Sometimes we also use the function µ = 2πν. We mention two properties of these functions (see [AVV, ch. 5] 
Extremal distances on the upper half-plane H can be also computed explicitly (see [Oht, §2.16] ):
3. An extremal problem for extremal distance 
We will solve the following extremal problem.
Problem 1. Find min φ∈[−θ,θ) λ(A, B, D)
and determine the extremal configuration(s). 
The minimum is attained uniquely for φ = −θ.
Proof. We compute λ(A, B, D) explicitly as a function of φ.
A computation based on (2.2) and (2.3) shows that
A simple geometric computation yields
The length of A (and of B) is equal to l 2 − l 1 .
The function z → z π/ψ maps D conformally onto the upper half-plane H. The conformal invariance of extremal distance implies that
The latter extremal distance can be computed explicitly in terms of complete elliptic integrals: Using (2.5) we find
It is well-known that the function ν is strictly decreasing and continuous on (0, 1); see e.g. [AVV, Ch. 5] . Hence λ (A, B, D) , as a function of φ, is continuous for φ ∈ (−θ, θ). Moreover, it is continuous (from the right) at φ = −θ. This fact can be easily proved using a simple covergence argument, (2.2) and (2.3). Therefore, in order to prove the theorem, we must prove the following
Proof of the claim: Substituting l 1 , l 2 from (3.5), (3.6), we find
The second equality above comes from (3.2). It is easy to see that to prove the claim, it suffices to prove that f is strictly decreasing. Let
We prove that g is strictly decreasing for φ ∈ (−θ, θ): A straightforward calculation shows that
Thus g (φ) < 0 if and only if
But s(−θ) = 0 and also by (3.9),
Hence g is strictly decreasing. This implies that f is also strictly decreasing and the claim is proved. The proof of the theorem is also complete now.
Another extremal problem for extremal distance
In this section we study a problem which involves extremal and euclidean distances. It may be considered as an illustration of the interplay between conformal and euclidean quantities studied in the book of R.Nevanlinna [Nev, ch. IV] .
Let x ∈ [−1, 0], y ∈ (x, 1], and S = S(x, y) := {z : x < z < y}. Let also 
Here we will complete the solution of Problem 2 by proving the following theorem.
Theorem 2. There is a unique number y o ∈ (0, 1) such that
Proof. It remains only to prove that the minimum is attained uniquely. Because of Fact (b) above, it suffices to prove that the
is attained uniquely for some y o ∈ (0, 1).
In view of Fact (c), we consider the function
, y ∈ (0, 1).
We must prove that l attains its minimum uniquely. We will use the function µ = 2πν instead of the function ν in order to be in agreement with the notation of [AVV] . With this notation and by (2.3), we have
We do the change of variable
and consider the function
The transformation r = r(y) : (0, 1) → (0, 1) is strictly increasing. Hence if L attains uniquely its minimum at some point r o then l attains uniquely its minimum for some point y o .
We differentiate the function L:
Hence we must prove that the equation
has a unique solution in (0, 1). We use (2.4) and after some simple calculations, (4.1) becomes 2 π r 2 K(r)K (r) = (π 2 + log 2 r) log 1 r , or equivalently
where m(r) = (2/π)r 2 K(r)K (r).
But by [AVV, Theorem 3.28] , the function m(r)/ log(1/r) is strictly increasing from (0, 1) to (1, ∞). Since the function π 2 + log 2 r is strictly decreasing from (0, 1) to (π 2 , ∞), the equation (4.2) (and hence the equation (4.1) too) has a unique solution in (0, 1). This fact finishes the proof of the theorem. Remarks 1. As it was noted in [Bet] , the numerical value of y o is approximately equal to 0.403. It was mentioned there that perhaps y o = cos π e , but more accurate numerical computations show that this is not true. 2. Since Problem 4 has a unique solution, the problem for harmonic measure studied in [Bet, Section 8] has also a unique solution. 3. One can combine Problems 1 and 2, and show that the strip S(−y o , y o ) is the unique extremal domain for a more general extremal problem.
Extremal problems for harmonic measure
In this section we study two extremal problems for harmonic measure that are analogous with the Problems 1 and 2. 
The maximum is attained uniquely for φ = −θ.
The harmonic measure ω(0, A ∪ B, D) can be written explicitly in terms of elementary functions. Such an expression, however, is complicated and it is difficult to prove Theorem 3 using it. We will apply a different method that uses Theorem 1 and exploits the symmetry of D and the additional symmetry of D(−θ). where O * = λ/2 + i/2; this comes (for instance) from a classical symmetrization result for harmonic measure [Hal] . this follows from a simple computation based on (2.1).
Proof

5.2.
Finally we study a problem for harmonic measure associated to the configuration of Section 4. We use the notation x, y, E = E(x), F = F (y), S = S(x, y) of Section 4. 
