Space programs summary no. 37-61, volume 2 for the period 1 November - 31 December 1969. The deep space network by unknown
N A T I O N A L  A E R O N A U T I C S  A N D  SPACE A D M I N I S T R A T I O N  
Space Programs Summary 37-67, Vol. /I 
The Deep Space Network 
For the Period November 1 to December 31, 1969 
J E T  P R O P U L S I O N  L A B O R A T O R Y  
C A L I F O R N I A  I N S T I T U T E  O F  T E C H N O L O G Y  
P A S A D E N A ,  C A L I F O R N I A  
January 31, 1970 
https://ntrs.nasa.gov/search.jsp?R=19700021497 2020-03-12T02:28:57+00:00Z
N A T I O N A L  A E RO N A U T  I C S  A N D  SPACE A D M  I N I S T  RAT I O N  
Space Programs Summary 37-67, Vol. I/ 
The Deep Space Network 
For the Period November 1 to December 31,1969 
J E T  P R O P U L S I O N  L A B O R A T O R Y  
C A L I F O R N I A  I N S T I T U T E  OF T E C H N O L O G Y  
P A S A D E N A ,  C A L I F O R N I A  
January 3 1, 1 970 
J P l  SPACE PROGRAMS SUMMARY 37-61, VOL. /I 
Copyright 0 1970 
Jet Propulsion Laboratory 
California Institute of Technology 
Prepared Under Contract No. NAS 7-1 00 
National Aeronautics and Space Administration 
Preface 
The Space Programs Summary is a multivolume, bimonthly publication that 
presents a review of technical information resulting from current engineering 
and scientific work performed, or managed, by the Jet Propulsion Laboratory for 
the National Aeronautics and Space Administration. The Space Programs Sum- 
mary is currently composed of four volumes: 
Vol. I. Flight Projects (Unclassified) 
Vol. 11. The Deep Space Network (Unclassified) 
Vol. 111. Supporting Research and Advanced Development (Unclassified) 
Vol. IV. Flight Projects and Supporting Research and Advanced 
Deoelopment (Confidential) 
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Foreword 
Volume I1 of the Space Programs Summary reports the results of work per- 
formed by the Deep Space Network (DSN). Information is presented, as appro- 
priate, in the following categories: 
Introduction 
Description of the DSN 
Description of DSN Systems 
Mission Support 
Interplanetary Flight Projects 
Planetary Flight Projects 
Manned Space Flight Project 
Advanced Flight Projects 
Advanced Engineering 
Tracking and Navigational Accuracy Analysis 
Communications Systems Research 
Communications Elements Research 
Supporting Research and Technology 
Development and Implementation 
Space Flight Operations Facility Development 
Ground Communications Facility Development 
Deep Space Instrumentation Facility Development 
DSN Project and System Development 
Operations and Facilities 
DSN Operations 
Space Flight Operations Facility Operations 
Ground Communications Facility Operations 
Deep Space Instrumentation Facility Operations 
Facility Engineering 
In each issue, the section entitled “Description of DSN Systems” reports the cur- 
rent configuration of one of the six DSN systems (tracking, telemetry, command, 
monitoring, simulation, and operations control). The fundamental research carried 
out in support of the DSN is reported in Vol. 111. 
iv JPL SPACE PROGRAMS SUMMARY 37-67, VOL. II 
Contents 
I . Introduction . . . . . . . . . . . . . . . . .  1 
B . Description of DSN Systems . . . . . . . . . . .  3 
H.C. Thorman . . . . . . . . . . . . . . .  3 
. . . . . . . . . . . . . .  A Description of the DSN 1 
1 . Simulation System 
. . . . . . . . . . . . . . .  I I  . Mission Support 8 
A . interplanetary Flight Projects . . . . . . . . . . .  8 
A.J.Siegmeth . . . . . . . . . . . . . . .  8 
1 . Pioneer Mission Support 
. . . . . . . . . . . . .  B Planetary Flight Projects 17 
1 . Mariner Mars 1969 Mission Support 
2 . Mariner Mars 1971 Mission Support 
K . ~ . ~ i n n e s  . . . . . . . . . . . . . . .  17 
R . P . Loeser . . . . . . . . . . . . . . .  18 
C . Manned Space Flight Project . . . . . . . . . . .  22 
1 . Apollo Mission Support 
P . S . Goodwin ond R . B . Hartley . . . . . . . . . . .  22 
D . Advanced Flight Projects . . . . . . . . . . . .  26 
1 . Viking Mission Support 
2 . Helios Mission Support 
J . R . Hall ond E . C . Gatz 
D . J . Mudgway . . . . . . . . . . . . . . .  26 
. . . . . . . . . . . . .  28 
Ill . Advanced Engineering . . . . . . . . . . . . . .  31 
A . Tracking and Navigational Accuracy Analysis . . . . . .  31 
. . . . . . . . . . .  31 
1 . Introduction 
T . W . Hamilton and D . W . Trask 
2 . Influence of Orbital Parameters on Satellite 
Orbit Determination Accuracy 
R . K . Russell . . . . . . . . . . . .  . a 32 
3 . Detailed Lunar Gravimetric Map of the 
Mare Humorum Area 
P . M . Muller and W . L . Sjogren . . . . . . . . . . . .  38 
4 . Lunar Gravity Over Large Craters From 
Apollo 12 Tracking Data 
P . Gottlieb. P . M . Muller. W . 1 . Sjogren. and W . R . Wollenhaupt . . . . .  40 
6 . Communications Systems Research . . . . . . . . .  43 
1 . Digital Acquisition and Detection: Design and 
implementation of a Slope Threshold Data Compression 
System for DSS-SFOF Video Links 
1.0. Anderson . . . . . . . . . . . . . . .  43 
JPL SPACE PROGRAMS SUMMARY 37.61. VOL . If V 
2. Digital Acquisition and Detection : Slope Threshold 
Data Compression System Performance Test 
T.  0. Anderson and S. Brokl . . . . . . . . .  . . 52 
3. Communication Statistics: Patterns of Equipment 
Failure in the DSlF 
G.Lorden . . . . . . . . . . . . . . . .  54 
4. Information Systems: Acquisition Time for Symbol 
Synchronizer for Low SNR Coded Systems 
W. J. Hurd and T. 0. Anderson . . . . . . . . . . .  57 
5. Information Systems: A Class of Nonlinear 
Digital Low Pass Filters 
W. J. Hurd and T .  0. Anderson . . . . . . . . . . .  63 
6. Frequency Generation and Control : Distribution 
Amplifiers for the Hydrogen Maser Frequency Standard 
G. Lutes . . . . . . . . . . . . . . . .  68 
7. Frequency Generation and Control : Narrow- 
Bandwidth, Dig ita I I y-Con trol led Receiver 
KSchreder.  . . . . . . . . . . . . . . .  73 
C. Communications Elements Research . . . . . . . . .  86 
1. Low Noise Receivers : Microwave Maser 
Development 
R. C. Clauss and R. 6.  Quinn . . . . . . . . . . . .  86 
2. Frequency Generation and Control: Atomic 
Hydrogen Frequency Standard 
C. Finnie and S. P e w  . . . . . . . . . . . . .  89 
D. Supporting Research and Technology . . . . . . . . .  92 
1. Modifications to the Functions of TMG for Purposes 
of Spacecraft Telemetry Simulation 
R. 1. Scibor-Marchocki . . . . . . . . . . . . .  92 
2. Graph Searching in the Algorithm for Telemetry 
Decommutation 
C. S. Christensen . . . . . . . . . . . . . .  98 
3. Binary Digital Phase Shifter 
R. C. Coffin . . . . . . . . . . . . . . .  100 
4. DSS 13 Operations 
E .  6. Jackson . . . . . . . . . . . . . . .  102 
5. A Theoretical Consideration in the Comparison of 
Measured and Computed Reflector Distortions 
R. Levy . . . . . . . . . . . . . . . .  102 
vi JPL SPACE PROGRAMS SUMMARY 37-61, VOL. II 
Contents (contd 1 
. . . . . . . . . . .  IV Development and Implementation 108 
108 A . DSlF Development . . . . . . . . . . . . . .  
1 . Winterization of the Time Sync Master 
Station 30-ft Antenna 
J . Carlucci and R . McKee . . . . . . . . . . . . .  108 
K . Barfos. R . Zanteson. C . Valencia. P . Lipsius. and M . Katow 
R . C . Chernoff . . . . . . . . . . . . . . .  114 
4 . Effect of VCO Noise on Phase-Lock Receiver 
Performance 
2 . Tri-Cone Multiple Cassegrain Feed System 
. . . . . .  108 
3 . Drive Amplifier for 400-kW Klystron 
R . c . Bunce . . . . . . . . . . . . . . . .  115 
5 . Clock-Synchronization System Performance 
H . Baugh . . . . . . . . . . . . . . . .  120 
B . DSN Projects and Systems Development . . . . . . . .  121 
1 . Multiple-Mission Telemetry System Project 
2 . Mission-Independent Computer-Driven Volatile 
W . Frey. R . Petrie. apd R . Greenberg 
Data Displays 
. . . . . . . . . .  121 
J . E . Maclay . . . . . . . . . . . . . . .  147 
. . . . . . . . . . .  150 
3 . Realignment of DSN Operational Discrepancy Reporting 
H . D . Moss and H . 0 . Marxmiller 
V . Operations and Facilities . . . . . . . . . . . . .  153 
A . DSN Operations . . . . . . . . . . . . . .  153 
. . . . . . . . . .  153 
1 . Radio Science Support 
T . Sato. D . Spitzmesser. and W . Roach 
B . SFOF Operations . . . . . . . . . . . . . .  154 
1 . SFOF Training Program 
J . A . Wynecoop . . . . . . . . . . . . . . .  154 
C . DSlF Operations . . . . . . . . . . . . . .  154 
1 . The Effect of Input Termination on Maser Gain 
G . R . Home . . . . . . . . . . . . . . .  154 
Subject Index . . . . . . . . . . . . .  . .  . 159 
JPL SPACE PROGRAMS SUMMARY 37.61. VOl . if vii 
I .  Introduction 
A. Description of the DSN 
The Deep Space Network (DSN), established by the 
NASA Office of Tracking and Data Acquisition under 
the system management and technical direction of JPL, 
is designed for two-way communications with unmanned 
spacecraft traveling approximately 10,000 mi from earth 
to planetary distances. I t  supports, or has supported, the 
following NASA deep space exploration projects: Ranger, 
Surueyor, Mariner Venus 1962, Mariner Mars 1964, 
Mariner Venus 67, Mariner Mars 1969, Mariner Mars 
1971 (JPL); Lunar Orbiter and Viking (Langley Research 
Center); Pioneer (Ames Research Center); Helios (West 
Germany); and Apollo (Manned Spacecraft Center), to 
supplement the Manned Space Flight Network (MSFN). 
The DSN is distinct from other NASA networks such 
as the MSFN, which has primary responsibility for track- 
ing the manned spacecraft of the A p d b  Project, 
and the Space Tracking and Data Acquisition Network 
(STADAN), which tracks earth-orbiting scientific and 
communications satellites. With no future unmanned 
lunar spacecraft presently planned, the primary objective 
of the DSN is to continue its support of planetary and 
interplanetary flight projects. 
To support flight projects, the DSN simultaneously per- 
forms advanced engineering on components and systems, 
integrates proven equipment and methods into the net- 
work,l and provides direct support of each project through 
that project’s Tracking and Data System. This manage- 
ment element and the project’s Mission Operations per- 
sonnel are responsible for the design and operation of 
the data, software, and operations systems required for the 
conduct of flight operations. The organization and pro- 
cedures necessary to carry out these activities are de- 
scribed in SPS 37-50, Vol. 11, pp. 15-17. 
By tracking the spacecraft, the DSN is involved in the 
following data types: 
(1) Metric: generate angles, one- and two-way doppler, 
and range. 
(2) Telemetry: receive, record, and retransmit engi- 
neering and scientific data. 
1When a new piece of equipment or new method has been accepted 
for integration into the network, it is classed as Goldstone dupli- 
cate standard (GSDS ), thus standardizing the design and opera- 
tion of identical items throughout the network. 
JPb SPACE PROGRAMS SUMMARY 37-67, VOL. II  1 
(3) Command: send coded signals to the spacecraft to 
activate equipment to initiate spacecraft functions. 
The DSN operation is characterized by six DSN sys- 
tems: (1) tracking, (2) telemetry, (3) command, (4) moni- 
toring, (5 )  simulation, and (6) operations control. 
The DSN can be characterized as being comprised of 
three facilities: the Deep Space Instrumentation Facility 
(DSIF), the Ground Communications Facility (GCF), and 
the Space Flight Operations Facility (SFOF). 
1. Deep Space instrumentation Facility 
a. Tracking and data acquisition facilities. A world- 
wide set of deep space stations (DSSs) with large anten- 
nas, low-noise phase.-lock receiving systems, and high- 
power transmitters provide radio communications with 
spacecraft. The DSSs and the deep space communications 
complexes (DSCCs) they comprise are given in Table 1. 
Radio contact with a spacecraft usually begins when 
the spacecraft is on the launch vehicle at Cape Kennedy, 
and it is maintained throughout the mission. The early 
part of the trajectory is covered by selected network sta- 
tions of the Air Force Eastern Test Range (AFETR) and 
the MSFN of the Goddard Space Flight Center.2 Nor- 
2The 30-ft-&am-antenna station established by the DSN on 
Ascension Island during 1965 to act in conjunction with the MSFN 
orbital support 30-ft-diam-antenna station was transferred to the 
MSFN in July 1968. 
DSCC 1 Location 
Goldstone California 
Canberra Australia 
- South Africa 
Madrid Spain 
mally, two-way communications are established between 
the spacecraft and the DSN within 30 min after the space- 
craft has been injected into lunar, planetary, or interplan- 
etary flight. A compatibility test station at Cape Kennedy 
(discussed later) monitors the spacecraft continuously dur- 
ing the launch phase until it passes over the local horizon. 
The deep space phase begins with acquisition by either 
DSS 51, 41, or 42. These and the remaining DSSs given 
in Table 1 provide radio communications to the end of 
the flight. 
To enable continuous radio contact with spacecraft, the 
DSSs are located approximately 120 deg apart in longi- 
tude; thus, a spacecraft in deep space flight is always 
within the field-of-view of at least one DSS, and for sev- 
eral hours each day may be seen by two DSSs. Further- 
more, since most spacecraft on deep space missions travel 
within 30 deg of the equatorial plane, the DSSs are located 
within latitudes of 45 deg north or south of the equator. 
All DSSs operate at S-band frequencies: 2110-2120 MHz 
for earth-to-spacecraft transmission and 2290-2300 MHz 
for spacecraft-to-earth transmission. 
To provide sufficient tracking capability to enable useful 
data returns from around the planets and from the edge of 
the solar system, a 210-ft-diam-antenna network will be 
required. Two additional 210-ft-diam-antenna DSSs are 
under construction at Madrid and Canberra, which will 
operate in conjunction with DSS 14 to provide this capa- 
bility. These stations are scheduled to be operational by 
early 1973. 
Table 1. Tracking and data acquisition stations of the DSN 
DSS 
Pioneer 
Echo" 
(Venuslb 
Mars 
Woomera' 
Tidbinbilla' 
Johannesburg' 
Rabledo' 
Cebreros' 
DSS serial Antenna Year of initial 
designation Diameter, ft Type of mounting operation 
11 
12 
13 
14 
41 
42 
51 
61 
62 
85 
85 
(85) 
210 
85 
85 
85 
85 
85 
Polar 
Polar 
I (AI-El) 
Polar 
Polar 
Polar 
Polar 
Polar 
Az-El 
1958 
1962 
(1962) 
1966 
1960 
1965 
1961' 
1965 
1967 
8Established in 1959 to support NASA's Echo Project to explore the feasibility of transcontinental two-way communications using a passive satellite; DSS 1 2  was originally 
configured with an 85-ft-diam az-el-mounted antenna. In 1962, when the need arose for a second 85-ft-dim polar-mounted antenna a t  the Goldstone site, the 85-ft-diam 
az-el-mounted antenna was moved to DSS 13, and an 85-ft-diam polar-mounted ontenna was constructed a t  DSS 12. 
bA research-and-development facility used to demonstrate the feasibility of new equipment and methods to be integrated into the operational network. Besides the 85-ft-diem 
ar-el-mounted antenna, DSS 13 has a 30-ft-diam ai-el-mounted antenna that i s  used far testing the design and operation of the feed system for the DSS 14 210-ft-diam 
antenna. 
cNormally staffed and operated by government agencies of the respective countries (except for a temporary staff of the Madrid DSCC), with some assistance of U.S. 
dBetween 1958 and 1962, a temporary mobile tracking station was located near Johannesburg to provide 1-band communications required by the Ranger and Mariner Venus 
support personnel. 
1962 spacecraft. 
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b.  Compatibility test facilities. In 1959, a mobile 
L-band compatibility test station was established at Cape 
Kennedy to verify flight-spacecraft DSN compatibility 
prior to the launch of the Ranger and Mariner Venus 1962 
spacecraft. Experience revealed the need for a permanent 
facility at Cape Kennedy for this function. An S-band 
compatibility test station with a 4-ft-diam antenna became 
operational in 1965. In addition to supporting the preflight 
compatibility tests, this station monitors the spacecraft 
continuously during the launch phase until it passes over 
the local horizon. 
Spacecraft telecommunications compatibility in the de- 
time processing and display of metric data; (2) real-time 
and non-real-time processing and display of telemetry 
data; (3) simulation of flight operations; (4) near-real-time 
evaluation of DSN performance; (5 )  operations control, 
and status and operational data display; and (6) general 
support such as internal communications by telephone, 
intercom, pubIic address, closed-circuit TV, documenta- 
tion, and reproduction of data packages. Master data 
records of science data received from spacecraft are gen- 
erated. Technical areas are provided for flight project 
personnel who analyze spacecraft performance, trajec 
tories, and generation of commands. 
sign and prototype development phases was formerly ver- 
ified by tests at the Goldstone DSCC. To provide a more 
economical means for conducting such work and because 
of the increasing use of multiple-mission telemetry and 
command equipment by the DSN, a compatibility test 
area (CTA) was established at JPL in 1968. In all essen- 
tial characteristics, the configuration of this facility is 
identical to that of the 85- and 210-ft-diam-antenna 
stations. 
The SFOF is equipped to support many spacecraft in 
flight and those under test in preparation for flight. Over 
a 24-h period in 1967, as many as eight in-flight spacecraft 
or operational-readiness tests for flight were supported 
by the SFOF. 
The JPL CTA is used during spacecraft system tests to 
establish the compatibility with the DSN of the proof test 
model and development models of spacecraft, and the 
Cape Kennedy compatibility test station is used for final 
flight spacecraft compatibility validation testing prior to 
launch. 
2. Ground Communications Facility 
The GCF, using, in part, facilities of the worldwide 
NASA Communications Network (NASCOM),3 provides 
3. Space Flight Operations Facility 
Network and mission control functions are performed 
by the SFOF at JPL. (Prior to 1964, these functions were 
performed in temporary facilities at JPL.) The SFOF 
receives data from all DSSs and processes that informa- 
tion required by the flight project to conduct mission 
operations. The following services are provided: (1) real- 
8. Description of DSN Systems 
1 .  Simulation System, H.  c. Thormon 
a. Purpose. The purpose of the DSN Simulation System 
is to create realistic simulation of expected operational 
environments for testing and training to prepare the DSN 
and its users for support of planned missions. 
b.  Development. The DSN Simulation System, as de- 
scribed in SPS 37-54, Vol. 11, pp. 3-7, was used for pre- 
flight preparation of the DSN for support of the Mariner 
Mars 1969 and the Pioneer E projects. 
voice, high-speed data, and teletype communications 
between the SFOF and all DSSs, except those of the 
Goldstone DSCC. Communications between the Gold- 
stone DSCC and the SFOF are provided by a microwave 
link leased from a common carrier. Early missions were 
supported with voice and teletype circuits only, but in- 
creased data rates necessitated the use of wide-band 
circuits from all DSSs. 
A DSN Simulation System requirements document de- 
scribing the characteristics, interface requirements, and 
performance parameters to be implemented for DSN sup- 
port of mission preparations during 1970 and 1971 was 
published in May 1969. A similar document covering 
additional development for 1972,1973, and 1974 was pub- 
lished in August 1969. These documents provide the 
functional design of a system that is consistent with the 
long-term development plans for the DSN Mark I11 data 
system. 
The present article summarizes the functional require- 
ments for the 1970-1971 era. Technical designs for imple- 
mentation of these requirements are currently underway. 
3Managed and directed by the Goddard Space Flight Center. 
escription. The DSN Simulation System consists of 
the DSN SimuIation Center at JPL together with simu- 
lation conversion assemblies to be installed at all of the 
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Deep Space Stations. Elements of the GCF are utilized 
for communication of simulation data to the SFOF and 
the DSIF. Figure 1 provides a functional block diagram 
of the System. 
d. Operating modes. The DSN Simulation System is 
required to operate in either or both of two basic modes. 
SFOF input mode. In this mode, the DSN Simulation 
Center processes simulated spacecraft and DSIF data into 
GCF messages for input to the SFOF so that the data 
appears to be coming from the DSIF. 
DSIF input mode. In this mode, the DSN Simulation 
System injects data into one or more DSSs. Simulated 
spacecraft data requires on-site conversion from GCF- 
message format into signals of the kind that would be 
obtained from a spacecraft in flight. Simulated SFOF 
messages to the DSS are inserted directly into the respec- 
tive DSIF systems that ordinarily receive data or instruc- 
tions from the SFOF. 
e. Key characteristics. The key characteristics to be 
provided in the present development of the DSN Simu- 
lation System are: 
(1) Simulation System not to alter operational config- 
uration of DSN facilities. 
(2) Real-time generation and control of all simulation 
data by DSN Simulation Center. 
(3)  Minimization of simulation hardware and software 
external to DSN Simulation Center. 
(4) Some capability to simulate all DSN elements 
simultaneously. 
simulations simultaneously. 
(5) Some capability to perform multiple spacecraft 
(6) Network-wide test and training by inserting simu- 
lated telemetry and command data into receptacles 
at DSS. 
(7) Simple software interface provided by standardized 
higher-level language. 
(8) Accommodation of project-unique hardware and 
software by DSN Simulation Center, including 
spacecraft dynamic modeling. 
conversion at all DSSs. 
(9) Mission-independent capability for simulation data 
(10) Accommodation of data from sources external to 
DSN Simulation Center. 
f. Interfaces with other DSN Systems. Interfaces be- 
tween the DSN Simulation System and each of the other 
five DSN Systems are diagramed in Figs. 2-6. 
DSN Telenwtry System. As shown in Fig. 2, the simu- 
lated telemetry data generated in the DSN Simulation 
Center will be communicated to either the DSIF or the 
SFOF via the GCF high-speed data and wideband sys- 
tems. In addition, teletype (TTY) backup telemetry sim- 
ulation will be provided to the SFOF. 
At each DSS (including the Cape Kennedy Compati- 
bility Test Station and the JPL Compatibility Test Area) 
the data will be received and processed by a simulation 
conversion assembly (SCA). The functions of the SCA are 
diagramed in the DSS portion of Fig. 2. 
At the SFOF, the injection points for the high-speed 
and wideband data are at the central processing system, 
while the TTY backup data is inserted into the SFOF- 
internal teletype network. 
DSN Command System. Figure 3 shows interfaces be- 
tween the DSN Simulation System and the DSN Com- 
mand System. The Simulation System will interface with 
the Command System in the following ways: 
(1) S F O F  support. To support SFOF testing, the Simu- 
lation Center will simulate the DSIF Command 
System by receiving command data messages from 
the SFOF and outputting verification messages and 
confirm or abort messages to the SFOF. This com- 
mand data flow may also be utilized to activate 
appropriate responses in the simulated telemetry 
data. 
(2) DSN support. For support of operations in which 
the SFOF and DSIF are both active, the Simulation 
Center will have capability to receive and interpret 
command verification and command confirm or 
abort messages coming from the DSIF. The re- 
ceived messages will be utilized to activate appro- 
priate responses in the simulated telemetry data. 
DSN Tracking System. As indicated in Fig. 4, the DSN 
Simulation System requirements through 1971 provide for 
an interface with the DSN Tracking System in the SFOF 
but not in the DSIF. (However, the system requirements 
for the 1972-1974 period call for development of tracking 
simulation functions in the DSIF.) 
Simulated tracking data, representing the output of as 
many as three DSSs, will be communicated via Tm from 
the DSN Simulation Center to the tracking-data processor 
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portion of the Central Processing System in the SFOF. 
Also, the output of the DSS 14 DSIF Tracking System 
will be simulated in the Simulation Center and communi- 
cated via high-speed data lines into the SFOF central 
Processing System. 
DSN Monitor System. The DSN Simulation System 
will interface with DSN monitor operations through the 
SFOF Central Processing System (Fig. 5). A modeling of 
DSIF Monitor System functions in the Simulation Center 
will accept monitor-criteria data and will output simulated 
DSS monitor data and alarm messages. 
An interface with the DSIF will provide for incoming 
DSS monitor data to be routed to the Simulation Center 
for appropriate perturbation of simulated telemetry data. 
DSN SIMULATION CENTER 
ENABLE ACTIVATION 
OF COMMAND 1 
DSN Operations Control System. The interface be- 
tween the DSN Simulation System and the DSN Opera- 
tions Control System is shown in Fig. 6. Real-time 
interfacing of these two DSN Systems occurs when the 
Simulation Center is simulating operations of one or 
more DSSs. 
g .  Applications. The DSN Simulation System exists for 
support of all levels of testing and training activities of 
the DSN and the DSN users. Some examples of activities 
supported by the Simulation System are listed below: 
(1) DSN system development. 
(2) DSN facilities tests. 
(3) DSN system tests. 
GCF -
EXECUTE I * ORCANCEL I 
b 
I 
- 
----I+- 
HSDL 
MISSION OPERATIONS 
DSS - 
HSDL HIGH-SPEED DATA LINE 
COMMAND 
AND ENABLE 
VERIFY 
DSN SIMULATION CENTER 
TRACKING 
q y l  SIMULATION 
I 
SFOF -
Fig. 3. DSN Simulation/Command Systems interface 
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I SYSTEM I 
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Fig. 4. DSN Simulation/Tracking Systems interface 
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(4) DSN integration tests. 
(5) DSN data-flow tests. 
(6) DSN operational training. 
(7) DSN operational verification tests. 
(8) SFOF data processing software tests. 
____ 
PERSONNEL HSDL OR 
TTY 
STAT I ON 
(9) DSIF data processing software tests. 
(10) Mission Operations System tests. 
(11) Mission operations training. 
(12) Mission Operations System/Tracking and Data 
System operational readiness tests. 
I TTY 
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Fig. 5. DSN Simulation/Monitor Systems interface 
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I I .  Mission Support 
A. Interplanetary Flight Projects 
1. Pioneer Mission Support, A. 1. Siegrneth 
a. Introduction. A report on DSN tracking and data 
acquisition (TDA) support services for the Pioneer VI 
mission was given in SPS 37-50, Vol. 11, pp. 17-26. 
Similar discussions covering the Pioneer VZZ, VZZZ, and 
ZX, missions were presented in SPS 37-51, Vol. 11, 
pp. 12-20; SPS 37-56, Vol. 11, pp. 9-29; and SPS 37-59, 
Vol. 11, pp. 7-17. This article describes the preparations 
made for TDA support of Pioneer E, and summarizes 
the support provided for Pioneers VI, VZZ, VZZZ, and ZX. 
The discussion on the Pioneer F and G mission design 
covers the latest Pioneer support activities. 
b. Pioneer mission support 
(1) Mission objectiues. The primary objective of the 
Pioneer E mission, the fifth of the second generation 
Pioneers managed and controlled by the Ames Research 
Center (ARC), was to obtain scientific information on 
interplanetary phenomena for future manned and un- 
manned interplanetary projects. A better understanding 
of the propagation of particles and fields from the sun to 
the vicinity of the earth and an exploration of effects 
caused by the dynamics of the solar surface may also lead 
to a better explanation of solar phenomena in general. 
The specific objectives for the Pioneer E mission in- 
volved conducting a high-resolution investigation of the 
solar environment in the vicinity of the earth. The tra- 
jectory was designed as a combination of “inward and 
“outward characteristics to produce an interplanetary 
“near-earth” heliocentric orbit. This trajectory design 
would have made operation possible at the highest 
Pioneer telemetry bit rate of 512 bits/s for at least 
900 days after launch, since the spacecraft would have 
lingered in the vicinity of the earth before beginning to 
lag the earth and start its revolution about the sun. The 
near-earth lingering trajectory would have allowed in- 
tensive analysis of the geomagnetospheric tail. A more 
detailed investigation of solar flare effects might have 
resulted from the high-resolution data rates. 
(2) Termination of missions. The thrust-augmented 
improved Delta launch vehicle had lifted Pioneer E from 
Cape Kennedy. at the opening of the launch window, 
21:59:00 GMT on August 27, 1969. A loss of hydraulic 
pressure on the first stage caused a violent pitch just 
before first-stage burnout. This resulted in an improper 
flight path for the second stage. During the second-stage 
engine burn, 483 s after liftoff, a destruct command was 
transmitted to destroy the flight equipment, The mission 
was thus terminated before a parking orbit was achieved. 
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The launch vehicle, the Pioneer E spacecraft, and the 
piggyback TETR-C satellite impacted the Atlantic Ocean 
at ll"30.23' N lat and 55'42.1' W lon. 
the spacecraft would remain within 13.2 X lo6 km of the 
earth and within 0.4 km of the ecliptic plane during the 
first 900 days of flight. 
(3) Launch uehicle. The launch vehicle for Pioneer E 
was a Delta-55 three-stage booster system. The first stage 
was a modified liquid-propellant Thor augmented by 
three strap-on Thiokol solid-propellant motors. The sec- 
ond stage used an Aerojet General liquid-propellant 
engine, and the third stage was to be propelled by a 
United Technology Center solid-propellant motor. The 
third stage and spacecraft were enclosed in an improved 
Delta fairing. 
The launch vehicle's second and third stages were 
equipped with a C-band radar beacon and VHF telem- 
etry transmitters. The radar instrumentation was neces- 
sary for determining the near-earth phase trajectory of 
the stages and establishing the orbit parameters of the 
interplanetary solar injection of the spacecraft. This in- 
formation was necessary to update tracking prediction 
information and to enable the DSN to make a reliable 
and early acquisition from the closest Deep Space Station 
(DSS). The VHF telemetry transmitters were to monitor 
performance of the launch vehicle. 
(4) TETR-C. A Test and Training Satellite (TETR-C) 
was carried piggyback on the second stage of the booster 
vehicle. The satellite payload was an S-band transponder 
compatible with the Manned Space Flight Network's 
(MSFN's) unified S-band system. The Goddard Space 
Flight Center (GSFC) sponsored and directed the Test 
and Training Satellite Program to provide an active 
target for the MSFN stations. 
( 5 )  Pioneer E spacecraft. The Pioneer E spacecraft had 
a cylindrical configuration of approximately 35 in. in 
height and 37 in. in diameter. The basic design and con- 
figuration of the Pioneer E spacecraft was very similar 
to the design of Pioneer ZX (see SPS 37-59, Vol. 11). 
(6) Pioneer E trajectory.l The objective of the Pioneer E 
mission was to collect scientific data on the fields and 
particles in the general region from 0.76 to 1.07 AU from 
the sun. A primary concern in the mission design was 
the amount of data the spacecraft could transmit during 
its expected 900-day lifetime. In order to maximize the 
data transmission rate, the trajectory was designed so that 
'This information, including Figs. l a  and Ib, was provided by J. G. 
Beerer, JPL Systems Analysis Section. 
Heliocentric trajectories that stay in the earth's vicinity 
for some time are very sensitive to time of launch. 
Figures l a  and lb  illustrate normal Pioneer E trajec- 
tories for launch times only 5 min apart in the launch 
window. The earth's fixed position and spacecraft veloc- 
ity at injection are identical for both trajectories. Trajec- 
tories are shown on a constant sun-earth line plot, with 
earth at the center. The figures show obvious trajectory 
differences. The first trajectory leaves the earth's vicinity 
after 900 days; the second remains near the earth for 
some time after 900 days. 
(7) Prelaunch testing, flight support requirements, and 
actual flight support. The ultimate goal of the Pioneer E 
prelaunch test schedule was to bring the near-earth and 
deep space phase support networks to a launch readiness 
status. The Pioneer E test schedule underwent several 
changes because the launch date was postponed from 
June to late August 1969. Network tests completed prior 
to July were in preparation for a June 18 launch readi- 
ness date. Since some of the tests were completed satis- 
factorily, not all the tests were repeated in August. 
Actual prelaunch preparation began upon arrival of 
the Pioneer E spacecraft at the Air Force Eastern Test 
Range (AFETR) on July 18. The spacecraft was assem- 
bled and systems tests begun in 20 working days. After 
integration with the third stage, the spacecraft was 
mounted in the launch configuration at Complex 17-A 
on August 13. Significant prelaunch test activities are 
shown in Table 1. 
The flight support training of all elements in the 
Tracking and Data System (TDS) was satisfactory, and 
tests established a green TDS launch readiness status. 
During launch countdown the Project Manager received 
regular reports on the support readiness of all elements 
of the TDS. 
(8)  TDA support plan. The near-earth phase mission 
support was to be furnished by the metric tracking and 
telemetry data acquisition stations of the AFETR, 
MSFN, and DSN. The DSN station supporting the 
Pioneer E mission from Cape Kennedy was JPL's Com- 
patibility Test Station (CTS). The DSN planned to 
participate in an engineering demonstration of S-band 
real-time spacecraft telemetry support in cooperation 
with the MSFN downrange stations. 
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Table 9 .  Pioneer E prelaunch operations 
Date, 1969 
May 12 
May 15 
May 16 
Jul 18 
Jul 23, 24 
Aug 11 
Aug 14 
Aug 19 
Aug 21 
Aug 2 7  
Event' 
SPAC acceptance tests at SFOF 
SPACISSAC acceptance tests at SFOF 
SFOF integration No. 2 
Pioneer E spacecraft arrival at AFETR 
DSlF spacecraft compatibility tests 
DSN systems readiness test 
Operational readiness test 1 
DSN spacecraft compatibility test (on stand) 
Operational readiness test 2 
Countdown and launch 
%PAC = Spacecraft performance analysis and command. 
SSAC = space science analysis and command group. 
The first acquisition of the S-band downlink signals 
was to be made by DSS 51 (Johannesburg). This station 
would see the spacecraft 32 min and 43 s after launch for 
approximately 15 min. Two min prior to DSS 51 set, 
Carnarvon would acquire visibility of the spacecraft 
300' 
270' 
240' 
10 
signal. This station was scheduled to furnish a demodu- 
lated Pioneer telemetry bit stream via high-speed data 
lines that would be transmitted via GSFC to the SFOF 
and processed by the IBM 7044 computer at the SFOF. 
This real-time MSFN spacecraft telemetry demonstra- 
tion was to be supported on an engineering level. 
Rise at DSS 42, the first official acquisition station, was 
to be approximately 50 min after launch. Pioneer Project 
planned to evaluate one-way telemetry data for the dura- 
tion, 5 to 15 min. Within l h after launch, the Project 
required establishment of a two-way lock to send impor- 
tant commands to the spacecraft. This critical two-way 
telemetry command and tracking activity was to last 
approximately 4 h. The MSFN station at Honeysuckle 
Creek (HSK) in Australia was to be the prime backup 
station for DSS 42. 
In accordance with the NASA Support Plan, the DSN 
was committed to furnish Pioneer E full-time, 24-h/day 
support coverage during the first 30 days after launch. 
Depending on available facilities and manpower, the 
DSN planned to continue support of the Pioneer E mis- 
sion by furnishing at least two passes per day from the 
thirty-first day after launch. 
300' 
270' 
240' 
Fig. 1. Earth-sun line plot of Pioneer E nominal trajectory for different launch times 
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The Class I TDS support requirements during the near- 
earth phase of the Pioneer E mission are depicted in 
Fig. 2. The earth track and station view periods of 
Pioneer E are shown in Fig. 3. Figure 4 shows the ground 
communications support requirements for the Pioneer E 
near-earth phase. Figure 5 displays NASA Communica- 
tions Network (NASCQM), MSFN, and DSN Ground 
Communications Facilities (GCF) circuit requirements. 
(9) Actual support of Pioneer E launch. The Pioneer E 
spacecraft, together with the TETR-C satellite, was 
launched at 21:59:00.003 GMT, at the opening of the 
window on August 27, from AFETR Complex 17-A, 
Cape Kennedy, Florida. 
A local thunderstorm occurred at T - 1 h 11 min, and 
a gantry was placed around the launch vehicle until the 
storm cleared. The countdown evolved as planned, how- 
ever. A delay was caused in one of the Receiver l 
frequency measurements, but the L - 6 h frequency 
measurement could have been used if necessary to avoid 
delay in launch. At T - 9 min, all elements of the Track- 
ing and Data Acquisition System were reported in a 
green configuration and fully capable of launch support. 
During the launch countdown the spacecraft was sup- 
plied with external power to conserve the spacecraft 
battery. The spacecraft was put on internal power 5 min 
before launch. During the final stages of the launch oper- 
ations countdown, the transmitter driver was commanded 
to low-gain antenna 2 for receiving commands. The re- 
ceiver and transmitter driver was set for operation in the 
coherent mode. The equipment converters were opera- 
ting, but the power for the orientation electronics was off 
because no scientific instruments were required to be 
on during the launch phase. 
The spacecraft was launched with the telemetry 
system in the engineering data format (Format C) and 
with the telemetry data rate of 64 bits/s. Spacecraft 
engineering telemetry data analyzed by Mission Control 
at the SFOF after reception at CTS and the downrange 
MSFN stations indicate that the spacecraft operated 
normally until the destruct signal terminated the flight 
mission. 
The spacecraft power parameters denoted the addi- 
tional solar-generated power from the illuminated solar 
array following shroud jettison. After this time tempera- 
tures began to change. As the flight path altered the 
-SPACECRAFT SEPARATION 
THIRD-STAGE IGNITION 
SPACECRAFT SPINUP 
'AGE ENGINE 
&p*@ 
+<-g,.i,. LAUNCH VEHICLE BURN I 
Fig. 2. Near-earth TDS Class I requirements 
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sun look-angle to the solar array, as the vehicle turned 
southward, the power parameters began an unexpected 
trend. The improper flight path of the second stage 
resulted from a faulty roll reference because of loss of 
hydraulic pressure in the first stage. 
A destruct command message was sent to the launch 
vehicle after 483 s of flight. Since the Pioneer E space- 
craft was not inserted into an earth-lingering solar orbit, 
the mission was not renamed Pioneer X . 2  
c. Continuing support of Pioneers VI, VZI, VIII, and 
ZX. The primary objective of the still-active Pioneer V I ,  
VZZ, VZZZ, and ZX missions is to obtain scientific informa- 
tion on interplanetary phenomena. The sun radiates a 
great number of atomic particles, gamma rays, and x-rays 
as well as many other forms of energy. All of these affect 
the space environment of the solar system, 
Pioneer spacecraft are equipped with advanced instru- 
mentation to detect the particles present in interplanetary 
'It is NASA policy to identify missions with alphabetical characters 
prior to launch and to assign mission numbers cnly if launch opera- 
tions are successful. 
.-.+ +.- 
AFETR AND MSFN STATION 
RISE AND SET O N  0' ELEVATION 
CONSTRAINTS 
I 
DSIF STA~ION RISE AND SET 
O N  0" ELEVATION OR HA, DEC 
CONSTRAINTS 
I i  I 
space, to measure the sun's magnetic field, to collect new 
information about cosmic dust, and to participate in a 
series of spacecraft-to-ground radio propagation experi- 
ments. The Pioneer spacecraft are spin-stabilized and 
therefore do not require regular attitude control. Their 
orbits around the sun are determined by the prevailing 
interplanetary forces in the ecliptic plane. 
DSN support of the four Pioneers made possible the 
collection of scientific data for a circular band of the eclip- 
tic plane between 0.754 and 1.125 AU. 
The Pioneers were originally planned to have a useful 
lifetime of approximately 6 mo. Historical evidence has 
already proved these reliable spacecraft to be exceeding 
their lifetime expectations. The oldest in the ARC series, 
Pioneer VI, has been active for almost 48 mo. Altogether, 
the four Pioneers have circled the sun for 127 mo. It can 
be assumed, therefore, that these four Pioneers will still 
be active for quite some time. 
During a total of 29,183 tracking and data acquisition 
hours, the DSN collected 17.84 billion bits of data con- 
cerning fields and particles and spacecraft engineering 
(see Table 2). The DSN delivered to ARC 13,711 rolls 
\ .LA- 
180' 2100 240" 270" 3004 3300 00 30' 60" 90' 1200 150' 18( 
Fig. 3. Pioneer E track and station view periods 
12 JPL SPACE PROGRAMS SUMMARY 37-61, VOb. I I  
P 
v) c
m 
c 
c 
W N 
0 m 
m 0 
2 
0. 
h 
h 
0 
- P W N 
0 
v) 
v) 
P 
P 
c 
c 
h 
m c
c 
h 
N 
W 
2 
N 
W 
m 
0. 
N 
c 
N 
m 
2 
m 
c 
9 
d 
h 
0. 
N 
Y 
d 
v) 
2 
g - ?  0 0 .  
- 0  
v) N 
c 
c 
4 
h 
v) 
0 
% 
r 
2 v) N m 0 P d 
v) 
W 
\ 
2 
\ 
N c
W 
W \
h 
\ 
m 
c 
m 
W 
\ 
m 
0 
\ c
c 
5 
8 
E 
9 
JP6 SPACE PROGRAMS SUMMARY 37-61, VOL. II 13 
2 VOICE 
DSS 12 
6 VOICE 
THE BASIS THAT ONLY EXISTING FACILITIES AND CAPABILITIES WILL BE USED. 
3 VOICEb j r rk 
I SWITCHING CENTER 
CAPE 
KENNEDY 1 VOICE CAPE KENNEDY 
4V01CE BLDGAE, 
CTS 3 TTY - 
,FOF 
COMMU- 
NICATIONSc 
CP MUX 
UW 
10 VOICE 
IASCOM 
GODDARC 
-I 1 VOICE n PVOICE 
CP MUX (TTY) Fl DSS42 1-1 APOLLO 
WING (MSFN) 
I 
. .. .- - - . . . 
SWITCHING 3 WIDEBAND 
CENTER 
CANBERRA 2 TTY 
I 
2 VOICE 
(MS F N) - 
1 TTY 
1 HSD 
1 NtrSC;; 1 TTYl v ~ l c ~ ~ A ~  
SWITCHING 
MADRID 
ASCENSION u -  
Fig. 4. Near-earth phase Pioneer E ground communications support 
of %-in. validated magnetic analog tape, which the Project 
converted to digital information for use by the Pioneer 
Principal Investigators. 
The DSN has also collected continuous precision track- 
ing data from all four Pioneers to fulfill Project require- 
ments for trajectory information and to support the 
Celestial Mechanics Experiment. 
The DSN provided samples of real-time telemetry 
data containing science and engineering information 
during almost every Pioneer pass. These data were nec- 
essary to maintain the earth-controlled spacecraft house- 
keeping functions. The flight operations team of the 
Pioneer Project was thus able to control the spacecraft 
in real time and keep them in a near-optimum opera- 
tional configuration. 
The Pioneer Project also used the real-time telemetry 
data to generate daily space weather reports. The reports 
were transmitted to the Environmental Science Admin- 
istration. 
During calendar year 1969, the Pioneer VI and VII 
spacecraft were tracked by the 210-ft antenna station at 
Goldstone, California. The 85-ft antenna stations in South 
Africa, Spain, and Australia supported the Pioneer VIII 
and IX spacecxaft. The total Pioneer support in 1969 
was 11,900 h, with 6.5 billion bits of telemetry data 
collected. In 1968, the total was 8893 h, with 2990 h in 
1967 and 5400 h in 1966. The 1967 support was the 
lowest because of heavy loads placed on the DSN from 
nine deep space launches during that year. 
During 1969 the Pioneers were operating on telemetry 
bit rates between 8 and 512 bits/s. Of Pioneer data re- 
ceived, 88.5% were almost error-free and only 11.5% 
exhibited an error rate of more than 1 error in 1000 
detected bits. The range of the telemetry communica- 
tions links varied between 0.1 and 1.8 AU. 
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The DSN further improved the threshold capabilities 
of the 85-ft antenna network. The efforts in this area 
made it possible to extend support of the Pioneer I X  
mission from May until December 1969. The extension 
of the support range was a combined result of the ad- 
vancement in the state-of-the-art of the S-band receiver 
design and the application of convolutionally coded and 
sequentially decoded telemetry signals. Since the exten- 
sion of the 85-ft antenna support of Pioneer I X  did not 
require the use of the 210-ft antenna station, the DSN 
acquired a considerably larger amount of telemetry data 
as a direct result of the demonstrated improvements. 
The DSN has continued efforts to extend the Pioneer 
support threshold capabilities of the 85-ft antenna net- 
work ever since the launch of Pioneer VI. The improve- 
ments since December 1965 have covered a range of 
5.3 to 9.8 dB, depending on configuration. Both the 85-ft 
antenna network's telecommunications range and, in a 
broad sense, the data return from spacecraft have been 
almost doubled. 
During the last quarter of 1969, the DSN supported 
the radial and spiral experiment of the Pioneer VI and 
VII missions, making a direct measurement of the propa- 
gation characteristics of the fields and particles possible. 
During this experiment, the DSN made a dynamic dem- 
onstration of advanced capabilities of the 210-ft antenna 
station on November 28 and 29, 1969. During this time, 
Pioneer VI and VI1 spacecraft signals were received 
within the 0.15-deg beamwidth of the 210-ft antenna 
station; the telemetry signals of both spacecraft were 
simultaneously detected, displayed, and recorded. 
The end of 1969 marked the passage of 1477 days 
since the launch of Pioneer VI. 
d .  Pioneer F and G missions. All elements of the 
Pioneer F and G missions are preparing for the following 
launch dates: Pioneer F,  February 26 to March 16, 1972; 
Pioneer G, March 30 to May 1, 1973. The objectives of 
the Pioneer F and G missions are to: 
(1) Obtain precursory scientific information beyond 
Mars. 
(2) Investigate interplanetary medium. 
(3) Investigate the nature of the asteroid belt. 
(4) Explore Jupiter and its environment. 
(5 )  Develop technology for long-duration flights to 
outer planets. 
Additional information on Pioneers F and G are as fol- 
lows: 
(1) Launch vehicle: Pioneer F and G, Atlas/Centaur/ 
(2) Flight system: 500-lb class. 
(3) Ecliptic spinner/pointing to the earth. 
TE 3644. 
(4) Capable of DeZta V and attitude correction. 
(5)  Eleven scient& instruments onboard and radioiso- 
tope thermoelectric generator (RTG) power sup- 
plies. 
(6) Tracking and Data Acquisition System: Deep 
Space Network. 
The Second Pioneer Project Coordination Meeting 
and Quarterly Review was held at ARC during the 
period November 3 to 6. All participating organizations 
in the Pioneer program were represented. The plenary 
session presented the current description of those ele- 
ments of the Pioneer F and G programs that were of 
general interest. All significant changes from the last 
coordination meeting were noted and the program status 
was defined. The splinter sessions held after the plenary 
session covered the definition of interfaces among scien- 
tific instruments, spacecraft RTG launch vehicle, DSN 
and flight trajectories. 
Review of action items, agreements, problems, and 
developments resulting from the coordination meeting 
was held by the Pioneer Project on November 12 and 13. 
The DSN was represented at these Project meetings, and 
Pioneer mission/DSN interfaces were identified and plans 
for their solution were made. 
The DSN also participated in Conceptual Design Re- 
view No. 1, which was held at TRW, Inc., spacecraft 
contractor, from November 20 to December 2, 1969. 
During this review, Flight ProjecVTracking and Data 
Acquisition System interfaces were further identified. 
Action items were outlined for continued processing by 
the DSN and for reply to the Project Office. 
The Pioneer Project held the first Flight Operations 
System Design Team Meeting on November 18 and 19, 
1969. The DSN was represented. On December 4, 1969, 
the DSN held the first Pioneer F and G Capabilities 
Planning Team Meeting at JPL. The objective of the 
team is to develop an overall network capability for 
TDA support of Pioneers F and G, which is consistent 
with Project requirements as constrained by DSN re- 
sources. 
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On December 15, 1969, the DSN published the Track- 
ing and Data System Estimated Capabilities Document 
for Pioneers F and G. This document contains planning 
details which are specifically organized in two parts. The 
first part is concerned with the near-earth phase and 
the second part with the deep space phase of the mission. 
The Project Manager and the Tracking and Data System 
Manager will use this document as a guide for estab- 
lishing TDA requirements that are within the planned 
TDS capabilities. This document also identifies needs 
for additional resources. The information contained in 
this document does not represent a TDS commitment. 
To inform the Pioneer Project Management of the 
planning, implementation, and testing activities neces- 
sary to bring TDSs to a Pioneer F and G launch readi- 
ness status, a TDS level 3-type milestone schedule was 
established. This schedule will be updated monthly and 
lists TDS milestones and the major projects/TDS inter- 
faces, The December 1969 issue of this schedule is de- 
picted in Fig. 6. A monthly narrative analysis of this 
schedule provides information on support status versus 
plan, significant progress, and problem areas. 
The Pioneer Project pIans to define and negctiate a 
Task Order with JPL for the Pioneer F and G trajectory 
and navigational support. This work would be carried 
out by JPL’s Mission Analysis Division. 
B. Planetary Flight Projects 
1. Mariner Mars 1969 Mission Support, K. w. Linnes 
Tracking and Data System support for the Mariner 
Mars 1969 Project continued through the end of the 
mission on November 3, 1969. Post-encounter activities 
supported were routine cruise and special tests and 
experiments. Routine cruise tracking provided metric 
data for orbit determination and telemetry data. Special 
tests were performed to investigate anomalies in the 
spacecraft radio subsystem occurring earlier in the mis- 
sion. The DSN developed special procedures to reduce 
the output power of the ground transmitter to very low 
levels to assist in the investigations. 
The project conducted special scientific experiments 
with the ultraviolet spectrometer by pointing it in various 
directions and mapping large portions of the celestial 
M O S  = M I S S I O N  O P E R A T I O N S  S Y S T E M  
PRD = P R O J E C T  R E Q U I R E M E N T S  D O C U M E N T  
PSP = P R O J E C T  SUPPORT P L A N  
t 
P I O N E E R  G 
t 
P I O N E E R  F 
LAUNCH R E A D I N E S S  LAUNCH R E A D I N E S S  
Fig. 6 .  Pioneer F and G TDS milestone schedule 
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sphere. The DSN supported these activities with the 210- 
f t  antenna station (DSS 14) at Goldstone, using the High- 
Rate Telemetry System (HRT). The HRT made it possible 
for the ultraviolet data to be returned in real time. 
Other activities of the project included reprogramming 
the central computer and sequencer (CC&S) by ground 
command to prepare it for the Mariner Extended Opera- 
tions. Experiments were also conducted with the CC&S 
in support of Mariner Mars 1971 planning. On the 
Mariner Mars 1969 Project, the CC&S memory was read 
out in its entirety by ground command. The project 
experimented with reading out a single word, which 
represented the sum of all the words in the memory, 
thereby indicating the condition of the memory without 
a total readout. All of this activity was supported by the 
DSN within its routine operational capability. More than 
3611 commands have been sent to Mariners VI and VZI 
since launch. 
Since the end of the Mariner Mars 1969 mission in 
early November, DSN support has been provided to the 
Mariner Mars 1969 Extended Operations. Tracking opera- 
tions are on a much reduced scale, being confined to 
support from DSS 62 in Cebreros, Spain, and DSS 14 in 
Goldstone, California. DSS 62 has been used to send 
commands to the spacecraft to prepare it for a tracking 
pass immediately following its pass over DSS 14. The 
intention is to maximize the amount of tracking time 
available from DSS 14 in order to obtain more metric 
data, particularly ranging. 
In October 1969, signal strength and doppler rates 
began to exceed the design parameters of the Research 
and Development Ranging System used to support the 
encounter phase of Mariner Mars 1969. Since then, 
ranging support has been provided by the experimental 
sequential-acquisition ranging system (SPS 37-57, Vol. 11, 
pp. 72,431). Using this system, ranging data have been 
obtained from Mariners VI and VZZ at ranging signal 
levels as low as -183 dBmW. Such data have provided 
valuable additional information on charged-particle cali- 
brations by the differenced range versus integrated 
doppler (DRVID) method (SPS 37-58, Vol. 11, pp. 73-77). 
DSN support has been provided on an interim basis 
pending formal establishment of the Mariner Mars 1969 
Extended Operations activity. This activity involves 
tracking Mariners VI and VZZ through superior conjunc- 
tion for the purpose of determining relativity effects. A 
secondary objective is to investigate the DRVID method 
of charged-particle calibrations. 
2. Mariner Mars 1971 Mission Support, R .  P. Laeser 
The DSN Simulation System for support of the Mariner 
Mars 1971 mission provides capabilities for generation of 
realistic mission data, for distribution of the data to the 
various DSN facilities, and for insertion of the data into 
the normal Telemetry, Tracking, Command, and Monitor 
Systems. These capabilities allow effective system check- 
out and meaningful training. 
The DSN Simulation System baseline design was 
solidified during the current reporting period. A func- 
tional block diagram of the system is presented in Fig. 7. 
Table 3 defines the nomenclature used in Fig. 7 and in 
Tables 4-6. Table 4 describes equipment capabilities; 
Table 5 describes capabilities provided by the software 
in the noted computers; and Table 6 defines the data flow 
paths. The circled items in the Tables are shown in Fig. 7. 
Table 3. Nomenclature 
BCD 
DSIF 
DTS 
GCF 
HSD 
I/O 
MTC 
SCA 
sc 
SDA 
SDCC 
SFOF 
TCP 
1108 
6050 
910 
binary-coded decimal 
Deep Space Instrumentation Facility 
DSIF Tracking Subsystem 
Ground Communications Facility 
high-speed data 
input/output 
mission and test computer (Mariner Mars 
1971 Project) 
simulation conversion assembly 
spacecraft 
subcarrier demodulation assembly 
Simulation Data Conversion Center 
Space Flight Operations Facility 
telemetry and command processor 
UNIVAC 1108 computer 
EMR 6050 computer 
SDS 910 computer 
Table 4. Equipment/subsystem capabilities 
lator of the receiver/exciter subsystem. Use of this capability 
reduces the Command System simulation capability. 
Switchable between the two science subcarriers. 
Both engineering subcarriers constrained to same frequency. 
@ 
@ 
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Table 5. Software capabilities 
3 DSS SCA 91 0 Reol-Time Program 
(1) Input processing 
(a) Process HSD blocks from one line, with contents listed 
in @ , Toble 6 .  
contents listed in @ , Table 6. 
(b) At DSS 14, process widebond blocks from one line, with 
(2) Output processing 
0 (a) Process four dota chonnels, two engineering ( 
Table 6 )  ond two science ( @ , Table 6). 
(b) Process bit rote control, subcorrier frequency control, 
modulation index control, and attenuotion control. 
DSS SCA 91 0 Data Generation Program 
(1) Input processing 
Process operator controls and initialization. 
(2) Internal processing 
Generate one engineering (8% or 33% bits/s) streom and 
one science streom (50 bitsls, 1 k, 2k, 4k, 8k, or 16 kbits/s) 
in Moriner Mors 1971 formot, occording to operator con- 
trols and initiolizotion. 
(3) Output processing 
(a) Process two data chonnels, one engineering and one 
science. 
(b) Process bit rote control, subcorrier frequency control, 
modulation index control, and attenuotion control oc- 
cording to operotor inputs. 
6050 Computer Program 
(1) Input processing 
(a) Process equivalent of four telemetry data streams (two 
engineering, two science) for two spacecroft from the 
1108. 
(b) Process equivalent of two high-rote science streams 
from o project-supplied digital recording or o nego- 
tiated real-time source (not simultaneous with some 
type data from 1108). 
(c) Process high-accuracy, command-responsive spacecraft 
position os o function of time in terms of station ob- 
servobles from the 1708. 
(d) Process DSS parameters which con be offected by the 
spacecroft condition (from 11 08). (Used for transmis- 
sion to SCA in long loop, and to vary monitor data in 
short loop.) 
(e) Process al l  HSD from up to three DSSs, when in long 
loop mode, discording all but Command System mes- 
sages. 
(f) Process al l  HSD to three (max) DSSs, disregarding all 
but Command System and standards and limits traffic 
(short loop mode only]. 
(9) Process control messages for 6050 or 1108 and disploy 
control messages. 
(2) Output processing 
(a) Process and format HSD os listed in @ and @ , 
Table 6 ,  in combinations not to exceed equivalent of 
three DSSs trocking two spacecroft. 
(b) Process and format widebond data os listed in 
Table 6 .  
(c) Process ond formot TTY trocking and telemetry as listed 
in @ , Table 6 .  
(d) Process displays of system status and selected doto. 
(e) Process control messoges to 1 108. 
(f) Process anticipated and actual commands to 1108. 
0. 
(3) Internal processing 
(a) Generote up to two engineering (either rote) and two 
science (any rote) streams, correctly formatted (frame 
sync words, etc.), but with controllable pattern data 
values. 
(b) Commutate the realistic, command responsive telemetry 
received from the 1108. 
(c) Generate tracking data for up to three DSSs (either 
spacecroft from either DSS), bosed upon input state 
vector. Effect 0. maneuver response in the data under 
input control of maneuver porometers. 
(d) Generate DSS responses to commonds in terms of Com- 
mand and Monitor System doto, when in the short loop 
mode. 
(e) Generate with moth models DSS parameters which may 
vary with change in  spacecraft condition (DSN- 
supplied). 
1108 Simulation Program 
(1) Input processing (Project-supplied) 
(a) Process program control from 6050 or 11 08 1/0 con- 
sole. 
(b) Process anticipofed or actual commands from 6050. 
(2) Output processing (Project-supplied) 
(a) Process equivalent telemetry output of two spacecraft. 
(b) Process high accuracy and precision trocking doto. 
(c) Process DSS parameters offected by commands to 
spocecrof t. 
(3) lnternol processing (Project-supplied) 
(a) Generote with moth models command responsive telem- 
etry in any legol rote combination, for two spacecraft. 
(b) Generate with moth models station observobles for 
three DSSs, either spacecroft trocked by any DSS. 
The data must be command responsive and of high 
occuracy. 
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Table 6. Description of data flow paths for Simulation System 
@ Simulated data, formatted for HSD transmission, for one DSS, 
in maximum case consisting of: 
(a) Two engineering streams (8% or 33% bits/s). 
(b) Two 50-bit/s science streoms, or one 50-bit/s science 
stream and one high-rate science stream (1 or 2 kbits/s). 
(c) Bit rate, subcarrier frequency, attenuation, and modula- 
tion index control information. 
(d) Simulation instructions. 
(e) Simulated commands and standards and limits, i f  6050 
acting as SFOF. 
(Note: Duplicated for two other DSSs.) 
@ Simulated data, formatted for HSD transmission, simulating 
output of one DSS, in maximum case consisting of: 
(a) Two engineering streams (8% or 33% bits/s). 
(b) Two 50-bit/s science streams, or one 50-bit ls science 
stream and one high-rate science stream (1 or 2 kbits/s). 
(c) Monitor data. 
(d) Command traffic. 
(e) Partial status and supplemental data. 
(f) DTS high-speed tracking data (DSS 14 simulation only). 
(Note: Duplicated for two other DSSs, except f.) 
@ Simulated high-rate data, formatted for wideband transmis- 
sion, consisting of one 16-kbit/s (max) high-rate stream 
when transmitted to DSS 14, or two (max) 16-kbit/s (max) 
high-rate streams when short looped direct to MTC and/or 
360/75.  (Note: Two streams to DSS 14 will be attempted, but 
will depend on SCA capability.) 
C. Manned Space Flight Project 
1. ApOllO Mission Support, P. S. Goodwin and R. 6.  Hartley 
a. Introduction. The DSN support provided to the 
MSFN during the first manned lunar landing mission 
(Apollo 11) was described in SPS 37-59, Vol. 11, pp. 27-32. 
The support provided during the second manned lunar 
landing mission, Apollo 12 (AS-507), is presented in this 
article. 
b. Mission description. Apollo 12 was the fifth manned 
Apollo mission flown aboard the three-stage Saturn V 
launch vehicle and carried Astronauts Charles Conrad, 
Jr. (Commander), Richard P. Gordon, Jr. (Command 
Module Pilot), and Alan L. Bean (Lunar Module Pilot) 
on a successful 10-day lunar landing mission. Apollo 12 
was launched from Pad 39-A at Cape Kennedy at 
16:22:00.68 GMT on November 14, 1969, at a launch 
azimuth of 72.3 deg. The weather at the time of launch 
TTY formatted simulated tracking data from three DSSs (either 
spacecraft from any DSS), plus backup engineering and se- 
lected 50-bit/s science TTY from three simulated DSSs (two 
spacecraft per DSS). 
Command and standard and limit traffic to DSS, parallel 
routed to 6050. Other traffic on HSD not used. (Note: Dupli- 
cated for two other DSSs.) 
Command and monitor traffic from DSS, parallel routed to 
6050. Other traffic on HSD not used. (Note: Duplicated for 
two other DSSs.) 
Voice traffic for test coordination and simulotion of various 
operating positions. 
Data transfer from 11 08 math models to 6050, and control 
information in both directions. 
Processing control information. 
Selected data and system status. 
One engineering bit stream, 8% or 33% bits/s. 
One science bit (symbol) stream, 50 bits/s uncoded or coded 
1 to 16 kbits/s. 
Mixing ratio (modulation index) control. 
S-band attenuator control. 
S-band equivalent of one spacecraft downlink. 
BCD time code for use throughout DSS. 
Simulation instructions and SCA control. 
Simulated commands to TCP, simulated standards and limits 
to DIS, and nonsimulated traffic of other system. 
High-rate data for two spacecraft. 
was inclement with a ceiling of approximately 1000 ft 
and intermittent showers, At  approximately 36 s after 
launch, and again at approximately 52 s after launch, an 
electrical discharge caused numerous circuit breakers 
aboard the spacecraft to trip. Fortunately, however, the 
guidance system aboard the third-stage S-IVB instrumen- 
tation unit was able to maintain control of the launch 
vehicle while the astronauts reset the circuit breakers 
aboard the spacecraft to restore normal power system 
operation. During the subsequent earth-orbital revolu- 
tions, the crew realigned the guidance platform and other 
instrumentation that had been affected by the power out- 
age. However; they were unable to check out the instru- 
mentation aboard the still encapsulated Lunar Module 
until after the translunar injection, which occurred over 
the Pacific Ocean some 2 h and 50 min later. 
After the S-IVB stage successfully injected the Apollo 12 
spacecraft on a trajectory toward the moon, the 
Command/Service Module separated from the booster 
22 JPL SPACE PROGRAMS SUMMARY 37-49, V 
and docked with the unattended Lunar Module, which 
was still attached to the third-stage booster. The two 
spacecraft separated from the S-IVB third-stage booster 
which was then discarded and remained in a highly 
elliptical earth orbit, its function having been accom- 
plished so accurately that the combined Apollo 12 space- 
craft required but one small midcourse correction enroute 
to the moon. Shortly after separation, the crew entered 
the Lunar Module in order to check out its onboard 
systems to verify that the electrical phenomenon that oc- 
curred at launch had not disrupted any of the equipment. 
At 83 h and 25 min after launch, Apollo 12 burned its 
service propulsion system engine to successfully insert the 
joined spacecraft into lunar orbit. After two lunar orbits, 
the engine was burned again to circularize the orbit, and 
early in the thirteenth orbit the Lunar Module, carrying 
Astronauts Conrad and Bean, separated from the Com- 
mand Module. The actual Lunar Module descent phase 
occurred during lunar orbit 14. The descent trajectory of 
the Lunar Module was so accurate that the vehicle 
landed near the rim of the crater that contains Surveyor 
ZZZ, Apollo 12's targeted landing area. After 4.5 h of 
preparation, Astronauts Conrad and Bean emerged from 
the landed Lunar Module to deploy the scientific instru- 
ments on the surface of the moon and to collect samples 
of lunar soil. After an excursion of 3 h and 56 min, the 
astronauts then returned to the Lunar Module for rest 
and replenishment of their life-support system. After a 
12.5-h rest period, the astronauts re-emerged from the 
Lunar Module to make their longest traverse on the 
moon, including a visit to the Surveyor ZZZ spacecraft 
which had landed on the moon 31 mo earlier (see Fig. 8). 
Using hand-tools, the astronauts detached the Surveyor 
ZZZ television camera, pieces of the spacecraft wiring 
harness, the scoop from the surface sampler, and pieces 
of aluminum tubing for return to earth and analysis by 
the scientific community. The astronauts also collected 
additional lunar samples, including a deep core sample, 
on their second excursion onto the lunar surface that lasted 
a total of 3 h and 50 min. Once inside the Lunar Module, 
the astronauts spent 6 h and 41 min in preparation for 
takeoff from the lunar surface, which occurred at 142 h 
into the mission. 
The ascent stage of the Lunar Module was successfulIy 
launched from the lunar surface; some 3 h and 32 min 
after takeoff, it rendezvoused with the orbiting Command/ 
Service Module, which was now in its thirty-second orbit 
of the moon. Astronauts Conrad and Bean transferred the 
lunar samples and Surveyor parts from the Lunar Module 
into the Command Module and secured the ascent stage 
of the Lunar Module for separation and its ultimate pow- 
ered descent two orbits later into the lunar surface, which 
was intentionally done to calibrate the seismometer 
instrument they had left near the landing site. The three 
crewmen remained in lunar orbit for another 27 h to take 
additional landmark sightings for future Apollo missions; 
then, at the end of the forty-fifth orbit of the moon, the 
Command/Service Module burned its service propulsion 
engine for a successful return fight to earth. 
The injection towards earth was so precise that only 
one small midcourse correction was required. Apollo 12 
re-entered the earth's atmosphere on November 25 and 
landed in the Pacific Ocean approximately 2.5 nmi from 
the carrier U.S.S. Hornet. The landing site was 2034 nmi 
southwest of Hawaii. The astronauts were recovered 
from the spacecraft by helicopter and landed aboard the 
Hornet 1 h and 10 min after splashdown to complete 
mankind's second successful mission to the surface of 
the moon. 
c. Requirements for DSN support of Apollo 12 
Cape Kennedy CTS. The Cape Kennedy Compatibility 
Test Station (CTS) was required to support previous 
ApolZo missions up through Apollo 11, covering both pre- 
mission testing and launch activities. This requirement 
was removed after the successful Apollo 11 mission. 
Accordingly, CTS did not officially participate in the 
Apollo 12 mission. 
D S N / M S F N  wing stations. As was done during pre- 
vious Apo2lo lunar missions, DSSs 11, 42, and 61 were 
committed to support Apollo 12 under direct MSFN/ 
MSC control starting at launch minus 2 wk through the 
end of the mission. 
DSS 14. The MSFN required the support of DSS 14 
on every view period from translunar injection through 
transearth injection, lunar orbit coverage to be horizon- 
to-horizon, and translunar coverage to start at horizon 
rise and continue until the end of the spacecraft tele- 
vision transmissions. The DSN scheduled all horizon-to- 
horizon passes since the television schedule is often 
changed in real time. The DSN was not able to formally 
commit to the first pass after translunar injection for two 
reasons: (1) the pass began less than 15 min after the 
translunar injection burn, making it difficult to obtain 
and process the necessary pointing angle predicts in time 
for horizon rise, and (2) the angular tracking rates when 
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pollo astronauts' lunar excursion to Surveyor 111 site 
the spacecraft is still near the earth exceed those nor- 
mally experienced at DSS 14. 
Goldstone time synchronization. MSFN required time 
synchronization between the various stations at Gold- 
stone (DSS 14, DSS 11/MSFN wing, and Apollo Prime). 
This time synchronization was the same as for past 
missions and consisted of transporting a Goldstone Stan- 
dards Laboratory cesium clock to the various sites for 
measurements several times before, during, and after 
the mission. 
Precision doppler data. As part of the continuing study 
of lunar potential anomalies (mascons), DSS 14 was 
required to provide precision doppler and signal strength 
recordings during the Lunar Module descent to the 
lunar surface. 
remission testing 
DSN/MSFN wing stations. DSSs 11, 42, and 61 were 
placed on mission status at 0O:Ol GMT on November 3, 
1969, and from that time until splashdown the stations 
were under MSFN control. Prior to November 3, each 
wing station conducted extensive maintenance and a 
long pre-track countdown to ensure the integrity of the 
equipment common to the DSN and MSFN. 
DSS 14. During previous Apollo missions, it had been 
considered necessary to conduct an Operational Readi- 
ness Test with all stations and the Space Flight Opera- 
tions Facility (SFOF). However, during the DSN Apollo 
12 premission planning, it was felt that the most optimum 
test that could be conducted at DSS 14 was a Configura- 
tion Verification Test which would include bit error rate, 
s su 
data verification, operational data tests, etc. The Con- 
figuration Verification Test was a significant improve- 
ment over the premission activities conducted on prior 
missions. The test included all elements depicted in 
Fig. 9. 
COMPUTER 
A 
e. Apollo 12 operations 
DSN/MSFN wing stations. DSSs 11, 42, and 61 suc- 
cessfully supported the earth-orbital, lunar-transfer, 
lunar-orbital and earth-return phases of the mission, with 
only the following minor anomalies noted: 
(1) DSS 11. Transmitter tripoffs continued to plague 
DSS 11. One fault occurred when the station was 
transmitting, and caused an uplink loss of trans- 
mission for 58 s. Other faults occurred during the 
premission calibrations, Investigation is continuing 
into these problems. 
(2) DSS 42. The only problem noted at DSS 42 was a 
compressor motor burn-out in the air-conditioning 
unit in the antenna Declination Axis Room at 01:35 
10 
GMT on November 20. No operational 
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SFOF 
to the mission was felt; a second compressor was 
able to handle the air-conditioning load since the 
weather at the time was cool. 
(3) DSS 61. One transmitter failure was experienced 
at 17:40 GMT on November 15, while the station 
was transmitting to the spacecraft. The apparent 
cause was a malfunctioning relay which caused a 
high-voltage rectifier interlock trip. 
DSS 14. Seven passes were tracked by DSS 14, all of 
which were complete horizon-to-horizon coverage except 
the last one, when DSS 14 was officially released from 
further Apollo 12 activities at 06:25 GMT on Novem- 
ber 21. These passes included all mission phases from 
just after translunar injection through lunar-orbit inser- 
tion, descent, landing, lunar surface activities, and post- 
rendezvous lunar-orbit coverage. 
DSSs 11, 
42, AND 61 
As mentioned earlier, the first pass, which began 
approximately 10 min after the translunar injection burn, 
was not a formal requirement. The pass was intended to 
be a "training pass," and no station predicts were avail- 
able until 30 min after spacecraft rise. However, DSS 14 
0 MSFN NET No. 1 
OR MISSION COMMENTARY, 
MONITOR ONLY 
"I "1 r-7 DSN DSS 14 
I I 
I 
I MSFN MICROWAVE I 
I MSFN GOLDSTONE PRIME I 
@ 
@ 
@ MAINTENANCE AND 
MSFN N E T  No. 2, MONITOR ONLY 
MSFN NET No. 3, MONITOR ONLY 
OPERATIONS CONFERENCE 
LOOP, VOICE 
@ VOICE, SYSTEMS DATA 
ANALYSIS-GSFC-MSC 
COMPUTER, STATE VECTOR 
COORDINATION 
@ MAINTENANCE ORDER WIRE, 
@ SPACECRAFT EMERGENCY VOICE 
@ MICROWAVE DATA CHANNELS 
@ TTY CIRCUIT, SIMPLEX 
@) VOICE STATION COORDINATION 
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@ VOICE, NETWORK OPERATIONS 
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@ SWITCHING, CONFERENCING, 
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ARRANGEMENT 
Fig. 9. Goldstone communications requirements for Apollo 12 
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displayed resourcefulness in obtaining verbal pointing 
angles from the DSS ll/wing station in order to manually 
steer the antenna onto the spacecraft. Thus, early data 
were obtained and sent to the Goldstone MSFN station. 
During this first training pass, the unique capabilities 
of DSS 14 proved to be invaluable. Apollo Mission Con- 
trol in Houston altered the plan in order to activate the 
Lunar Module at approximately 7.5 h into the mission 
instead of the previously planned time of 64 h into the 
mission to confirm that none of its systems had been 
affected by the electrical discharge that occurred just 
after launch. However, the Lunar Module and the third- 
stage S-IVB booster transmit on the same S-band fre- 
quency and, at this point in the mission, these vehicles 
had not separated very widely. Thus, when the Lunar 
Module signal was activated, two interfering signals were 
seen simultaneously by the 85-ft ground stations, with no 
usable data being obtainable. DSS 14, however, which 
has a beamwidth of 0.14 deg (compared to 0.33 deg for 
the 85-ft antennas), was able to point at the Lunar 
Module while having the S-IVB out of the main beam. 
In this way, DSS 14 was the only ground station able to 
obtain usable Lunar Module telemetry data during this 
early Lunar Module checkout. 
No operational problems occuued at DSS 14 for the 
remainder of the mission. The relatively high signal levels 
received from typical Apollo missions are unusual for 
DSS 14 (which usually tracks unmanned planetary space- 
craft beyond the range of 85-ft antennas). The Lunar 
Module signal was very strong when the steerable an- 
tenna was aligned toward earth, being at a level of -83 
dBmW for several hours. 
DSS 62. Although not o5cially required for Apollo 
support, DSS 62 (Cebreros, Madrid) tracked the Lunar 
Module ascent stage from its de-orbit burn until its crash 
onto the moon’s surface. This effort by DSS 62 was a part 
of a continuing JPL study regarding mascons, lunar 
ephemeris, lunar radius, etc. Although the track lasted 
only from 21:33 GMT until Lunar Module crash at 
22: 17: 17.725 GMT on November 20, several hours were 
spent in preparation, and the tracking data acquired 
was of excellent quality. 
SFOF participation. The SFOF areas and equipment 
involved in the Apollo 12 operations included the Opera- 
tions Area, the Flight Path Analysis Area, the displays, 
and the Mode I1 7044-7094 computers. These areas and 
functions were staffed during all Goldstone view periods, 
and at other times as required to support special activi- 
ties such as the generation of additional predict infor- 
mation for DSS 14. Aside from the difficulty in producing 
predicts for the first pass at DSS 14, there were no prob- 
lems in the SFOF. The SFOF support of Apollo 12 was 
considered excellent. 
GCF participation. The DSN Ground Communications 
Facility (GCF) provided voice and teletype circuits as 
required to support the operations mentioned above. 
In addition, JPL acts as West Coast Switching Center 
for the NASA Communications Network and handles 
many non-DSN circuits in support of Apolb. There were 
no communications problems that constrained the DSN 
support of Apollo 12 and the communications support 
was flawless. 
f. Concluding remarks. The entire Apollo 12 mission 
was very successful despite the unexpected anomalies 
that occurred just after launch. All ground support 
facilities, including those provided by the DSN, per- 
formed well. Efforts of the entire ApoWo 12 team were 
exceptional. 
D. Advanced Flight Projects 
1. Viking Mission Support, D. 1. Mudgway 
Long-term DSN planning in support of the Viking 
Project commenced in early 1969 with the development 
of a detailed estimate of the capabilities that the DSN 
expected to have available during the period January 
1973 through mid-1974 to support a complex mission of 
the multi-spacecraft type. 
The Viking mission calls for the launch of two space- 
craft, each consisting of an orbiter and a lander, in mid- 
1973. On arrival at Mars in early 1974, each orbiter will 
separate from its lander and continue a planetary map- 
ping mission while its lander enters the Martian atmo- 
sphere and performs a soft landing on the surface. 
Thereafter, the landers will continue to make scientific 
observations on the surface, transmitting the data by 
telemetry link to earth, either directly or via an orbiter 
relay link. Thus, during orbital operations, the DSN 
must have the capability to provide simultaneously 
telemetry, command, and tracking data from two orbiters 
and two landers, together with the resources needed to 
support the associated Mission Control and Operations 
activities. 
The magnitude of this task, particularly recognizing 
the existence of other on-going missions in the same 
time period as Viking, has called for many innovations 
26 J P l  SPACE PROGRAMS SUMMARY 37-61, V 
in the approach to planning for this mission. Further 
complications have been introduced by the diversity of 
responsibility between the Jet Propulsion Laboratory, 
Langley Research Center, and Martin Marietta Corpo- 
ration in Denver. 
Working groups to cover telecommunications, lander 
and flight operations, and mission analysis have been 
established to consider problems in these areas and to 
make recommendations on the course to be adopted. 
These working groups provide the forum for technical 
interchanges between the DSN, orbiter, lander, and 
flight operations organizations. 
A Project Documentation System has been established 
which, it is hoped, will effectively control the dissemi- 
nation of information and agreements between the 
various organizations. Because of its interfaces with 
orbiter, lander, and flight operations, the DSN has been 
heavily involved in the formulation of this documentation 
system. 
Management of a Project of this complexity requires a 
method for providing visibility into the progress of all 
participating organizations at various levels of detail. 
This is accomplished by a comprehensive and well- 
controlled system of schedule reporting. Here again, the 
DSN has been deeply involved because of the multi- 
plicity of its interfaces within the total Project. 
Within its own organization, the DSN has appointed 
a Manager and Project Engineer to work with the Project 
in developing a set of capabilities which will match the 
Project’s requirements, insofar as these are known at this 
early stage of the Project. 
This work is oarried out effectively by a DSN Capa- 
bilities Planning Team, where the DSN Manager can 
negotiate with JPL Technical Divisions on the best way 
to meet the Project requirements consistent with the 
long-term development goals of the DSN, available 
resources, and the confiicting demands of other Projects. 
Work in this area has now progressed to the point at 
which it is expected that the Viking Project will be 
supported by new 210-ft stations in Australia and Spain 
in addition to the existing 210-ft station at Goldstone. 
This tracking network will be supplemented with a sub- 
network of 85-ft stations. At least one of the 210-ft 
stations (Goldstone) will be equipped with a high-power 
400-kW transmitter. 
High-speed data lines (4000 bits/s) and wideband data 
lines (50,000 bits/s) will transfer telemetry, tracking, and 
command data between the tracking stations and the 
Space Flight Operations Facility (SFOF) at JPL. 
Mission Control and Science Analysis demands for data 
processing will be provided by IBM 360/75 and UNIVAC 
1108 computers a t  the SFOF, with cathode ray tube 
displays and input/output devices located in dedicated 
Mission Support Areas. 
Particular attention is being paid to verifying inter- 
system compatibility early in the planning period to 
avoid costly and time-consuming changes near launch. 
To this end the DSN is providing a Compatibility Test 
Area (CTA) at JPL and a Compatibility Test Station 
(CTS) at the Air Force Eastern Test Range where com- 
patibility testing at the subsystem and system level can 
be carried out in a typical DSN environment. 
Table 7. Estimated DSN support capability for Viking 1973 Project 
DSlF 
O n e  210-ft antenna subnet (DSSs 14 ,  
42A,  61A) 
One 85-ft antenna subnet (DSSs 12, 
41, 6 2 )  
One launch support/Campatibility Test 
Station (CTS) 
O n e  launch support station (DSS 5 1 )  
O n e  development suppart/Compatibility 
Test Area (CTA) 
GCF 
Three lOO-word/min TTY (duplex) to 
each station for backup 
One 4800-bi t / s  high-speed data cir- 
cuit (duplex) to each DSS 
O n e  voice circuit to complex/station 
O n e  50-kbit/s wideband channel t o  
each complex 
SFOF 
Area assignment for exclusive use by 
Viking 1973 for Mission Control, 
Spacecraft Performance Analysis a n d  
Command, and Space Science Anal- 
ysis and Command functions 
Shared use of Flight-Path Analysis and 
Command area with other Projects 
IBM 360 central processor, plus back- 
UP 
UNIVAC 1 1  08 analysis computer, dual 
processor configuration 
DSN 
Simulation Center 
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At the close of 1969, the DSN finds itself heavily 
involved in the planning phase of its support for Viking, 
and laying a technically sound and well-established 
foundation from which the ensuing implementation and 
test phase may proceed towards meeting the Project 
requirement of DSN readiness on January 1, 1973. 
The estimated DSN support capability for Viking is 
presented in Table 7. 
Phase I 
2. Helios Mission Support, J. R. HOII and E. c. G O ~ Z  
a. Introduction. The Helios mission is a joint under- 
taking by NASA and BMBW (Ministry for Education and 
Science), West Germany, of a 0.3-AU solar probe mission. 
West Germany will provide the spacecraft and most 
of the science experiments; the United States will pro- 
vide the launch vehicle and the Tracking and Data 
System (TDS). The DSN will be used for deep space 
tracking, communications, and mission operations sup- 
port. GSFC is responsible for the NASA project manage- 
ment. The first launch is planned for mid-1974. 
b.  DSN trainees. A training program has been estab- 
lished for training West German HeZios Project person- 
nel in technical areas directly related to HeZios-DSN 
interfaces. Table 8 lists the applicable technical areas 
and schedules. Four trainees are presently in residence 
at JPL. The Helios trainees are assigned as working 
engineers to sponsoring JPL Divisions for a period of 
one year. 
c. Helios Project-TWS working subgroup. A number 
of working groups have been established to define inter- 
faces and establish requirements for the Helios Project. 
Launch to launch + 4 wk 
Table 8. Helios trainee DSN-Project interface areas 
Phase I1 
Phase I11 
Technology 
Mission operations 
Real-time dota processing 
Telecommunications system design 
Multiple-mission telemetry and 
command 
Compatibility testing 
Transponder design 
Mission analysis 
Simulation testing 
Launch + 4 wk to launch + 120 days 
Launch + 120 days to end of mission 
1970 
1 
1 
1 
2 
1 
1 
1 
- 
8 
Phase It 
(deep space) 
Phase 111 
(deep 
space) 
The telecommunications working subgroup and the 
mission operations working subgroup are supported by 
the TDS. The working .groups meet at least once every 
six months. 
None 
d.  TWS-Helios data flow plan. The TDS support of 
the Helios Project is separated into three phases: 
None 
FPAC 
SPAC 
DSC 
DDA 
MC 
As require 
DSC 
DDA 
MC 
The mission control and operations interface plan 
indicating the TDS-HeZiios functions location for each 
mission phase is shown in Table 9. The associated data 
flow plan is shown in Table 10. In addition to the NASA 
TDS support, there will be several facilities in West 
Germany for reception of telemetry data, transmission of 
command data, and for mission control. The overall data 
flow plan is depicted schematically in Fig. 10. 
1971 
1 
1 
1 
1 
1 
- 
5 
Table 9. TDS-Helios functions by location 
1972 
1 
1 
1 
- 
3 
location 
AFETR 
SFOF 
German 
Control 
Center 
Phase IA 
(near earth1 
FPAC (prime) 
SPAC 
MC 
FPAC 
SPAC (prime) 
SFOD 
DSC 
DDA 
None 
Phase IB 
(deep space) 
None 
MC 
FPAC 
SPAC (prime) 
SSAC 
SFOD (prime) 
DSC 
DDA 
SPAC 
SSAC (prime) 
SFOD 
SSAC = spoce science onolysis ond control' 
SPAC = spocecroft performance analysis ond control* 
FPAC = flight poth onolysis and control 
SFOD = spoce flight operations direction* 
MC = mission control* 
DSC = DSN control 
DDA DSN doto onalysir 
*indicates Helios Project functions. 
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Table 10. TDS-Helios Project data flow per phase 
r ~~ 
Telemetry RT engineering 
(TTY) 
Science (mail) 
DSN MDR (mail) 
Command RTilirect command 
'(HSDL) 
( TTY 1 
Relay command 
DSN MDR (mail) 
Tracking Two-way doppler 
(TTY to GCC) 
Function Data 
Ranging (TTY to 
GCC) 
Angles (TTY to 
GCC) 
DSN tracking data 
file (mail) 
Phase IA (near earth) 
Spacecraft and launch 
vehicle telementry at 
AFETR and DSN 
from some near- 
earth stations 
MDRs 1 wk after launch 
None 
Not applicable 
No capability 
No capability 
Not applicable 
Not provided by radar 
MSFN may provide 
data 
Via radar to AFETR 
Via radar to AFETR and 
DSN 
Not applicable 
~~ 
Supplied by AFETR 
and DSN in near RT 
Supplied by AFETR 
Not applicable 
Phase 18' (deep space) 
At SFOF and GCC from 
DSS 
At GCC from GTDA 
Engineering data 
decommutotion at 
tracking stations 
RT ot SFOF from DSS 
Magnetic tape at GCC 
from DSN and GTDA 
(HSDL optional) 
At GCC weekly 
From SFOF to DSS 
From GCC to DSN 
From GCC to GTDA 
At GCC weekly 
At SFOF and GCC in RT 
from DSS 
At SFOF and GCC in RT 
if spacecraft trans- 
ponder with ranging 
i s  provided 
Provided by DSN and 
GTDA 
At GCC weekly 
Orbits Medium precision 
orbital 
elements (TTY) 
Predicts (TTY to 
GCC) 
Precision orbits 
aDSN-Helios Project data communications interface will  be a t  NASCOM Facility in Madrid, Spain. 
GCC = German Control Center 
GTDA = German tracking and data acquisition 
HSDL = high-speed data line 
MDR = master data record 
RT = real time 
At SFOF and GCC 
Weekly from DSN 
At DSS and GTDA 
From SFOF as required 
To be negotiated 
Phase Ila (deep space) 
At GCC from GTDA 
At SFOF and GCC from 
DSS 
Engineering data 
decommutotion at 
tracking stations 
Magnetic tope at GCC 
from DSN and GTDA 
(HSDL optional) 
RT at SFOF from DSS 
At GCC weekly 
From SFOF to DSS 
From GCC to DSN 
From GCC to GTDA 
At GCC weekly 
Probably not available 
from GTDA 
At SFOF and GCC in 
RT from DSS 
One-way doppler from 
GTDA 
Not available from 
GTDA 
At SFOF and GCC in RT 
from DSS if spoce- 
craft transponder i s  
provided 
Provided by DSN and 
GTDA 
At GCC weekly 
At SFOF and GCC 
Weekly from DSN 
At DSS and GTDA 
From SFOF as required 
To be negotiated 
Phase 111" (deep space) 
At GCC from GTDA 
DSN coverage as 
available 
Magnetic tape from 
GTDA 
DSN coverage as 
available 
Not applicable 
DSN coverage as 
From GCC to GTDA 
available 
Not applicable 
One-way doppler only 
from GTDA 
DSN coverage as 
available 
DSN coverage as 
available 
Provided by GTDA 
Not applicable 
Provided by GCC 
Provided by GCC 
To be negotiated 
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111.  Advance 
. Traeking and Navigational Accuracy Analysis 
1. Introduction, T.  W. Hamilton and D. W. Trask 
The DSN Inherent Accuracy Project was formally 
established by the DSN Executive Committee in July . .  
The objectives of the project are: 
Determination (and verification) of the inherent 
accuracy of the DSN as a radio navigation instru- 
ment for lunar and planetary missions. 
Formulation of designs and plans for refining this 
accuracy to its practical limits. 
Achievement of these goals is the joint responsibility of 
the Telecommunications and Mission Analysis Divisions 
of JPL. To this end, regular monthly meetings are held 
to coordinate and initiate relevant activities. The project 
leader and his assistant (from the Mission Analysis and 
Telecommunications Divisions, respectively) report to the 
DSN Executive Committee, and are authorized to task 
project members to (1) conduct analyses of proposed 
experiments, (2) prepare reports on current work, and 
(3) write descriptions of proposed experiments. The 
project is further authorized to deal directly with those 
flight projects using the DSN regarding data-gathering 
procedures that bear on inherent accuracy. 
The various data types and tracking modes provided 
by the DSIF in support of lunar and planetary missions 
are discussed in SPS 37-39, Vol. 111, pp. 6-8. Technical 
work directly related to the Inherent Accuracy Project is 
presented in SPS 37-38, Vol. 111, and in subsequent Deep 
Space Network SPS volumes, and is continued in the 
following subsections of this volume. 
In the decade of the seventies, the problem of orbit 
determination of distant planetary orbiting spacecraft 
will assume great importance. The success of missions 
planned for this period will depend to a large extent on 
the capability to precisely determine the orbital param- 
eters of the spacecraft using tracking data from the DSN 
MARY 37-61, V 31 
facilities. A previous article (SPS 37-60, Vol. 11, pp. 97-103) 
investigated the sensitivity of estimation accuracy to the 
data span placement for an ideal case of a spherical cen- 
tral body, and it was found that the tracking of the probe 
over a span which is centered about or at least includes 
the periapsis time is a most efficient strategy. The analysis 
is further extended in this SPS volume to define a set of 
orbital design philosophies which will maximize the 
spacecraft state estimation capability. 
Subsections 2 and 3 discuss recent work on the lunar 
surface mass distribution. In SPS 37-53, Vol. 11, pp. 10-16, 
a gravimetric map was presented of the lunar earthside 
hemisphere derived from seventy-four orbits of Lunar 
Orbiter V data. However, more detailed maps of selected 
lunar areas are valuable because of the increasing em- 
phasis being placed upon intercomparisons of lunar data. 
One such map of the Mare Imbrium region was presented 
in SPS 37-54, Vol. 11, pp. 14-16. The Humorum area is 
also an interesting geological formation, and Subsection 3 
presents a map of this area with contours in intervals of 
10 mgal (previously 20 mgal) using the line-of-sight accel- 
erations from Lunar Orbiter V doppler tracking data in 
the same manner as in SPS 37-54, Vol. 11. 
The data from the Apollo 10 and 11 missions, which 
were tracked within 11 km of the lunar surface, were 
analyzed with respect to the available information on 
lunar surface mass distribution, and results are reported 
in SPS 37-60, Vol. 11, pp. 111-112. Unfortunately, there 
were a sufficient number of anomalies and communica- 
tion losses in the Apollo 10 and 11 tracking data to pre- 
clude its usefulness for this type of analysis. Contrary 
to this experience, the tracking data gained from the 
Apollo 12 lunar module, as reported in Subsection 4, is 
quite valuable. This vehicle was tracked successfully 
during the entire 30-min portion of the descent trajectory 
visible from earth, and the tracking data indicates large 
negative accelerations over the craters Ptolemeus and 
Albategnius. The mass deficiencies required to produce 
these accelerations are approximately equivalent to the 
removal of the surface material to the depth of 1 km 
over the entire area of these craters. Several other fea- 
tures of the gravity fine structure can also be correlated 
with topography. 
2. Influence of Orbital Parameters on Satellite Orbit 
Determination Accuracy, R. K.  Russell 
a. Introduction. In the decade of the seventies, the 
problem of orbit determination of distant, planetary orbit- 
ing spacecraft will assume great importance. The success 
of missions planned for this period will depend to a large 
extent on the capability to precisely determine the orbital 
parameters of the spacecraft, using tracking data from 
DSN facilities. 
This article represents a selective study of the inherent 
capability of the DSN to provide such state estimates for 
an orbiting spacecraft. The purpose of this study is to 
define a set of orbital design philosophies which will 
maximize this state estimation capability. 
The major assumption of this study is that the space- 
craft motion is perturbed only by two-body forces. This 
assumption obviously does not account for such major 
disturbing forces as gravitational harmonics or density 
anomalies of the central body. However, the influence 
of these forces, while affecting the actual magnitude of 
the parameter estimates, will not significantly alter the 
estimate trends which are a primary function of orbit 
geometry, orbit orientation, and of earth-target motion. 
The principal investigating tool for this study is the 
sequential orbit determination program, a description of 
which is given in SPS 37-60, Vol. 11, pp. 97-103. 
b. Study formulation. Inasmuch as the state estimation 
capability is such a significant function of the orbit geom- 
etry, it is necessary to perform a complete parametric 
estimation study perturbing all factors influencizg orbit 
shape, orientation, and motion relative to the earth. The 
method employed is to vary one parameter at a time 
about a nominal orbit configuration. 
The reference frame chosen to relate orbit orientation 
is the plane-of-the-sky (Fig. 1). This is an inertial, car- 
tesian, target-centered system with the z-axis pointed 
toward the earth at the initial epoch. The x-axis lies in 
a plane parallel to the earth equator and the y-axis com- 
pletes a right-handed orthogonal system. One principal 
reason exists for this choice of a reference frame. It  is 
that distant planetary orbiter state estimation resembles 
the binary star problem in that there does not exist appre- 
ciable earth-target relative angular motion. As a result, 
it would be anticipated that the longitude of the ascend- 
ing node of the orbit on the plane-of-the-sky would be a 
poorly determined quantity. In this reference system, such 
an effect would be isolated to a single parameter whereas 
in an arbitrary reference plane this characteristically large 
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TOWARD EARTH 
T, s 
a. deg 
a, deg 
i, des 
rbit characteristics 
z, t m  1.2643111 X lo* 
2, km/s  1.3153309 X 10' 
i, km/s -0.6389373 X 10' 
0 
1 1  1 (Posy 
200 (POS)* 
69 (pOS)= 
1' 
p, km3/s2 
APSIDES 
42828.4439 i, km/s 1.3103134 X 10' 
Fig. 1. Orbit configuration in the 
plane-in-the-sky 
uncertainty would be transmitted into all three orienta- 
tion angles, thus obfuscating geometric interpretation. 
Table 1 is a display of the orbital parameters which 
are estimated along with their assumed a pimi knowl- 
edge. The nominal orbit about which parametric variations 
are taken is an orbit typical of those under consideration 
for the Mariner Mars 1971 mission. The characteristics 
of this orbit are shown in Table 2. 
The data type used is range rate corrupted by gaussian 
noise with a standard deviation of m/s. Data for all 
cases examined is assumed to be taken from 2 h before 
periapsis to 2 h after periapsis for two successive orbits. 
The data sample rate is 1 point/min. 
Table 1. Estimated orbital parameter set 
I Estimated 1 AvEperl I Description parameters 
a, km 
e 
1,s 
a, deg 
a, deg 
i ,  deg 
p. km3/sz 
100 
0.1 
100 
1 
1 
1 
10 
Semimajor axis 
Eccentricity 
Time of periapsis passage 
longitude of ascending node of orbit plane 
on pfane-of-the-sky 
Argument of periopsir 
Inclination of orbit plane to plane-of-the-sky 
Mass of central body 
Value Earth-target 
state IPOSI" Value 
Orbital 
parameters 
The parameters to be varied include successively: 
(1) Semimajor axis a. 
(2) Eccentricity e. 
(3)' Longitude of ascending node of the orbit plane on 
the plane-of-the-sky, a. 
(4) Argument of periapsis, O. 
(5) Inclination of orbit plane to the plane-of-the-sky, i. 
(6) Magnitude of the angular rate of change of the 
earth-Mars system, 6.l 
c. Results. 
Variation of a. Figures 2a-2d show the estimates of the 
orbital elements as a function of the variation in semi- 
major axis. It can be observed that most of the parameters 
are fairly insensitive to changes in a; however, UT and u,, 
show about an order of magnitude increase as a increases 
from 10,000 to 25,000 km. (ap is not shown since its be- 
havior is identical to ut.) As a result, it is concluded that 
smaller semimajor axes do provide for better estimation 
capability, although the sensitivity to this parameter is 
not very great. 
Variation of e. Figures 3 a 3 d  display sensitivity of 
parameter estimates to eccentricity. (op behavior is not 
shown since it is identical to ua.) An examination of these 
figures reveals eccentricity to be one of the parameters 
upon which estimation accuracy is crucially dependent. 
1The variation in time of periapsis passage (or in essence the time 
in the orbit when data is taken) has already been studied 
(SPS 37-60, Vol. 11). The conclusion is that data centered about 
periapsis has the greatest importance by far. 
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Fig. 2. Estimates of orbital elements as function of variation in a (solid line indicates 
nominal value of a): (a) U, vs a, (b) we vs a, (c) uT vs a, (d) un, urn, and ui vs a 
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Fig. 3. Estimates of orbital elements as function of variation in e (solid line indicates 
nominal value of e): (a) u, vs e, (b) ue vs e, (c) uT vs e, (d) UQ, ui, ow vs e 
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Orders of magnitude improvement in all the estimates 
are observed as eccentricity'increases from 0.05 to 0.9. 
Variation of a. Figures 4a and 4b show the variations 
in a, an, and ui as functions of Q. (The in-plane plane 
parameter estimates ue, uT, and uU are not shown since 
there are no variations in these with a; up is not shown 
since its behavior is identical with that of u,.) Due to the 
geometric nature of a, these figures exhibit 180-deg 
periodicity along with symmetry about their local maxima. 
The maximal points of these curves occur when the line- 
of-nodes of the orbit in the plane-of-the-sky is parallel 
to the earth-Mars cross velocity; conversely, the minima 
occurs when the line-of-nodes is at right angles to the 
cross velocity. This effect is due to the increased ability 
to observe out-of-plane components of the orbit orienta- 
tion, which is a result of the higher rate of change of the 
orbit aspect when the line-of-nodes is perpendicular to 
the cross velocity. 
Variation of 0. The variation of this parameter over 
360 deg produces virtually no change in any of the state 
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Fig. 4. Estimates of orbital elements as functions of 
variation in a (solid line indicates nominal 
value of a): (a) U, vs a, (b) on, uj vs 0 
estimates, which implies a welcome simplification of 
orbital design criteria. 
Variation of i. Figures 5a-5c show the sensitivity of 
state estimates to inclination of the orbit. It is readily 
apparent that inclinations near zero result in very poor 
estimation capability for all parameters except i, whereas 
all estimates except i improve dramatically as inclination 
increases to 90 deg. (up is identical to ua and uT is identical 
to ue.) As a result, it can be concluded that higher inclina- 
tions provide the best estimation capability and that zero 
inclination should be avoided at all costs. 
Variation of e .  Figures 6a and 6b reveal a greaf sensi- 
tivity of the estimates of a, a, and i to changes in 0. (up is 
the same as 0,; the in-plane parameter estimates ue, uT, 
and uW are not shown since they are completely insensi- 
tive to changes in i.) Increased angular rate of change 
of the earth-Mars system provides heightened estimation 
capability, which implies a constraint on mission arrival 
date, namely, that arrival should correspond closely with 
the time of conjunction. Conjunction is the time of 
maximum 0. 
d. Conclusions. As a result of this study, the following 
orbital design philosophies, based solely on geometrical 
considerations, can be stated. State estimation capa- 
bility is: 
(1) Enhanced significantly in all parameters with an 
increased orbit eccentricity. 
(2) Enhanced with increasing inclination. (Avoid zero 
inclination.) 
(3) Enhanced by having the line-of-nodes at right 
angles to the cross-velocity of the earth-target 
system. 
(4) Enhanced by a greater angular rate of change of 
the earth-target system. 
(5)  Enhanced slightly by a reduced semimajor axis. 
(6) Virtually unaffected by argument of periapsis. 
These philosophies, if applied to orbit design, will maxi- 
mize the estimation capabilities inherent in the data from 
the DSN facilities. However, it should be cautioned that 
the actual values of the estimates presented here may not 
be achievable due to the presence of inexactly modeled 
perturbative forces present in actual missions. 
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3. Detailed lunar Gravimetric Map of the Mare 
Humorum Area, P. M. Muller and W. L. Sjogren 
a. Introduction. More detailed maps of selected lunar 
areas are valuable because of the increasing emphasis 
being placed upon intercomparison of lunar data. The 
Humorum area is an interesting geological formation and 
correlations with gravity have already been found. There- 
fore, a map with contours in intervals of 10 mgal (previ- 
ously 20 mgal) has been produced, using the line-of-sight 
accelerations from Lunar Orbiter V doppler tracking 
data. 
b. The gravimetric m a p .  P. M. Muller and W. L. Sjogren 
in SPS 37-54, Vol. 11, pp. 14-16 presented a more detailed 
gravimetry for the Mare Imbrium region. The mapping 
presented in Fig. 7 used the same basic data, namely line- 
of-sight accelerations of the spacecraft (along the earth- 
spacecraft vector) as determined by the method of Ref. 1, 
which is a straightforward fit to, and differentiation of, 
the residuals obtained after the fit to individual Lunar 
Orbiter V frontside passes with an Orbit Determination 
Program employing a triaxial moon. These residuals were 
previously shown to be due to gravity effects (SPS 37-51, 
Vol. 11, pp. 28-37). The fitting techniques were improved 
over those used in SPS 37-54, Vol. 11, as noted in Ref. 1, 
primarily differing only in the use of an improved method 
of fitting the raw residuals. 
The contours of these accelerations (which have been 
normalized to a spacecraft altitude of 100 km by the 
method of Ref. 1) are drawn at intervals of 10 mgal on 
a 1:5,000,000 mercator grid which can be overlaid on the 
LEC-1 chart produced by the Aeronautical Chart and 
Information Center, St. Louis, Mo. (Ref. 2). 
While Ref. 3. and SPS 37-53, Vol. 11, pp. 10-16 ques- 
tioned the validity of smaller gravimetric features with 
the initial reduction, we now have good reason to believe 
that most are real. This stems from increased experience 
with the data, including observations of repeatability 
from orbit to orbit, agreement with independent data 
processing methods such as Ref. 4, and favorable corre- 
lations with other lunar data, particularly geological de- 
terminations and predictions. Over the limited area of 
0 16 32 4a 64 80 the map, we believe that the relutiue accuracy of contours 
is approximately t 5  mgal, and resolution of adjacent fea- 
tures is approximately 75 km or about 2.5 deg on the 
lunar surface. The absolute precision is not good for sev- 
era1 reasons. First, SPS 37-55, Vol. 111, pp. 3-7, shows 
that the magnitude of large-scale features is reduced up 
6, r d / s  x 
Fig. 6. Estimates of orbital elements as function of 
variation in (solid line jndicates nominal value 
of 8) :  (a) a, vs 8,  (b) an, ui vs 6 
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Fig. 7. Detailed lunar gravimetric map of Mare Humorum area (line of sight accelerations) 
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to 30% by the constants of integration in the Orbit Deter- 
mination Program as well as the fitter used to differentiate 
the residuals. This is the inevitable result of using least- 
squares in a nonlinear problem without iteration to a 
solution. In some sense, this is the result of the first itera- 
tion only. The normalization equation itself, plus the geo- 
metric assumptions required to display line-of-sight data, 
introduce smaller but significant errors in the absolute 
values of gravity. Therefore, this map is intended only to 
represent relative changes in local lunar gravity, and for 
that purpose has very high resolution and accuracy. 
c. A geological correlation. When discussing these 
gravimetric results with other members of the Lunar Sci- 
ence Institute working group2 on the geophysical inter- 
pretation of the moon, it was noted that the relative high 
(15 mgal) of rather large areal extent, west and slightly 
north of Mare Humorum, correlates very well with a 
geological formation previously mapped and outlined by 
the USGS Planetary Science Group at Menlo Park, Cali- 
fornia. They mapped and outlined an area which was 
denoted “throwout” from the Mare Humorum basin. We 
would expect throwout to produce a gravimetric high 
since the presence of mascons presumably shows that 
the moon does not compensate even much larger gravity- 
induced stresses. The results of a dynamic solution for the 
surface mass distribution (Ref. 4) should permit an accu- 
rate determination of the mass involved and, consequently, 
the thickness. A rough calculation scaling from Ref. 5 and 
SPS 37-57, Vol. 111, pp. 30-33 yields 200400 m as the 
blanket’s thickness, assuming a density equal to the mean 
for the moon (3.34 g/cm3). On intuitive grounds, this does 
not seem unreasonable, and points to the very useful 
insights and advances which are already coming from 
intercomparison of lunar data. 
~ 
2Held at United States Geological Survey (USGS ), Menlo Park, 
California, Oct. 22-24, 1969. 
1. 
2. 
3. 
4. 
5. 
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4. lunar Gravity Over large Craters From Apollo 72 
Tracking Data, P .  Goftlieb, P .  M.  Muller, W. L.  Sjogren, and 
W. R .  Wollenhaupt 
The ballistic portion of the descent trajectory of the 
ApoZZo 12 lunar module (LM) presented a unique oppor- 
tunity to observe strong accelerations due to lunar surface 
gravity fine structure (less than 5 deg in diameter). Pre- 
vious doppler radio tracking S-band data from the five 
Lunar Orbiters have permitted estimation of accelerations 
caused by surface features greater than 10 deg (300 km) 
in diameter (Refs. 1,2, and Footnote 3). Since most of the 
Lunar Orbiter data were obtained above 100-km altitude, 
the very fine structure features, such as craters, were un- 
resolved. The ballistic portion of the LM descent trajec- 
tory approached to within 12 km of the lunar surface, 
and, therefore, was able to resolve accelerations from 
features 50 km in diameter. 
Unfortunately, the ApoZZo 10 and 11 descent phases 
were subject to communication losses, which left such 
large gaps in the doppler tracking data that it was impos- 
sible to obtain meaningful information on gravity fine 
structure (SPS 37-60, Vol. 11, pp. 111-112). However, the 
ApoZZo 12 LM was tracked successfully during the entire 
30-min portion of the descent trajectory visible from the 
earth. The doppler measurements were taken at 10-s and 
1-s intervals. These line-of-sight velocity measurements 
were used to estimate the spacecraft trajectory, using a 
simple triaxial model for the lunar gravity field. The 
remaining velocity residuals were differentiated to pro- 
vide a least-squares filtered estimate of the accelerations 
due to the fine structure of the near-surface lunar gravity 
field, as was done for Lunar Orbiter data in Ref. 1. Simu- 
lation studies, described in Footnote 3 and SPS 37-55, 
Vol. 111, pp. 3-7, have shown that this procedure provides 
precise location of near-surface gravity anomalies, with 
estimates of the magnitude of the actual accelerations 
accurate to within 30%. 
The doppler residuals of the 10-s data, obtained by the 
above procedure, are shown in Fig. 8, together with the 
accelerations obtained by differentiating a sequence of 
spline fit polynomials. The largest positive acceleration 
occurs over Mare Nectaris, already known to be the loca- 
tion of a mascon (Ref. l ) .  The locations of the other sharp 
accelerations are shown in Fig. 9, superimposed on a 
ground trace of the descent trajectory. 
To reduce the spurious effects caused by the Nectaris 
mascon, the data were also fit with a 20th-degree and 
sGottlieb, P., Radio Science, Feb. 1970 (in press). 
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Fig. 8. Earthward velocity residuals, and resulting accelerations, 
after a triaxial-model orbit determination 
order spherical harmonic gravity model (Footnote 3)  
which was constructed to fit the doppler velocities from 
Lunar Orbiter tracking data. The resulting residuals and 
accelerations are shown in Fig. 10. Over the region of 
interest, this model has significant gravity anomalies at 
Mare Smythii and Mare Nectaris and the residuals in 
these regions are substantially reduced when compared 
with the triaxial model (Fig. 8), as would be expected. 
More importantly, the spurious large residuals at the ends 
of the data span have also been eliminated. 
The residual accelerations common to both Figs. 8 and 
10 provide the following interesting information on the 
lunar gravity fine structure: 
(1) The pair of sharp negative accelerations at longi- 
tudes 5 and -lo strongly imply negative mass 
anomalies at the craters Albategnius and Ptole- 
maeus, respectively. If lines are drawn through 
these points of peak negative acceleration, in a 
direction perpendicular to the trajectory ground 
trace, the lines will pass through the centers of 
these craters, as shown in Fig. 9. The actual peak 
residual accelerations, remaining after fits with 
both triaxial and 20th-degree and order gravity 
models, are summarized in Table 3, together with 
the corresponding spacecraft altitude and the esti- 
mated depth of the equivalent mass deficiency 
required to produce these negative accelerations. 
These negative mass estimations were based on the, 
somewhat, smaller residual accelerations remaining 
after the 20th-degree/order fit. The reduction in 
the largest residual (near Nectaris and the trajec- 
tory ends) provided by the eOth-degree/order model 
suggests that it produces the more believable fine 
structure gravity. 
(2) The negative peak acceleration at longitude 1 0 2 O  
suggests a mass defect associated with the unnamed 
crater at lat = -12O, lon = 105O (shifting longi- 
tudinal position to restore the distortion caused by 
viewing geometry near the limb). The parameters 
of this feature are given in Table 3. We must, how- 
ever, admit that the small residual accelerations 
remaining after the 20th-degree/order fit could 
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20th-degree/order model orbit determination 
1100 1200 
42 JP6 SPACE PROGRAMS SUMMARY 37-67, V 
Table 3. Estimated mass deficiencies” 
Ptolemaeus 
Albategnius 
Unnamed 
. ~ o m m w ~ i e ~ t i o ~ s  Systems Research 
Acceleration Acceleration Altitude of Equivalent 
(triaxial fit), (20th-order spacecraft, crater 
mgal fit), mgal km depth, km 
-140 - 87 14 1 .o 
-100 -88 15 1.2 
-90 - 60 76 2.1 
Crater 
indicate that much of the apparent acceleration is 
due to the least-squares filter distortion of the effect 
of nearby Mare Smythii. 
(3) The two positive acceleration peaks at longitudes 
7 and 2 O  are probably due to the highland ridges 
near Albategnius and Ptolemaeus. 
(4) The broad positive at longitude 48O (altitude 38 km) 
may be due to a filled region of Mare Fecunditatis. 
Although this feature is broad enough to be re- 
solved at Lunar Orbiter altitudes (100 km), it would 
be too small to show up strongly. 
The craters discussed here all have negative mass anom- 
alies (deficiencies). This is consistent with their formation 
by meteorite impact, with subsequent vaporization and 
ejection of large amounts of lunar and meteoritic mate- 
rial, or with any other mechanism which transports ma- 
terial out of a crater. This further indicates that complete 
isostatic compensation has not occurred. The highland 
ridges produce local, relative, positive accelerations at 
these low altitudes. These features had been lost in the 
broad negative background observed previously at higher 
altitudes. The best example is the 20-mgal “ridge” at longi- 
tude 15O. This correlates closely with throwout shown on 
the preliminary USGS lunar geological map. Further 
verification of these features and analysis of many others 
will be obtained from future scientific missions. A low- 
altitude (25-50 km) subsatellite with S-band transponder 
would permit mapping large portions of the lunar surface 
to a resolution which we have seen is able to produce 
geophysically significant information and correlations with 
other lunar data. 
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1. Digital Acquisition and Detection: Design an 
Implementation of a Slope Threshold Data 
Compression System for DSS-SFQF Video Links, 
T.  0. Anderson 
a. Introduction. The slope threshold data compression 
concept was conceived by Kleinrock and demonstrated 
by computer simulation (SPS 37-49, VoI. 111, pp. 325-328 
and Ref. 1). It is a simple redundancy reduction scheme in 
which the significance detector operates on first differ- 
ences. The threshold decision reference is a decreasing 
slope that is biased to the difference related to the last 
accepted sample. It is peculiarly suited to the properties of 
video as interpreted by human observers. 
A prototype of a complete all-digital compression sys- 
tem has been designed and implemented for demonstra- 
tion of the use of data compression to bring real-time 
video data from overseas tracking stations to JPL for real- 
time public display, so as to reduce ground-line lease costs 
to the DSN. The design also is suitable for a spacecraft- 
to-earth link as well. 
Initial checkout of the system has been completed. It is 
first being tested in the laboratory with simulated inputs 
and will then be tested with Lunar and Martian video 
data to demonstrate the compression achievable with 
such data. 
The data compression system is shown in Fig. 11. It 
includes not only the compressor, but also a rate buffer 
and feedback control from the buffer to the processor. 
The processor is the most novel portion of the system; 
most of this article will be devoted to describing it. The 
significance detector, which is part of the processor, oper- 
ates on the difference between two consecutive samples. 
The threshold decision reference is a bi-polar “quasi- 
exponential” slope that is biased to the difference sample 
that relates to the last accepted sample. 
INPUT OUTPUT 
Fig. 19. Data compression system 
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The buffer is a conventional block buffer equipped 
with a fullness indicator. This indicator is used in the 
feedback control and makes the significance detector 
adaptive to the buffer fullness. The feedback control block 
contains the slope threshold generator, whose starting 
point and time constant are adaptive as a function of the 
buffer fullness. Each of the three blocks shown in Fig. 11 
is shown in detail in Figs. 12, 13, and 14, respectively, and 
tion that is biased to the first difference related to the 
last accepted sample. 
Mathematically, the method can be described by the 
following expressions. Let 
{fn} = raw data sequence 
described separately. Afn = f n  - fn-1 
ADDRESS 
COUNTER 
E 
WRITE 
CLOCK - 
b. Processor. The significance detection scheme was n, = index of the mth transmitted sample 
When the mth sample has already been transmitted, and 
the search for the m + 1 sample is in progress, the upper 
and lower threshold T ,  (n) and TL (n) are (for a 0, 
b A 0) 
first described by L. Kleinrock in SPS 37-49, Vol. 111. 
The theory of the slope threshold compression scheme 
is as follows: If the slope (first difference) of the raw data 
exceeds the threshold decision reference, the previous 
actual sample is transmitted. The threshold decision ref- 
erence is a symmetrical bi-polar exponential decay func- TU(n) = a f n , + l + a e x p [ - - ( n - ~ ~ - l ) ]  
COMPARATOR R 
4 c. Analog versus digital implementation. Analog cir- 
cuits often exhibit drifts and require periodic calibration 
T~(n)=nf~,+~-aexp[--b(n-n,-P)]  
PARALLEL DATA IN 
INPUT 
REGISTER 
SERIAL 
DATA 
IN 
Thus, when 
Afn - Tu (n) 1 0  
or when 
Afr. - TL (n) L O  
fn-l is sampled and n,+, is set equal to n - 1. The recon- 
structed function is a linear interpolation of these samples. 
Figure 15 relates these expressions in pictorial form. 
The referenced SPS 37-49, Vol. 111 article includes guide- 
lines for design of an analog unit. The design described 
here is all digital and its implementation is described in 
detail. The compression ratio can be controlled by setting 
the dependency between the buffer fullness and the initial 
amplitude of the exponential decision reference and/or 
DATA 
TO BUFFER 
WRITE 
LOGIC 
START 
, $ , its time constant. LOAD GENERATOR 
ADDRESS and frequency changes often involve cumbersome me- 
chanical switching of filter components. Hence, such ana- 
log circuits should be avoided in the DSIF. The present 
all-digital design is more economical than an analog sys- 
tem, it exhibits a well-defined accuracy, it provides un- 
limited storage time with no degradation, it is more 
convenient and reliable, and it conforms to DSIF design 
policy. 
TO BUFFER ADDRESS 
LOGIC 
REGISTER 
WRITE 0 
UNLOAD 
In a system with quantized input data, however, the ulti- 
mate comparison with a continuous exponential function Fig. 12. Processor block diagram 
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Fig. 13. Rate buffer block diagram 
can be no more accurate than the accuracy of the quan- 
tized input data. The exponential decision function is 
therefore generated in the digital domain to the required 
accuracy. 
d.  Processor design. The design outlined in SYS 37-49, 
Vol. I11 includes two threshold decision reference 
branches (one positive and one negative), each biased to 
the difference sample that relates to the last accepted 
sample. 
In this design, the bias is first subtracted from difference 
samples to be compared. The threshold function will then 
operate at a common level for easy checkout. Also, the 
comparison between the difference samples, from which 
the bias now has been removed, and the two branches 
of the exponential decision reference can be accomplished 
in a single comparator simply by using the absolute values 
of both the samples and the reference. 
e. Processor operational description. A block diagram 
of the processor is given in Fig. 12. Continuous serial or 
parallel digital data is received in entry register A. Upon 
word sync, a data word is transferred in parallel to 
processing register B and at the next word time to process- 
ing register C. For one full word time, two consecutive 
samples are then present in processing registers B and C. 
A parallel subtractor F is connected between B and C. 
The difference B - C is transferred to hold register G. If 
a sample is accepted, the B - C difference is transferred 
from G to H and becomes the new bias for the exponen- 
tial slope threshold decision reference against which all 
future differences are compared. 
To make the comparison simple for both the positive 
and the negative branch of the exponential decision refer- 
ence, the bias held in H is first subtracted in a parallel 
subtractor J from all future difference samples in G. The 
comparator L is a digital binary comparator. A sample 
in K is compared to both branches of the decision refer- 
ence M by using the absolute value of both K and M. 
For each accepted sample, the run length address from 
address counter E is transferred to address hold register 
N for input to the buffer write logic. 
In order to simplify the arithmetic implementation, the 
following innovation has been adopted. Subtraction is 
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FULLNESS 
COUNTER 
SERVICE CLOCK 
Fig. 14. Slope threshold generator 
accomplished by adding the ones complement of the sub- 
trahend to the minuend to mechanize an end-around 
carry. The sign of the difference of first subtractor F indi- 
cates the direction of the signal slope. 
For differences of different sign, it would have been 
necessary to compare the magnitude of the minuend and 
subtrahend and to complement the difference if the sub- 
trahend were larger. Also, the second subtractor T would 
have to operate on alternate signs in both the minuend 
and subtrahend. 
The magnitude comparator and the ones-complement 
logic can be eliminated for the first subtractor by adding 
’i 
= RECONSTRUCTED - . FUNCTION 
= THRESHOLD 
REGION 
A fn 
n 
Fig. 15. Slope threshold compression 
a digital binary integer. bias to the minuend B input so 
that the difference always will be positive. This positive 
difference will then also be the minuend G and subtra- 
hend H for the second subtractor J. 
Since the original bias added to C is contained in both 
G and H it is clearly cancelled out in J where the differ- 
ence G - H is formed. The adder contains eight bits and 
the input six. Bit seven of the C input to subtractor F is 
hard wired to collector voltage + V,, to form the bias. 
f. Rate bufler. The source sampling rate is a constant 
rate and so is the transmission rate. The data compression 
system is a redundancy reduction system and the processor 
or data compressor tests each sample for significance and 
retains or rejects samples. Clearly, a buffer is required 
to buffer samples that are accepted at a non-uniform rate 
and transmitted at a uniform rate. The size of the buffer 
is mainly dependent on the statistics of the signal. Sec- 
ondarily, it is also dependent on the characteristics of the 
feedback loop between the buffer and the significance 
detector. The buffer fullness measure controls the sig- 
nificance criteria. A buffer fullness counter continuously 
controls the initial starting point of the exponentiaI thresh- 
old function and also its time constant. The gain of this 
feedback can be set for each of those parameters inde- 
pendently to correspond to signal statistics and desired 
compression ratio. Two other controls in connection with 
the buffer are included: (1) if the code length reaches 
full scale, a “confidence” sample is accepted, and (2) if 
the buffer fullness level recedes below a certain level, a 
“confidence” sample is accepted. The buffer includes 
input and output registers. In case the system is abused 
and the buffer reaches complete fullness, further load 
pulses will be inhibited until an unload occurs. Con- 
versely if the buffer is completely empty, further unload 
pulses are inhibited until a load pulse occurs. The Iast 
unloaded data remains in the output register for repeated 
read out. 
g .  Rate bufler operational description. A block diagram 
of the rate buffer is given in Fig. 13. Every source sample 
clock starts load generator Q, and each request €or data 
from the buffer starts unload generator U. Each time 
unload generator U is started, unload counter T is aug- 
mented, whereas load counter R is augmented only if a 
source sample has been found to be significant. For ad- 
dressing of the buffer for load and unload operations, 
the output of the load and unload counters, respectively, 
are digitally multiplexed with the multiplexer S controlled 
by the load and unload generators, respectively. When 
the load generator is active, the memory is addressed 
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from the load counter; the actual write pulse is an output 
from the significance detector. 
unload pulses, resets the load generator. Upon completion 
of a reset pulse, the generator will “latch on” to the service 
clock. It will produce a set of time intervals of equal 
The output from the Ioad and unload counter muIti- 
plexer is to an eight bit switching matrix V. The final 
one-out-of-sixteen selection for each word in a 16-word 
group is made by four X lines and four Y lines. 
h. Bu#er fullness measure. The magnitude difference 
between the load and unload counters is cIearIy a mea- 
sure of the buffer fullness. While an arithmetic unit be- 
tween the two would be cumbersome, the fullness measure 
is derived from up-down counter P, which is set through 
set logic SP, to the value of load counter R at the time 
unload counter T reaches zero. The fullness counter P 
is equipped with limit detectors that inhibit load or 
unload operations when the buffer is either full or empty, 
respectively. 
i. Timing and synchronization. The input to the com- 
pressor is assumed to be data of a constant rate. The 
output of the compressor (i.e., the input to the buffer) is, 
however, data occurring at random. The output of the 
buffer, which is the input to the transmission link, is yet 
again a constant slower rate. The input and the output 
rates to the buffer are thus entirely independent and 
asynchronous; however, the average input and output 
rates are of necessity equal. 
The buffer output has priority over the input. That is, 
if an input pulse and an output pulse were to occur simul- 
taneously, the output must be executed as requested and 
the input delayed until completion of the output cycle, 
or otherwise must be made not to interfere with the out- 
put cycle. Based on these constraints, the following timing 
and synchronization scheme evolved. 
Even though the buffer input and output events are 
asynchronous, the detail buffer load and unload opera- 
tions are related to the same time base. A high-speed 
internal service clock is provided and two generators, the 
load and unload generators, operate on the same clock. 
They are designed as simple 3-bit binary counters with 
a full-scale-inhibit-input gate. Each generator is equipped 
with a decoder that divides the load and unload cycles 
respectively into seven detail timing intervals. 
j. Loadlunload operation. A load pulse, independent 
of and asynchronous with both the service clock and the 
length and then stop. The length of the first interval is 
unpredictable, except that it is between one and two 
clock periods. The compressor input register, as well as 
all other intermediate hold registers and the bufTer input, 
are clocked at the appropriate time as derived from the 
load generator. The unload generator is identical to the 
load generator. 
The main purpose of using two generators is, then, to 
be able to (1) receive and transmit independent and 
asynchronous data; (2) establish well-defined time inter- 
vals for internal systems operations such as register trans- 
fers, ripple carry adders, etc.; and (3) operate the input 
and the output of the buffer on a common time base that 
simplifies the design and avoids one-shot delay circuits. 
k. Load inhibited by unload. The inhibit of a load pulse, 
if an unload pulse was to occur at the same time, is ac- 
complished by using a term from the unload generator 
as an inhibit term in the clock gate for the load generator. 
The effect of this connection is that whenever the unload 
generator is active, the load generator is inhibited until 
the unload cycle is completed. Because of the common 
time base, the load clock inhibit term is synchronous with 
the clock. In order to make all load and unload pulses 
of equal length, even in the case of an interrupted load 
generator, the decoded outputs are gated with the inter- 
rupted clock. 
1. Feedback control. In Fig. 11, the feedback control 
block is shown to contain the slope-threshold generator. 
The buffer fullness measure controls the initial ampIitude 
of the slope threshold generator and/or its time constant. 
m. Exponential slope threshold decision reference. The 
value of a decaying exponential function is compared to 
the value in a digital register, and it is possible to 
program the initial value and time constant of the expo- 
nential function in order to select the desired compression 
ratio. 
An exponentially decaying time function can be ob- 
tained in an analog system by use of a simple resistance- 
coupled circuit or with an integrate and reset circuit. 
Control of the time constant and initial value would be 
more difficult, and would involve some sort of analog 
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switching. In a digital system,. the straightforward imple- 
mentation is by means of a digital low-pass filter, that 
requires use of an adder and, in general, a multiplier. 
Another approach would be to use a hybrid system with 
an integrate-reset circuit and an analog-to-digital con- 
verter. Both the straightforward digital approach and the 
hybrid approach would be fairly expensive, and the hy- 
brid approach would suffer the usual disadvantages of 
analog circuitries. 
Many existing arbitrary, random, and general-purpose 
digital sequence or function generators might be appli- 
cable; however, those known are too complex for the 
present special-purpose application. The method for digi- 
tal approximation of the exponential function to any 
desired degree of accuracy that is described here uses 
only simple counters and gating logic. 
n. Slope generator design. The basic procedure in the 
implementation of the quasi-exponential slope generator 
is to vary the clock rate of a counter in such a manner 
that the value in the counter is decremented approxi- 
mately exponentially with time. The initial value in the 
counter is preset to any desired value, and the time con- 
stant is chosen by selection of the basic clock frequency. 
The slope of the exponential function at any point in 
time is proportional to the amplitude at that time. In 
particular, the slope when the counter is at full scale is 
twice the slope at ?h scale, which is, in turn, twice the 
slope at $4 scale, etc. Furthermore, the shape of the curve 
from full scale to % scale is exactly the same as from 
34 scale to ?4 scale, except for a factor of two in slope. 
A counter that decays exponentially from full scale to 
M scale will then also decay exponentially from % scale 
to y4 scale if the clock rate is halved. 
In this implementation, the range of the counter is 
divided into a number of fields according to the value 
in the counter, and the clock rate for each field is YZ of 
that for the preceding field, as follows: 
full to YZ scale-full clock rate applied 
YZ to ?4 scale-% clock rate applied 
?4 to I/s scale-% clock rate applied 
YS to Ks scale-% clock rate applied 
48 
In order to approximate the exponential function within 
a field, each field is divided into several subfields. This is 
accomplished by dividing the basic clock by a different 
number for each subfield, thus determining the slope for 
that subfield. The dope in each subfieId is proportional to 
the inverse of the number by which the basic clock is 
divided. Sufficient accuracy is obtained by dividing each 
field into three subfields. The ranges of the three subfields 
are the upper ?4, the center YZ, and the lower $4 of the major 
field, and the relative slopes in these three subfields are 
35, $5, and Vi, respectively. The slope of the lower % subfield 
of one major field will be identical to the upper ?4 subfield 
of the next lower major field. The accuracy can be arbi- 
trarily increased by increasing the number of subfields and 
properly selecting the slopes and ranges of these subfields, 
but extreme accuracy is not essential. 
0. Slope generator block diagram operational descrip- 
tion. The implementation of the quasi-exponential slope 
generator is shown in Fig. 14. The major components are 
the following three cascaded counters: 
(1) Fixed-length binary counter ZZ. 
(2) Variable-length binary counter YY. 
(3) Variable-length ring counter XX. 
The value of the function is present in counter ZZ, and can 
be preset to any value. The gating logic SM controls the 
number of stages in counter YY according to which field 
the value of counter ZZ is in, and also controls the length 
of ring counter XX according to the subfield. The ap- 
proximation to the exponential function obtained using 
three subfields is shown in Fig. 16. 
p .  Physical construction. The physical construction of 
the video data compression system displays a number 
0 1 2 3 4 
TIME- 
xponential slope threshold decision reference 
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Fig. 17. Complete system 
of interesting features. For the most part, these are best 
illustrated by Figs. 17-23. 
The purposely all-digital design lends itself conveni- 
ently to uniform packaging. Sylvania SUHL I1 14 lead 
IC modules, a 20-MHz transistor logic element logic 
module family, was selected as the most complete group 
with the most suitable combination of larger logic func- 
tions per module. Also, the rate buffer is constructed out 
of these modules. I t  is designed as a random-access semi- 
conductor memory and consists of a large number of 
addressable single flip-flops. One integrated-circuit chip, 
Sylvania SM-80, contains 16 flip-flops organized as a 16- 
word, 1-bit memory. The overall rate buffer is organized 
as 160 words of 12 bits each, six of which are the data 
bits and the other six the associated run-length code. The 
“data section” and the “code section” have separate selec- 
tion drivers. 
All of the modules are located in close proximity in 
order to achieve high-speed system operation. In particu- 
lar, cables between groups of modules, which may be 
closely packaged internally, have been eliminated. 
JP PR 
The system then contains two planes, each containing 
200 integrated circuits. The planes are mounted with their 
wiring sides accessible and with all the integrated cir- 
cuits in an air tunnel. The planes are machine wired as 
shown in Fig. 20. Each plane can be removed separately 
Fig. 18. System with one 
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Fig. 19. System with two-plane subassembly removed 
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Fig. 22. Power and ground distribution 
planes (cut-away view) 
(Fig. 18), or both planes can be removed as a subassembly 
(Fig. 19). 
q. Power and ground distribution planes. Laminates 
that are metalized on one side provide the power and 
ground distribution planes. The top plane is the signal- 
Fig. 23. Power and ground distribution 
planes (top view) 
ground plane, which is isolated from the chassis, and the 
second plane is the power plane. Simple clips connect 
the appropriate connector pins to the appropriate planes. 
A small cut-out of the ground plane, between two rows 
of pins for each connector, frees the power plane for con- 
venient connection of the clip. The area between the two 
rows of pins is less accessible; this makes the connection 
less susceptible to accidental shorts. Also, the small cut- 
out leaves the ’ground plane as continuous as possible in 
order to keep inductive ground current low. Figures 21, 
22, and 23 illustrate the physical configuration of the 
various planes and connections. Figure 20 shows a sec- 
tion of the wiring in close-up and the decentralization 
of the filter capacitors. The highest frequency noise- 
components are filtered by the capacity between the 
power and ground distribution planes. 
It is hoped that the logic and interconnect techniques 
developed here may be useful in preparing for the family 
of reliable high-speed standardized DSIF integrated cir- 
cuit boards that will be needed for the high-rate missions 
of the DSN Mark 111. 
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T. 0. Anderson and S. Brokl 
a. Introduction. The data compression system described 
in SPS 37-61, Vol. 11, pp. 43-51, has been successfully 
tested. This article briefly describes the test set up and 
results. It presents photographs of the system and the 
test set up including photographs of a four-trace scope 
showing (1) the analog input signal, (2) the analog repre- 
sentation of the digital output from the compressor, (3) the 
analog representation of the digital data output from the 
buffer, and (4) the analog representation of the digital 
time code output from the buffer. 
b. Performance test and results. Figure 24 shows the 
system under test; Fig. 25 shows the test setup. Photo- 
graphs of waveforms of special interests were taken 
during checkout, e.g., the waveform of the analog repre- 
sentation of the exponential threshold function that is 
generated in the digital domain is shown in Figs. 26 
and 27. Figure 26a shows the waveform as the initial 
amplitude varies as a function of buffer fullness while 
Fig. 26b shows the same waveform as the time constant 
varies as a function of the buffer fullness. Figure 26c 
again shows the same waveform when both the initial 
amplitude and the time constant vary simultaneously as 
a function of buffer fullness measure. 
For the initial performance test, a function generation 
was used as the data source. The function generator pro- 
duces square waves, a triangular waveform, and sine 
waves at frequencies up to 50 kHz. For unipolar inputs 
of 0-10 V to the analog-to-digital converter the output 
from the function generator is biased using an operational 
amplifier. The analog-to-digital converter used was an 
EECo 1202 high performance multi-channel system re- 
cently procured for radar mapping work but checked out 
in connection with the present compression system. With 
a single channel input (bypassing the multiplexer), a 
conversion rate of 270 kHz was achieved. Only the six 
most significant bits out of 14 + S were used. The digital 
output from the converter was again reconverted to analog 
form for display. 
Figure 27a is a typical display showing the system’s 
performance in its entirety. The input is a sinewave. 
Figure 27b is the same setup with lesser compression. 
Figure 28a shows the system performance with a triangu- 
lar wave input. For this case, the outputs are the expected 
square waves. Figure 28b shows the same input as 
ysfe er fest 
S S  
53 
(a) AMPLITUDE CHANGE ONLY (a), HIGH COMPRESSION RATIO 
(b) TIME CONSTANT CHANGE ONLY b) LOW COMPRE5SION RATIO 
(b) LOW COMPRESSION RATIO 
quency limited only by the speed of the function gener- 
ator; namely, 50 kHz. 
Fig. 28a, but with lesser compression. The lesser compres- 
sion is, of course, achieved by increasing the buffer un- 
load frequency or decreasing the input data frequency. 
Figure 29 shows the compression of a sinewave. The 
2-channel of the scope was turned on by the compressor 
“pay-off signal. 
c. Speed of operation. For reasons of easier synchro- 
nization, the photographs were taken at modest word 
rates of approximately 50 kHz. However, the entire sys- 
tion. The reliability program proposed in 
SPS 37-58, Vol. 11, pp. 3942 was designed to reduce the 
frequency of equipment failures in the DSIF by identify- 
ing and replacing high-risk parts. Implementation of such 
a program would require systematic study of reliability 
‘Consultant from the California Institute of Technology. 
performance on a continuing basis. The present study5 is 
a first step in that direction and is intended to reveal pat- 
terns of failure departing from the “purely random.” 
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In SPS 37-58, Vol. 11, two factors were considered as 
possibly contributing to high risk of failure for an indi- 
vidual part: (1) its age, and (2) its congenital unrelia- 
bility (as reflected by its failure history). In the present 
article, statistical tests are applied to determine from 
samples of failure data whether these factors do, in fact, 
reduce the reliability of some kinds of equipment. A pop- 
ulation of parts is defined to mean the entire DSIF inven- 
tory of a specified model number. Each population of 
parts studied was subjected to the following: 
(1) A test of the hypothesis that all individuals have 
the same probability of failure in a given period. 
(2) A test to determine whether the frequency of fail- 
ures increases with advancing equipment age. 
(3) A test to determine whether failures are more fre- 
quent in parts recently repaired. 
Unfortunately, these tests were subject to rather severe 
limitations. The first of these was the lack of complete 
failure data prior to the period beginning January 1,1966. 
This meant that only a few populations (those having 
high frequency of failures) could be used for the tests, 
which require reasonably large samples to guarantee low 
probabilities of error. Since they provided by far the best 
samples, two null meter and counter E populations with 
highest frequency of failures were selected for testing. For 
both populations, the hypothesis that all individuals have 
the same probability of failure in a given period was 
rejected. The test to determine whether the frequency of 
failures increases with advancing equipment age showed 
a marked effect of age on the counters, but no effect on 
the null meters. The test to determine whether failures 
are more frequent in parts recently repaired showed a 
significant “repairman effect” for the null meters, but none 
for the counters. 
Number of ports with K failures 
15 
13 
21 
5 
9 
5 
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The second limitation facing the tests results from the 
absence of any data to indicate periods when an indi- 
vidual part was “on-the-shelf,” or otherwise not in oper- 
ation. Thus, the frequency of failure in operation is 
unknown and must be unreliably approximated by the 
calendar frequency of failure. The effects of these limi- 
tations upon the conclusions to be drawn from the present 
test results are discussed below. Briefly, they are as fol- 
T h e  author wishes to thank Mr. Isidore Eisenberger of the JPL 
Communications Systems Research Section for his extensive help 
in the statistical analysis and computations. 
lows: very great uncertainty arises in tests that are con- 
cerned with variation in reliability among parts in a 
population. On the other hand, there is very little effect 
on tests that concern aging. The most significant result is 
clearly established by the existing data: one of the two 
parts studied exhibited a substantial tendency toward 
more frequent failures with advancing age. 
b. Test for randomness. For the tests described above, 
it is assumed that the failure rate of a given part is a 
function of its age but is unaffected by its history of fail- 
ures and repairs. In other words, it is assumed that repair 
restores ‘a part to the condition it would have been in if it 
had not failed. This assumption is tested in paragraph d. 
If failures are purely random, then the respective num- 
bers of failures in a given period N1,  . . - , N ,  of m 
identical parts are independent Poisson random variables 
with the same mean. This null hypothesis was tested on 
both populations (Tables 4 and 5). 
Under the null hypothesis, the data in Table 4 should 
fit a Poisson distribution. I t  was decided in advance to 
use the following modification of the standard x2 test: 
reject the null hypothesis if the x2 statistic is too large 
and the observed frequency in the last category ( 1 6  fail- 
ures) is larger than the theoretical frequency. This modi- 
fication cuts the significance level of the test in half by 
rejecting the null hypothesis only when the departure 
from the theoretical frequency (in the last category) is 
in the direction expected if failures are, in fact, not purely 
random. In both tests, this extra condition was satisfied. 
The value of the x 2  statistic for Table 4 is 28.04 and 
it has five degrees of freedom. This leads to rejection of 
the null hypothesis at any significance level “2 X 10-j. 
In other words, if the null hypothesis is true, the above 
test will reject it this strongly only about once in 50,000 
trials. In Table 5 there are fewer failures to work with, 
ull meter population 
a K  = number of failures. 
Total number of parts = 74. 
Average number of failures = 2.42. 
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Table 5. Counter E population 
0 
1 
2 
h 3  
I KU I Number of parts with K failures 
35 
17 
15 
10 
but the results are still highly significant. The value of 
the xz statistic is 8.80 and it has two degrees of freedom. 
This leads to rejection at any significance level 10.006, 
i.e., six-tenths of one percent. 
Although the null .hypothesis is strongly rejected in 
both of the above populations, the interpretation of these 
results is complicated by the presence of three plausible 
explanations : 
Differences in failure rates exist because of differ- 
ences in age among individual parts. 
Differences in failure rates exist because of differ- 
ences in quality, e.g., congenital unreliability. 
Observed failure frequencies differ because actual 
time in operation varies. 
data is available to determine the magnitude of the 
of explanation (3). The effect of explanation (1) is 
tested in paragraph c. It was found that age has very 
little, if any, effect on failure frequency of the null meters 
and this conclusion is weakened hardly at all by the un- 
certainty surrounding explanation (3). Therefore, for the 
null meters at least, only explanations (2) and (3) seem 
likely as explanations of the strong rejection of the null 
hypothesis. This increases the plausibility that explana- 
tion (2)  holds, but no firm conclusions can be drawn 
without getting accurate data about time in operation, 
c. Test for effect of age. To determine whether fre- 
quency of failure increases with advancing age, the fol- 
lowing test scheme was used. For each population, a 
convenient age t was chosen. The recorded failures were 
then divided into two groups according to whether the 
age of the part at the time of failure was greater than 
or less than t. Next, it was determined what fraction p of 
the total time on test was recorded at ages less than t .  
Under the null hypothesis of no aging effect, the number 
of failures X at ages less than t has the binomial distri- 
bution with parameters n, p ,  where n is the total number 
of failures for the population. (Actually the total number 
of failures is a random variable N and the last statement 
describes the conditional distribution of X given N = n.) 
The data yielded the following values: 
Null meter 
Counter E 0.544 
For the null meters the expected value of X is 134.1 so 
that the observed value of 132 will obviously not lead to 
rejection of the null hypothesis. In fact, the mean time 
between failures is 521 days for ages less than t and 500 
days for ages greater than t. For the counters, however, 
it turns out that the probability under the null hypothesis 
of obtaining so small a value of X is less than The 
mean time between failures is 1920 days at ages less than 
t and 580 days at ages greater than t. 
It is important to assess the effect of factors other than 
age on our test results. Those discussed in paragraph b 
were quality differences among individual parts and the 
uncertainty about actual time in operation. To analyze 
these, consider an individual part and make the following 
assumption: Its calendar time on test should be multi- 
plied by a positive scale factor c proportional to the 
percentage of the time it was in operation and also pro- 
portional to an individual quality factor h relating its 
failure distribution to the population average. This scale 
factor c is unknown and, for purposes of calculation, it 
was assumed to be a random variable uniformly dis- 
tributed on an interval (0, b)  where the choice of b turns 
out to be immaterial. Assuming that the individual scale 
factors are independent of each other, the scale factors 
have the effect of replacing the value of p = 0.544 in the 
calculation for the counters by a certain probability dis- 
tribution centered at 0.544. For each value of p ,  the 
probability that X L 2 7  was determined and the results 
were combined according to the distribution of p .  An 
approximate computation of the result was sufficient to 
determine that an upper bound on the probability of 
X 4 2 7  under the null hypothesis is 2.8 X 10-Os This is 
larger than the figure stated above because it allows 
for the effect of the quality factor and the operation time 
factor upon the test for aging effect. But the statistical 
result is still an extremely strong indication that the relia- 
bility of the counters decreases with age. 
d.  Test for effectiveness of repair. In the statistical 
tests described above, it has been assumed, for mathe- 
matical reasons, that the effect of repair upon an indi- 
vidual part is to restore it to the condition it was in prior 
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to failure. A statistical test of this assumption was made, 
similar to the tests in paragraph c .  For each part that 
failed at least once, the time on test following the first 
failure was partitioned into two parts and the number 
of failures in each was noted. Following each failure, the 
next 50 calendar days were included in the “special 
period that constituted one of the two parts. The num- 
bers of failures in the two periods and the amounts of time 
were added over the population and it was determined 
what fraction p of the total time (following first failures) 
was in the special period. Under the null hypothesis of 
no repairman effect, the number of failures X occurring 
within 50 days of a previous failure should have the 
binomial distribution with parameters n, p ,  given that the 
total number of failures is n (first failures not counted). 
Population P n X 
Null meter 0.174 140 35 
Counter E 1 0.166 1 59 1 6 
For the null meters, the probabilitv under the null 
hypothesis of obtaining so large a value of X is 0.012, 
indicating that failure rates in the 50-day period follow- 
ing previous failure are higher than average, This result 
is all the more significant in view of the (unavoidable) 
bias of the test: days following failure had to be counted, 
rather than days following (unrecorded) return to service, 
thus including in the “special periods” some time when 
failures could not possibly be recorded. For the counters, 
the value of X observed was actually smaller than the 
mean np, although the difference is not statistically sig- 
nificant (and no doubt partially reflects the bias just 
discussed). 
e.  Implications of the test results. The unexpected dis- 
covery of a repairman effect on the null meters suggests 
the possibility of improving the quality of the repair work 
and the testing of repaired parts before their return to 
service. It would be helpful in determining the extent of 
the problem if trouble/failure reports included informa- 
tion about how long the part was in service before failure. 
It should be noted that in the test for repairman effect on 
the null meters, one-quarter of the observed failures oc- 
curred within 50 days after a previous failure. It is quite 
possible that these failures occurred within a very few 
days after the parts were actually returned to service. 
It is virtually impossible to carry out a comprehensive 
reliability study without data on actual time in operation. 
To make this data available, it is necessary to make some 
sort of record at the time parts are returned to operation 
after being repaired. A simple way to do this would be 
to return repaired parts with a tag to be filled in and 
sent back with the date of return to operation. This would 
have the additional advantage of providing a check on 
whether the part was adequately repaired. 
The most important conclusion to be drawn from the 
present study is that there are indeed patterns of equip- 
ment failure that depart from the “purely random,” not- 
ably the tendency of some parts to fail more frequently 
as they age. Once complete failure data are available, it 
should be practical to implement a reliability program 
such as the one developed in SPS 37-58, Vol. I1 in order 
to reduce the frequency of equipment failures. Even with 
the kind of data now being compiled, the effects of age 
can be analyzed with reasonable accuracy. I t  is entirely 
feasible to monitor the reliability performance of older 
equipment so as to detect quickly any marked increase 
in failure rates. 
4. Information Systems: Acquisition Time far Symbol 
Synchronizer for Low SNR Coded Systems, 
W. J .  Hurd a n d  T. 0. Anderson 
a. Introduction. The length of time for a phase-locked 
loop to acquire lock is random. It depends statistically on 
the initial phase and frequency offset and on the signal 
and noise characteristics, as well as on the parameters of 
the phase detector and the loop filter. No adequate theory 
exists for predicting acquisition time, even for simple 
phase-locked loops. In fact, there is no generally accepted 
definition of “in lock.” The acquisition time for a given 
phase-locked loop must, therefore, be determined experi- 
mentally, either by using an actual loop or by simulation. 
A definition of “in lock must be assumed that i s  realistic 
both for the intended application of the loop and for 
experimentaI purposes. 
This article presents the results of a series of acquisition 
time measurements on the symbol synchronizer for low 
signal-to-noise ratio (SNR) coded systems (SPS 37-53, 
Vol. 11, pp. 51-63 and SPS 37-57, Vol. 11, pp. 70-72). The 
results are presented in the form of cumulative prob- 
ability distributions of acquisition time for various con- 
ditions. With a random initial phase and a small initial 
frequency offset, and using the widest relative loop band- 
width (wLT = 0.2%), acquisition is achieved with prob- 
ability 0.99 in less than 1000 symbol times at a symbol 
SNR of STIN,  = 5 dB, and in 4000 symbol times at the 
loop design point SNR of -3 dB. (Throughout this article, 
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S denotes the signal power, T is the symbol duration, 
N o  is the one-sided noise spectral density, and tuL is the 
two-sided loop bandwidth at ST/No  = -3 dB.) 
We also consider a procedure of acquiring for a fixed 
length of time with one loop bandwidth, and then auto- 
matically narrowing the bandwidth for better tracking 
performance. The critical problem is to decide how soon 
one can narrow the bandwidth and have high probabili- 
ties both of being in lock at the time the loop bandwidth 
is narrowed and of staying in lock after the bandwidth is 
narrowed. For S T / N ,  = -3 dB and an initial frequency 
offset of 0.025%, the bandwidth can be narrowed from 0.2 
to 0.05% of the symbol rate after 213 symbol times with 
greater than 99% probability of being, and remaining, 
in lock. 
b. Definition of in lock. There is no universally accepted 
definition of “in lock” for phase-locked loops. It is rea- 
sonable that such a definition should be based primarily 
on cycle slipping; a loop is heuristically thought of as 
being in lock when it is not slipping cycles. One may also 
require the phase error to be smaller than some fixed 
amount at the instant the loop is first thought to be in 
lock, even though the phase error may later on be larger 
than that fixed amount without losing lock, so long as 
cycle slipping does not occur. Instantaneous phase error 
alone, however, is not a good indication of lock, for the 
phase error is repeatedly small and large while cycle slip- 
ping occurs. On the other hand, if the phase error remains 
small for a long time, the loop is most likely in lock and 
not slipping cycles. 
Mathematically, a phase-locked loop might be defined 
to be in lock when it is in such a state that the mean 
time to first slip from that state is long, or that the prob- 
ability of slipping in the near future is small. To use such 
a definition, we would have to know the statistics of cycle 
slipping conditioned on the state of the loop; no adequate 
theory exists for such statistics. We would also need to 
be able to observe the state of the loop. This would 
entail observation of phase error and some of the deriva- 
tives of the phase error, depending on the order of the 
loop filter. 
In view of the incompleteness of the theory of cycle 
slipping, we have chosen as our definition of in lock the 
occurrence of an event intuitively associated with low 
probability of cycle slipping. We define the loop to be 
in lock when the phase error is small for a long time 
compared to the inverse loop bandwidth. If the loop is 
slipping cycles, the phase error will most likely slip 
through the region of small phase error to larger phase 
errors in a time smaller than the inverse loop bandwidth. 
In particular, for wLT = 0.2%, we decide that the loop 
is in lock when the phase error is less than 45 deg for 212 
symbol times. These values were chosen because: 
They were convenient to implement. 
The phase error is unlikely to exceed 45 deg after 
acquisition even at low SNRs because the steady- 
state rms phase error does not exceed about 15 deg. 
The value 212 symbol times is greater than 4/bL, 
where bL is the one-sided loop bandwidth, so that 
it is unlikely that the phase error will be so small 
for so long when the loop is slipping cycles. 
The acquisition time is the number of symbol times from 
start of acquisition until the first of 212 consecutive symbol 
times during which the phase error is less than 45 deg. 
The definitions of in lock and acquisition time used 
here are similar to those used by C. Carl for the relay 
telemetry modulation system bit synchronizer (SPS 37-46, 
Vol. IV, pp. 267-270 and SPS 37-50, Vol. 111, pp. 326-331). 
c. Experimental procedure. The symbol synchronizer 
has two modes: the reset mode and the lock mode. In the 
reset mode, the loop filter is in the zero state, and the 
voltage into the voltage-controlled oscillator (VCO) is 
zero, so that the VCO is running at its center frequency. 
As the mode is switched from reset to lock, the loop is 
closed, i.e., the loop filter is activated, its output is fed 
into the VCO, and acquisition begins. 
In order to measure the probability distribution of 
acquisition time, it is necessary to observe a large number 
of events, i.e., acquisition times, beginning with a known 
frequency offset and a random phase. Phase randomiza- 
tion was accomplished by allowing the VCO to free run 
for a pseudo-random length of time between acquisitions 
with the synchronizer in the reset mode. The synchronizer 
was then switched to the lock mode until the phase error 
was less than 45 deg for 212 consecutive symbol times, 
and the number of symbol times required for this to occur 
was recorded. The synchronizer was then reset and the 
cycle repeated. 
A block diagram of the experimental test setup is shown 
in Fig. 30. The mode of the symbol synchronizer is con- 
trolled by the control flip-flop. Beginning in the reset 
mode, the pseudo-noise generator shift register counts 
for a pseudo-random length of time until three shift regis- 
ter stages reach predetermined states. At this point, when 
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Fig. 30. Acquisition time measurements 
the phase error between the VCO frequency and the 
actual data source clock is essentially random, the control 
flip-flop is switched to the lock state. Acquisition begins 
and the acquisition time counter starts counting symbol 
times. The in-lock counter is incremented on every symbol 
time when the data source clock falls within the +45-deg 
(+T/8 )  midphase window of the synchronizer, i.e., when 
the phase error is 45 deg or less; it is reset to zero when- 
ever the phase error exceeds 45 deg. When 212 consecutive 
clock pulses fall within the window, the control flip-flop 
is switched to the reset state; the acquisition time counter 
stops counting, its output is recorded, and it is reset to 
zero. The procedure repeats until a sufficient number of 
acquisitions are observed. 
In several experiments, the loop bandwidth was auto- 
matically narrowed after a fixed number of symbol times. 
For these experiments, circuitry was added to the system 
of Fig. 30 that caused the in-lock counter to count each 
symbol time from start of acquisition until a fixed number 
was reached, and then to reset to zero and return to its 
original function. At  the same time, the loop bandwidth 
was automatically switched from 0.2 to 0.05% under con- 
trol of a &p-flop. Acquisition time is defined as the num- 
ber of symbol times at wLT = 0.2% plus the number of 
symbol times from the time of bandwidth narrowing until 
the first of 2l" consecutive symbol times during which the 
phase error is less than 45 deg. 
All experiments were conducted using the widest rela- 
tive loop bandwidth (wLT = 0.2%). The period 8 test 
data sequence 11100100 was used, which has exactly half 
transitions. The stability of the noise source was better 
than ~k0.2 dB as monitored by measuring the symbol 
error probability over 2l" consecutive symbols. Frequency 
synthesizers were used for both the synchronizer VCO 
and the data source clock so that short term instability 
was not significant. However, the VCO temperature was 
not controlled so that its center frequency drifted some- 
what, which caused the frequency offset at the beginning 
of an acquisition to drift also. This drift was monitored 
so as to be less than 10% of the frequency offset, but it 
may have had some smoothing effect on the distribution 
of acquisition time in the low noise cases. 
d. Results. Experiments were conducted to determine 
acquisition time as a function of symbol SNR, frequency 
offset, and synchronizer mid-phase integration window 
width. For the no-noise case, computer calculations were 
conducted to confirm the experimental results and to 
compare three slightly different synchronizers: 
(1) The actual mechanization, including the non-linear 
smoothing filter mentioned in SPS 37-57, Vol. I1 
and fully described in Subsection 5. 
(2) The synchronizer with the above filter removed. 
(3) The use of a linear phase detector instead of the 
hard-limiter phase detector with either full or ?4 
midphase window. 
The latter two systems could not be mechanized easily, 
so only computed noise-free results are available. 
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Effect of midphase window width. The first series of 
experiments was conducted to determine the effect of the 
midphase integration window width on acquisition time 
at the synchronizer design point ST/N,  = -3dB. Fig- 
ure 31 shows the cumulative distribution functions of 
acquisition time for fractional window widths W of 1/2, 
1/4, and 1/8 for frequency offsets Af of 0.05 and 0.10% 
of the symbol rate. For both frequency offsets, the 1/4 
window is slightly better than the 1/2 window, and both 
of these are much better than the 1/8 window. Since the 
1/4 window is also better than the 1/2 window for track- 
ing after acquisition, there appears to be no reason to 
use the 1/2 window, at least under these conditions of 
SNR, wLT, and Af. 
'The 1/4 window width was used for all succeeding 
experiments. 
Effect of frequency ofset and noise. The variation in 
acquisition time with frequency offset is shown in Fig. 32 
for the design point SNR of -3 dB. Acquisition occurs 
with probability 0.99 in about 4000 symbol times when 
the frequency offset is small. It then increases with Af 
in a manner almost proportional to Af up to Af = 0.05%, 
which is equal to 1/2 of the one-sided loop bandwidth 
of the linearized model for the loop, or bL/2. For offsets 
greater than bL/2, acquisition time increases rapidly as 
cycle slips frequently occur during acquisition. 
Acquisition time improves markedly as the symbol SNR 
is increased from -3 to 0 to 5 dB. This is shown in 
Figs. 33 and 34. For Af=0.05%, a 99% probability of 
acquisition is achieved in about 23300 symbol times at 
0 dB (Fig. 33) and in about 1000 symbol times at 5 dB 
(Fig. 34) compared to 12,000 symbol times at -3 dB. 
Figure 34 also compares with the acquisition times at 
Af = 0.05 and 0.1% for S T / N ,  = 5 dB and with no noise. 
Both experimental and computer-calculated results are 
shown for the no-noise cases. These results are in reason- 
ably close agreement, with the differences attributed to 
imperfect control of Af and imperfect initial phase ran- 
domization for the experimental results. 
It is interesting that the no-noise curves are fairly flat 
between 200 and 400 symbol times, i.e., very few acqui- 
sitions took between 200 and 400 symbol times. As deter- 
mined by the computer results, this phenomenon occurs 
because the phase error during acquisition sometimes 
overshoots outside of the +-45-deg in-lock indication win- 
dow. That is, the phase error is reduced to zero and then 
overshoots more than 45 deg past zero, so that the in-lock 
SYMBOL TIMES (T x 103) 
Fig. 31. Acquisition time Versus window width 
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Fig. 32. Acquisition time versus frequency offset 
counter is reset. When there is some noise present, such 
as for S T / N ,  = 5 dB, the overshoot is not as great as with 
no noise, because some corrections are in the wrong direc- 
tion due to the noise. Therefore, for some acquisition 
probabilities, acquisition is faster at S T / N ,  = 5 dB than 
with no noise, especially for Af = 0.05%. 
Automatic narrowing of loop bandwidth. Since acqui- 
sition is faster with wide rather than narrow loop band- 
widths, and tracking performance is better with narrow 
bandwidths, it is often desirable to acquire lock with a 
wide bandwidth and then to narrow the loop for tracking. 
Since bandwidth narrowing must be accomplished with- 
out loss of lock, the phase and frequency errors must be 
small at the time the bandwidth is narrowed. One pos- 
sible procedure is to use a lock detector and to narrow 
the bandwidth when the lock detector indicates that the 
loop is locked. The disadvantages to this procedure are 
that: 
(1) A lock detector is required. 
(2) The lock detector indication is only a statistical in- 
dication of in lock. 
(3) The length of time required to make a statistically 
reliable estimation of in lock or out of lock may 
be longer than the acquisition time. 
Another possible procedure is to narrow the loop band- 
width a fixed length of time after acquisition is begun. 
0.5 1 .o 1.5 2.0 2.5 3.0 
SYMBOL TIMES (T x 103) 
Fig. 33. Acquisition time at 0 dB 
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Fig. 34. Acquisition time at high S 
JP6  S P A C E  P R O  A R Y  37-61, VOL. / I  61 
This waiting period should be long enough to make it 
highly probable that the loop is in lock at the end of this 
time. This is the procedure that is examined here. 
Automatic bandwidth narrowing experiments were con- 
ducted at the design point of -3 dB with an initial fre- 
quency offset of 0.025%. This offset was chosen because 
acquisition time increases markedly for larger offsets but 
does not decrease very much for lesser offsets (Fig. 32). 
Three cases were run in which the bandwidth was nar- 
rowed from 0.2 to 0.05% after 5120, 6144, and 8192 sym- 
bol times. The results are shown in Fig. 35. The curves 
show the probability that the phase error is less than 
45 deg for the next 212 symbol times following the time 
indicated by the abscissa value. If we wait 5120, 6144, 
or 8192 symbol times before narrowing the bandwidth, 
the loop will be in lock and remain in lock with prob- 
ability 0.967, 0.984, or 0.992, respectively. Furthermore, 
the longer the waiting period the higher the in-lock prob- 
ability will be for all times after the bandwidth is nar- 
rowed. 
The joint probability of being in lock after a given 
length of time and remaining in lock if the bandwidth 
is narrowed at that time is, of course, lower than the 
probability of being in lock at that time. This is because 
the phase error can increase to greater than 45 deg after 
the bandwidth is narrowed. For example, at ST/N,  = 
-3  dB and with Af = 0.025%, the probability of acquiring 
within 5120 symbol times is 0.989 (Fig. 32), whereas the 
joint probability of being in lock and remaining in lock 
when the bandwidth is narrowed at that time is only 0.967 
(Fig. 35). Without bandwidth narrowing, an acquisition 
probability of 0.967 can be attained in under 3800 symbol 
times. 
Efect of various synchronizer configurations (no nohe). 
Figure 36 shows the calculated no-noise distributions of 
acquisition time for four different loop configurations: 
(1) with the hard limiter phase detector, without the non- 
linear smoothing filter, (2) with the limiter and the filter, 
(3) with the linear phase detector and W = 1, and (4) with 
the linear phase detector and W = $4 The gain param- 
eters of the loop are such that the loop is critically damped 
with bandwidth wLT=0.2% at the design points of 
ST/N, = -3 dB with the hard limiter in and -5 dB 
with the linear phase detector. The lower design point 
SNR was used for the linear phase detector case because 
this is the design point for the Multi-Mission Telemetry 
System symbol synchronizer. Distributions are shown for 
Af = 0.025, 0.05, and 0.158; the results for Af = 0 were 
negligibly better than for Af = 0.025% in all cases. 
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Fig. 35. Acquisition time with automatic 
narrowing of loop bandwidth 
For all frequency offsets, the acquisition time is fastest 
for the limiter-in, filter-out configuration. This is as ex- 
pected since the phase change due to the direct compo- 
nent is largest for this configuration, and of course is 
always in the correct direction. The next fastest acqui- 
sition for small frequency offsets occurs with the linear 
phase detector and W = 1. The linear phase detector 
with W = 1/4 is generally worst for acquisition. 
An abrupt change in the distribution function occurs 
for Af = 0.05% with the linear phase detector and W = 1; 
the acquisition time is never between 320 and 740 symbol 
times. The explanation for this is that overshoot occurs 
for some initial phase angles, i.e., the phase error is re- 
duced to zero but then overshoots outside of the *45 deg 
in-lock window. With both linear detectors, no zero ac- 
quisition times occurred for Af = 0.1%, even when the 
initial phase error was less than 45 deg. The frequency 
offset was sufficient to cause overshoot whenever the 
initial phase error was small. Cycle slips were observed 
at Af = 0.15% for W = 1/4, but not for Af 4 O.l%, and at 
Af = 0.4% for W = 1, but not for Af"O.3%. (We define 
cycle slipping to mean that the phase error passes through 
at least one lock point and on to the next one.) 
When the non-linear smoothing filter is used, acquisi- 
tion times are longer than without the filter, overshoot 
occurs for some initial phase errors even with Af = 0, and 
cycle slipping occurs with Af = 0.2%, although not for 
Af 0.15%. Acquisition times are longer even in the 
absence of overshoot because the maximum filter output 
is 1/4, whereas the average input until the phase error 
&st changes sign is 1/2, due to half transitions in the test 
sequence. The overshoot and cycle slipping occur because 
of the memory of the filter. The filter effectively becomes 
very underdamped whenever the average value of the in- 
put exceeds 1/4 in absolute value. Because the filter re- 
members that the average output has been 1/4, whereas 
the average input has been 1/2, the filter output does not 
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Fig. 36. Calculated acquisition times, no noise 
change sign when the phase error passes through zero. 
Phase corrections continue in the initial but now incor- 
rect direction until the filter memory is reduced to zero. 
Sometimes wrong phase corrections occur so long as to 
cause overshoot, depending on the initial phase offset. 
For the same reasons, cycle slipping occurs at smaller 
frequency offsets with the filter than without it. 
5. information Systems: A Class of Nonlineer Digital 
ilt@rS, W. J.  Hurd and T .  0. Anderson 
The filters can be used either preceding or following 
a system nonlinearity to reduce the dynamic range, band- 
width, and rms noise level of the signal, while two- or 
three-level characteristics of signals can be maintained. 
This can be accomplished without otherwise significantly 
affecting the system dynamics, provided that the band- 
width of the digital filter is wide compared to the band- 
width of the closed loop system. 
Advantages of this class of filters over linear digital 
low-pass filters are in maintaining the amplitude charac- 
teristics of the input signal, in lower output dynamic 
range, and in ease of implementation. 
Although this article discusses filters with two- or three- 
level inputs and outputs, the class of filters is easily 
extended to signals of more general forms. 
b. Application to control systems. A large class of sam- 
pled data systems are characterized by nonlinearities with 
two- or three-level outputs. The nonlinearity may be a 
property of the sensing device, the controlled device, or 
the control signal, or may be deliberately inserted into the 
system. 
A block diagram of a model for a typical system with 
a three-level nonlinearity is shown in Fig. 37. It is clear 
that the order of the sampling, nonlinearity, and the gain 
is immaterial in the model, but not necessarily in a realiza- 
tion. Furthermore, the controlled device, the feedback 
signal, and the input signal may be either sampled or 
continuous time. Filtering could also be introduced be- 
tween the detector and the nonlinearity, but we assume 
that all linear operations following the nonlinearity are 
included in the transfer function H (s). We also assume 
that H ( s )  is low pass. 
The dynamics of the closed-loop system, such as re- 
sponse time and stability, depend on the amplitude K of 
the control signal. This dependence can sometimes be 
well modeled by linearization of the loop. For example, 
consider the expected value of the nonlinearity output 
a. Introduction. This article presents a class of easily 
implemented nonlinear digital low-pass filters. Major ap- 
plications of filters of this class are in bang-bang control 
systems and in other sampled data systems characterized 
by nonlinearities with two- or three-level outputs. The 
first application of one of the filters is in the symbol 
synchronizer for low signal-to-noise ratio (SNR) coded 
systems (SPS 37-53, Vol. 11, pp. 51-63, and SPS 37-57, 
Vol. 11, pp. 70-72). 
No'SE 
Fig. 37. A typical system with three-level nonlinearity 
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as a function of the error signal. If this function is fairly 
linear in the error signal over some region of errors, and 
the system is operating in this region, then the nonlinearity 
can be modeled by a gain A plus output noise with appro- 
priate statistics. Such a model is shown in Fig. 38. The 
loop dynamics are then approximately determined by 
A K H  (s) and a loop bandwidth can be defined. 
Unfortunately, the system designer may not have com- 
plete freedom in his choice of K ,  perhaps due to restric- 
tions on the dynamic range of the system. For example, 
the controlled device may be able to accommodate only 
a limited range of input amplitudes, the amplifier repre- 
sented by the gain K might be peak power limited, or the 
fundamental nonlinearity may be in the controlled device 
so that K is determined by this device. Insertion of a 
filter from the class described here enables one to attain 
a higher effective gain or wider effective dynamic range 
without actually increasing the amplitude of the control 
signal. The filters accomplish this by reducing the rms 
noise level, the bandwidth, and the maximum amplitude 
of the filtered signal. 
Some advantages to the filters over linear digital low- 
(1) The output maintains the two- or three-level char- 
acteristics of the input. 
(2) The output is peak limited and this limitation is 
significantly lower than the required dynamic range 
of a linear filter. 
pass filters are: 
(3) The implementation is simpler. 
The class of filters is easily extended to include more 
general classes of input and output signals. 
c. Filter description. The filters of primary interest map 
a three-level input sequence {x,}, x, = 0, K, ,  or - K , ,  into 
a three-level output sequence {y,}, y, = 0, K2, or - K,.  
The maximum output amplitude K ,  is less than the maxi- 
mum input amplitude K1, but the average output is equal 
NOISE 
REFERENCE r 
Fig. 38. Linearized system model 
to the average input. The input and output sequences 
and the filter internal state sequence {A,} are related by 
and 
where 
l forx > 0 
Oforr = 0 
- l forx < 0 
sgn(x) = 
and [XI denotes the greatest integer less than or equal 
to x. The constants a and b determine the output dead 
zone, Le., the region of values of A,, for which yWl is zero. 
The fundamental property of the filters is that starting 
with zero initial conditions, the integral of the output 
sequence up to any time is equal to the integral of the 
input sequence less a value stored in the filter. Therefore, 
whenever the filter is followed by an integrator in a sys- 
tem, the system dynamics are not changed significantly 
by insertion of the filter provided that: 
(1) The absolute value of the average input does not 
(2) The delay in the filter is small compared to the 
exceed K ,  (the maximum output). 
delay in the remainder of the system. 
The class of filters is easily generalized to include input 
and output sequences with larger sets of values without 
changing the fundamental property of the filter class. This 
is accomplished merely by allowing more general func- 
tions than sgn ( . ) for the output and feedback function. 
d.  Implementation. Implementation of the filter is par- 
ticularly simple for the three-level signals, especially when 
K ,  is a multiple of K,, and most particularly when the 
multiple is a power of two. In this last case, the imple- 
mentation consists of an up-down counter and some 
simple gating logic. An adder and an accumulator regis- 
ter would be required for more general cases, but this is 
still easier than implementing a first-order linear filter, 
which would, in general, require a multiplier. 
Figure 39 shows an implementation of the filter for 
K ,  = 2NK,.  For convenience, we have assumed that 
K ,  = 1 and K ,  = 2N so that the integer value in the 
counter is A,. The dead zone is determined by a = 2-N, 
b = 0, so the output Y,,~ is zero whenever 0 4 A, < 2N.  
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Fig. 39. Filter implementation 
The up-down counter is divided into two parts. Outputs 
of 1 or -1 cause the first stage of the counter to count 
down or up by one, respectively, with no change for zero 
outputs. Inputs of 2N and -2iN cause the (N + 1)th stage 
to count up or down, respectively. Carries out of the Nth 
stage (overflows) also cause the ( N  + 1)th stage to count 
in the appropriate direction. 
Each stage of the up-down counter is toggled when a 
negative transition occurs on the clock input and when 
the carry input is high. The up and down inputs control 
the propagation of carries between stages. Two square- 
wave clock signals are used in the filter: (1) a sampling 
rate clock C L  with negative transitions at each sampling 
time, and (2) a double-frequency clock 2CL with nega- 
tive transitions at the sampling times and halfway be- 
tween the sampling times. The 2CL is required at the 
(N + 11th stage of the counter because this stage is trig- 
gered both by carries out of the Nth stage and by signal 
inputs. The CL is used as a gating signal to gate signal 
inputs into the ( N  + 1)th stage at the sampling times and 
to gate carries out of the Nth stage into the ( N  + 1)th 
stage between the sampling times. The first stage is 
clocked directly by CL. 
e. Filter characteristics. The filter of Fig. 39 was simu- 
lated by digital computer in order to determine the gain 
INDICATOR 
(HIGH WHEN 
NONZERO) 
4LL GATES 
NAND 
and phase responses of the filter as a function of frequency, 
input SNR, and signal statistics. The parameter K, was 
chosen to be 4, so the input values were 4, 0, and -4, 
and the describing equations were 
and 
The input signals consisted of sine waves plus white 
Gaussian noise, hard limited to +4 or -4, except that 
inputs were randomly set to zero with probability Po. 
Thus, 
yn = 2, * 4 sgn [S cos ( 2 ~  nf) + w,] (5) 
where {w,} is a sequence of independent gaussian ran- 
dom variables with zero mean and unit variance, and 
(2,) is a sequence of independent random variables 
which are zero with probability Po, and unity with prob- 
ability 1 - Po. The parameter f is the frequency of the 
input sine wave normalized to the sampling rate, and 
the input SNR is defined to be R = S2/2 when f # O ,  or 
S 2  when f = 0. Thus R is the ratio of the power in the 
sine wave component to the noise component of the input 
before the limiting operation. 
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The amplitude response of the filter was measured with 
a white-noise-only input, and the gain and phase re- 
sponses were measured with inputs consisting of sine 
waves plus noise. In the latter case, the gain and phase 
responses depend on the input SNR. 
For noise-only inputs, the gain is defined as the ratio 
of the output spectral density to the input spectral den- 
sity. Results are shown in Fig. 40a for Po = 0 and Po = 0.5. 
The output noise bandwidth is about twice as great for 
Po = 0.5 as for Po = 0. This is because the input power 
is ?h as great for Po = 0.5, but the low frequency gain 
and the total output power are about the same for the 
two cases. The Po = 0.5 case, with lower input power, 
must therefore have a wider gain bandwidth. 
For sine wave plus noise inputs, the amplitude and 
phase of the components of input and output sequences 
at the input signal frequency are measured, and the gain 
and phase are defined appropriately from these coeffi- 
cients. Letting 
M 
a = 2 x n  exp (j2xnf) (6) 
1 
and 
M 
P = Z yn exp ( i h n f )  (7) 
1 
the complex gain is P/a, which can be rewritten as 
P 
- = Vexp (i+) 
ff 
where V and + are real and V is positive. Then the power 
gain at frequency f is V2 and the phase shift is (brad. 
The power gain versus the frequency of the sine wave 
components are compared to the spectral density gains 
for noise-only inputs in Fig. 40a and the phase shift 
characteristics are shown in Fig. 40b. Both for Po = 0 
and Po = 0.5, the gains are about the same for noise and 
sine waves up to the -3  dB gain points. Beyond these 
points, the gains become significantly larger for the noise- 
only inputs. We attribute this to spectral spreading or 
i n t e d l a t i o n ,  which is typical of nonlinear devices. 
The intermodulation is negligible compared to the ampli- 
tude of the output sine wave, but not compared to the 
noise. 
Both the gain and phase characteristics of the filter are 
similar to the characteristics of simple resistor-capacitor 
m V
z 
4 
Fig. 40. Gain and phase shift 
versus frequency 
(RC) low-pass filters. For sine waves in noise, the -3 dB 
gain points occur at normalized frequencies of about 1.1 X 
for Po = 0 and about 1.1 X 2-5 for Po = 0.5. In both 
cases, the phase lag is about x / 2  rad at the -3 dB points, 
as is the case for RC filters. At frequencies higher than the 
-3 dB points, the gain falls off less rapidly for this filter 
than for RC filters, about -4.5 dB per octave compared to 
-6 dB per octave for RC filters. 
For the signal in noise curves of Fig. 40, the input SNR 
is 0.04 for Po = 0, and 0.01 for Po = 0.5. These SNRs were 
chosen for two reasons: first, the gains and phase shifts 
are fairly constant for SNRs in this region, but not for 
high SNRs, and second, because lower SNRs require 
longer measurement times as the noise components of 
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the filter output become comparable to the signal com- 
ponents at low SNRs. The curves in Fig. 40 were gener- 
ated using a minimum number of sample points of 
M = 2Ii for each data point. 
-15 
The variations in gain and phase shift as functions of 
input SNR are shown for various input frequencies in 
Fig. 41 for Po = 0 and in Fig. 42 for Po = 0.5. For zero 
frequency inputs, the mean output is equal to the mean 
input so that the gain is unity as long as the average 
input does not exceed the maximum output. For higher 
input SNRs, the power gain is the inverse of the mean- 
square input. As the frequency is increased, the saturation 
effect becomes less pronounced. For fairly high frequen- 
cies, such as 2-G, no saturation is evident except at quite 
high input SNRs. This is because the gain of the filter is 
low at high frequencies so that the output sine wave 
component is low even with high input SNRs. Saturation 
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Fig. 41. Gain and phase shift versus input 
SNR, Po = 0.5 
depends on the level of the output signal, rather than that 
of the input. 
f .  Application to symbol synchronizer. The filter de- 
scribed above is used in the symbol synchronizer for low 
SNR coded systems to smooth the direct component of 
the control signal at the input to the voltage-controlled 
oscillator (VCO). A block diagram of the synchronizer 
with the filter is shown in Fig. 43. 
The major effect of the filter is to reduce the dynamic 
range at the VCO input by a factor of four, since the 
maximum filter output is Y, that of the input. This reduc- 
tion in dynamic range is important in the synchronizer 
application because of the wide range of synchronizer 
loop bandwidths, and hence of effective filter signal am- 
plitudes, and because of the limited dynamic range of the 
VCO and analog circuits. 
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Fig. 42. Gain and phase shift versus input 
SNR, Po = 0 
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Fig. 43. Symbol synchronizer with 
nonlinear filter 
The filter has negligible effect on the tracking perform- 
ance of the synchronizer when the symbol SNR is low. 
In this case, the loop bandwidth of the linearized model 
for the loop is very narrow compared to the filter band- 
width. At high symbol SNRs, however, the added phase 
delay in the filter affects the limit cycle of the loop. With- 
out the filter, there is a transport lag of three sampling 
intervals, which causes the loop to oscillate at about YS 
to 4's of the sampling rate. The delay added by the filter 
decreases the oscillation frequency to about %2 to %4 of 
the sampling rate. However, the rms phase error remains 
about the same because of the reduced amplitude of the 
VCO input signal. The rms phase error with noise-free 
input data is always less than 0.044 rad, even with the 
widest loop bandwidth, and decreases in direct proportion 
to loop bandwidth. 
"he effect of the filter on synchronization acquisition 
time with noise free input data is discussed in Subsec- 
tion 4. With no noise, acquisition is slower with the filter 
than without it. This is because of the lower maximum 
VCO input signal and because the filter saturates. With 
noisy input data, however, it is anticipated that the affect 
of the filter is negligible because filter saturation should 
not occur. 
6. Frequency Generation and Control: Distribution 
plifiers for the Hydrogen Maser Frequeney 
a. Introduction. The recently completed hydrogen maser 
frequency standard system is designed to provide highly 
stable output signals at frequencies of 100 kHz and 1, 5, 
10, and 100 MHz. This system is discussed in SPS 37-59, 
Vol. 11, pp. 43-46. One of the requirements is that the 
stability of the output frequencies will be 1 part in 1013 
for averaging times between 5 s and 1 yr. This places a 
very stringent requirement on many of the modules in the 
system for small phase shifts with time. 
A diagram of the hydrogen maser receiver-synthesizer 
is shown in Fig. 44. The inner loop of the receiver contains 
distribution amplifiers and frequency dividers that must 
be very stable (low phase shifts with time) in order not to 
degrade the performance of the maser. Since variation of 
ambient temperature is the main cause of drift in a well 
designed circuit, the distribution amplifiers had to be de- 
signed so that there would be a minimum amount of phase 
shift with temperature. 
Because the distribution amplifiers are within a closed 
loop feedback system, there will be corrections made by 
the loop for phase perturbations occurring within the am- 
plifiers. Consider, with the aid of Fig. 45, the ultimate 
effect upon the stability of the 1-MHz output signal due 
to a phase shift within the 1-MHz distribution amplifier. 
From Fig. 45: 
20.405 
$0 = I -  100 
+N 
S +14+- 
- 
20.405 
Ke&vco 100 
= 0.985 
s = o  
where 
A, = K e D K , , ,  = gain of phase detector and voltage- 
controlled oscillator (VCO) 
A, = 20.405 = gain of synthesizer 
A, = 1/10 = gain of second divider 
A, = 1/10 = gain of first divider 
A, = 14 = gain of multiplier 
+N = amplifier phase noise 
+o = signal phase noise 
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Fig. 45. Equivalent receiver circuit 
Hence, any phase changes within the 1-MHz amplifier 
will be reduced by 1.5% at the 1-MHz output. However, 
the effect upon the other outputs is significantly reduced. 
That is, at the 10-MHz output, 
I 20.405 
Thus, the phase change at the 10-MHz output is dimin- 
ished by approximately a factor of 7. This indicates that 
the amplifier must be nearly as stable as the maser itself. 
Similarly, it can be shown that this is true for the 100 kHz, 
5 MHz, and 10 MHz distribution amplifiers. 
b. Configuration. After testing a number of Class C 
amplifiers, it was decided that they were much too sensi- 
tive to temperature. Class A amplifiers utilizing negative 
feedback to minimize drift were designed, built, and 
checked out. Figure 46 shows a schematic of the amplifier 
finally used. The &-st stage has collector-to-base feedback 
(commonly called shunt-shunt feedback) in order to drive 
the small load impedance presented by the photocell, as 
well as making it easier to match into 50 a at the input. 
The second stage is a complementary pair that provides 
current gain as well as .current isolation. 
The last stage provides the power to the output trans- 
former, which, in turn, drives an eight-way power splitter. 
Two transformers are used to provide two types of cur- 
rent feedback (also called shunt-shunt feedback and 
series-shunt feedback) so that the output impedance of 
the transistor may be adjusted to 600 while keeping the 
input impedance small. The transformers are W:50 a 
matching transformers enabling the power divider to see 
50 a, which is optimum for isolation between output ports. 
An automatic gain control circuit is used to stabilize the 
output amplitude with changes in input signa1 IeveI. 
c. Operation. Table 6 shows the test data of a typical 
unit. The bandwidth can be extended to include frequen- 
cies down to 100 kHz if different transformers are used. 
Phase stability or the maximum rate of change of phase 
with time was measured by subjecting the amplifier to a 
step change in temperature of 10°C. The phase stability 
of the amplifier was then calculated by measuring the 
maximum slope of phase shift versus time. Typically the 
stability was 1.8 parts in loT3. When the module is bolted 
to a large steel plate, the stability will be better due to 
the longer thermal time constant. 
In addition, there was only a 4-deg phase shift for a 
10-dB ( +3 to + 13 dBmW) variation in input signal ampli- 
tude measured at 10 MHz with the outputs held constant 
at + 13 dBmW. Finally, the isolation from output to input 
was measured and found to be 110 dB due mainly to the 
first two stages. 
Table 6. Typical unit test data 
Parameter 
Input impedance 
Output impedance 
Bandwidth, 3 dB 
Isolation between outputs 
Isolation, output to input 
Phase shift with 
temperature 
Phase shift with automatic 
gain control 
Amplitude variation 
outputs 
Distortion 
Power 
Value 
50 52 
50 52 
500 kHz to 19 MHz (automatic gain con- 
trol disabled) 
40 + 3  dB 
110dB 
0.00 deg/'C at 10 MHz; 0 to 50°C 
4 deg at 10 MHr; 25°C (output held at 
+ 13 dBmW; input level varied + 3  to 
4- 13 dBmW) 
kO.1 dB; 0 to 50°C 
8 at + 13 dBmW 
6 3 %  total harmonic; 0 to 5OOC; 500 
kHz to 10 MHz 
-k 15 Vdc at f 185 mA nominal 
-15 Vdc at -125 mA nominal (-150 
mA with automatic aain control) 
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Fig. 46. Distribution amplifier schematic diagram 
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7. Frequency Generation and Control: Narrow- 
Bandwidth, Digitally-Controlled Receiver, 
K. Schreder 
a. Introduction. Sensitivity is one of the most important 
parameters in specifying a receiver. A way of improving 
a receiver’s sensitivity is to reduce the closed-loop band- 
width. A reduction of bandwidth below that for which 
the doppler rate produces negligible tracking error re- 
quires the receiver to have a priori knowledge about the 
received frequency (supplied by an ephemeris). The 
closed-loop bandwidth of an ephemeris-assisted receiver 
needs only to be as wide as the error frequency between 
the actual signal and the estimated signal. 
The narrow-bandwidth, digitallycontrolled receiver 
will be able to operate with closed-loop bandwidths much 
lower than 1 Hz. This sampled-data, phase-locked loop 
(PLL) receiver is controlled by a digital computer with 
ephemeris assist. A block diagram of this receiver is shown 
in Fig. 47. 
The improvements in this receiver as compared to a 
conventional Deep Space Station (DSS) receiver are as 
follows: 
An improvement in the sensitivity because the 
closed-loop bandwidth is narrower. 
A reduction in the number of cycles slipped since 
the average static phase error is near zero for a 
normal spacecraft pass. 
A reduction of the phase noise in the loop because 
one of the two voltage-controlled oscillators (VCOs) 
has been removed. 
An increase in the data rate for the same error proba- 
bility by increasing the sideband power with a 
similar reduction in the carrier power. 
I MULTIPLIER I 6 60 MHz 10.1 MHz I 
PREDlCTED 
EPHEMERIS 
Fig. 47. Narrow-bandwidth, digitally-controlled 
PLL receiver 
(5)  A reduction of human error during a mission with 
the digital computer completely controlling the 
receiver tuning. 
The analysis for this digitally-controlled, ephemeris- 
assisted, sampled-data, PLL receiver is presented in this 
article. 
b. System configuration. The transfer function for each 
of the blocks shown in Fig. 47 defines the analytic form 
of the receiver system. The computer program operates on 
the signal fed back from the number-controlled oscillator 
(NCO) (Fig. 47) by separating the operation of the phase 
error tracking loop and the ephemeris phase prediction 
into two separate functions with common elements. A 
transfer function model of the split system operation is 
shown in Fig. 48. The upper loop is a sampled-data PLL 
whose characteristics will be chosen to satisfy the opti- 
mum transfer function defined by R. M. Jaffe and E. 
Rechtin (Ref. 1). The lower loop is a control loop for the 
ephemeris-predicted frequency. The requirement on this 
loop is stable operation for various values of computer 
time delay and changes in the open loop gain. 
The desired PLL receiver system parameters are defined 
by the signal threshold power, the limiter suppression fac- 
tor, and the closed-loop noise bandwidth. The equations 
used to define these parameters are given in SPS 37-17, 
Vol. 111, pp. 2427 and SPS 37-18, Vol. 111, pp. 53-64. The 
signal threshold power is defined as the signal power that 
equals the noise power. The equation for signal threshold 
power is 
.I)----. CONTINUOUS SECTION -DISCRETE SECTION - 
Fig. 48. System transfer function model 
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where Ps is the signal power, PN is the noise power in the 
predetection noise bandwidth, k is Boltzmann’s constant, 
T is the system noise temperature in OK, and 2pL is the 
closed-loop threshold noise bandwidth. The DSS receiver 
system has three RF  front-end modes of operation: (1) 
maser (55OK), (2) paramp (270°K), and (3) mixer (2700OK). 
The signal threshold power for the above three modes and 
various closed-loop bandwidths is shown in Table 7. 
100 HZ 
The limiter suppression factor is defined to be the lim- 
ited output voltage for an ideal limiter. The defining equa- 
tion for the limited output voltage is 
10 Hz 
The system will operate with two predetection band- 
widths; the limiter suppression factor at threshold for 
various closed-loop bandwidths is shown in Table 8. 
The closed-loop noise bandwidth is a function of the 
received signal power, the predetection bandwidth, the 
threshold closed-loop bandwidth, and the threshold- 
limiter suppression factor. The closed-loop noise band- 
width is 
2& = [ 1 + 2 (-31 
where (Y is the limiter suppression factor and a0 is the 
threshold-limiter suppression factor. The closed-loop noise 
bandwidth for various selected closed-loop threshold noise 
bandwidths as a function of received signal power for 
selected predetection bandwidths is shown in Fig. 49. 
c. System equations. The system equations for the PLL 
section in Fig. 48 will not be written as a complete transfer 
function because there are two distinct sampling times 
within the loop. The closed-loop transfer function for the 
ephemeris frequency loop section will be completely 
specified. 
PLL section. The open-loop transfer function for the 
PLL will be defined as 
Table 7. Signal threshold power 
Table 8. Threshold limiter suppression factor 
10 
1 
0.5 
0.2 
0.1 
0.05 
0.02 
0.26985 
o.oaa2a 
0.06254 
0.03960 
0.02a01 
- 
- 
- 
0.26985 
0.1 9439 
0.12436 
o.oaa2a 
0.06254 
0.03960 
where 
and G, ( x )  is an assumed transfer function for the perfect 
second-order tracking filter with different sampling times 
at the input and output. The transfer function G2(z) is 
The modified z-transform (Ref. 2) for the second term of 
Eq. (2) is 
where the delay operator is defined to be 
(4) 
A 
m = T 2 - y  
and the range of y is O I y L T , .  Substituting Eqs. (3)  
and (4) into Eq. (2) yields 
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1 TZ - 2T2y + T2 + y2 - y + - 2 + (TI - 2T2y - 2Tz + 2y + y2 + 1) 2 '> c aoK&1KzT~MA (2 )  2712 Gz (2) = (2 - 1)" J 
(5) 
The output voltage of the tracking filter for a continu- 
ous causal system is 
where 
f ( t )  = L-l[-] 1 + 72s 
71s 
and e ( t )  is the input voltage. If the samplers are assumed 
to be fast with respect to the sample period, the sampler 
can be modeled as modulating the input signal with im- 
pulse functions. Therefore, the input and output sampled 
waveforms can be stated, respectively, as 
m 
ex ( t )  = Z e (kT,) 6 (t - kTl) (7) 
k = O  
m 
u* (t) = u (jT,) 6 (t - jT,) (8) 
i = O  
Equation (6) can now be defined by a sum when the input 
is sampled as 
u ( t > = f ( t ) e ( O ) + f ( t - T l ) e ( T l ) +  . . . 
+ f ( t - k T , ) e ( k T , ) +  . . . 
m 
= Z f ( t  - kTJ e(kTl)  
k=O 
Substituting Eq. (9) into Eq. (8) yields 
m m  
ox (t) = 2 I: f (jT, - kTl)e  (kT,) 
j = o  k=O 
(9) 
The number sequence for the tracking filter is obtained 
by taking the inverse Laplace transform of the tracking 
filter transfer function at discrete steps in time. The track- 
ing filter time function is 
The number sequence for the tracking filter is 
Therefore, the actutal function for the convolution sum 
in Eq. (11)  is 
+ T2e (jT, - kT,) 6 (jT, - kT,)] (12) 
Thus, the sampled output voltage of the tracking filter is 
specified by Eqs. (8)  and (12). 
Ephemeris frequency loop section. The open-loop trans- 
fer function for the ephemeris frequency loop is 
The modified 2-transform (Ref. 2)  for the second term 
in Eq. (13) is 
where the delay operator is defined as 
(15) 
A 
P = T ,  - ,p 
and /3 = ( y  + n), where the range of p is 0 I p L Tz. Sub- 
stituting Eqs. (14) and (15) into Eq. (13) yields 
A 
74 b SPA GRAMS SUM MAR^ 37-61, VOL. II 
where The closed-loop transfer function for the ephemeris fre- 
quency loop is 
d .  System analysis. Each of the two sections of the sys- 
tem will be analyzed separately. The separation is possible 
since the functions are independent of each other. The 
criterion for the system is physical realizability with finite 
settling time and zero steady-state error for an input that 
could be a constant or first derivative of phase. The PLL 
transfer function will match the optimum transfer func- 
tion defined by Jaffe and Rechtin (Ref. 1). The constraints 
placed upon the system have the following meaning for 
the system parameters: 
(1) Physically realizable. For a system to be physically 
realizable, the number of poles of the sampled-data trans- 
fer function must be equal to or greater than the number 
of zeroes (Ref. 3). Therefore, in Eqs. (5) and (16), the 
terms A ( z )  and Q (2 )  may have one more zero than pole 
and still maintain realizability in the system. 
(2) Zero steady-state error. For a phase or frequency 
input function, the zero steady-state error constrains the 
system to be at least a type 2 system (Ref. 4). For a type 2 
system, there must be two roots at x = 1. Therefore, 2 ( z )  
in Eq8 (16) must have a pole at x = 1. 
(3)  Finite settling time. A system has finite settling time 
if a transient in the output produced by a change in the 
input converges to zero in a finite time. This is referred 
to as “deadbeat response” (Ref. 2). A necessary condition 
for finite settling time response is for the roots of the 
characteristic equation to coincide at the origin. 
(4)  Optimum PLL transfer function. The optimum 
transfer function assumes a linear loop with no stress (fre- 
quency off-set). The criterion for optimization is minimiza- 
tion of the mean-square phase error. To satisfy the above 
condition, the ephemeris is assumed to know the received 
signal with zero mean and the signal-to-noise ratio in the 
loop is at least 0 dB (for the linear model). 
PLL section. The open-loop transfer function for the 
optimum PLL is 
A 
and G: (s) = F (s), the transfer function of the tracking 
filter. Since there is a sampler between the transfer func- 
tion G, (2 )  and G, ( z )  in the physical system, the transform 
of the product is the same as the transform of the indi- 
vidual parts. Therefore, the match of the physical to the 
optimum system is the same as matching the separate 
open-loop transfer functions, i.e., matching Eqs. (1) and 
(18) as follows: 
[G: (s)I = GI ( z )  (20) 
Equation (20) has been matched by choosing a perfect 
second-order tracking filter, which was used to obtain 
Eq. (12). Rewriting Eq. (21) in the defining terms of 
Eqs. (5) and (19) yields 
where 
A 
r = (T? - y), 
~ = 2  TZ-“ (  2T2y + T, + y2 - Y + + )  
A 
w = (Tg - 2T2y - 2Tz - 2y + y2 + 1) 
If it is assumed that y < < T, and T, is 1 s, Eq. (22) can 
be reduced to 
The computer compensation equation A ( x ) ,  which assures 
the equality of the above equation is 
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The equations for determining- the values of the tracking 
filter constants (Ref. 5) in terms of the threshold closed- 
Solving the above equations simultaneously gives 
loop bandwidth are 
3 "=c 
Ephemeris frequency loop section. The characteristic 
equation for the ephemeris frequency loop is the denomi- 
nator of Eq. (17), namely 
and substituting Eq. (16) into Eq. (26) yields 
It was assumed in the earlier analysis that T,  is 1 s .  Apply- 
ing that assumption to Eq. (27) gives 
If the minimum form for the polynomial Q (z)  is 
Q ( z )  = K , [  z ( z + u )  ] 
(Z - 1) ( X  + b) 
the characteristic equation (Eq. 28) becomes 
x 3  + [b  - 2 + K4(1 - P ) ]  X' 
+ [ l -  2b + K,u(l- P)  4- K.$]z + (b + K 4 @ )  = O  
where 
A 
K ,  = K,K,K, 
The requirement for zero steady-state error has been sat- 
isfied with the choice of the polynomial Q (2). To satisfy 
the requirement for finite setting time, the following three 
conditions must be true: 
b - 2 f - P )  = 0 
0 
b + K4@ = 0 
1 - 2b + K4 [U (1 - P)  + P ]  
and the characteristic equation becomes 
where I? is the normalized gain. 
The stability of the loop is determined by the character- 
istic equation. There are two parameters in the loop that 
change value from the nominal, namely the computer time 
delay and the open-loop gain. The stability of the loop 
over all possible ranges of values must be investigated. 
The analysis for determining the regions of stable opera- 
tion will use the root locus technique. 
From the finite settling time constraint when the gain 
is normalized to unity, all the roots of the characteristic 
equation will be zero. As the gain varies from unity, the 
roots of the Characteristic equation move away from 
the origin. The condition for stable operation using the 
x-transform technique is for all of the roots to be enclosed 
within the unit circle. 
The digital computer computational time delay will be 
between 0 and 100 ms. This delay is variable between 
the above limit values due to the two modes of operation 
and variable time for certain computer operations in com- 
puting the next output number. The root-locus plot for 
the acquisition mode is shown in Fig. 50; the root-locus 
plot for the tracking mode is shown in Fig. 51. For a gain 
variation of 25%, the system is stable within the delay 
limits for both modes of operation. 
e. System control. The program timing for the narrow- 
bandwidth, digitally-controlled receiver is determined by 
the digital controller. The basic element of the controller 
is the digital computer that analyzes the input data and 
calculates the new number for the NCO. The other oper- 
ation performed by the controller is a timing mechanism. 
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(a) 6 = 0.0 
2.0 
p = 0.10 
Fig. 50. Acquisition mode root-locus plots 
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Fig. 51. Tracking mode root-locus plots 
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This timer tells the computer counter and the analog-to- 
digital (A/D) converter when to input-output data. Also, 
the computer software program is controlled by the vari- 
ous timing interrupts. The program initializes the com- 
puter parameters and then makes a request for data on 
the date and desired system configuration. The flow chart 
for this segment of the program is shown in Fig. 52. A list 
of mnemonics used in the flow charts is given in Table 9. 
READ DATA 
TAPE RECORD 
START F7 
* 
INITIALIZE 
PROGRAM r-lPARAMETERS 
DIR 
AIR 
POT 
PIN 
DAC 
ERF 
MU1 
ADM 
FFT 
L 
TYPE DATE 
ON 
TELETYPE 
disable a11 interrupts 
arm groups of interrupts 
parallel output of ward 
parallel input of ward 
computer output number 
error frequency 
multiply 
add A register to memory 
Fast Fourier Transform program 
SET VALUES 
FOR K AND M 
COMPUTE 
n/D SAMPLE 
RATE FROM M 
OS1 LENGTH I 
Fig. 52. Program initialization 
The interrupts within the system have a priority hier- 
archy with the A/D converter at the top. There are two 
modes of operation in the k / D  program: the first is the 
acquisition mode (Fig. 53) and the second is the tracking 
mode (Fig. 54). In the acquisition mode of operation, the 
PLL becomes a spectrum analyzer to determine the dif- 
ference in frequency between the received and injection 
signals for two values of ephemeris time. From the infor- 
mation obtained about the frequency as a function of 
ephemeris time, an estimate of the ephemeris time error 
is made. This error is added to the computing time in 
estimating subsequent ephemeris frequencies. The A/D 
mode of operation is then changed to the tracking mode. 
The tracking mode is the run mode in which the loop 
tracks the incoming phase. 
The second interrupt priority is the counter (Fig. 55). 
In this mode, the counter inputs the frequency of the NCO 
to the computer for comparison with the calculated 
ephemeris frequency, This difference operation in the 
computer completes the ephemeris frequency control loop. 
The third interrupt position is the one-second timing 
tick. During the initialization phase, the one-second inter- 
rupt (OSI) arms the half-second and one-second run mode 
interrupt (Fig. 56). The one-second run mode interrupt 
is the basic timing mbde for the system and computer 
operation (Fig. 57). 
The last interrupt is the half-second timing tick. The 
station time changes on the second. A half-second later 
all the transients have subsided and a comparison between 
the station and computer times can be made. The half- 
second interrupt (HSI) mode checks for equality between 
the station and computer times and calculates the next 
value of the ephemeris frequency (Fig. 58). 
Table 9. Mnemonic abbreviations 
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n/D WORD 
K = K - 1  
n / D  ACQ 
RESET 
DELAY FLAG 
OF K TO 
ORIGINAL 
NUMBER r' 
MOST LIKELY 
FREQUENCY 
RESET 
FFT FLAG 
AIR 
n / D  ACQ 
Fig. 53. A/D acquisition interrupt made 
EXTRAPOLATE 
FOR TIME 
OFFSET 
ADM TO 
EPHEMERIS 
-i RIPPLE FLAG 
t 
EXIT VIA 
INTERRUPT 
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8 1 
4 
n 
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84 
POT 
DAC NUMBER 
FOR START 
FREQUENCY 
I 
SET SLOW 
INTEGRATION I17SLEW RATE 
DAC NUMBER 
FOR ERF 
COUNTER 
COUNTER 
EXIT VIA 
INTERRUPT 
Fig. 57. One-second interrupt run mode 
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TIME = 
STATION TIME YES 
c 
i--L? EXIT VIA INTERRUPT 
SET TIME FLAG 
1 
~~~~ 
Fig. 58. Half-second interrupt mode 
RESET 
TIME FLAG 
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c 
c 
SET EPHEMERIS 
TIME = COMPUTER 
TIME + 5 
85 
YES 
SET DELAY FLAG 
EXIT VIA INTERRUPT 
COMPUTE 
EPHEMERIS 
FREQUENCY NO 
SET FAST 
INTEGRATION 
SLEW RATE 
NO 
COMPUTE 
EPHEMERIS c FREQUENCY EXIT VIA INTERRUPT 
POT DAC 
NUMBER ZERO 
I COMPUTE 
EPHEMERIS 
EXIT VIA INTERRUPT FREQUENCY 
EXIT VIA INTERRUPT 
COMPUTE ERF 
Referenees 
1. Jaffe, R. M., and Rechtin, E., “Design and Performance of Phase- 
Locked Circuits Capable of Near-Optimum Performance Over 
a Wide Range of Input Signal and Noise Levels,” IRE Trans. 
Inform. Theory, Vol. IT-1, pp. 66-76, Mar. 1955. 
2. Jury, E. I., Sampled-Data Control Systems, John Wiley & Sons, 
Inc., New York, 1958. 
3. Tou, J. T., Digital and Sampled-Data Control Systems, McGraw- 
Hill Book Co., Inc., New York, 1959. 
4. D’Azzo, J. J., and Houpis, C. H., Feedback Control System 
Analysis and Synthesis, McGraw-Hill Book Co., Inc., New York, 
1960. 
5. Tausworthe, R. C., Theory and Practical Design of Plmse-Locked 
Receivers, Volume I ,  Technical Report 32-819. Jet Propulsion 
Laboratory, Pasadena, Calif., Feb. 15, 1966. 
C. Communications Elements Research 
1. low Noise Receivers: Microwave Maser 
Development, R. C. Clauss and R. B. Q u h  
a. Introduction. An X-band traveling-wave maser 
(TWM) for use in a closed-cycle helium refrigerator has 
been completed. Previously reported X-band maser per- 
formance and test data can be found in SPS 37-57, Vol. 11, 
pp. 87-90 and SPS 37-42, Vol. 111, pp. 42-46. The new 
X-band maser is tunable over a 1300-MHz range (7600- 
8900 MHz). The measured performance values at 8450 
MHz are: net gain, 39 dB; bandwidth, 17 MHz; and 
equivalent input noise temperature, 7°K. The maser uses 
ruby, with the C-axis direction oriented 90 deg to a 
5000-gauss magnetic field. Pump frequency requirements 
are between 40 and 45 GHz. 
b. TWM structure. The TWM body is shown in Fig. 59. 
The comb-type slow-wave structure is shown as machined 
from a solid piece of copper (Fig. 59c). The machining 
process is similar to the one used in fabrication of S-band 
masers (Ref. 1). An assembled unit (Fig. 59a) is shown with 
covers (Fig. 59b) removed. Signal is coupled from the 
coaxial line to the comb with a loop which ends near the 
base of the comb. The 3-in. combs are loaded with ruby 
on one side, and alumina (which supports the isolator 
material) on the other side. Pump frequency radiation 
enters the maser through an opening in the center of the 
flange and is coupled to the ruby through shaped alumina 
strips. 
The ruby bars are fabricated from “0-deg” Czochralski 
ruby with 0.05 to 0.07% Cr,O,. C-axis orientation is along 
the length of the comb. The ruby bars are forced against 
the comb by pressure from a beryllium-copper spring, 
which is located between the ruby and the center divider 
of the TWM structure. Excessive pressure encountered 
during testing caused an electron spin resonance line shift 
in portions of the ruby. This resulted in severe line 
broadening, which, in performance characteristics, was 
very similar to magnetic field distortion. Measured values 
of linewidth varied from 60 to 120 MHz as a function of 
pressure. Gain reductions of 10 to 20 dB accompanied the 
pressure broadening effect. Uniaxial stress in ruby has 
been discussed in detail by R. B. Hemphill, et al. (Ref. 2). 
The clamp has been adjusted to eliminate pressure 
broadening but to give s d c i e n t  pressure to hold the ruby 
bars and alumina isolator mounts in place. Contact be- 
tween the ruby bars and the copper fingers completes a 
conductive path for heat transfer from the ruby, through 
the TWM structure, to the flange and the 4.4”K heat 
station on the refrigerator. 
The isolator consists of 60 yttrium iron garnet strips, 
each with 0.020 X 0.050 X 0,0025-in. dimensions. These 
strips are glued to an alumina bar and located in regions 
of circular polarization near the base of the comb structure. 
c. Refrigerator and transmission lines. The refrigerator 
is identical to the one used in S-band maser systems, 
previously described by Higa and Wiebe (Ref. 3). 
Input and output signal transmission lines are shown in 
Fig. 60. The waveguides are WR 90 (8.2 to 12.4 GHz) 
made of 0.025-in. stainless steel, electroplated with 
0.000050-in. copper on the inside. Transitions to WR 112 
and mica vacuum windows are mounted on the vacuum 
housing flange. The input waveguide is heat-stationed to 
the first stage of refrigeration at a distance of 4 in. from the 
ambient temperature flange. Transitions from WR 90 to 
0.086-in.-diameter coaxial line are mounted on the 4.4”K 
heat station. 
d .  Magnet and pump source. The 90-deg C-axis orien- 
tation of ruby determines the magnetic field and pump 
frequency requirements. 
A 150-lb Alnico V magnet supplies a 5000-gauss mag- 
netic field, uniform within +2 gauss, across the active 
region of the maser. The magnet is electrically adjustable 
from 4600 to 5200 gauss. Carpenter steel temperature 
compensation is used and reduces field changes to less 
than2 gauss when the magnet temperature is changed from 
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Fig. 59. TWM comb structure 
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90 to 120°F. The magnet is mounted on a temperature- 
controlled plate to improve. stability. 
A reflex klystron is used to supply 100 MW of pump 
power. The maser tuning range requires the use of several 
klystrons, covering a pump range from 40.7 to 44.7 GHz. 
The klystron in use for this application is compatible with 
existing power supplies, cables, and instrumentation now 
used in the DSN for S-band masers. 
Each tube is mechanically tunable and will cover a 
200-MHz region of the maser tuning range. 
A multiple pumping scheme is being investigated at the 
present time. Push-push pumping, mentioned by Siegman 
(Ref. 4), shows promise for use with ruby at the 90-deg 
orientation at signal frequencies above 7 GHz. 
e.  Electrical performance. TWM gain and bandwidth 
have been measured at 7840 +-lo0 and 8450 -+.lo0 MHz, 
using pump klystrons purchased for these operating fre- 
quencies. Net gains obtained ranged from 36 to 42 dB. 
The 100-MW pump power does not completely saturate 
the maser material and the gain is somewhat pump-power 
dependent. The instantaneous bandwidth at 39-dB net 
gain is 17 MHz, 
Figure 61 shows the loss and the slowing characteristics 
of the TWM. Ruby absorption and measured inversion 
ratios of 2.5 indicate the TWM can operate with more than 
30-dB net gain at any frequency between 7600 and 8900 
MHz. 
The equivalent input noise temperature has been mea- 
sured at 8450 MHz. The measured value of 7°K is in 
excellent agreement with computed values for the TWM 
and input transmission line components. 
Based on structure loss, measured inversion ratios, and 
refrigerator temperature, the theoretical noise tempera- 
ture of the TWM is 3.9”K. The input transmission line 
components add another calculated 2.6”K. 
Measured values of electronic gain, slowing factor, and 
the calculated fill factor at 8450 MHz (0.33, including 
phase effects) can be used to determine the magnetic Q 
for ruby. Values obtained during maser operation at 4.4”K 
result in a magnetic Q value of 31. A comparison with 
data reported for S-band masers of similar design (SPS 
37-46, Vol. 111, pp. 67-72, and SPS 37-58, Vol. 11, pp. 5052) 
shows ruby to be a better material at X-band than at 
S-band. 
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2. Frequency Generation and Control: Atomic 
Hydrogen Frequency Standard, C. Finnie and S. Petty 
a. Introduction. Two hydrogen maser frequency stan- 
dards were built and designed at JPL. These units were 
installed in a temporary building at DSS 14 to evaluate 
field operation characteristics and perform spacecraft orbit 
determination experiments. This article describes initial 
temperature sensitivity measurements and a measurement 
of frequency offset between the two masers after each 
was correctly tuned independently of the other. 
b. Pulling factor and atomic linewidth. The maser 
output frequency has been measured as a function of RF 
cavity center frequency. The cavity was varied in fre- 
quency by changing its temperature from 27 to 46°C with 
a thermal oven. Assuming the maser output frequency is 
linearly related to the atomic resonance linewidth and the 
cavity bandwidth, the pulling factor P and atomic reso- 
nance linewidth Bline are calculated: 
p = -  Afosc 
Afcav 
= 6.2 X 
= 11.6 X 10-5formaser3 
for maser 2 
= 1.9 Hz for maser 2 
= 3.5 Hz for maser 3 
where 
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Afcav = change in frequency of RF cavity 
Afosc = related change of maser output frequency 
Qcav 
QcB, = loaded 0 of RF cavity 
Afosc A f c a v -  
Qline 
Q i i n e  = Q of atomic hydrogen line 
The P and Bifne results are summarized in Table 11. 
It should be noted that both masers are presently oper- 
ating at a high flux level, which results in a high atomic 
linewidth and better short-term stability at the expense 
of long-term stability. No attempt has been made to 
optimize long-term versus short-term stability at this time. 
The maser output frequency is monitored by a Hewlett- 
Packard 8410A network analyzer driving a strip chart 
recorder. The RF cavity center frequency is measured 
by a reflectometer, which is built into the maser elec- 
tronics. A Hewlett-Packard synthesizer and varactor multi- 
plier are used as a variable signal source. The synthesizer 
and network analyzer are provided with a stable reference 
signal from the hydrogen maser that is not under test. 
Table 11. Calculation of cavity pulling factor and 
atomic linewidth 
Parameter Maser 2 Maser 3 
Measured data 
Maser output frequency* 
fosc (27"C), HZ 
Maser output frequency' 
fosc (46"CL HZ 
RF cavity center frequency 
fcav (27'C)t HZ 
RF cavity center frequency 
few (46"C), HZ 
loaded Q of RF cavity QOav 
-0.019 
-0.236 
1,420,404,000 
1,420,401,300 
45,000 
,-0.002 
-0.515 
1,420,405,aoo 
1,420,401,400 
47,000 
Calculated data 
Change in maser output frequency -0.217 -0.513 
Afosc, HZ 
Change in RF cavity frequency -3500 
Afoav, HZ 
'Pulling factor P = Afos,/Afc, 6.2 X lod 
-4400 
11.6 X lod  
Q of atomic line Qline 
Atomic linewidth Bline, Hz 3.5 
1 7.31y910* 1 4.1 X 10' 
SFrequency offset between maser under test and other maser which ia used as stable 
reference. 
c. Thermal tests. Two thermal ovens control the most 
temperature-sensitive sections of the hydrogen maser 
physics units. The inner oven controls the RF cavity, and 
the receiver oven controls the electronics section, which 
contains a tuning varactor, directional coupler, circulator, 
tunnel diode amplifier, and other receiver electronics. 
(All maser output frequency measurements were taken at 
the output of the tunnel diode amplifiers.) 
The two ovens were activated separately to measure the 
effect of the individual oven temperature changes on 
the maser output frequency and cavity frequency. The 
receiver oven was activated first, going from 27 to 46°C 
in W5-7 h. The maser output frequency stabilized 70 h 
after receiver oven turn-on. Table 12 summarizes the 
frequency shift observed in both masers. The temperature 
of the inner oven was not affected by the receiver oven 
warm-up; therefore, the observed maser output frequency 
shift was due to temperature changes of microwave com- 
ponents in the electronics section and of the coaxial output 
line which connects the FW cavity with the electronics 
section. 
After the receiver oven warm-up was completed and 
the output frequency had stabilized, the inner oven was 
turned on, taking approximately 5 h to reach 46°C. The 
Table 12. Temperature sensitivity calculations 
Parameter Maser 2 Maser 3 
Measured data 
Maser output frequencya fosc before 
receiver oven warm-up (27OC), Hz 
Maser output frequencya fose after 
receiver oven warm-up (46'C), Hz 
Maser output frequencya f, before 
inner oven warm-up (27OC), Hz 
Maser output frequencf fose after 
inner oven warm-up (46"C), Hz 
-0.019 
-0.051 
-0.051 
-0.242 
Calculated data 
Fractional frequency temperature co- - 1.2 X 1 O-- 
efficient, receiver ovenb, Hz/Hz/"C 
Fractional frequency temperature -7.1 x 1 O-= 
coefficient, inner ovenb, Hz/Hz/OC 
Equivalent RF cavity material thermal +3.1 x lo-' 
expansion coefficient' a:, m/m/OC 
-0.002 
-0.101 
-0.1 01 
-0.499 
-3.7 x lo-= 
-1.4 X 
f 3 . 3  x 10" 
*Frequency offset between maser under test and other maser which is used as stable 
bAssumes linear relationship between maser output frequency and temperature. 
CRefer to text. 
reference. 
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resulting frequency shifts, which required 60 h to stabilize, 
are noted in Table 12. 
An effective thermal coefficient of expansion for the 
Cer-Vitl RF cavity material can be calculated from the 
measured cavity frequency shift versus temperature 
described above. The term "effective" is used because the 
following analysis does not consider any temperature 
effects caused by the teflon-coated quartz storage bulb. 
The cavity center frequency is given by (Ref. 1) 
where 
fcav = Rf cavity center frequency = 1.420 X lo9 Hz 
c = velocity of light = 3 X lo8 m/s 
xzm = 3.832 for TE,,, mode 
n = 1 for TE,,, mode 
D = diameter of cavity = 0.279 m 
L = length of cavity = 0.236 m 
T = temperature, "C 
The coefficients of thermal expansion for Cer-Vit and 
aluminum components of the RF cavity are 
D = Do( l  + a b T )  
- _  - Doab dD 
dT 
L = Lo (1 + a),T) - La (1 4- aaT) 
(3) 
(4) 
where 
a), = effective thermal expansion coefficient of Cer-Vit 
material, m/m/"C; this term includes the effect 
of any thermal variation of the quartz storage 
bulb upon frequency 
'A registered trademark of Owens- Illinois, Inc., Toledo, Ohio. 
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a, = thermal expansion coefficient of aluminum alloy 
= 20 X m/m/"C 
Lo = length of Cer-Vit cavity LX L 
La = thickness of aluminum end plate; thermal expan- 
sion of this component acts in opposite direction 
than Cer-Vit cavity walls; thickness = 0.0127 m 
Do = diameter of Cer-Vit cavity LX D 
Inserting Eqs. (3) and (4) into Eq. (2), 
Substituting numerical values, 
a), = (-0.00669 - dF + 2.05) lO-' 
dT (7) 
For maser 2, the RF cavity frequency change AfcaY was 
-3100 Hz for an inner oven temperature change AT of 
+19"C. Therefore, from Eq. (7), 
a), = +3.1 X lo-? (maser 2) 
Similarly, for maser 3, Afcav  was -3450 Hz for 
AT = f19OC: 
,a: = + 3.3 X (maser 3) 
These results can be compared with a measurement 
of the thermal expansion coefficient of Cer-Vit reported 
by A. D. White (Ref. 2): 
,ac = + 1.18 X lo-? 
The poor agreement obtained between the calculated 
a: and the a, reported in Ref. 2 indicates that the quartz 
storage bulb causes a considerable negative temperature 
coefficient of frequency. (This assumes that variations 
in a, among different batches of Cer-Vit are not large.) 
Compensation of these frequency variations by proper 
dimensioning of the aluminum cavity end plate will be 
considered. 
d. O#ket frequency. After 4 wk of operation, each 
hydrogen maser was tuned independently of the other. 
The resulting fractional frequency offset between the 
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two masers was 2 X 10-13. The masers have not yet been 
in operation a sufficient length of time for this offset 
frequency to stabilize. 
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1. Modifications to the Functions of TMG for Purposes 
of Spacecraft Telemetry Simulation, R. 1. Scibor-Marchocki 
a. Introduction. The first five articles in this series on 
spacecraft telemetry simulation discussed certain aspects 
of the supervisory program (SPS 37-57, Vol. 11, pp. 117- 
121); the user-oriented source language (SPS 37-58, 
Vol. 11, pp. 87-96); the lines of communication created 
among various program components (SPS 37-59, Vol. 11, 
pp. 74-78); the modifications to the syntax of the TMG 
compiler (SPS 37-60, Vol. 11, pp. 51-59); and further 
aspects of the supervisory program (SPS 37-60, Vol. 11, 
pp. 46-51), These articles mentioned that the source code 
would be translated by a special-purpose compiler. 
Spucecruft simuktion. The transmogrification (TMG) 
compiler is employed by the simulation compiler, which 
translates the user-oriented spacecraft-simulation lan- 
guage to Fortran IV. The functions portion of TMG has 
been modified to improve the performance of both the 
TMGL (the syntax portion of the TMG) compiler itself 
and the simulation compiler. 
Of the various compilers for compiling a compiler that 
have been reported (Ref. l), the TMG compiler, invented 
and coded by Robert McClure (Ref. 2), possesses these 
advantages: it is versatile; its parser is capable of backing 
up; and its syntax is written in its own language and 
thus can grow easily by a recompilation performed by 
its previous generation. The TMG compiler works and 
is available (SPS 37-44, Vol. IV, pp. 17-21). 
Like most other compiler-compilers, TMG had its 
problems : incomplete documentation, inadequate diag- 
nostics, lack of (or incorrect) error recovery, and erratic 
behavior. As a result, it had been difEcult to write the 
source for a compiler. A run frequently terminated un- 
successfully in a meaningless dump or a report by IBLDR 
of the presence of obscure undefined virtuals. The com- 
pilation often yielded a wrong translation. Checkouts 
were inconclusive because subsequent runs again were 
subject to the foregoing problems; i.e., the target com- 
piler was unreliable. 
The motivation for the work reported herein has been 
to improve the TMG‘s functions and fulfill its potential. 
The modifications consist of optimization of the source 
coding, correction of coding errors, expansion of diag- 
nostics, improvement of existing and new features, and 
this addition to the documentation. 
TMG compiler. The TMG compiler employs a top- 
down left-to-right parser with backup. A typical colon- 
type sentence 
A..B/CD = E  
consists of a label A followed by a colon, zero or more 
components with optional alternates, and an optional 
subject E preceded by an equal sign. The left part of a 
component may be either a name of another sentence 
exclusive or of a function. The alternate of a component 
may be either a name of a colon-type sentence exclusive 
or a similar sentence, without a label and colon, but 
enclosed in parentheses, e.g., 
(C1 c 2  = C3) 
Thus, a function is the ultimate component. The subject 
may be a name of a definition or a definition separated 
by another equal sign if both a name and a definition 
are present. The subject, at its end, may possess an alter- 
nate consisting of the name of a colon-type sentence. 
The TMGL compiler parses the source code and trans- 
lates it into a suitable sequence of assembly language 
cards. A listing of this intermediate assembly language 
code is instructive both as an educational aid and as a 
check upon the compiler coding under whose guidance 
the translation was accomplished. 
Each component which does not possess parentheses 
or the BNF 1 compiles into one computer word consisting 
of: an operation code, an address indicating the name 
of the left part, and the decrement either indicating the 
name of the alternate by an address exclusive ‘or the 
absence of an alternate by a value of zero. For example, 
LP/IMAC LS 
compiles into 
c LPJMAC 
C LS,,O 
where, for easier readability, we write the assembly 
language target code substituting the real names, when- 
ever they are available. 
The left part of the component may be a function 
without arguments. Such a function is called a single-star 
function because it is declared by an equal-sign-type 
sentence like 
TYPVAR = *TYPVAR 
A component consisting of this function 
TYPVAR 
compiles into 
M TYPVAR,,O 
Therefore, a single-star function is also known as an 
M-type function. 
A function with an argument 
CHKFLG = **CHKFLG 
presents a problem of where to indicate the address of 
the argument. The solution adopted for such double-star 
functions is to place the address of the argument in the 
decrement and to omit any indication of the alternate. 
The alternate is placed into the preceding word which 
is inserted and possesses the function *ALEX as its left 
part. For example, 
CHKFLG(DEF-FL)/(FVl RSE'IKY (FAIL) = R2) 
compiles into 
Certain functions with an argument can never fail, 
because they just perform a specific arithmetical, logical, 
or housekeeping operation which is defined for all values 
of the argument. For such a function, the use of *ALEX 
is wasteful of executiomstorage and especially time, but 
is not wrong. Such a function is indicated by a triple 
star, e.g., 
RSETKY = ***RSETKY 
and compiled without the use of *ALEX, as already 
illustrated in the foregoing example. Because of the tar- 
get code into which it compiles, a double or triple-star 
function also is known as an MS-type function. 
b. Returns from functions. A primary function is one 
called as a result of being named in the syntax: the 
single-star M-type function, or the double or triple-star 
MS-type function. A secondary function is one called by 
a primary function. 
Of the ten available returns for use by a function, only 
the two 
TRA NOGO 
TRA EXIT 
are essential. Because, one always may begin the coding 
of a function with a call 
TSX PACKJ 
which saves the items required for a possible reentry. 
Then, as shown by the Table 13, the aforementioned 
returns are the appropriate ones. The primary advantage 
of the other returns is their faster execution. Each of the 
many functions used by either the TMGL or the simu- 
lation compiler now has been optimized to use the fastest 
applicable return. The IF function is coded in-line by 
TMGL; thus, a considerable saving in storage results by 
not using the call 
F4960X C FV1,,0 TSX PACK,l 
any more. MS RSETKY,,FAIL 
S R2,,0 
M ALEX,,F4960X The M-type primary call now has been improved to 
accept output at 
MS CHKFLG,,DEF-FL * PDL + 1,2 
just like the MS-type primary call. The MS-type primary 
call now has been improved to provide the argument of 
The function *ALEX is a complicated time-consuming 
function but essential in the execution of a two-star 
function. 
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I I Returns I 
PACK, 1 
used? Type 
Succeed Output pointer, Relative 
Fail if any, placed into speed 
Without With 
output output 
* PDL f 1,2 
Decrement of PDL - 1,2 
EXIT 
the function in XR1 in addition to that inherently avail- 
able in the decrement of 
PDL + 1,2 
just like it is available after a call 
TSX PACKJ 
As a result, storage and time now is saved in the many 
functions that previously had to perform similar extrac- 
tion by themselves. 
Slowest 
Slow 
c. Cross-reference dictionary. The cross-reference dic- 
tionary provides storage for each of the words that was 
parsed. Typically, nine words of storage are required 
the first time that a given word is parsed and an addi- 
tional word of storage for each recurrence of the word. 
The information stored in the dictionary consists of: 
Secondary 
M 
MS 
Flags (18 manipulated by the syntax, 3 manipu- 
lated by the functions); 
g-Link (needed by the garbage-collector); 
Reverse link to the next higher level; 
Level at which the given word was encountered 
first; 
Real name; 
Pseudo-name, if any; 
Reference table; 
Attribute table, if any; 
No 1 t4 2 A Decrement of PDL + 2,2 Intermediate 
ALFD Decrement of PDL f 2,2 Fast 
N o  ALT 
ALEX - - Fastest 
NOFD Decrement of PDL f 2,2 Fast 
N o  NOGO 
NOEX - - Fastest 
and appropriate pointers to link this information together. 
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Internal use of the dictionary. Over two dozen func- 
tions write in, compare, modify, or read out of the dic- 
tionary. In order to expedite reference to the dictionary, 
an index EQUTAB is provided, consisting of single-word 
entries pointing to the symbol table SYMTAB which 
contains all of the information entered in chronological 
order. The pointer SYMADR had provided direct access 
to the real name of a primary entry in SYMTAB. The 
pointer EQUADR points directly at the index word in 
EQUTAB, which in turn points directly at the real name 
of its primary entry in SYMTAB. Therefore EQUADR 
points indirectly at the real name of the primary entry 
in SYMTAB, and thus is redundant with SYMADR. 
There had been two other minor pointers which had 
served a similar purpose. 
The various functions that used these pointers had set 
or picked up one, two (or, at worst, one of two) of these 
pointers. As a result, the coupling had been nonexistent 
between some of the functions and erratic between many 
of the functions. 
In  order to simplify the required coupling, the 
SYMADR was replaced by indirect addressing using 
the EQUADR pointer and the two minor pointers were 
eliminated. Now, with only the EQUADR pointer re- 
maining, all of the functions couple reliably with each 
other. This change also will have to be effected in the 
functions whose assembly is suppressed except for use by 
JFLIP, a Fortran V compiler developed at JPL (Ref. 3). 
Print-out of the dictionary. At the end of a compilation, 
the TMG compiler prints out an alphabetical cross- 
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reference dictionary that lists for each word: the real 
name, the level at which the word was first encountered, 
the final status of the flags, and a list of the line numbers 
on which the word was encountered. Several errors were 
corrected in the storing and printing of the dictionary: 
The level print was corrected to make it operational. 
The sorting of the last few words was corrected to yield 
the correct flags for these words. Time and storage were 
saved and print-out clarified by the elimination of the 
redundant multiple storing of the same line and column 
number at which a given word is encountered when the 
SCAN parser backs up and then reparses the same text 
in a different manner. 
The new features involved are the utilization of the first 
cell of the reference table and the addition of the print- 
out of the flags. All writing in, comparing with, and 
reading out of the dictionary was upgraded to be com- 
patible with the garbage collector but to have no effect 
visible to the user. This upgrading also will have to be 
effected in the routines whose assembly is suppressed 
except for use by JFLIP. 
of the tentative output had been required to produce the 
required continuation cards without introducing a blank 
continuation card. In the $F3 format, the tentative out- 
put had been written into all 80 columns. Then the sub- 
sequent scan for a possible continuation output card 
blanked out the text that had been placed into columns 
73 through 80, inclusive. As a result, middle or trailing 
digits were lost from an integer that happened to be 
output near the end of a card under the $F3 format. The 
output routines were rewritten to simplify the Fortran 
style output processing with a considerable saving in 
time and elimination of the foregoing fault. 
f .  Logical eersm arithmetical operations. In the IBM 
7090 type conputers, the arithmetical operations use the 
S position of the accumulator for the zeroth bit, while 
Iogical operations use the P position of the accumulator. 
Thus, mixing of the two types of operations will usually 
produce unexpected results. For example, 
CLA B clear and add 
ANA = 077777 AND to accumulator 
d. Format of pseudo-names. The secondary function STO B store 
CRETSY now has been rewritten to provide the pseudo- 
will not clear the zeroth bit off the address stored back name in the newest format LNNNNX, where the first 
into B. Instead, one should use the sequence of three character is the first character of the corresponding real 
name, the second through fifth characters are the serial instructions: 
number of the pseudo-name written with the significance CAL B clear and add logical word 
increasing to the right, and the sixth character is the 
letter X. The advantages of this new style of pseudo- 
name are that it is well randomized and of the same type 
as the corresponding real name. 
ANA 
SLW 
= 077777 AND to accumulator 
B store logical word 
This problem becomes more evident as additional bits 
gradually become utilized in the various words. Numer- 
ous such changes, as well as one interchange of TZE 
versus TNZ, were accomplished to prevent the former 
For example, Table 14 shows the various styles of 
pseudo-names produced by the progressively newer ver- 
sions of CRETSY. 
erratic behavior of the vaiious functions of TMG. e.  Fortran style output. The several output subsidiary 
routines of the -TMG compiler had shared the responsi- The opposite mixing of the two types of operations 
bility for the Fortran sty1e A complicated scan produce unexpected results. For example, 
Table 74. Progressively newer styles of pseudo-names CAL I clear and add logical word 
ADD J add 
SLW K store logical word 
is equivalent to the Fortran equation 
K = ISIGN(IABS(1) + J,I) 
This latter misuse of operations has not been observed 
in the functions of TMG. 
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g .  Elimination of blank output cards. The primary 
function *INGLOT, which reproduces the balance of the 
text input on a given card, now has been corrected to 
produce a null output rather than a blank card output 
upon a null input. Together with the use of the new 
primary function * MAPIN, the foregoing correction 
eliminated the blank output cards which had been pro- 
duced with annoying frequency and unpredictability. 
h. New features. The new features introduced into 
the set of functions, henceforth known as the fourth version 
V4, are summarized here for the convenience of a reader 
who already is familiar with TMG?. 
Display option. The set of functions available for use 
by TMG-compiled compilers is extensive. To save stor- 
age in any given application, the assembly PREST source 
deck has various options which suppress the assembly 
and listing of those functions which are not required. 
The DISPLY option now has been introduced to cause 
all of the suppressed source coding and coding gener- 
ated by the assembler to be listed during an assembly. 
MAP input function. The new primary function 
*MAPIN sets a flag to cause the input processor to 
utilize its corresponding new option: to read only the 
first 72 columns of each card and not to look for any 
continuation or comments characters. 
Global pointers to the dictionary. The global cell 
SYMADR no longer is available as a direct pointer to 
the real name of a primary entry in the dictionary. 
Instead, one has to use the global cell EQUADR as an 
indirect pointer via the corresponding entry in EQUTAB. 
For example, to have the component NEW-VARIABLE 
parse, store into the dictionary, save in location S, and 
output a Fortran variable and the component OLD- 
VARIABLE retrieve from the location S and output the 
same variable, one would have to provide coding as 
follows: 
Using the old version of the set of functions, the as- 
sembly language coding 
RETV TSX PACK,l 
CAL 1,1 
ANA = 077777 
ALS 18 
'Germann, D. A., TMG, a Syntax-Directed Compiler, Sept. 23, 
1967 (JPL internal document). 
STD* PDL + 1,2 
TRA EXIT 
S NULL 
SE PZE ** 
ss PZE ** 
the declaration sentences 
EQUADR = EQUADR 
INSTAL = *INSTAL 
LETTER = CHARCL 
($ABCDEFGHI JKLMNOPQRSTUVWXYZ$) 
LORD=CHARCL 
($ABCDEFGHI JKLMNOPQRSTUVWXYZl234567890$) 
MARKS = *MARKS 
NAMEST = *NAMEST 
RETV=**RETV 
s = s  
SE = SE 
ss = ss 
SYMADR = SYMADR 
and the colon-type sentences 
COMPUTE(SE = EQUADR,SS = SYMADR) = $($Pl$) 
and exactly one of 
(EQUADR = SE,SYMADR = S S )  NAMEST = $($Pl$) 
NEW-VARIABLE.. MARKS LETTER LORD* INSTAL 
OLD-VARIABLE.. COMPUTE 
OLD-VARIABLE. . RETV(S) = $(Pl$) 
were required. The choice between the last two sentences 
depends upon a desire for the slightly faster execution 
at the expense of a slightly greater coding effort of the 
second version of OLD-VARIABLE. 
Using the new version of the set of functions, the 
assembly language coding 
RETV CAL* 071 
ANA = 077777 
ALS 18 
STD PDL + 2,2 
TRA NOFD 
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the declaration sentences 
EQUADR = EQUADR 
The TMGL syntax now permits an integer constant 
as an alternative argument of the **GETATB function. 
INSTAL = *INSTAL Additions to the level routine package. The new pri- 
LETTER = CHARCL 
($ABCDEFGHI JKLMNOPQRSTUVWXYZ$) 
LORD=CHARCL 
($ABCDEFGHI JKLMNOPQRSTUVWXYZl234567890$) 
MARKS = *MARKS 
NAMEST = *NAMEST 
RETV=***RETV 
s = o  
and the colon-type sentences 
COMPUTE(S = EQUADR) = $($Pl$) 
and exactly one of 
NAMEST = $($Pl$) 
OLD-VARIABLE. . RETV( S) = $( $P1$) 
are required. The choice between the last two sentences 
depends upon a desire for the slightly faster execution 
at the expense of a slightly greater coding effort of the 
second version of OLD-VARIABLE. 
NEW-VARIABLE.. MARKS LETTER LORD* INSTAL 
OLD-VARIABLE.. COMPUTE(EQUADR = S) 
The advantage of the new version of the set of func- 
tions is that it requires only the one pointer S instead of 
the triple of pointers 
S 
SE 
mary functions 
*LEVLl 
*LEVL2 
which set 0ags to cause one or two additional control 
words to be entered into the cross-reference dictionary 
as part of each primary entry, now are available to enable 
the level routine package. The second of these functions, 
in addition, enables the garbage collector, which will 
purge the cross-reference dictionary of all permanently 
unusable entries during a call to the **DICT primary 
function. Each of these two functions will return failed 
if, and only if, they are called after any entries have been 
made into the cross-reference dictionary. Such prema- 
ture entries will be handled incorrectly during the sub- 
sequent garbage collection. These two functions are a 
part of the level routine package. 
The primary function * *DICT, which prints the cross- 
reference dictionary, now also will purge the cross- 
reference dictionary of all permanently unusable entries 
and restructure the remaining entries as the beginning 
of a new cross-reference dictionary, if, and only if, the 
garbage collector has been enabled by a previous call to 
the function *LEVL2. Therefore, the wDICT func- 
tion now may, and indeed should be, called during the 
compilation in addition to its usual call at the conclusion 
of the compilation. Such a call to the **DICT function 
during a compilation now frees the dictionary of all of 
the locally defined words which no longer are known. 
As a result, much larger routines now may be compiled. 
ss The optional argument of the **DICT function is a 
pointer to a table of EQUADR values which are to be 
updated by the **DICT function. Since this table is ter- 
minated by a zero, any EQUADR value which no longer 
has an entry in the EQUTAB index to the dictionary 
to which to point, will be replaced by a one. 
Modification of **GETATB. The primary function 
**GETATB, which retrieves the attribute designated 
by its argument of the word pointed to by the global 
cell SAVADR, now has been modified in regard to the - 
location of its input and output pointers. The output 
pointer is located in EQUADR and the real name of the Extra control sections. The three primary functions 
attribute is provided as output. The effect of the old 
GETATB( ) may be realized by the sequence of three 
components 
SAVADD GETATB( ) RESADD 
*LITSTG 
*CHARCL 
*DEFN 
which perform a parse and translation of certain specific 
types of text and are used exclusively by the TMGL using the same argument for **GETATB as formerly. 
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compiler, now have been placed into the DEFSEC con- 
trol section under the DEFC location counter. As a 
result, the space which would be occupied by these func- 
tions now may be vacated, for use by other compilers, by 
instructing the IBLDR loader to OMIT this control 
section. 
i .  Conclusion. Attention to detail throughout has re- 
sulted in greater compactness and improved readability 
of the source code and faster, more reliable, execution of 
the target code. A reduction in target coding of TMGL 
itself and of a typical compiler compiled by TMGL has 
been effected. Furthermore, any target coding not gen- 
erated need not be assembled, stored, or executed after- 
ward; hence, a substantial savings in assembly, execution, 
and compiling time results. The second generation of 
any of the few compilers that, like TMGL, is written in 
its own language benefits from its own improvements. 
As a result, any compiler, e.g., TMGL or the simula- 
tion compiler, became easier to write and more likely to 
compile successfully, compiled and executed faster, used 
less storage for itself (hence could translate larger pro- 
grams because more space was available for the diction- 
ary), and provided more reliable performance. 
The introduction of the garbage collection feature now 
permits periodic purging of the cross-reference dictionary 
of entries which are not needed any longer. As a result, 
the dictionary does not become overloaded on a long 
compilation, e.g., the spacecraft simulation problem. 
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earching in the Algorithm for Telemetry 
It)@commukitiOn, C. S. Christensen 
a. Introduction. In two previous articles (SPS 37-57, 
Vol. 11, pp. 111-118 and SPS 37-59, Vol. 11, pp. 69-71), an 
algorithm for telemetry decommutation was developed 
in which a graph called the “environment graph” is con- 
structed. In the algorithm it is necessary to search the 
graph for a path with maximum value. A graph-searching 
algorithm that accomplishes this is the subject of the 
present article. 
The graph has its nodes arranged in vertical columns 
or Zayers. Each layer has arcs leading from its nodes only 
to nodes in the next layer to the right. Such a graph is 
called a layered graph. Each arc has assigned to it a 
value which is a probability. The value of a path is given 
by the product of the values of the arcs comprising the 
path. The search in question is to find the path from 
the leftmost layer to the rightmost layer that has maxi- 
mum value. 
b. Graph searching algorithm. An algorithm for find- 
ing a path through a graph with minimum cost is given 
by Hart, Nilsson, and Raphael (Ref. 1). This algorithm 
is optimal in that no other algorithm using the same 
information can find a minimum cost path by consider- 
ing fewer nodes. We give here a version of the HNR 
algorithm that is applicable to layered graphs. 
In the environment graph define the cost of an arc 
(path) to be the negative of the logarithm of the value of 
the arc (path). Since a value is a probability or a product 
of probabilities, the associated cost is always positive. 
The cost of a path is the sum of the costs of the arcs 
comprising the path. With this definition of cost, the 
path with maximum value is also the path with minimum 
cost. A layer containing a single node with zero cost arcs 
leading to all of the nodes in the next layer can be added 
to the left of the graph. Hence there is no loss of gen- 
erality in assuming that the leftmost layer contains only 
one node. Number the layers 1 through n from left to 
right. The paths under consideration lead from the single 
node in layer 1 to a node in layer n. 
The H,NR algorithm requires a tentative evaluation 
function f ( r )  to be computed for each node r encountered 
in the search. This function is intended to estimate f(r), 
the minimum cost of a path through the node r. In order 
to calculate f i r )  it is considered as the sum of two parts 
where for any node r, e(r )  is an estimate of g(r), the 
minimum cy$ path from the initial node in layer 1 to 
node T; and h(r) is an estimate of h(r), the minimum cost 
path from r to layer n. 
It is shown is Ref. 1 that if, for all nodes r, the esti- 
mates e ( r )  and h(r) satisfy 
9 
Condition 1: ?(r) > g(r) 
Condition 2: %(r) 5 h(r) 
Condition 3: %(r) is consistent 
then the algorithm (which will be given) does find a 
minimum cost path. For layered graphs 9 reqeement 
that %(r) be consistent can be stated as: h(q) 2 h(r) if q 
is a node in layer i, r is a node in layer i, and i 5 f .  
The search proceeds from layer 1 to layer n. For each 
node r encountered during the search, 2(r)  is taken to be 
the cost of the path from layer 1 to r having the lowest 
cost thus far found. Notice that $(r) 2 g(r), hence con- 
dition 1 is satisfied. At the same time, associated with 
node r is a pointer that points to the preceding node on 
the minimum cost path from layer 1 to r found thus far. 
The minimum cost path is then reconstructed by chain- 
ing back from layer n to layer 1 through the pointers. 
A 
Setting h(r) = 0 for all nodes r satisfies conditions 2 
and 3. However, efficiency of the algorithm is improved 
if the lower bound %(r) is close to h(r). In fact, in the 
extreme case where %(r) = h(r) for some node r en- 
countered during the search, the search then leads directly 
along the optimaLpath with no more false subpaths. 
Positive values of h can be assigned only through knowl- 
edge of the particular problem that the graph represents. 
The calculation of % for the environment graph of the 
telemetry decommutation algorithm is discussed in the 
next section. 
Let r ( r )  = {all nodes s 1 there exists an arc starting at 
r and ending at s.} Let c, denote the cost of the arc 
from node r to node s. The HNR algorithm for layered 
graphs is as follows: 
(1) Mark the node in layer 1 (there is only one) “open” 
and calculate ?=% of that node. 
(2) Select the open node r whose evaluation function f 
is smallest. Resolve ties in favor of the node in the 
highest layer. 
(3) If r is in layer n chain through the pointers from 
node r to layer 1 to obtain the minimum cost path. 
The cost f ( r )  of this path is equal to f i r ) .  Terminate 
the algorithm. 
(4) Otherwise, mark r “closed” and find r ( r ) .  For each 
node sd‘(r)  do the following: 
(a) If s is marked closed, do nothing. 
(b) If s is marked open and g(r) + c, > a s ) ,  do 
A 
nothing. 
(c) If s is marked open and e(r) + c,, < e(s), de- 
lete the pointer assigned to s and go to 4.d.l. 
(d) If s is neither open nor closed, mark s open, 
and; 
1. Let $(s) = &r) + c,, assign a pointer at s 
A 
pointing to r, and set%$) =g(s) + h(s). 
(5) Go to step (2). 
Notice that at any stage of the search every node that 
has been encountered is either marked “open” or “closed.” 
The open nodes are the nodes at the ends of the sub- 
paths thus far searched, hence the search always con- 
tinues from an open node. The closed nodes are those 
through which the search has passed. 
c. Calculation of $. As mentioned above the search is 
more direct (hence faster) if the estimate $(r) is close to 
h(r). There is a tr-de-off between the effort expended to 
calculate a good h(r) and the effort saved in making the 
search faster. Presented here is a lower bound for the 
cost of arcs in the environment graph that is trivial to 
calculate. 
The value of an arc between node r in layer i - 1 and 
node s in layer i (see the SPS articles referenced previ- 
ously) is given by: 
arc value = max [ P ( X j  I y, E j , )  P(y) P(Ej ,  I E+l),.)l 
V € Y j  
E j s  € I j r a  
where Yj is the set of possible patterns for the channel 
associated with layer i; Ej,, is a set of environments de- 
fining node s in layer i; P ( X j  I y, E j , )  is the probability of 
the given set of bits occurring given that the input pat- 
tern was y and the environment Ei;  P(y) is the a priori 
probability of y; and P ( E j ,  I E(j.- ,) ,)  is the probability of 
E j ,  given the environment at node r. 
P ( X j  I y, E j , )  is computed simply as a bit matching 
between Xi modsed by the environment Ej  and y. It is 
bounded above by b, = (1 - pJm where p ,  is the proba- 
bility of an isolated bad bit and m is the number of bits 
in the channel. Similarly P(y) is bounded above by 
b, = P( i j )  where ij is the most probable pattern for the 
channel. Then the cost of the arc is bounded below by 
log b,b,. 
For a node r, %(T) could be taken as the sum of these 
lower bounds for each layer in the path from r to layer n. 
It is more straightforward, however, to define a nor- 
malized cost as the cost previously defined plus log 
(b,b,). ‘8 is then taken to be 0. 
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b, and b, are functions only of the layer, not the node, 
and they are trivial to calcdlate. Lower bounds could 
also be calculated for the environment probabilities, but 
these would involve more complex calculation and be of 
questionable value. 
Reference 
1. Hart, P. E., Nilsson, N. J., and Raphael, B., “A Formal Basis for 
the Heuristic Determination of Minimum Cost Paths,” ZEEE 
Tram. Sys. Sci. Cyb., Vol. SSC-4, pp. 100-109, July 1968. 
3. Binary Digital Phase Shifter, R. c .  Coffin 
The Mark I11 Deep Space Development Plan outlines 
the target capabilities for new DSN RF subsystems. Al- 
though automatic control is not speciiically mentioned, 
it is never&eless necessary in view of the requirement 
for 15-min failure detect/correct time, 30-min checkout/ 
calibrate time, and 30-min mission changeover time. 
Therefore, the equipment designers are faced with the 
necessity of designing equipment capable of computer 
control. One of the items that must be controlled by a 
computer is a phase shifter (e.g., reference phasing for 
coherent detection). 
There are several possibilities for design approaches 
to achieve digital phase control. The phase shifters that 
have been used, and are still being used, in the DSN are 
inductance-capacitance networks in which a capacitance 
is mechanically varied to achieve phase changes. It is 
possible to build a digital phase shifter by using a dig- 
itally controlled motor to produce the mechanical rota- 
tion for one of these types of shifters. Another possibility 
is a voltage-variable phase shifter utilizing a voltage- 
variable capacitor in some sort of inductance-capacitance 
network. A digital phase shifter could be built using one 
of these devices by generating the analog control voltage 
with a digital-to-analog converter. A third possibility, 
described in SPS 37-58, Vol. 11, pp. 121-122, is to build 
a low-frequency phase shifter and then heterodyne to 
achieve the proper output frequency. A phase shifter 
could also be built at the operating frequency, using the 
concept that frequency division divides phase, while mix- 
ing allows frequency restoration without phase change. 
It was decided that a binary phase shifter would be 
designed. That is, the phase shifter should accept a 
parallel digital word with a binary format. The numerical 
value of the number is then the magnitude of phase 
shift. A binary phase shifter, satisfying this goal, has 
been built using the divide and mix concept. The idea 
behind this phase shifter is to insert a 180-deg phase 
shift, or not, depending upon the state of each bit of the 
control word and then divide by two and mix back to 
the desired frequency. A three-bit phase shifter is shown 
in Fig. 62. The least significant input bit is A, and the 
most significant bit, C. The gate marked with &1 passes 
the signal without any change of phase when the control 
(e.g., A) is a 0, and inverts the signal when the control is 
a 1 causing a 180-deg phase shift. This is the familiar 
exclusive or operation. The phase shifter is described in 
tabular form (Table 15) in terms of the phase angle out 
of the first stage a, the phase angle out of the second 
stage p, and the output phase y. Suppose the control 
word is 101 (the sixth entry in Table 15). The first gate, 
marked -1-1, is therefore an inverter so that the signal 
applied to the input of the first +- 2 is f at 180 deg. The 
output of the f 2 is then f/2 at 90 deg, which is mixed 
so that the input to the second _+1 gate is f at 90 deg. 
The second bit in the control word is 0, so the second 
+-1 gate does not invert, and the input to the second 
flip-flop is identical to the output of the first mixer. 
Hence, the output of the second flip-flop is, f/2 at 45 deg, 
which is again mixed to produce f at 45 deg. This signal 
is then applied to the final -1-1 gate. Since the most sig- 
nificant bit is a 1, this gate performs an inversion, making 
the final output f at 225 deg. 
Table 15. Typical code to phase conversion 
(3-bit phase shifter) 
C B 
- 
A 
0 
1 
0 
1 
0 
1 
0 
1 - 
f/2 
a 
0 
90 
0 
90 
0 
90 
0 
90 
P 
f/2 
0 
45 
90 
135 
0 
45 
90 
135 
Y 
0 
4 5  
90 
135 
180 
225 
270 
315 
I r f A T a d e g  I f - f A T B d e g  
f AT 7 deg 
A 6 C 
Fig. 62. Three-bit phase shifter 
I00 JPL SPACE PROGRAMS SUMMARY 37-61, V 
A C 
I 
3 MHz 
- I 
9 MHz 
Fig. 63. 45-deg phase shifter block diagram 
There are several problems involved with converting 
the conceptual diagram (Fig. 62) into hardware. Perhaps 
the most obvious is that the mixing frequencies chosen 
will produce spurious outputs that will destroy the phase 
information in the mixing operation. Another problem 
is that there is a 180-deg ambiguity in the phase output 
of a flip-flop (+ 2). The final block diagram for a 45-deg 
phase shifter is shown in Fig. 63. Notice that the -+1 
gates have been moved to the input of the mixers where 
the signal is better suited for inversion, and that a filter/ 
amplifier has been added after the mixer to reduce un- 
wanted mixing products. 
The reference generator must generate 3, 5, 7, and 
9 MHz. Additionally, it must supply the quadrature of 
5 and 7 MHz. All references are generated from the 
10-MHz input and the quadrature signals are two of 
the outputs available from master-slave flip-flops. The 
reference generator block diagram is shown in Fig. 64. 
Notice that the reference generator is a feedback loop 
in which the 7-MHz output is used to generate one of 
the mixing components required to form the 14 MHz, 
from which it is itself derived. The reference generator 
is, nevertheless, self-starting. Because all references are 
derived from the incoming 10 MHz, and each other, 
there is no problem with the ambiguity of the reference 
generator flip-flops. That is, a change of phase in the 
5- or 7-MHz outputs will cause a change in the 3- and 
9-MHz outputs resulting in no net effect to the output 
phase. 
A binary digital phase shifter having 11%-deg steps 
has been built to test the theory. The phase shifter 
exhibited the following properties: 
Accepts parallel control word having a binary for- 
mat. 
Is completely self-contained; requires no outside 
reference. 
Is not affected by removal and reapplication of RF 
power. 
Responds to any control word, advancing or re- 
tarding in phase as necessary. 
Has a phase error (discrepancy between control 
word and actual phase) under laboratory condi- 
tions of less than 10% of the minimum phase 
increment. 
the present time a phase shifter with 1.40-deg 
resolution is being built using printed circuit board tech  
niques. The layout is such that the reference generator 
3 MHz 
FILTER FILTER 9 MHz 
AMPLIFIER AMPLIFIER 
3 MHz 9 MHz 
5 MHz 5 MHz 7MHz 7MHz 
AT AT AT AT 
Odeg 90deg Odeg 90deg 
Fig. 64. Reference generator block diagram 
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is contained on one board which will enable it to supply 
references to more than one phase shifter in the event 
more than one shifter were designed into a module. The 
phase shifter will be assembled in an RF subassembly 
and provided with a detachable control box which will 
allow manual control in the absence of computer control. 
4. DSS 13 Operations, E. B. Jackson 
take place at DSS 13 prior to installation on the 210-ft 
antenna. One of the three feed cones is completed, the 
400-kW transmitter is ready for testing, and other items 
will be installed as required. 
Looking into the future when the current S-band 
spacecraft communication frequencies will not provide 
sufficient spectrum space, the 85-ft az-el antenna at 
a. Experimental activities. From October 16 through 
December 15, 1969 DSS 13 conducted monostatic and 
bistatic planetary radar experiments with the planet 
Venus. Planetary radar observations ceased on Octo- 
ber 31 at which time the one-way range to Venus had 
increased to 232.6 X lo6 km. 
Clock synchronization transmissions continued to 
DSSs 14, 41, 42, 51, and 62 with all stations reporting 
successful reception. The master clock synchronization 
transmitting station at DSS 13 was shut down on No- 
vember 15 for weatherproofing and winterization of the 
electronics room on the 30-ft antenna. Transmissions 
will resume after January 1, 1970. 
DSS 13 is undergoing evaluation to determine its suit- 
ability for operation at X/K-band frequencies. In par- 
ticular, the change in main reflector shape as a function 
of temperature and gravity loading is being determined. 
The antenna is instrumented with 297 thermocouples 
placed on the rear of the surface at the antenna sub- 
structure joints. The temperature at each joint is auto- 
matically recorded by the data system, along with time 
tags, and the shape of the main reflector is measured by 
determining the elevation, above or below the nominal 
parabolic shape, of a large number of targets placed on 
the surface of the main reflector. In this way, changes in 
main reflector shape as a function of thermal gradients, 
gravity loading, overall temperature changes, etc. can be 
determined. These measurements began the first of 
November and will continue through the end of January 
1970 in order to get as wide a range of conditions as 
possible. 
Additional pulsar reception was performed, including 
some single-pulse analysis work done by receiving on 
the 210-ft antenna at DSS 14, transmitting the resulting 
video data to DSS l3 via the microwave link, and pro- To improve the of the clock synchronization 
transmitter, the electronics room (on the 30-ft antenna) in cessing the data here on the SDS 930 computer. 
In an effort to improve the resolution and stability of 
the 2388-MHz receiving system when it is being used as 
a radiometer, a technique of adding a known amount 
of noise for gain correction is being tested at DSS 13. 
Utilizing the SDS 930 computer, a stable noise diode is 
keyed on for 36 ms, then off for 36 ms (14 Hz). The 
output from the radiometer is simultaneously sampled 
at a 17,300 times/s rate, and comparison between the 
noise power output from successive noise diode on cycles 
enables the computer to correct for small gain changes 
in the radiometer system. Stability and resolution appear 
to be satisfactory, and data taking on radio sources will 
begin when the 85-ft antenna returns to service in 
February 1970. 
b. Significant maintenance or modification. To provide 
a more nearly optimum system for each type of mission 
requirement at DSS 14, it is planned to fit the 210-ft 
antenna with three feed cones arranged on top of a 
tri-cone support structure (TCSS). The TCSS has been 
assembled at DSS 13 and is being fitted with air condi- 
tioning, cabling, 400 and 20 kW transmitters, maser, 
receivers, etc., as required. Extensive testing will then 
which it is housed was weatherproofed and insulated. 
The existing room was an aluminum and steel frame, 
with perforated aluminum walls, temporarily covered 
with plywood. The room was stripped to the frame, and 
an enclosure was constructed of insulated sheet metal 
panels with heating and ventilating to maintain an even 
temperature inside the room. During this construction 
period, the transmitter, exciter, feed cone, waveguide, 
and associated cabling were removed for repair and 
rework to improve waveguide power handling capa- 
bility, coolant flow rate, and high-voltage integrity. 
5. A Theoretical Consideration in the Comparison of 
Measured and Computed Reflector Distortions, R. ~~~y 
a. Introduction. Sets of surface distortions for para- 
bolic reflectors at specified target nodes are often mea- 
sured in the field or computed analytically as the basis 
to predict the RF pathlength errors and the rms surface 
deviation (Ref. 1 and SPS 37-40, Vol. IV, pp. 176-184). 
In JPL’s current work on antennas in the X and Ku 
frequency bands it is important to compare results and to 
determine the correlation of analysis with measurement. 
Whenever the comparison is made, it is necessary to 
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account for the customarily different forms of generating 
the analytical and the field data. The field measurements, 
which are taken in a plane containing the focal axis 
and the radial line to the target from a theodolite sta- 
tioned near the vertex of the paraboloid, typically consist 
of determining the deviation of the target from a pre-set 
theodolite line of sight. Theodolite settings are computed 
from the parabolic equation as a function of the hypo- 
thetical radius to each measured target. 
Although this method of measurement is capable of 
providing accurate data for the target deviation normal 
to the line of sight, it provides no information regarding 
radial movement parallel to the line of sight. Con- 
sequently, corresponding rms computations are often 
based upon the assumption of no radial movement. 
Analytical computations, on the other hand, locate a 
shifted target node completely by means of the computed 
u, 0, w distortion components which are parallel to the 
X-Y-2 coordinate system. In the following, the effect of 
the incompletely described deviation of the target via 
field measurement will be examined, and an equitable 
basis will be proposed for comparing field-measured with 
analytically based rms computations. 
b. Field-measured data. The method of locating the 
field target within the measurement plane is shown 
graphically in Fig. 65. Here the point a indicates a target 
pre-set on the theoretical surface at nominal radius R. 
As the result of distortion the target moves to point a, 
with radial movement AR and movement in the direction 
of the focal (2) axis denoted by w. Distance h, the 
recorded field measurement, is the distance of the target 
normal to the theodolite line of sight. The line of sight 
angle a is predetermined as a function of R and H,, the 
offset of the theodolite from the vertex of the paraboloid. 
The distortion vector at each target is determined as 
part of the rms pathlength deviation computation (Ref. 1) 
from w and also from u and 0, which are the respective 
distortions in an X-Y plane parallel to the aperture plane. 
Computations that are made for field-measured dis- 
tortions are based upon the assumption that both u and o 
are zero and w is computed in terms of h as 
w = h sec a, u = 0 = 0  (1) 
When u and 0 are not zero, but nevertheless are small 
compared to R, then AR is approximately 
u x  UY 
R + R  AR = - 
Z = FOCAL 
AXIS 
3 
7 T- DISTORTED NORMAL TO SURFACE I 
THEODOLITE 
LINE OF SIGHT 
VERTEX OF PARABOrID /nR LAR 
cos a 
Fig. 65. Measurement plane for field targets 
in which X and Y are the original coordinates of the 
target in the plane parallel to the aperture plane. Then 
from the figure, it is seen that a more appropriate measure 
of the distortion than the reading h is the distance d, 
which is the perpendicular from the target to the theo- 
retical surface at radius R + AR. Usually AR will be 
sufficiently small to permit approximating the change in 
Z coordinates as AR times the slope 9 of the surface at 
radius R. Then d could be found from 
d = h - (w sin a +AR cos a)  tan(+ - a) (34 
d = h - (h tan a + AR sec a) tan(+ - a) (3b) 
In the special case of when a is small, Eq. (3b) can be 
condensed to 
d = h - ARtan+ (4) 
Then d is zero and there is no surface distortion whenever 
h = ARtan+ 
And conversely, d is not zero, and there is a surface 
distortion whenever 
h#ARtan+ 
Unfortunately, since AR is almost never measured in the 
field, there is no simple way to evaluate possible dis- 
crepancies caused by neglect of this term. 
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c. Ejeect of target radial movement and data com- 
parison basis. A rational estimate of the effect of the 
unknown AR for field targets can be developed from the 
analytical data for the given reflector. Such an estimate 
can be obtained by considering the rms deviation and 
pathlength errors found on the basis of the analytical 
u, w, w components and comparing these with the rms 
deviation and pathlength errors found from hypothetical 
field measurements that would have resulted if these 
were the actual distortion components. These hypotheti- 
cal measurements can be derived with the help of Fig. 66. 
From this figure, the uncorrected (raw) field measure- 
ment that would be observed would be 
(5) h(uncorrected) = w cos a - AR sin a 
As an alternative, the results of using Eq. (5) to develop 
simulated field data would be duplicated (in view of 
Eq. 1) by using the following analytical distortion com- 
ponents to simulate the analytical equivalent of these 
field measurements 
~(simulated) = w - AR tan a, u=w=O (6) 
On the other hand, the results of treating the analytic 
data rigorously by including all three components u, w, w 
can be duplicated with hypothetical field data in which 
the target readings are corrected to be as follows: 
(7) h(corrected) = (w - A R  tan 4) cos a 
Therefore, in view of the foregoing examinations, the 
(1) An indication of the error in the rms computed 
from actual field measurements caused by the lack 
following are recommended: 
H (UNC 
ANALYTICAL 
R/M SURFACE 
THEORETICAL 
Fig. 66. Hypothetical field measurements for 
analytical distortions 
of radial measurements is available. This can be 
obtained by examining rms values obtained for 
analytical data converted (Eq. 5 or 6) to the 
equivalent of -hypothetical field observations and 
comparing these with the result from the original 
analytic data (or else with the result of using Eq. 7). 
Whenever the objective is to compare analytical 
data with field measurements, an equitable basis for 
comparison can be obtained by converting the 
analytical data to the equivalent of hypothetical 
field observations (Eq. 5 or 6). 
d.  Example comparisons. Analytical distortions caused 
by zenith and horizon gravity of-on loads are examined 
for an 85-ft-diameter reflector. In Table 16 the rms 
deviations that would have been obtained from hypo- 
thetical field measurements are compared with the rms 
deviations resulting from the analytical u-w-w distortion 
components. Other combinations of gravity loading for 
reflector attitudes intermediate between the zenith and 
the horizon have also been found to produce similar 
variations. 
Figures 67 and 68 show typical curves for point-by- 
point comparisons of normal deviations (approximately 
equal to the half-pathlength deviations) from the best-fit 
paraboloid (rigid-body plus focal fit). The curves in this 
figure with terminal symbols A are derived from the 
analytical u w w components, and the curves with termi- 
nal symbols M and intermediate symbols R are derived 
by treating the analytical data according to Eq. (e), 
which produces the equivalent of hypothetical field 
measurements. Variations are most pronounced at the 
longer radii, and some of these are as large as 15%. 
e. Conclusions. A method has been proposed that uses 
analytical data as the means to infer one possible source 
of error in rms surface deviations computed from field- 
measured surface data. Errors of 8% resulting from 
gravity loading on the 85-ft-diam reflector have been 
illustrated in Table 16. Equations have been given to 
adjust analytical data to an equitable basis for point-by- 
point correlation comparisons with field-measured data. 
Figures 67 and 68 show substantial adjustments at 
several points for the illustrated reflector and loadings. 
Point-by-point differences between the results from the 
original and the adjusted analytic data appear to depend 
on both the radius to the point and the nature of the 
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Fig. 67. Normal deviations along radius, Z gravity, 
central angle: (a) 37.5 deg, (b) 142.5 deg 
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Fig. 68. Normal deviations along radius, Y gravity, 
central angle: (a) 37.5 deg, (b) 142.5 deg 
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omparison of rms half-pathlength 
distortions from analytical and hypothetical 
fieid measurements 
Measurement Zenith gravity Horizon gravity 
Rigid body fit 
Analytic data 0.0377 in. 0.01 60 in. 
Hypothetical field data (Eq. 5) 0.0354 in. 0.01 47 in. 
Variation -6.1 % -8.1 % 
Focal fit 
Analytic data 0.0272 in. 0.0155 in. 
Hypothetical field data (Eq. 5) 0.0254 in. 0.0142 in. 
Variation -6.6% -8.4% 
loading. Although the differences at  many of the points 
are often relatively small, these points are not readily 
identified in advance. Therefore, whenever comparisons 
are developed in current studies for the 85-ft-X-K band 
upgrade and HA-dec characteristics programs as well as 
in our advanced developmental work on new design 
techniques, it is the practice to adjust the analytical data 
according to procedures given here. 
Reference 
1. Katow, M. S., and Schmele, L., “Utku/Schmele Paraboloid RMS 
Best-Fit Program,” Technical Report No, 32-979, Vol. 1: Pro- 
grams and Sample Cases, Ed. A. Ludwig. Jet Propulsion Labora- 
tory, Pasadena, Calif., April 1967. 
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IV. Development p 1 em e nta ti 
A. DSlF Development 
1. Winterization of the Time Sync Master Station 
30-ft Antenna, J .  Carlucci and R. McKee 
During the month of November the electronics cage on 
the 30-ft antenna at DSS 13 was winterized to prevent 
damage to the time sync master station 25-kW transmitter 
and electronics by rain water and freezing weather during 
the winter months. 
The existing cage was stripped of its plywood floor, 
perforated aluminum walls, and plywood ceiling leaving 
only the structural framework. This framework was then 
modified to accept 4 X 4-in. flashing to complete a water- 
tight seal at all corners and edges. Into this framework 
went insulated panels on the walls and ceiling, and alu- 
minum sheet on the floor. All flashing and joints were 
caulked to complete a watertight seal. Four removable 
panel sections are built into the framework on the per- 
sonnel door side of the cage to facilitate equipment 
handling. 
The cage is equipped with a 10,000 Btu heater on a 
thermostat, to keep the room at 72OF. Mounted through 
the wall is a vent fan and louver arrangement, each con- 
nected to separate thermostats. The louvers open when 
the temperature in the cage exceeds 75OF, and the fan 
turns on when the temperature exceeds 78OF. A thermo- 
stat activates a horn alarm when the temperature in the 
cage falls below 5 0 O F .  This alarm is provided in case 
the heating system should fail during the time that the 
system is intermittently left unattended for several days. 
The cage exterior was painted white to improve wann- 
weather cage temperature control. 
one Multiple Cassegrain Feed System, K. Bartos, 
R. Zanteson, C. Valencia, P. lipsius, and M.  Kotow 
a. Introduction. The 210-ft diam antenna at DSS 14 is 
to be modified by installation of a new multiple feed casse- 
grain system (MFCS) structure and rotating subreflector. 
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This major modification will provide greater operational 
versatility and will satisfy the demands for permanently in- 
stalled project-peculiar RF feeds with rapid, simple, and 
safe changeover means. 
Since the last reporting (SPS 37-57, Vol. 11, pp. 160- 
165), the fabrication of all components (Phase 11) has been 
completed. The field installation (Phase 111) will proceed 
as antenna time is made available. 
me XI). All fabrication and system 
testing was completed by the prime contractor by De- 
cember 10, 1969. 
Feed cone support structure. The feed cone support 
structure (Fig. 1) was delivered to DSS 13 for installation 
of components and testing on September 2. Since that 
time the 400-kW transmitter, water load, waveguide, 
masers, switches, and electronic racks have been installed. 
When the feed cone support is delivered to DSS 14, it 
will be ready for operation. 
Modules I1 and I11 were built in 120-deg sectors for 
ease of transportation. Fabrication within the tolerances 
required by the overall system accuracy dictated use of 
hard tooling fixtures. Floor and roof frames were made 
as weldments, machined, and then installed in the tooling 
provided under the fabrication contract. Then the vertical 
wall members and the skin were added, 
Subrdector assembly. The subreflector assembly is 
supported by a test stand. The interfaces in the test stand 
were established by a hard tooling &&re. 
Panel manufacture. The subreflector panels were man- 
ufactured using hard tooling. The skin and the Z-members 
were stretched to contour and then rivet-assembled in the 
assembly fixture. A sweep template was used with dial 
indicators to measure the as-manufactured surface panels. 
The data presented in Table 1 represents the manufac- 
turing accuracy of each panel, each point representing 
75 in.2 of panel surface. The measurement data were 
reduced to an rms by the foIIowing equation: 
z(f)” ‘h 
rms = (T) 
Fig. 1. Feed cone support structure at DSS 13 
where 
f = measured error in inches 
n = number of points measured 
The rms values of individual panels and the composite 
subreflector are shown in Table 1. Measurements were 
conducted to determine the setting accuracy of the indi- 
vidual panels and the composite subreflector prior to ship- 
ment to DSS 14 (Table 2). 
Panel No. 12 was measured fully after alignment to 
establish a level of confidence in the measurement tooling 
used in the manufacture and alignment of the subreflec- 
tor. Comparison of the reduced rms values shows excel- 
lent agreement: the as-manufactured rms measurement 
was 0.015 in., and the aligned rms measurement was 
0.013 in. 
Control system. The subreflector control system posi- 
tions the subreflector in x, y and x (axial) coordinates and 
in rotation about the z-axis. The vertex plate motion is 
9 
Table 1. Panel manufacturing accuracy 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
Panel number 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
Number of points 
measured 
46 
46 
46 
46 
51 
51 
56 
56 
61 
61 
66 
66 
Manufacturing rms 
measurements, in. 
0.008 
0.01 1 
0.016 
0.0 1 0 
0.01 1 
0.009 
0.009 
0.01 2 
0.008 
0.008 
0.015 
0.009 
(y)' - - (71396 X 10")'' = o.olo in. 652 Composite rms = 
Table 2. Panel setting accuracy 
Panel number Number of points measured 
Setting rms 
measurements, in. 
0.005 
0.01 1 
0.01 1 
0.008 
0.014 
0.003 
0.005 
0.01 1 
0.009 
0.014 
0.014 
0.007 
Table 3. System performance tests 
I otation time of subreflector between cones 37 seconds 
z-axis (axial) 
Travel limits 
Maximum velocity 
Acceleration 
x-axis 
Travel limits 
Maximum velocity 
Acceleration 
In 3.10 in., out 3.12 in. 
3.24 in./min 
0.178 in./s' 
Plus 4.09 in., minus 4.04 in. 
0.47 in./min 
0.019 in& 
y-axis 
Travel limits 
Maximum velocity 
Acceleration 
Plus 4.18 in., minus 4.05 in. 
0.47 in./min 
0.018 in./s2 
also controlled from the antenna console. The results of 
system performance tests are tabulated in Table 3. Fig- 
ure 2 shows the closed rate loop frequency response curves 
for the x ,  y and z axes. 
c. Implementation. Bracketry and mounting hardware 
have been designed and fabricated for all of the major 
components to be mounted within the MFCS structure. 
The major design problems to be overcome in both basic 
layout and detailing of mounting hardware are twofold: 
First, the combined radial and circular pattern of the 
major structural members when interfaced with the nec- 
essarily rectilinear pattern of the RF waveguide allowed 
very few alternatives in layout. The location of all heavy 
components was predetermined by structural needs. Sec- 
ondly, all mounting hardware for waveguide and wave- 
guide switches had to be designed to allow for the fact 
that the MFCS structure is a large and complex weldment 
and is prone to considerable warpage, even though metic- 
ulous care was taken during manufacture to follow a pre- 
established welding schedule. Hangers and mounts are 
of the clamping type, rather than being bolted, to allow 
for maximum ease and accuracy during the installation 
of the precision waveguide components. This method 
also allows the maximum of flexibility for change during 
the initial operating period. 
JPL standard waveguide bends and straight sections 
have been used throughout the structure, with the excep- 
tion of the adapter section, where the required tilt of the 
mechanical axes of the two operational cones requires 
compound bends as well as a twist. The third, or R&D 
cone, requires only simple bends to couple with either 
transmitter or receiver. Floor plans for Modules I1 and I11 
are shown in Figs. 3 and 4, respective!y. 
Since delivery of the basic structure to DSS 13, a thin 
sheet aluminum interior skin has been added to Modules 
I1 and I11 to protect the glass fiber insulation bats. Cable 
trays, with appropriate floor openings, have been installed 
in all three modules, using standard parts in all but a few 
difficult locations, where appropriate parts were fabri- 
cated on the site. 
An adapter base was designed and fabricated which 
will allow the 20-kW transmitter now in use at DSS 14 
to be mounted in the Bay 2 position of Module 11, utiliz- 
ing a hole pattern which has been predrilled from the 
drill jig which mates to the 400-kW transmitter. 
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Fig. 4. Module III interior floor plan 
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Saturation drive power for the S-band 400-kW klystron 
ampuer  will range from 0.5 to 5.0 W, depending upon 
beam voltage, klystron cavity tuning, and instantaneous 
frequency. In order, however, to provide a net input power 
of 5.0 W at the klystron input terminals, a drive ampli- 
fier must be designed to provide at least 10 W at its out- 
put terminals to overcome the unavoidable losses in the 
transmission line and input circuit components (circulator, 
RF switch, variable attenuator, etc.) between itself and 
the driven amplifier. 
The standard DSIF drive amplifier, which is called the 
“UHF buffer amplifier,”l is unequal to this task, since it 
produces only 3.0 to 4.0 W maximum output power. The 
UHF buffer amplifier is a grounded grid cavity amplifier 
using a tube (type EE-1OP) belonging to the 3CX100 
family of planar triodes. The tube is cooled by conduc- 
tion, primarily through the anode bypass insulator and, to 
a lesser degree, through the beryllia anode to grid insu- 
lator. As used in the UHF buffer amplifier, the EE-1OP 
tube operates at 20 to 22 W plate dissipation, but rated 
plate dissipation for the EE-1OP is 100 W, which would 
indicate, assuming reasonable S-band efficiency, that the 
tube is capable of at least 10 W output. However, the 
100-W plate dissipation rating is predicated on maintain- 
ing the anode seal temperature below the maximum al- 
lowable 250OC. This is difficult to do with conduction 
cooling but not with forced-air cooling. It was decided, 
therefore, to modify the UHF buffer amplifier as required 
for forced-air cooling and to make whatever other minor 
changes would help in attaining at least 10 W output and 
generally improved performance. 
A cross-section of the standard UHF buffer amplifier 
is shown in Fig. 5. Anode dissipated heat is conducted to 
the cavity body @ through the mica washer @. The 
flange of the cavity is bolted to a heavy plate which acts 
as the heat sink. The modified amplifier is shown in 
Fig. 6. The anode cooler is a simple copper cylinder with 
radial fins which is screwed to the anode in place of the 
nut @ shown in Fig. 5. It is at low RF voltage because 
it is beyond the bypass capacitor, which consists of the 
mica washer and the anode plate 0. A duct (not shown) 
forces 50 to 60 ft3/min of air to pass over the anode cooler. 
The duct is screened to reduce RF leakage to acceptable 
levels. 
1Inasmuch as the amplifier operates at S-band, not UHF, this is 
technically a misnomer. The name is apparently a survival of the 
L-band period of the DSIF. 
ii 
Fig. 5. Standard buffer amplifier 
ANODE 1 
COOLER 
ig. 6. Modified uffer ampl~fier 
The first attempt to operate the modified ampuer  at 
10 W output was only partially successful. The forced-air 
cooling maintained the anode at a safe temperature 
(121OC at tip of anode cooler fin), but plate efficiency 
was low (15%) and output power drifted excessively, so 
that frequent retuning was required to maintain output 
at a preset level. This behavior was the result of a com- 
bination of factors. First, despite forced-air cooling, some 
of the tube dissipation was still conducted to the cavity 
walls where it caused detuning by thermal expansion. 
Secondly, plate current increased as the resonant fre- 
quency of the cavity decreased. Since plate dissipation 
AMS S 
is proportional to plate current, an unstable thermal con- 
dition was established in which the cavity resonant fre- 
4. oise on Phase-Lock 
Performance, R. c. Bunce 
quency continued to drift away from the drive frequency. 
The effect was, of course, enhanced by the low plate 
efficiency. The problem was solved by the simple re- 
arrangement of the cathode bias circuit shown in Fig. 7. 
The increased cathode bias improved plate efficiency from 
15 to 23%. The resulting decrease in cavity temperature, 
combined with negative dc feedback from the cathode 
resistor, eliminated the thermal detuning instability. 
The operating parameters for the modified amplifier 
are given in Table 4. The bandwidth (11.3 MHz) is some- 
what lower than that (20 MHz) of the standard UHF buf- 
fer amplifier, but it will be adequate for most missions. 
The modified drive amplifier will be driven by the exist- 
ing UHF buffer amplifier in the receiver-exciter subsys- 
tem. The two amplifiers can be stagger-tuned to increase 
bandwidth to at least 14 MHz, if required, at a slight cost 
in output. 
Table 4. Operating characteristics of 
modified amplifier 
I Parameter I Value I 
Output power 
Drive power 
Plate voltage 
Plate current 
Cathode to grid bias 
Filament voltage 
Filament current 
Band center frequency 
Bandwidth (- 1 .O dB) 
Plate dissipation 
14.3 W 
2.0 w 
733 v 
85 mA 
5.6 V 
4.29 V 
0.85 A 
21 10 MHz 
11.3MHr 
48.1 W 
r---------- 1 
NOTES 
1 NEGATIVE TERMINAL OF PLATE 
SUPPLY DISCONNECTED FROM 
CATHODE AND RETURNED TO 
GROUND 
2 R1 CHANGED FROM 5 .6  TO 78Q 
I 
I 
I 
I 
I 
I 
I 
-@-<OUTPUT 
Fig. 7. UHF buffer amplifier bias circuit 
modifications 
a. Introduction. Receiver carrier-tracking loops with 
design noise bandwidths in excess of 10 Hz are not sig- 
nificantly sensitive to the phase-noise spectrum of well 
designed low-noise VCOs, and these effects have been 
largely disregarded in the past. However, with the pres- 
ent trend toward narrower carrier tracking loops with 
design-point bandwidths in the 1 to 10-Hz range, insta- 
bilities of even state-of-the-art VCOs may contribute mea- 
surably to the loop output noise and tend to degrade 
receiver performance both at strong signal levels and 
threshold. The magnitude of this threshold degradation 
is very difficult to predict, since nonlinear effects pre- 
dominate in this signal level region. The degradation, 
however, can be approximated by extrapolation of linear 
theory, which is done here. 
With the recent modification of selected DSN tracking 
receivers for a 3-Hz (design point) tracking bandwidth, 
both strong-signal residual VCO noise and threshold 
degradation have been observed in the field. The fol- 
lowing analysis was prepared in order to predict the 
relationship between VCO quality and loop output phase- 
noise over the receiver input signal level dynamic range. 
Linear loop theory is used throughout the computations, 
so the results within 10 dB of the design point are approx- 
imate, but at least of the right order of magnitude. The 
contribution due to receiver thermal noise is also approx- 
imate at the stronger signal levels because of an assumed 
limiter suppression factor approximation and the assump- 
tion that receiver noise temperature is constant over the 
dynamic range. However, VCO noise predominates at 
strong signal levels, and these inaccuracies are corre- 
spondingly low. The effect of VCO “Johnson” noise is 
also disregarded, since laboratory data have indicated 
that Johnson noise is very minor in comparison to the I/f 
noise.2 The design point damping and second-order loop 
transfer function used in the analysis are the classical 
linear model as applied to the design of the existing 
Block I11 DSN receiver. 
b. Linear approximate expressions. The linear approxi- 
mate expressions used here are as follows: 
Total loop output phase error. The total phase error 
at the loop output due to receiver input noise and VCO 
noise can be approximated as the sum of two components: 
”Noise inversely proportional to the frequency. 
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where 
aF = total variance of the loop output phase error, 
No = input phase noise power spectral density, V2/Hz, 
(radrmJ2 
considered gaussian 
A = input signal level, V 
2pL = two-sided loop noise bandwidth, Mz 
a0x = rms noise error due to VCO l/f noise, radrms 
For this discussion, the second term is explored as a func- 
tion of loop gain variation, which is, in turn, a function of 
the limiter suppression ratio a/a0. Using this ratio, with 
(I!, denoting the value of (I! at design point and with phase 
noise having the dimension of degrees rather than radians, 
Eq. (1) can be restated: 
where 
ADB = signal level above the loop design point, dB 
@Lo = two-sided loop noise bandwidth at the design 
point, Hz 
f ((I!,/(I!) = relative magnitude of the VCO l / f  noise as 
a function of the inverse limiter suppression 
factor ratio aO/a 
aiNo = rms magnitude (degrees) of the VCO l/f 
noise in a loop with design point noise band- 
width of 2pL0 
aiNo is a measured value in a specific band- 
width. Reference 2 established that when 
data for other bandwidths are not available, 
aiNo may be extrapolated as inversely pro- 
portional to bandwidth 
The terms 2fiL/2pLo7 f (cu0/a), and a&, are covered more 
fully in the discussions below. 
Limiter suppression ratio. The limiter suppression ratio, 
@/ao, is a rather complicated function of the limiter input 
S/N ratio. This ratio describes the loop gain variation as 
a function of input signal strength ratio, Ao/A, and must 
be approximated before the functions 2pL/2pL0, and 
f (ao/*) are meaningful. A second-order approximation for 
(I! is contained in Ref. 1. However, for this discussion, the 
more familiar and less accurate fist-order approximation 
is used, namely: 
(4) 
where 
B, = two-sided predetection filter noise bandwidth, Hz. 
It is important to note that the level A, lies below the 
region where linear theory is valid. It simply represents 
the level where the loop output S/N ratio would be unity 
if the linear approximations were extrapolated to that 
point. 
Loop noise band&dth ratio. The loop noise bandwidth 
Zp, its design point value 2pL,, and their ratio in Eq. (2)  
can be approximated by well-known manipulations of the 
transfer function for the linear second-order loop. In the 
notational convention of Ref. 1, these criteria correspond 
to setting the design point value of the parameter T at 2 
or the damping factor c, at l /2% The corresponding defi- 
nition of 2pL becomes : 
(5) 
where 
Placing Eq. (6) in Eq. (5), and solving Eq. (5) yields 
expressions for 2pL and 2pL0. From these results, the ex- 
pression for the normalized linear approximate bandwidth 
ratio is obtained in its familiar form: 
(7) 
VCO l/f noise function. Reference 2 described the pro- 
cedure for expressing loop output phase noise due to 
oscillator l/f noise, when this inverse function is converted 
to a phase noise spectral density model referred to the 
VCO input. The model-derived expression was compared 
to laboratory data and found to be in good agreement 
over a large range of loop bandwidths, and for several 
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oscillators varying in quality or spectral purity. In the 
analysis in Ref. 2, the loop parameters are held constant 
at the design point values for each bandwidth. To obtain 
the variable gain (or literally the variable suppression 
factor) case for this discussion, the procedure of Ref. 2 
is modified as follows: 
12 
3 
Expression (9) follows from Eq. (8) by the substitution 
of the linear second-order loop error point transfer func- 
tion for 1 1 - H ( j w )  1, and the use of C/w3 as the equiva- 
lent VCO input phase noise spectral density. The constant 
C is a quality parameter for the VCO as defined k Ref. 2. 
8 deg (max) 3 deg 
32 deg (max) 10 deg 
The solution of Eq. (9) is of the form 
as defined in Eq. (2). There are three solutions for f (ao/&) 
depending on the value of a. These are: 
1 - -  ao 1 
1 - _ -  
i T  
From these equations a program was written to calculate 
receiver input phase noise, VCO phase noise, and total 
phase noise over a large dynamic range using Block I11 
receiver parameters and measured values of VCO phase 
noise in the design bandwidth listed in Table 5. The 
results are plotted in Fig. 8. 
noise. This minimum value corresponds to the condition 
a = 1 and can be stated as 
where c. Specific results 
Operational loop bandwidth choice. It is obvious from 
Fig. 8 that the total output noise initially drops rapidly 
as the signal level increases but then levels off in an 
asymptotic approach to a minimum value of residual 
A plot of f (ao)  versus a. is shown in Fig. 9. Note that 
this limit increases for narrower loop bandwidths if a. is 
held constant and decreases with wider predetection 
bandwidths when the loop bandwidth is maintained at a 
constant value. Because narrower bandwidths are also 
associated with lower absolute signal levels at the design 
point, the total phase noise is less in the lower absolute 
signal level regions for narrower loop noise bandwidths. 
Thus, for two possible bandwidths, there exists under 
most operational conditions a crossover point in absolute 
signal level, above which the total phase noise is less with 
Table 5. Block 111 receiver VCO noise 
Receiver loop output noise due to 
specification (3-Hz value for 
value extrapolated) selected VCO 
Receiver design point 
noise bandwidth 
( 2 P ~ ~ ) r  Hz 
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Fig. 8. S-Band receiver phase noise versus signal level 
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the wider noise bandwidth selection. This effect is illus- 
trated in Fig. 10 where the two total phase noise curves 
from Fig. 8a and b are comparedas a function of abso- 
lute signal level. Note the crossover at a ADB of 36.5 dB. 
For a nominal system temperature of 45OK, typical of 
DSN tracking stations, this corresponds to an absolute 
signal level of -140.8 dBmW. 
The crossover point depends both on the value of (yo, 
and the oscillator quality, as measured by uONo. The 
quality value used in Fig. 10 was 32 deg in 2pL0 of 3 Hz 
(this is the maximum specified value for the Block I11 
design). A more typical value for selected VCO is 10 deg, 
as used for Fig. 8c. The crossover point with this lower 
VCO noise level for the two bandwidths (not dia- 
grammed) is at approximately the same signal level as 
shown in Fig. 10, but the residual noise at the crossover 
is less than 2 deg rms, a relatively insignificant value. 
Thus, with a typical selected Block 111 VCO, some phase 
noise improvement is achieved throughout the significant 
signal-level range by the use of the 3-Hz bandwidth. 
Sensitiljity degradation. The presence of VCO phase 
noise degrades the carrier tracking performance of the 
receiver throughout its dynamic range compared to that 
assumed when only receiver input noise is considered. 
This effect is noticeable in Fig. Sa as the displacement 
between the total phase noise and receiver input phase 
aO 
Fig. 10. Total phase noise versus absolute signal 
level for two bandwidths 
noise curves. This displacement is between 1 and 2 dB 
across the lower 30-dB signal level range, and increases 
as the VCO noise predominates at the higher signal levels. 
The true effect near the design point differs from that 
shown in Fig. 8a because of nonlinear loop behavior in 
this region. However, the differential due to VCO noise 
can be estimated accurately; the nonlinear effects derived 
in Ref. 1 (Chap. 10, Expression 10-6) were investigated 
and found to modify all factors of Eq. (2) equally near 
threshold. 
In order to estimate the degradation in the weak signal 
region, the signal level point at which the total calcu- 
lated noise is 1 rad rms for both the 3 and 12-Hz band- 
width was determined for various values of VCO phase 
noise, and the results plotted in Fig. 11. The figure indi- 
cates that if the system rms phase noise due to VCOs is 
less than 10 deg rms in a 3-Hz noise bandwidth, the true 
threshold degradation is a few tenths of a decibel or less. 
The bandwidth dependence of the sensitivity degrada- 
tion estimated in Fig. 9 suggests a lower usable bound 
on 2pL0 for loops containing state-of-the-art VCOs. Such 
a limit would be defined as that design point bandwidth 
below which the reduction in output noise due to input 
noise would be less than the increase in output noise due 
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Fig. 11. S-Band receiver sensitivity 
degradation due to VCO noise 
to VCO noise. This is equivalent to a crossover point (as 
in Fig. 10) at the design point. A quick look at a more 
general case by differentiating Eq. (2) indicated that such 
a limit would be at a few tenths of a Hz for existing 
selected VCOs. This rough calculation suggested that 
deriving such a theoretical limit in detail would be, how- 
ever, little more than an exercise in a practical sense. 
Other considerations, such as noise present on the input 
signal carrier, loop doppler tracking rates, and two-way 
communication instabilities other than the VCO, would 
tend to mask the noise problem at bandwidths well above 
such a theoretical lower limit. 
d. Conclusions. VCO l/f noise contributes to the noise 
error of a carrier tracking phase-lock loop receiver through- 
out the receiver dynamic range. The effect of typical 
selected VCOs in S-band Block I11 DSN receiver (3 Hz) is 
less than 1.0 dB near the design point. The residual output 
noise of these selected VCOs at strong signal is about 
1 deg rms. 
When standard second-order loop design criteria are 
used, the magnitude of the strong signal residual phase 
error varies with the VCO quality, the design point noise 
bandwidth, and the predetection bandwidth. For a loop 
with given VCO and design point noise bandwidth, strong 
signal residual noise decreases as the predetection band- 
width is widened. 
When output noise from a loop with two selectable 
design point noise bandwidths is evaluated as a function 
of absolute input signal level, a crossover point is evident. 
Below the crossover signal level, total phase noise is less 
with the narrower bandwidth; and above it, less with the 
wider bandwidth. However, for practical cases the abso- 
lute phase noise near the crossover point is a maximum 
of only a few degrees, and the advantage that could be 
gained by switching bandwidths at this point may be 
outweighed by other considerations. 
VCO noise degrades phase-loop receiver performance 
across the dynamic range over that predicted when only 
input noise is considered. Near the design point the deg- 
radation can be estimated from linear theory extrapola- 
tion. This estimation yields a degradation of about 1.6 dB 
for a VCO exhibiting noise levels at the maximum of 
the present system specification. Using selected VCOs the 
estimated degradation is only a few tenths of a decibel. 
‘State-of-the-art improvements in VCO spectral purity 
will decrease both the strong signal residual noise and 
the weak signal degradation in narrow bandwidth receiv- 
ers. When using the receiver in the present DSN 3-Hz 
bandwidth, VCOs should be selected that exhibit less 
than 10 deg rms phase noise. 
1. 
2. 
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5. Clock-Synchronization System Performance, H. Baugh 
a. Introduction. A precision clock-synchronization net- 
work has been established and is being operated on an 
experimental basis to meet the requirements of the DSN. 
The goals for this network are to provide synchroniza- 
tion between Deep Space Stations to within 20 p s  and 
to provide correlation to Universal Time, as kept by the 
National Bureau of Standards and the U.S. Naval Observ- 
atory to within 5 p s  for the DSN as a whole. 
The system uses a computer-controlled transmitter at 
DSS 13 to send timing signals to the remote stations by 
way of an X-band carrier that is reflected from the surface 
of the moon. A complete list of references appeared in 
SPS 37-56, Vol. 11; the most recent reports on the system 
were in SPS 37-57 and 37-60, Vol. 11. The present article 
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covers operations of the system from Oct. 11 to Nov. 15, 
1969. 
b. Operations. During the critical period for Mariner 
Mars 1969 an attempt was made to acquire clock sync 
data at every station for every usable view period, even 
if the station were not staffed for any tracking operation 
at the time. After the planetary encounters there was not 
such an urgent need for timing information, so operations 
have been continued on somewhat reduced schedules. 
DSS 13 has cut back to a 19-h day, and the other stations 
are operating only when their normal staffing schedule 
and the mutual view period coincide. DSS 51 has been 
involved in major reconfiguration work, so their trans- 
missions have been further reduced to average about one 
per week. 
c. Performance. DSSs 41 and 42 have continued their 
routine operations, and the data from those stations are 
shown in Fig. 12. The observed data values are plotted 
along with a least-squares straight-line fit to the data. 
In the absence of other information, the linear fit gives 
the best estimate of the actual performance of the sta- 
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Fig. 12. Clock sync data: (a) DSS 41, (b) DSS 42 
tion's clock during the period, so that the differences 
between the data and the line provide a figure of merit 
for the overall performance. At DSS 41 these differences 
(or residuals) had a standard deviation of 6.24 ps ,  and 
at DSS 42 the standard deviation was 4.94 ps. Figure 13 
shows both sets of residuals plotted on a common set of 
axes. There appears to be considerable correlation be- 
tween them, indicating a systematic error-perhaps in the 
ephemeris, since both sets of residuals seem to go through 
a complete cycle in about a month. 
The most significant event of this reporting period was 
the loan of a portable cesium clock to BSS 42 on day 316, 
through the courtesy of the STADAN network. The port- 
able clock measured the offset of the station clock 
(Fig. 12b), and a moon bounce measurement was made 
on the same day. These two measurements agreed to 
within 7 ps. 
On November 15 the transmitter was shut down and 
removed from the 30-ft antenna at DSS 13 to permit 
mechanical modifications to be made to the antenna 
structure. An enclosure is being built for the transmitter 
to protect it from the weather. While the transmitter was 
out of service, the programmed oscillator was moved to 
DSS 14 for another experiment. It is planned that all of 
the elements of the clock sync transmitter should be back 
in operation on January 5, 1970. 
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B. DSN Projects and Systems Development 
1. Multiple-Mission Telemetry System Project, w. Frey, 
R. Petrie, and R. Greenberg 
a. Introduction. The Multiple-Mission Telemetry Sys- 
tem (MMTS) presently installed and operating in the 
DSIF is being updated to support Mariner Mars 1971 
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flight project requirements. SPS 37-60, Vol. 11, pp. 152- 
169, contained a general description of the MMTS modi- 
fications to be implemented to cover the higher data 
rates and expanded number of simultaneous telemetry 
channels to be transmitted to the DSIF during the 
Mariner Mars 1971 mission. The purpose of this article 
is to describe, in detail, the major additions to the 
telemetry and command data handling subsystem (TCD) 
portion of the MMTS which will be necessary to support 
the Mariner Mars 1971 requirements. 
The principal changes to the TCD are the implementa- 
tion of symbol synchronizer assemblies (SSA) and the 
block decoder assemblies (BDA). The function of 
the SSA is to provide dedicated equipment external to 
the TCD SDS 920 computers to generate a local estimate 
of the spacecraft telemetry data clock (syrhbol synchroni- 
zation). This signal is required for the data detection 
process. This function was previously accomplished by 
hardware and software located in the SDS 920 computers 
in the TCD. While the previous approach was acceptable 
for support of the Mariner Mars 1969 flight project, the 
higher data rates required for Mariner Mars 1971 exceed 
the available computational time in the computer to 
handle the symbol synchronization function. Thus, it has 
become necessary to implement the SSA external to the 
computer. 
The key characteristics of the SSA are: (1) 5.6- to 
250,000-symbols/s operating range, (2) - 5-dB ST$N, 
design threshold, (3) degradation not exceeding 0.1 dB 
over the operating range, and (4) automatic operation 
under computer control. The SSA operates on coded and 
uncoded data stream inputs. After symbol synchronization 
is obtained on uncoded data, the SSA performs bit detec- 
tion. The detected telemetry is then transferred to the 
920 computer for formatting, digital recording, and trans- 
mission to the SFOF via high-speed data lines. When 
block-coded data is being recovered, the SSA performs 
symbol synchronization and provides the block decoder 
assembly (BDA) with the symbol integrals. The BDA 
then performs word detection on the symbol integrals. 
The combination hardware and software symbol syn- 
chronization loop located in the 920 computer (as imple- 
mented for Mariner Mars 1969) will be retained to handle 
very low data rate (5.6 to 50 symbols/s) telemetry signals. 
This article contains a detailed functional description 
of the SSA and an analysis of the operation of the symbol 
tracking loop in the SSA. 
The BDA receives the symbol integrals from the SSA 
and determines the most likely data words corresponding 
to the input symbol stream. As a part of this function, 
the BDA also establishes a word synchronization refer- 
ence. The key characteristics of the BDA are: (1) operates 
up to 250,000 symbols/s, (2) operates on 32/6 and 16/5 
biorthogonal comma-free codes, and (3) incorporates 
automatic operation under computer control, The de- 
tected data words are transferred from the BDA to the 
TCD 920 computer for formatting, digital recording, and 
transmission to the SFOF via high-speed data lines. A 
detailed functional description of the BDA appears in 
this article. 
b. SSA functional description. The initial phase of task 
definition in the development of the SSA established the 
following set of functional design goals or criteria: 
(1) Input signal selection through a coaxial switching 
(2) Phase-locked symbol tracking loop. 
(3) Symbol detection and manipulation capability for 
parallel output to the telemetry and command 
processor (TCP). 
(4) Capability of accumulating the necessary statistics 
for signal-to-noise ratio (SNR) calculation and for 
signal acquisition. 
(5) Symbol error accumulator for use in evaluating 
performance. 
(6) Interface capability with TCP computer to properly 
handle control and monitor signals, as well as data. 
array. 
In addition to the above design criteria, a design 
philosophy for the SSA was established: 
(1) Fully automatic operation. The SSA is under com- 
puter control at all times; thus, there are no 
manual operational controls. 
(2) Premission SSA control parameter initialization and 
verification in non-real time. 
(3) Real-time monitor of performance and operational 
status of the SSA, as well as updating of operational 
control parameters. 
(4) Combination of both analog and digital technology 
for the best implementation of the functional 
criteria. 
To avoid misinterpretation due to extensive usage, it 
is necessary to define the terms “real time” and “non-real 
time.” Real time is that period during which the SSA is 
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actively processing or acquiring an input symbol stream, 
either actual spacecraft data or some form of test or 
simulation data. Non-real time is, therefore, any period 
not included in the real-time definition. 
The functional block diagram of the SSA is shown in 
Fig. 14. The diagram can be grossly divided into two 
separate functional subassemblies, a data handling or 
processing subassembly and a symbol tracking loop 
subassembly. 
The data handling subassembly consists of the follow- 
(1) Input selection switching array. 
(2) Integrate-and-dump element. 
(3) Analog-to-digital (A/D) converter. 
(4) Data-type selector. 
( 5 )  Parallel data word output buffer. 
(6) Symbol error accumulator. 
ing functional elements : 
(7) SNR statistics accumulator. 
The symbol tracking loop subassembly consists of the 
(1) Input selection switching array (used in common 
(2) Integrate-and-dump element. 
(3) A/D converter. 
(4) Phase information gate. 
(5 )  The loop bandwidth control and the phase-error 
(6) Digital-to-analog (D/A) converter. 
(7) Frequency synthesizer (the analog of a voltage- 
controlled oscillator or VCO). 
(8) A timing and loop sequencing generator. 
following functional elements: 
with the data handling subassembly). 
integrator, which constitute the loop filter. 
Two additional functional elements are shown on the 
block diagram: 
TCP DATA CHANNEL r TCP 
DATA- 
SDA SIGNAL + A / D  - 4 TYPE OUTPUT DATA PARALLEL SYMBOL VALUE INPUT 
CONVERTER CEI c r r n D  0 ,  lCCCD DATA 
TC  & Tcp 
r 
I I 
TCP PHASE CHANNEL 
INTEGRATE- 
+ A / D  AND- 
DUMP 
ELEMENT 
CONVERTER 
- - 
4 4 
PHASE 
INFORMATION 
SYMBOL TRACKING LOOP 
INTEGRATOR 
SYMBOL ERROR 
ERROR TALLY 
BER ACCUMULATOR TO TCP 
DATA 
TCP 
INTERRUPT 
TCP 
Fig. 14. SSA functional block diagram 
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(1) A frequency counter used to monitor and indicate 
the locally generated symbol rate. 
(2) The interface element between the SSA and the 
TCP computer necessary for the transmission of 
information between two assemblies. 
Also shown on the block diagram are those functional 
elements whose performance is adjustable by a change in 
one or more input parameters and those elements which 
transmit an output to some device external to the SSA. 
These inputs and outputs are depicted on the diagram by 
a short arrow and the appropriate external device 
acronym. Further explanation of the nature of these 
inputs and outputs will be included in the detailed 
description of the SSA operation that follows. 
uta handling subassembly. In detailing the operation 
of the data handling subassembly, it is to be assumed that 
the symbol tracking loop is properly in lock and a symbol 
stream is actively being processed. 
The SSA can receive input symbol streams from three 
types of sources: (1) a subcarrier demodulator or SDA, 
(2) a test data stream for performance evaluations and 
calibrations, and (3) a pre-recorded tape for backup data 
processing. Selection of the data source is controlled and 
verified by the TCP during initialization. 
The selected data or symbol stream is then fed into an 
integrate-and-dump circuit. Each symbol, with or with- 
out superimposed noise, is integrated over the entire 
symbol time and is then digitized by the A/D converter. 
The digital output of the A/D converter is a binary 
number representing the voltage in the integrator at 
the end of that symbol time. This number is labeled 
the “symbol value” on the block diagram. The integrator 
time constant and.gain are controlled and verified by the 
TCP during initialization. 
The data-type selector uses the sign bit of the symbol 
value to determine whether the symbol is a logical 1 or 
a logical 0. The two types of telemetry data handled by 
the SSA are non-return-to-zero (level), typical of Mariner- 
type spacecraft, and non-return-to-zero (mark), typical ,of 
Pioneer spacecraft. Data type is also controlled and veri- 
fied by the TCP during SSA initialization. The output of 
the data-type selector is a serial symbol stream, or serial 
data as denoted on the block diagram. 
The data output buffer accepts the serial data stream 
and loads a register for parallel transfer to the TCP 
as a data word. The length of this word is adjustable 
at any time by the TCP (i.e., in real time) as an aid in 
finding frame synchronization. When the data word is 
full, Le., it contains the number of symbols indicated 
by the word length control, an interrupt is generated 
to alert the TCP and that data word is transferred to a 
holding register, thus allowing the computer a full word 
time to input the data. 
The other users of the data, the BDA and the con- 
volutional decoder assembly (CDA), do not require a 
symbol stream or a parallel data word, but use instead 
only the symbol value, as indicated on the block diagram. 
Additional processing is done on the data stream by 
the SSA in the SNR statistics accumulator and the symbol 
error accumulator. The SNR statistics accumulator accepts 
the symbol value, generates the absolute value (ABS) 
and the square of the symbol value (SQ), and then sums 
each of these cumulatively over a predetermined number 
of samples. The number of samples is another TCP con- 
trolled parameter and is also variable in real time. The 
actual number selected is a function of the symbol rate 
and how often a SNR calculation is required opera- 
tionally. When the selected number of samples has been 
taken, an interrupt is generated to alert the TCP to read 
XABS and XSQ, as indicated on the block diagram. 
Similar to the data word transfer, these values are trans- 
ferred to holding registers to allow the TCP sufficient 
time for input. 
The symbol error accumulator is used in evaluating 
or checking the performance of the SSA. A data stream 
is generated in an external test device or assembly. This 
data stream is the bit error rate (BER) data input shown 
on the block diagram. The same data stream is also fed 
into the input of the SSA after first being mixed with 
a known amount of noise. The serial data stream pro- 
duced by the normal operation of the SSA is then com- 
pared symbol for symbol with the BER data, and an 
error tally is accumulated over a preselected number of 
symbols (the sample length). The sample length is a 
real-time adjustable parameter by the TCP computer, 
but in this case “real-time” refers only to a test mode 
condition. During operation, the computer will disable 
the operation of the symbol error accumulator. Similar 
to the SNR statistics accumulator, the symbol error accu- 
mulator generates an interrupt and stores the error 
tally upon completion of each sample length accumulation. 
Symbol tracking loop subassembly. The selected input 
data or symbol stream is fed into an integrate-and-dump 
and A/D converter pair analogous to the data channel. 
The phase channel, however, does not integrate over the 
entire symbol period, but integrates instead for only one 
fourth of the symbol time. If the loop is in lock, the inte- 
gration will occur symmetrically about a symbol transi- 
tion point. Thus, if we assume a transition in the symbol 
stream, the integral will = 0. If the loop is not in lock, 
the integral will be asymmetric about the symbol transi- 
tion and will be some finite value whose magnitude is 
proportional to the asymmetry. If, however, a transition 
in the symbol stream did not occur, the phase integral is 
meaningless. The A/D converter then digitizes the inte- 
grator voltage at the end of the integration time. The 
integrator time constant and gain are controlled and 
verified by the TCP during initialization. 
The phase information gate, by comparing the proper 
pair of sequential symbols, determines if the phase 
information from the A/D converter is meaningful or 
not, i.e., whether a transition occurred or not during the 
phase integral. If a transition did indeed occur, the phase 
information is accepted. If a transition did not occur, the 
A/D value is ignored and zeros are substituted for 
the A/D output. 
The loop bandwidth control and the phase error inte- 
grator make up the loop flter. There are two loop 
bandwidth ranges, and three sub-ranges within each 
range, or a combination of six possible bandwidths. 
There are two paths for the phase data in the loop filter, 
the direct path and the integrated path. The integrator 
is a large binary accumulator into which is continuously 
added the instantaneous phase errors of each symbol 
time. A composite phase-error signal (number) is then 
achieved by adding the direct and the integrated values. 
The effect of any given bandwidth selection is to properly 
steer or scale the additions into the integrator and the 
addition of the composite phase-error signal or number. 
The loop range and sub-range are both controlled and 
verified by the computer, the loop range during initiali- 
zation, and the loop sub-range in real time during 
acquisition. 
The D/A converter accepts the numerical value of the 
phase error and converts t h i s  value into an error voltage 
used to control the frequency synthesizer (or VCO) by 
varying the frequency of the search oscillator. The center 
frequency of the synthesizer is controlled by the com- 
puter during initialization and monitored through the 
output of the frequency counter. Search decade selection 
is a function of the loop range selected. Accuracy of the 
synthesizer center frequency is guaranteed through an 
external 5-MHz reference from the frequency and timing 
subsystem. 
The timing generator converts the output of the 
synthesizer into a set of properly sequenced signals to 
control the timing of the integrators, dump circuits, and 
the A/D and D/A converters. 
Thus, to summarize briefly, the symbol tracking loop 
operates as follows: an error between the timing- 
generator-predicted symbol transition time and the actual 
transition time causes a non-zero output from the phase 
channel A/D converter. The resulting error voltage causes 
the frequency synthesizer output to vary, which in turn 
will advance or retard the timing signals being generated 
by the timing generator, thereby iteratively reducing the 
error until the phase integral is zero. 
It is clear at this point that the direct path in the loop 
filter corrects for instantaneous or phase errors while the 
integrated path corrects for frequency or other systemic 
errors. A perfect frequency prediction, in a perfect sys- 
tem, will result in a zero value in the integrator after 
sufficient time. Any non-zero value in the integrator, 
again after sufkient time, is an indication of some form 
of systemic error. The value in the integrator is available 
to the computer to aid in determining frequency predict 
offsets. 
Monitor and control. The TCP computer can control 
the SSA in two ways: (1) in non-real-time for initializa- 
tion, which causes the SSA to reset internal registers to 
zero (such as the phase error integrator) in preparation 
for a new tracking mission, and (2) in real-time for those 
parameters that it is desirable or necessary to change 
while the SSA is processing ’data, such as acquisition 
during which the loop sub-range is stepped down. All 
SAA controls are handled through EOM/POT computer 
 instruction^.^ 
Inputs to the computer are of three general types: 
(1) data, including statistics or BER tally, (2) verification 
or monitor information, such as integrator time constants, 
frequency, etc., and (3) status, such as a data word is 
ready for transfer, or an alarm has occurred, etc. Inputs 
to the computer are handled through EOM/PIN instruc- 
tions: for parallel transfer of a 24-bit word; SKS in- 
struction~,~ through which the computer can interrogate 
the SSA as it desires; and interrupts, which require the 
computer to respond immediately to the SSA. A monitor 
panel is included in the SSA design to display such 
3EOM/POT = energize output M/parallel output. 
‘EOM/PIN = energize output M/parallel input. 
‘SKS = skip if external signal not set. 
parameters as which input has been selected, power 
on-off status, etc., to aid the operator in the event of a 
malfunction in the SSA or its interfaces. 
c. Analysis of SSA symbol tracking 100p.~ The symbol 
synchronizer assembly (SSA) performs symbol synchroni- 
zation and detection of a binary non-return-to-zero noise- 
corrupted data signal, and is capable of operating over 
a wide range of symbol rates and signal-to-noise ratios. 
Synchronization is performed by a phase-lock loop, with 
the loop filter implemented in digital logic circuitry 
operating on sampled data inputs. 
In the following discussion, the loop is characterized 
and mathematically modeled. Sources of .potential signal 
degradation by the SSA are identified and evaluated. The 
design goal is to obtain signal degradation of less than 
0.1 dB for coded data at signal-to-noise ratios of -4.3 dB 
in a noise bandwidth equal to the symbol rate. The 
analyses indicate that this goal may be closely approached 
for signals of adequate stability. 
Bit timing loop functional description. The SSA per- 
forms symbol synchronization and detection of a noise- 
corrupted binary non-return-to-zero data signal. The data 
signal normally is supplied by the subcarrier demodulator 
assembly (SDA). 
The SSA is controlled by the telemetry and command 
processor computer (TCP). Symbol rates of 5.6 to 250,000 
symbols/s can be accommodated with input signal-to- 
noise ratios (in a bandwidth equal to the symbol rate) 
as low as -5  dB. The SSA output is a sequence of 12-bit 
binary words, representing the integral of the input 
signal for each symbol. For uncoded data, this output 
is supplied to the TCP. For coded data, the output goes 
to the block decoder assembly (BDA) or the convolu- 
tional decoder assembly (CDA), depending on the type 
of coding. 
A block diagram of the SSA symbol timing and detec- 
tion circuitry is shown in Fig. 15. The input noise- 
corrupted signal from the SDA is applied to the gain- 
controlled amplifier at a nominal signal level of 70.7 mV 
peak, The gain of this amplifier is set by the TCP, to 
provide fine control of the integrator gains. The output of 
the gain-controlled amplifier is supplied to three integrate- 
and-dump circuits, two of which perform data detection, 
the third providing phase-error information. 
'Prepared by F. K. Reed, Sr., project leader, Motorola Government 
Electronics Division, Scottsdale, Arizona (JPL Contract 952669). 
Two data channels are provided to enable one integrate- 
and-dump circuit to integrate over the duration of each 
symbol, while the other circuit is being dumped. The 
outputs of the data channel integrate-and-dump circuits 
are applied to sample-and-hold amplifiers, following 
which they are converted into 12-bit binary words. The 
analog-to-digital (A/D) outputs are multiplexed, so that 
the sequence of digital words at the output of the SSA 
corresponds to the sequence of symbols. 
The integrate-and-dump circuit in the phase channel 
integrates for one fourth of the duration of a symbol, 
with the timing such that the bit transition occurs at the 
center of this aperture. Consequently, under noiseless 
conditions, the output of the phase channel integrate- 
and-dump circuit will be zero if there is a bit transition, 
with zero timing error. Timing errors will produce posi- 
tive and negative outputs, depending on the algebraic 
sign of the timing error, and the direction of the transi- 
tion from one symbol to the next. These outputs are 
applied to a sample-and-hold amplifier, then digitized to 
5-bit words. The phase information gate utilizes the out- 
put of the data channels to determine whether a transition 
was present, and if so, whether it was positive or nega- 
tive. If a transition has occurred, the output of the 
phase-channel A/D converter is gated into the loop 
bandwidth circuitry. The algebraic sign of the 5-bit word 
is reversed for transitions of one direction, or left as is 
for transitions of the opposite direction. If no transition 
has occurred, the data is inhibited from entering the loop 
bandwidth control. 
The loop bandwidth control is configured by the TCP, 
and provides the capability to change loop bandwidths 
during acquisition and tracking. This is accomplished by 
changing the scale factors of the data as it enters the 
digital loop filter. The output of the digital loop filter 
(consisting of the loop bandwidth control, the phase error 
integrator, and the adder) is applied to a D/A converter, 
the output of which drives a gain-controlled amplifier. 
This amplifier is controlled by the TCP, providing fine 
adjustment of the loop gain to maintain proper loop 
characteristics for different symbol rates. 
The output of the gain-controlled amplser is applied 
to the frequency-synthesizer search oscillator input. The 
frequency synthesizer serves the function of the voltage- 
controlled oscillator in the bit timing loop. The search 
oscillator sensitivity is controlled by the TCP, in decade 
steps, to provide course control of the loop gain over the 
broad range of symbol rates to be accommodated. The 
center frequency of the synthesizer is also set by 
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Fig. 15. SSA timing loop 
the TCP. The output of the frequency synthesizer drives 
the timing logic of the loop, which controls the timing 
of the integrate-and-dump circuits, and supplies clock 
signals to the logic circuits in the bit timing loop. These 
clock signals are synchronous with the incoming symbol 
stream when the loop is in-lock. The timing logic also 
supplies the signal to a frequency counter which provides 
a measurement of the symbol rate. The synthesizer 
output frequency is eight times the symbol rate. 
In addition to the data outputs of the SSA, two outputs 
are provided to give statistics on the signal and noise 
levels of the incoming symbol stream. These statistics 
are the sum of the absolute values of the data channel 
output, and the sum of the squares of the data channel 
output. These sums are accumulated, and supplied to 
the TCP to provide information about the estimated 
signal-to-noise ratio of the signal, in addition to providing 
loop “in-lock” information. 
Bit timing loop transfer function. Figure 16 shows the 
model of the loop in a form convenient for analysis. 
The variables $% and 0, are the “phases” of the incoming 
signal and the timing reference, respectively, at the end 
of the nth symbol. The variables u,, t ~ ~ ,  and w, are in 
ERROR 
INTEGRATOR 
digital form. In the analysis, a scaling convention is 
adopted such that the binary point of these digitized 
variables is to the left of the most significant bit (exclud- 
ing the sign bit). Two’s complement arithmetic is used. 
The phase detector gain K D  is a function of the signal 
level, the integrator gain, the phase error, the integrate- 
and-dump “window” width and the input signal-to-noise 
ratio. Details are given in SPS 37-53, Vol. 11, pp. 51-53. 
For small phase error, with additive gaussian noise, the 
dependence of the phase detector gain upon the input 
SNR is given by 
gain under noisy conditions 
gain under noiseless conditions A =  = erf (R%) 
where the signal level is constant, 
R = SNR in bandwidth equal to symbol rate 
and 
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The phase channel integrator is not active for the entire 
symbol duration. Rather, it integrates for a time WT,, 
where W < 1. T ,  is the symbol duration. The factor W 
is termed the “fractional window width  and is equal 
to ?4 in the SSA loop. It is convenient to define a constant 
H D  as the ratio of the maximum integrator output under 
noiseless conditions to the full-scale A/D converter level. 
The maximum integrator output occurs when its window 
is entirely within a symbol. The phase detector sensitivity, 
then, is given by 
The remaining constraints in Fig. 16 are self explanatory. 
2-phm. The bit timing loop is essentially a sampled 
data system. Consequently, a rigorous development of 
the loop transfer function involves 2 transform tech- 
niques, with the resulting transfer function in the 2-plane. 
This is accomplished by applying the usual techniques to 
the equations on the left-hand side of Fig. 16, giving 
Mi - 1- - z  
2 
M i  - M z  H ( 2 )  = 
z2 - 2 3  M i  1’ ( M I  - M , ) G  (Mi - M z ) G  + 1 - [ (Ml - M 2 ) G  MI -M 2  
where O ( 2 )  and *(Z) are the 2 transforms of 6, and &, 
respectively, and 
The response (amplitude and phase) of the loop to a 
sinusoidal input 
& = A exp ( jmT,)  
is found by substituting 
2 = exp ( j w T , )  
into H(2). 
S-pZune. Although the 2-plane loop transfer function 
provides a valid definition of loop behavior, it is incon- 
venient to relate the 2-plane transfer function to con- 
ventional phase-lock loop theory. Since the symbol rate 
in the SSA is always much greater than the loop band- 
width (the widest nominal loop bandwidth is 2% of the 
symbol rate), the loop transfer function can be very 
closely approximated’ by considering the signals through- 
out the loop to be continuous functions of time, and by 
‘This is confirmed by actual computations of the loop transfer func- 
tion versus frequency. In the widest bandwidth of the SSA at strong 
signal, the S-plane transfer function provides results which are 
within 0.5 dB of the 2-plane transfer function. The agreement is 
much better for the narrower bandwidths. 
applying the usual Laplace transform techniques. Using 
the equations on the right-hand side of Fig. 16, the loop 
transfer function (S-plane) is found to be 
This is the transfer function of a second-order phase-lock 
loop with perfect integrator. 
The loop natural frequency w,, damping factor 5, and 
two-sided noise bandwidth wL (equal to 2pL of older 
notation) are then given by 
on 
WL = O y  + - 
45 
(4) 
There are six loop bandwidth settings in the SSA. In 
each setting, the loop bandwidth is nominally a constant 
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Fig. 16. SSA timing loop analytical model 
Range 
0 
0 
fraction of the symbol rate. These six settings are di- 
vided among two ranges, each of which is further 
divided into three sub-ranges. The nominal percentage 
loop noise bandwidths wL T ,  are: 
Sub-range 
Wide Medium Narrow 
2% 0.5% 0.125% 
0.2% 0.05 % 0.0125% 
The loop design equations can be written from Eqs. 
(4), (5), and (6). For g = (2)%/2, we get 
Two practical constraints prevent us from attaining 
(1) We wish the factors M, and M, to be powers of 
1/2, so that the multiplications can be performed 
by binary shifts. 
(2) We wish the loop gain G,Ts to be the same for all 
sub-ranges within each range, so that switching 
the exact values defined by Eqs. (7) and (8): 
among sub-ranges within a range (during the 
acquisition procedure) can be done without throw- 
ing the loop out of lock. 
Consequently, it is necessary to make some compro- 
mises in the loop parameters, as indicated by Eqs. (7) 
and (8). These compromises result in loop bandwidths 
and damping factors being somewhat different from the 
nominal design goals. Table 6 gives the actual loop 
parameters for the six nominal loop bandwidth settings. 
Variations in loop gain. The loop characteristics are, 
of course, dependent upon the loop gain factor G1, which 
is proportional to the product of the gains of the inte- 
grators, the variable gain amplifiers, the VCO sensitivity 
(frequency synthesizer search oscillator), and the input 
signal level. 
To attain the design loop characteristics, it is neces- 
sary that G ,  varies inversely with the symbol rate in each 
of the bandwidth settings. This is accomplished by fre- 
quency division of the VCO output in decade steps as a 
course control. Fine control is accomplished by the gain- 
controlled amplifier, which is switched in ten logarithmic 
steps, covering a decade range. At the edge of each step, 
then, the gain is ,1 dB of the design goal. 
The integrator gains vary in inverse proportion to the 
signal level at their input, for a given integrator time 
'1 29 
constant. Compensation for this effect is accomplished 
by switching the integrator time constants in decade 
steps, with fine adjustment provided by controlling the 
integrator input level by the gain-controlled amplifier 
at the input. Again, ten logarithmic steps are provided 
covering a decade range. There is, therefore, a variation 
of rtl dB in the “phase detector” gain KD, which adds to 
the +1-dB effect from the other variable gain amplifier. 
In addition, the input signal level may be rt3 dB from 
nominal, resulting in a worst-case variation in loop gain 
of +5 dB from these three causes. Gain tolerances of 
the components will produce additional errors. 
Integrators. 
Gain unbalance. The data channel utilizes two integrate- 
and-dump circuits such that successive symbols are pro- 
cessed alternately by the two circuits. The gains of the 
two circuits will not be precisely the same, but may differ 
by a few percent. This will not affect the error rate for 
uncoded data, because only the polarity of the output is 
used for decisions. For coded data, however, the mag- 
nitude is also utilized, so that degradation is produced 
by gain unbalance between the integrators. 
The performance degradation for block codes due to 
gain unbalance is analyzed later under Gain unbalance 
analysis, but the resulting equations have not yet been 
evaluated, due to the large amount of computation re- 
quired. Effects on convolutional coding have not been 
analyzed because of the complexity and lack of detailed 
information about the decoders. 
As shown in the analysis, gain unbalance in the inte- 
grators not only degrades the signal-to-noise ratio, but 
also affects the correlation properties of the block-coded 
data. For a given transmitted code word, gain unbalance 
will not only decrease the correlation of the resulting 
signal with that word in code dictionary, but will intro- 
duce a spurious signal which correlates with some other 
word in the dictionary. In addition, the correlations of 
the noise component of the signal with various words 
will no longer be statistically independent. 
Figure 17 shows the model which was used for the 
analysis. The noisy signal is applied to an ideal integrate- 
and-dump circuit, the output of which is applied to two 
amplifiers of voltage gains G, and G,. The output symbol 
integrals are taken alternately from the two amplifiers. 
Normalizing to set the average gain to unity, 
= 1  Gi + Gz 2 
We then define the differential gain: 
(9) 
For the short biorthogonal block code (dictionary of 
32 words 16 symbols in length), the probability of cor- 
rectly decoding a word is given by Eq. (65) (see Gain 
unbalance analysis): 
Q = la A X )  p1 ( x )  [~~(x)i7 dx (11) 
where 
x + g + r(x - 1) 
(e)%, (1 - r2ya 
1 1  ( x  - 1)2 x - g - r(X - 1) 
P(X) P d x )  = 2 (2,)’%, exp [ - 2 u; 3 {e$ (2)%, (1 - r2)“ 
s2 + t2 - 2rst 
dsdt 2,u; (1 - r , y  P 2 ( 4  = 
1 
u2 = - 
32R 
(13) 
If we assume the gain unbalance is small, we can make 
the following approximations: 
R = SNR in bandwidth equal to bit rate 
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Table 6. SSA loop characteristics 
0.997E-03 
0.797E-02 
0.997E-02 
0.427E-03 
0.386~-03 
0.7899367 
0.620E-03 
1.0103169 
0.493E-03 
Parameter' 
0.997E-03 
0.797E-02 
0.997E-02 
0.1 07E-03 
0.964E-04 
0.7899367 
0.1 55E-03 
0.1 23E-03 
1 .Ol03169 
Nominal WL T. 
Hil  
Thresholdb gain/strong signal gain 
Mi 
MZ 
K, Kv at 
1.25 symbolfs 
10.0 symbol/s 
12.5 symbol/s 
Thresholdb 
WL T s  
WN T. 
I; 
WL T e  
WN TI 
s 
Strong signal 
Wide 
sub-range 
0.200E-01 
0.5000000 
0.6113210 
0.250E-00 
0.391 E-02 
0.997E-02 
0.797E-01 
0.997E-01 
0.200E-01 
0.1 95E-01 
0.6244998 
0.277E-01 
0.250E-01 
0.7987257 
Medium 
sub-range 
0.500E-02 
0.5000000 
0.61 1321 0 
0.625E-01 
0.244E-03 
0.997E-02 
0.797E-01 
0.997E-01 
0.500E-02 
0.488 E-02 
0.6244998 
0.694E-02 
0.624E-02 
0.7987257 
Narrow 
sub-range 
0.1 25E-02 
0.5000000 
0.6113210 
0.1 56E-01 
0.153E-04 
0.997E-02 
0.797E-01 
0.997E-01 
0.1 25E-02 
0.1 22E-02 
0.624499a 
0.1 73E-02 
0.1 56E-02 
0.79a7257 
Wide 
sub-range 
0.200E-02 
0.5000000 
0.6113210 
0.250E00 
0.244E-03 
0.997E-03 
0.797E-02 
0.997E-02 
0.1 71 E-02 
0.154E-02 
0.7899367 
0.24a~-c12 
0.1 97E-02 
1.0103169 
Medium range 
Narrow 
sub-range 
Medium 
sub-range 
aT8 = symbol length, I; W N  = loop natural frequency, rad/s; WL = loop noise bondwidth ( 2 0 ~ ) ;  H D  p: (phose-channel integrator output at mid-bit, no noise)/(full-scale A/D 
converter); KQ = gain of variable gain amplifier, assuming 10-V full-rcole D/A converter; Kv = synthesizer VCs sensitivity (after frequency division), Hz/V. 
"Threshold defined as -4.3-DB SNR (one-sided noise) in bondwidth equal to symbol rate. 
The probability of correctly decoding a word is then, 
approximately, 
where up is given by Eqs. (14) and (16). 
The equivalent signal-to-noise ratio degradation is, 
from Eq. (14): 
- = l + g Z  U2 
ff; 
For a gain unbalance of 5%, 
- _  G1- 1.05 
G2 
g = 0.025 
(21) -- - 1.000625 + 0.027 dB 
U2 
4 
Due to the approximations, this figure is probably some- 
what optimistic. At any rate, it appears that the degrada- 
tion due to gain unbalance is within tolerable bounds, 
provided the gains of the two channels are within 5% 
of each other. 
DC offsets. Since the SSA is dc-coupled at its input, 
any dc offset will affect performance. An estimate 
(somewhat pessimistic) of the data degradation can be 
obtained as follows: 
A small dc unbalance will have the effect of increasing 
the mean integrator output for symbols of one polarity, 
while decreasing the mean for symbols of the opposite 
polarity. A conservative estimate of the performance 
degradation is easily found by considering the means 
of all symbol integrals to be decreased by the amount 
SYMBOLS 
+ NOISE 
IN 
SYMBOL 
INTEGRALS 
OUT 
Fig. 17. Data-channel-integrators equivalent circuit 
for gain difference analysis 
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of the offset. This is equivalent to decreasing the signal 
level (but not the noise) by the same proportion, e.g., a 
dc unbalance equal to 1% of the signal is conservatively 
estimated to produce a degradation equivalent to a 
decrease in signal voltage of 1%, or about 0.09 dB. 
Consequently, it is desirable to maintain the dc offset 
to considerably less than 1% of the signal level. 
There are four major contributors to the total SSA dc 
offset. These are: (1) offset of the input signal, (2) the 
variable gain amplifier, (3) the integrator amplifier, and 
(4) the integrator dump characteristics. 
The offset of the input signal is determined by the 
characteristics of the SDA, which is not a part of the 
SSA. The worst-case input signal level to the SSA is 
50 mV peak. Therefore, the offset should be kept to 
considerably less than 0.5 mV. 
The dc balance of the variable gain amplifier and the 
integrator amplifier are adjustable to provide essentially 
zero offset. Variations with temperature and aging can 
be expected to cause some offset from these sources, 
however. The worst-case input signal level to the variable 
gain and the integrators are approximately 50 and 40 
mV, respectively. Consequently, the offsets (referred to 
amplifier inputs) should be kept to well under 0.4 mV. 
This will probably require periodic adjustments during 
the early part of equipment life. 
The integrator dump switch configuration is such that 
a small residual charge is left on the integrator capacitor 
after dump. This charge is negligible for low symbol 
rates, but is equivalent to a 30-mV (maximum) offset at 
the integrator output in the highest symbol rate range 
(125,000 to 250,000 symbols/s). The worst-case signal 
level at this point is approximately 2.3 V, so that a 
degradation of about 0.1 dB is expected from this cause, 
for the highest symbol rate range. The degradation is 
much less for symbol rates less than 125,000 symbolds. 
Incomplete dump. Any residual charge remaining on 
the integrator capacitor will degrade system performance 
to some extent. A residual charge may result from dc 
offsets in the amplifiers, as discussed previously, from 
insufficient time for dump such that complete discharge 
does not occur, or from dielectric relaxation effects. 
The RC time constant of the dump circuit is less than 
1% of the symbol length, which is certainly more than 
sufficient for complete capacitor discharge. 
Dielectric relaxation effects result when a voltage has 
been applied to a capacitor for extended lengths of time. 
Some of the charge migrates into the bulk of the dielec- 
tric, with the result that when the voltage is removed 
and the capacitor discharged, it may take considerable 
time to completely remove the charge which has migrated 
into the dielectric. 
This effect is usually significant only when the capaci- 
tor is charged for much longer periods of time than occur 
in the SSA. Moreover, the type of integrator capacitors 
was chosen such that the dielectric is comparatively 
immune to this effect. 
Signal feedthrough during dump. The integrate-and- 
dump equivalent circuit is shown in Fig. 18. Switch S1 
is open during integration and closed during the dump. 
Resistance R, is the series resistance of the switch and 
is estimated at 5 Q worst case. 
The time constant R,C is less than 0.25% of the 
symbol length in all cases, so essentially complete dump- 
ing of the capacitor charge is assured. 
The signal, however, is applied to the circuit during 
the dump, as well as during integration, resulting in 
some “feed through” of the signal to produce a net 
charge on the capacitor at the beginning of the next 
integration. The resulting voltage is summed with the 
following symbol integral, causing the output to be in 
error. This voltage will consist of two components, one 
resulting from the signal, the other from noise. 
Considering first the noise component, we can deter- 
mine the resulting degradation by finding the variance 
of the integrate-and-dump output at the end of the 
dump, and comparing with the variance (from the noise 
component) at the end of the integration. 
The transfer function of the integrate-and-dump circuit 
(Fig. 18) for the integration can be shown to be 
1 
sR,C Hl(s) = - [ 1 - exp ( - sT, ) ]  
R I  
IN B O U T  
. 18. ~ n t e ~ ~ a t e - a n ~ - ~ u m p  eq ivalent circuit 
13 M M A ~ ~  37-61, V 
During dump, the transfer function is 
R2 
HD(s) Rl( 1 + sR,C) 
The noise power (variance) at the output is given by 
for white noise at the input with one-sided spectral 
density number. 
Performing the indicated integrations, we find the noise 
power P D  at the end of the dump, and PI at the end of 
the integration to be 
Since the noise powers add, the noise variance is 
increased by the factor 
In the worst-case configuration, 
producing a 0.01-dB degradation. 
The ratio of the signal component voltage at the end 
of dump to that at the end of integration is found to be 
Thus, the spurious component S D  is 53.7 dB below the 
desired component in the worst-case configuration. 
Comparison with digital dump. The Mariner Mars 1969 
telemetry system utilized a “digital dump,” rather than 
a true integrate-and-dump circuit as is utilized in the 
SSA. This consists of a simple RC integrator, the output 
of which is sampled and digitized at the end of each 
symbol. The symbol integral is then estimated from 
successive samples by computing the estimator: 
Z(kT,) = Y(kT,) - Y(kT,  - T,) exp - - ( 22 
where Y(kT,)  is the RC integrator output at the end of 
the kth symbol, and RIC, is the integrator time constant. 
The advantage of this technique lies in the fact that 
it is not necessary to electrically dump the charge on 
the capacitor. Consequently, only one integrator is re- 
quired, rather than three as in the SSA. 
This advantage is obtained at the expense of Ioss of 
effective resolution of the digitized symbol integrals, 
however. For sufficient accuracy of the digital dump, 
the integrator time constant must be at least three times 
the symbol length. A long integrator time constant, how- 
ever, causes the integrator output voltage difference from 
symbol to symbol to be small compared with the maxi- 
mum output voltage to be expected. Since the symbol 
integral is computed as a weighted difference of the 
voltages after successive symbols, while the A/D con- 
verter must be capable of digitizing the maximum RC 
integrator output, better A/D resolution (more bits per 
sample) is required as the ratio of time constant to bit 
length increases, if the same effective resolution of the 
symbol integral is to be maintained. 
The SSA is required to handle symbol rates from 
approximately 5.6 to 250,000 symbols/s. If integrator 
time constants are available to handle decade ranges of 
symbol rates, as in the case in the SSA implementation, 
the worst-case effective resolution for a digital dump 
would be about three bits worse than for the true 
integrate-and-dump, as implemented in the SSA. 
The primary advantage, however, for using a true 
integrate-and-dump for the SSA application is the saving 
in logic hardware that results for the broad range of 
symbol rates which must be accommodated. The Mariner 
Mars 1969 system utilizes a general-purpose computer 
to perform the computation of the symbol integral esti- 
mate, and is limited to lcw symbol rates. The high 
symbol rates to be handled by the SSA preclude the use 
of a general-purpose computer to perform this function. 
Rather, special-purpose, high-speed logic would be re- 
quired. To perform the necessary multiplication in the 
symbol integral estimator, the multiplier must perform 
250,000 multiplications/s at the maximum symbol rate, 
which would require either a largely parallel multiplier 
configuration, or ultra-high-speed emitter-coupled logic. 
Moreover, the coefficient of the multiplier is a function 
of both the symbol rate and the ratio of symbol rate to 
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integrator time constant, so that provision would have 
to be made for determining the appropriate coefficient 
for various symbol rates. 
Phase channel quantization effects. The data channels 
of the SSA bit timing loop utilize 12-bit analog-to-digital 
converters at the integrator outputs. The phase channel, 
however, utilizes a 5-bit (4 bits plus sign bit) converter. 
Simulation has shown this to produce negligible degra- 
dation from the theoretical continuous quantization cases 
with the quantization step size equal to 0.1 rad. 
To avoid the deadband effect under fairly strong signal 
conditions, it is necessary to inhibit the zero output of 
the converter. If the zero output were not suppressed, 
the phase could “wander about” within the zero-level 
quantization range (rt0.05 rad) under strong signal con- 
ditions, and no error signal would be produced. The zero 
level is inhibited by detecting (independently of the 
A/D converter) the polarity of the signal to the A/D 
converter input. If the A/D converter output is zero, 
the data is set to plus or minus the smallest level of 
quantization, depending upon the polarity of the A/D 
converter input signal. This tends to linearize the phase- 
detector output about the zero quantization level. 
Since the A/D converter has one more quantization 
level for negative inputs than for positive inputs, the 
most negative level is inhibited (by incrementing the 
data by one quantization step) to produce a symmetrical 
response. 
Data degradation from tracking loop effects. The 
quality of the detected data from the SSA is affected by 
timing (phase) errors in the symbol timing loop. The 
effects are somewhat different for coded and uncoded 
data, since the magnitude and sign of each symbol inte- 
gral are utilized in the decoders, whereas only the sign 
is utilized for uncoded data. The degradation equations 
are developed for both cases, but the results are shown 
only for the coded case, since computations have shown 
that the degradations are very nearly equal in the range 
of parameters of interest here. 
Two types of timing error are considered here. First, 
a time varying phase error results from the noise content 
of the input signal. Second, a relatively static phase error 
may be present due to signal doppler effects. A time 
varying input frequency (doppler rate) will produce a 
phase error, but it should be noted that a constant fre- 
‘Hurd, W.  J., Inter-ofice Memorandum 331-69-421, Mar. 20, 1969 
(JPL internal document). 
quency (symbol rate) offset due to doppler will not 
produce a phase error, since the loop employs what is 
essentially a perfect integrator. 
Phase error due to noise. The noise two-sided spectral 
density at zero frequency is given by Hurd and Ander- 
son (SPS 37-53, Vol. 11, pp. 51-53): 
S(0) is the equivalent phase noise spectral density at the 
input to the loop, assuming 50% data transitions with 
small timing error. The variance of the loop phase error 
is found by multiplying by the loop noise bandwidth. 
In addition, the signal power in the loop is effectively 
suppressed by the factor A? (see Bit timing loop transfer 
function). The variance of the phase error, then, is 
given by 
Phase error due to doppler rate. The phase error pro- 
duced by a constant doppler frequency rate is given by 
27r df 
911 = - 
w, dt  
where w t  is given by Eq. (4) and df/dt  = rate of change 
of frequency, in Hz/s. 
If we define the fractional doppler rate as 
D = T s -  d f  
dt  
then 
(33) 
Note that the phase error for a given fractional doppler 
rate and percentage loop bandwidth setting varies in- 
versely as the symbol rate. 
Coded data degradation. The measure of degradation 
of coded data by loop timing errors will be taken here 
as the signal-to-noise ratio of the symbol integrals with 
timing errors, to the signal-to-noise ratio were there no 
timing errors. The signal-to-noise ratio is defined as the 
ratio of the square of the mean to the variance of the 
symbol integrals. 
For small phase errors, the variance of the noise com- 
ponent of the integrator output is essentially unaffected 
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by the errors. The signal component tends to be sup- 
pressed, however, depending upon the presence of sym- 
bol transitions. Assume that the symbol to be detected 
is a “1” and that gains are normalized such that the 
signal symbol integral is unity if timing is perfect. The 
signal component u of the integrator output then depends 
upon the preceding and following symbols and upon the 
algebraic sign of the phase error. There are four possible 
cases: 
Case 
A 
B 
C 
D 
Preceding 
symbol 
Following 
symbol 
Integrator output, 
signal component 
where 
k, (x) = 0, x < o  
= 1, x > o  
We shall assume these four cases to be equally probable, 
and compute the integrator signal component output, 
averaged over the four cases. The square of this average 
is, then, the data degradation g. 
The phase error will be assumed to be gaussian with 
mean 6, equal to (bo of Eq. (33), and with variance u given 
by Eq. (30). The probability density function of 4 is then e: 
We require the following averages for the four cases 
presented above: 
Note that 
E{ 19 I >= E{+S-1(4)1 + E{9S-1(-+)} (38) 
as we would expect. 
Considering the four cases to be equallyprobable, we then find the average integrator signal component output U to be 
Solving the integrals of Eqs. (36) and (37), substituting into Eq. (40), and some algebraic manipulation yields 
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where a9 is given by Eq. (30),and 5 equals +D of Eq. (33). 
If there is no phase offset 4 due to a doppler rate, this 
reduces to 
The degradation of the data [ is given by 
5 = ($2 (43) 
Uncoded data degradation. In the case of uncoded data, 
the degradation in error rate due to timing error is found 
by considering separately each of the four cases listed 
previously and averaging the resulting bit error rates. 
The equivalent degradation in signal-to-noise ratio is then 
found by computing the SNR which would produce this 
bit error rate, and dividing this SNR by the input SNR. 
The mean integrator outputs (signal component) for the 
four cases are: 
Then the equivalent signal-to-noise ratio degradation is 
+ erfc (Go R-) + erfc (UD R-)I}’ (48) 4 4 
Computations have shown this degradation to be very 
nearly the same as for coded data over the practical 
range of iriterest for the SSA. 
Degradation curves. Computations of predicted coded 
data degradation were made for the six bandwidth set- 
tings of the SSA. These were made for nominal loop gain 
constants, as well as for gains at zk5 dB from nominal. 
This allows for a +-3-dB input signal level variation, and 
an additional +-2-dB variation due to component toler- 
ances, and variation of the actual loop characteristics 
across the symbol rate sub-ranges. 
Figure 19 shows the predicted degradations under con- 
ditions of zero doppler rates. Figure 20 shows degradation 
with doppler rates typical of a planetary encounter, while 
Fig. 21 shows degradations with doppler rates typical of 
a launch phase. 
The degradation from doppler rate decreases in severity 
for higher symbol rates. 
Gain unbalance analysis. The SSA utilizes two integrate- 
and-dump circuits in the data channel. One integrator 
dumps while the other is being reset, i.e., alternate sym- 
bols are detected in alternate integrators. The effects of 
differences in gain between the two integrators are 
discussed. 
Denote the multiplexed integrator outputs for the ith 
symbol as 
xi = G,Aci + Glni, 
xi = GzAci + G’ni, 
i odd 
i even 
where 
GI and G, = gains of the two integrators 
A = signal amplitude 
ci = zk 1 = symbol value 
ni = additive noise, a random variable of 
= N0/2T,, assumed variance given by 
to be gaussian 
T, = symbol length 
N o  = one-sided noise spectral density 
Define 
Gi + Gz 
2 G =  
i Gi - Gz = GI + G, p.  = - (- q i  
The integrator outputs can then be expressed by 
x i  = G ( l  + p i g )  (Aci + ni)  (51) 
x i  = GAci + pigGAci + Gni + pigGni (52) 
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Consider the normalized case where 
A = l  
G = l  (53) 
Equation (52) then simplifies to 
Equation (54) gives the output sample value from the 
data channel multiplexer for the ith symbol as a function 
of the constant 
The first term on the right-hand side of Eq. (54) is the 
recovered data, the second term is a spurious signal pro- 
duced by the gain unbalance, the third and fourth terms 
are random noise. 
For recovery of uncoded data, we see that no degra- 
dation in performance results from gain unbalance, 
because only the sign of xi is utilized. Similarly, the 
operation of the symbol synchronizer phase-lock loop is 
unaffected. 
For coded data, however, the xi’s are digitized to 12-bit 
words for further processing, and degradations do indeed 
result from gain unbalance. 
The quantitative effects of the gain unbalance on block- 
coded data are considered. The effects on convolutional 
coded data are not considered, due to the complexity 
and lack of detailed definition at this time. 
A brief outline of biorthogonal block coding and the 
decoding procedure is in order. Two types of block codes 
can be accepted by the BDA. These differ in the number 
and length of code words and data words, viz., in one 
type, each 5 bits of data are encoded into a 16-bit coded 
word (short code). In the second type, each 6 bits of data 
are encoded into a 32-bit coded word (long code). For 
convenience, consider that the short code is being utilized, 
although the discussion also applies to the long code. 
The encoding process consists of partitioning the data 
to be transmitted into 5-bit words. Each possible 5-bit 
data word has a corresponding code word 16 symbols in 
length. (We use the words “bit” and “symbol” to differen- 
tiate between data and coded binary states, respectively.) 
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There are, then, 32 words in the code dictionary, cor- 
responding to the 32 possible 5-bit data words. The 
encoder selects the appropriate code word for each 5-bit 
data word at its input. This code word is then added 
modulo two, symbol by symbol, with a 16-symbol pseudo- 
noise sequence, and the resulting word is transmitted. 
The pseudonoise sequence provides the capability to 
recover word synchronization in the decoder, and is 
termed the "comma-free vector." 
Establish the following notation: 
bi = +-1 = the ith symbol of a code word 
vi = _+1 = the ith symbol of the comma-free vector 
ci = vibi = the ith symbol of the transmitted word 
dk,i = the ith symbol of word k in the code dictionary 
The code words have the biorthogonal property that 
the correlation between any two different words in the 
dictionary is zero, unless the words are complements of 
each other. The words in the second half of the dic- 
tionary are the complements of the words in the first 
half. Specifically, 
= -1, l = i  
= 0, otherwise 
where Gz is the number of the dictionary word which is 
the complement of the mth dictionary word. 
The transmitted sequence is : 
Assuming word sync has been achieved, the decoder first 
removes the comma-free vector from the received signal 
(consisting of 12-bit digitized samples), Eq. (54), by the 
following operation: 
xi = x i  vi (56) 
where zi is the resulting signal. Substituting Eq. (54) 
into Eq. (56), 
Noting that 
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L I) 
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-0.7 
-0.8 
-0.9 
2% 
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Fig, 21. Data degradation by SSA timing loop 
Idoppler rates typical of launch phase) 
Eq. (57) becomes 
(58) xi = bi + gpibi -t vini + gpivini 
The decoder then computes the correlation f k  of xi with 
each of the words in the first half of the code dictionary, 
with f k  computed as follows: 
l < k < 1 6  (59) 
1 
f k  = 16 Zi&,i> 
2 = 1  
These values are compared with one another, and the 
largest absolute value determined. The decoder then 
produces the recovered data word (or its complement, 
depending on the sign of the correlation) corresponding 
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to the code word producing,the largest magnitude cor- 
relation. 
Substituting Eq. (58) into Eq. (59), 
The first summation term above is the desired correla- 
tion value. From Eq. (55), its value is either plus or 
minus unity for k = m, where m is the number of the 
transmitted code word. A word will be correctly decoded 
if the remaining terms are such that I fm I > I fk I for 
all k # rn. 
The last two terms in Eq. (60) are the noise contribu- 
tion, which we will denote by pk and qk: 
1 16 
1 16 
These we assume to be statistically independent of each 
other, in the sense that 
(extension of the index i past the range 1 to 16 is to be 
interpreted as values corresponding to symbols of pre- 
ceding and following code words). From Eq. (61), and 
the fact that the dk , i  sets are orthogonal for 1 < k < 16, 
it follows that the pk are uncorrelated with one another, 
and qk are uncorrelated with one another. There is, how- 
ever, statistical dependence between the p;s and 4;s; 
indeed, each pk is equal to some 41. This comes about 
because for each word &,i in the block code dictionary, 
pidk,i is also a word in the dictionary: 
To facilitate further analysis, let us rearrange the 32 
words of the block code dictionary into four sections of 
8 words each, in such a way that the kth word in the 
second section is equal to pi multiplied by the kth word 
in the first section. Each word in the third and fourth 
section is the complement of the corresponding word in 
the first and second section, respectively. Consequently, 
let us replace dk,i by dj,k,i to represent the ith symbol of 
the kth word of the jth section of the dictionary. Then 
where 
Consequently, 
Substituting Eq. (61) into Eq. (60) and incorporating the 
change in notation, the correlations with the words in 
the dictionary are 
Now assume that the word bi is the first word in the 
dictionary: 
(No generality is lost by this assumption, because in 
setting up the sections of the dictionary, we could have 
defined any word to be dl,l,i.) 
Equation (63) then becomes 
I fl,l = 1 + Pl,? + gPz,l 
where pi,j are independent random variables of zero 
mean, and of variance 
No u2 + - 32T, 
9 40 JPb SPACE PROGRAMS SUMMARY 37-61, VOL. I I  
Correct decoding will occur if ,fl,l is greater than the 
magnitude of any other f i , k .  Let 
and correlation coefficient 
Since Pi(x) and Pj(x)  are statistically independent for 
i # j ,  the probability of correctly decoding a word is then 
given by 
Q = p(x)Pi(x)Pz(X)P~(x) . * * Ps(x) d~ Irn 
rnp(x)pl(x) [pZ(x)17 (65) 
where ~ ( f ~ , ~ )  is the probability density of fl,l. 
P2(x) is evaluated as follows. We see from Eq. (64) that 
where pl,k and p z , k  are statistically independent gaussian 
random variables of zero mean and of variance 2. fl,k 
and f z , k  are then corrdated gaussian random variables of 
zero mean, with variance 
u; = (1 + g2)a’ (67) 
Pz(x)  is then seen to be 
2,; (1 - rP) 1 s’ + t2 - 2rst 
exp ‘- 2,u; (1 - T y  P2(x) = 
-z -0 
If we define 
we get, after manipulation of Eqs. (69) and (70), 
1 - P2(x)  = 2 erfc - { [2:up1 
by integrating the joint probability density of fl,l and fz , ,  over the proper limits as follows: 
Carrying out the integration, we arrive at 
x + g + r(x - 1) ) + erf [ 1 O M u p  (1 - r’)1/2 x - g - r(x - 1) 2’/”ap (1 - r2)’/2 1 1  
1 ( x  - 1)’ 
P b )  = ovzop 2a; (73) 
and 
(74) 
x + g + T ( X  - 1) 
1 - pl(x> = +[ erfc ( 2”up (1 - r y  ) + erfc ( 2*/ZUP (1 - r?)vz  x - g - 1’ (x - 1) 
We can now evaluate Q from Eqs. (67), (69), and (73) by numerical integration. In practice, it is more convenient to 
compute 1 - Q, utilizing Eqs. (71) and (74). 
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d .  BDA functional description. The following objec- 
tives served as guidelines in formulating the block de- 
coder assembly (BDA) design: 
(4) Number of data words per 24-bit computer word 
(5) Statistics accumulation interval (511, 1023, 2047, 
(1,2,3, or 4 data words). 
Provide a real-time decoding capability for both 
16/5 and 32/6 comma-free biorthogonal block code. 
Accept the code up to 250k symbols/s. 
Provide the capability of word sync search. 
Accept initialization and controls from the TCP, 
thereby eliminating any direct manual control or 
interference. 
Provide statistical information, as correlation val- 
ues, to the TCP for signal-to-noise evaluation. 
Provide self error checking capability in the test 
mode. 
Definitions. Definitions of items used in this discussion 
are : 
Bit. This is the basic element of the data word. The 
BDA can provide either 5- or 6-bit data words. 
Symbol. This is the basic element of the block code. 
The choice of either 5- or 6-bit data words corresponds 
to 16 or 32 symbol block code words, respectively. 
Dictionary. This defines the correspondence between 
the data word and the block code word. 
Interfaces. The interfaces of the BDA in the MMT5 
are : 
Symbol synchronizer assembly (SSA). This provides 
the symbol value as 12 bits of magnitude and sign, and 
a continuous series of pulses in sync with the appearance 
of each sequential symbol value. 
Simulation converter assembly (SCA). This is for use 
in the test mode only. It provides the BDA with data 
words corresponding to the symbol stream coming from 
the SSA. 
Telemetry and command processor (TCP). This pro- 
vides initialization instructions to the BDA, and receives 
the data from the BDA. Initialization instructions con- 
sist of: 
(1) Request for word sync search. 
(2) Request for test mode. 
(3) Data word length: 5 or 6 bits. 
4095, or 8191 words). 
(6) Word error count interval (lo3, lo4, lo5, or lo6 
words). 
The TCP also receives data of three kinds under inter- 
rupt control: 
(1) Decoded data words. 
(2) Statistics as sums of maximum and also next-to- 
maximum correlation values over a specified num- 
ber of words. 
(3) Accumulated errors over a specified number of 
words in the test mode. 
Dictionary. The comma-free biorthogonal dictionaries 
are given for 32/6 and 16/5 codes in Tables 7 and 8, 
respectively. The comma-free code vectors for the con- 
version of the biorthogonal code into comma-free bi- 
orthogonzll are given in Table 9. 
32/6 code (Table 7). 
BI-ORTH = D, @D:C4 @D’,C3@D:C, @D;C, $D’,Co 
where 
D’, = D, D, and n = 0 through 4 
The D’s are the data word bits which are held statistically 
in the register for one word time. The Cn’s are the bits 
of a natural binary counter which go through a complete 
cycle during one word time. 
COMMA-FREE = CV@BI-ORTH 
where CV is the code vector output of a modified pseudo- 
noise generator. The bit sequence is shown in Table 9. 
The symbols in the dictionary and the code vector bits 
appear serially, in phase, reading from left to right. 
16/5,code (Table 8) .  All remarks under the 32/6 code 
apply here except for the following modifications: 
BI-ORTH = D, @Di C3 @DC C, $D; Ci $D’, Co 
where 
D’, = D, D, and n = 0 through 3 
Note that the 16/5 code vector is the same as the first 
half of the 32/6 code vector. 
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Table 7. 32/6 comma-free biorthogonal block code dictionary 
Data word Block code word 
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Table 7 (contd) 
3216 
1615 
Data word 
11 00 00 
11 00 01 
11 00 10 
11 00 11 
11 01 00 
11 01 01 
11 01 10 
11 01 11 
11 10 00 
1 1  10 01 
11 10 10 
11 10 11 
11 11 00 
11 11 01 
11 11 10 
11 11 11 
10 00 11 01 11 01 01 00 00 10 01 01 10 01 11 11 
10 00 11 01 11 01 01 00 
Data word 
0 00 00 
0 00 01 
0 00 10 
0 00 11 
0 01 00 
0 01 01 
0 01 10 
0 01 11 
0 10 00 
0 10 01 
0 10 10 
0 10 11 
0 11 00 
0 11 01 
0 11 10 
0 11 11 
Block code word 
00 01 10 11 10 11 11 01 10 11 00 11 11 11 01 10 
01 00 11 10 11 10 10 00 11 10 01 10 10 10 00 11 
00 10 10 00 10 00 11 10 10 00 00 00 11 00 01 01 
01 11 11 01 11 01 10 11 11 01 01 01 10 01 00 00 
00 01 01 00 10 11 00 10 10 11 11 00 11 11 10 01 
01 00 00 01 11 10 01 11 11 10 10 01 10 10 11 00 
00 10 01 11 10 00 00 01 10 00 11 11 11 00 10 10 
01 11 00 10 11 01 01 00 11 01 10 10 10 01 11 11 
00 01 10 11 01 00 00 10 10 11 00 11 00 00 10 01 
01 00 11 10 00 01 01 11 11 10 01 10 01 01 11 00 
00 10 10 00 01 11 00 01 10 00 00 00 00 11 10 10 
01 11 11 01 00 10 01 00 11 01 01 01 01 10 11 11 
00 01 01 00 01 00 11 01 10 11 11 00 00 00 01 10 
01 00 00 01 00 01 10 00 11 10 10 01 01 01 00 11 
00 10 01 11 01 11 11 10 10 00 11 11 00 11 01 01 
01 11 00 10 00 10 10 11 11 01 10 10 01 10 00 00 
Table 8. 16/5 comma-free biorthogonal block code dictionary 
Block code word 
10 00 11 01 11 01 01 00 
11 01 10 00 10 00 00 01 
10 11 11 10 11 10 01 11 
11 10 10 11 10 11 00 10 
10 00 00 10 11 01 10 11 
11 01 01 11 10 00 11 10 
10 11 00 01 11 10 10 00 
11 10 01 00 10 11 11 01 
10 00 11 01 00 10 10 11 
11 01 10 00 01 11 11 10 
10 11 11 10 00 01 10 00 
11 10 10 11 01 00 11 01 
10 00 00 10 00 10 01 00 
11 01 01 11 01 11 00 01 
10 11 00 01 00 01 01 11 
11 10 01 00 01 00 00 10 
Data word 
1 00 00 
1 00 01 
1 00 10 
1 00 11 
1 01 00 
1 01 01 
1 01 10 
1 01 11 
1 10 00 
1 10 01 
1 10 10 
1 10 11 
1 11 00 
1 11 01 
1 11 10 
1 11 11 
Table 9. Comma-free code vectors 
Block code word 
00 01 10 11 10 11 11 01 
01 00 11 10 11 10 10 00 
00 10 10 00 10 00 11 10 
01 11 11 01 11 01 10 11 
00 01 01 00 10 11 00 10 
01 00 00 01 11 10 01 11 
00 10 01 11 10 00 00 01 
01 11 00 10 11 01 01 00 
00 01 10 11 01 00 00 10 
01 00 11 10 00 01 01 11 
00 10 10 00 01 11 00 01 
01 11 11 01 00 10 01 00 
00 01 01 00 01 00 11 01 
01 00 00 01 00 01 10 00 
00 10 01 11 01 11 11 10 
01 11 00 10 00 10 10 11 
Code I Code vector I 1 
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BDA block diagram. The BDA block diagram (Fig. 22) 
shows the manner in which the BbA interfaces with the 
SSA, SCA, and the TCP. It also shows the manner that 
the various functional units of the BDA interface with 
each other. 
Symbol value input register. The symbol values appear 
serially from the SSA. Each symbol value appears as 
12-bit 2’s complement and is clocked, in parallel, into the 
register by the symbol pulse. The sign of the symbol 
value indicates whether the symbol is a zero or a one. 
The magnitude is a measure of likelihood that the sign 
is correct. The register is 15-bits long to make it com- 
patible with the cross correlator. Symbol values are 
packed toward the end of lesser significance. Values are 
shifted out of this register, in groups of three, by five 
pulses within one symbol time. 
Correlator switching control register. This is a counter 
which recycles each word time, and is the basic timer for 
the BDA. It provides the proper sequence of shifts and 
adds within the cross correlator. I t  directs the choice of 
the most probable word, and provides separation of 
words for most of the BDA functional units. 
Comma-free code vector generator. This is controlled 
by the correlator switching control register and provides 
the code vectors for both the 32/6 and 16/5 block code. 
Vector multiplier. This converts the comma-free bi- 
orthogonal code to the bi-orthogonal code by stripping 
off the code vector. It is done logically by the “exclusive 
or” operation as follows: 
BI-ORTH = (COMMA-FREE) @ (CODE VECTOR) 
I 
U 
s = 2”-‘ 
SWn IS THE nth SWITCHING BIT OF THE 
CORRELATOR SWITCHING CONTROL REGISTER 
DA block diagram 
The vector multiplier changes the sign, as may be re- 
quired, without changing the magnitude. 
The cross correlutor. The cross correlator is an im- 
plementation of the algorithm derived in “A Serial 
Orthogonal Decoder” by R. R. Green (SPS 37-39, Vol. IV, 
pp. 247-253). Each stage of the cross correlator is essen- 
tially similar to Fig. 23 in concept. The registers shown 
as R, through R, are 15-bit shift registers. The entire 
contents of a register are shifted to the succeeding reg- 
ister over one symbol time. 
The bi-orthogonal serial input must be in sync with 
the correlator switching control register. The output of 
the cross correlator will then consist of a series of corre- 
lation values corresponding to all legitimate combinations 
of symbols. Over one word time, there will be 16 values 
.put out from the fourth stage and 32 values put out from 
the fifth stage. These values will, in general, be both 
positive and negative. The correlation value of greatest 
magnitude indicates two most likely words. The sign of 
the value’ indicates which of the two is the most likely 
word. 
Code select switch. The switch provides gating, for the 
correlation value outputs, from either the fourth or fifth 
stages, depending on whether the code is 16/5 or 32/6, 
respectively. 
Determination of maximum correlation value. All cor- 
relation values are continuously compared over one word 
time. The value of greatest magnitude is chosen, and 
held in a register until the end of the word. 
Determination of next-to-muximum correlation value. 
This correlation value is determined at the same time 
that the maximum correlation value is being determined. 
It is also held in register until the end of the word. 
Most probable word detector. It is apparent that the 
correlation values correspond to certain data words as 
they appear at the output of the cross correlator. The 
most probable decode is determined by the order of 
appearance of the maximum correlation value within 
one word time. The correspondence between the maxi- 
mum correlation value and the state of the correlation 
switching control register fixes the data word. 
Word sync detector. In the case of the 32/6 code, there 
are 32 possible word frames, of which only one frame is 
the sync frame. Each one of these word frames is in- 
vestigated. The sum of 31 maximum correlation values 
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for each word frame is determined. These maxima are 
compared, and the maximum of these determines the 
word sync frame. each. 
during 1970 and 1971. This article is a general overview 
of the new displays, giving the purpose and contents of 
Word comparator. This is used only in the test mode. 
The test word from the SCA is compared with the most 
probable word determined in the BDA. Lack of cor- 
respondence between the words is noted as an error. 
Data word accumuhtor. The number of data words, 
required by the TCP, is packed into a 24-bit register, the 
contents of which are changed at intervals that depend 
on the word rate. 
Statistics accumulators. The maximum and next-to- 
maximum word correlation values are added for a fixed 
number of words, specified by the TCP, and held in 
separate %-bit registers for output to the TCP. These 
quantities are used by the TCP computer for calculating 
the signal-to-noise ratio. The contents of these registers are 
held constant until sent to the TCP. 
Error counter. Errors detected by the word comparator 
are counted by the 24-bit error counter over a fixed 
number of word times specified by the TCP. The contents 
are held constant until sent to the TCP. 
Interrupt circuits. An interrupt, corresponding to one 
of the data outputs (data word accumulator, statistics 
accumulators, error counter), is generated each time new 
data becomes available to the TCP. The data word inter- 
rupt is generated at fixed intervals. The statistics and 
error count interrupts are generated only as the informa- 
tion becomes available. If the TCP fails to make word 
data requests, the data will be lost but further interrupts 
for the word data will continue. If the TCP fails to make 
requests for statistics or word error count, the respective 
data registers will remain static and their interrupts will 
be inhibited. 
BDA data output register. This is a 24-bit register 
which gates out the quantities in the register of the data 
word accumulator, the statistic accumulators, and the 
b. Nomenclature. Volatile display is the formally 
correct nomenclature, meaning a display which is being 
continuously updated by new information replacing the 
old. However, common usage is to call these displays 
digital TVs (DTVs), since they consist of symbols and 
alpha-numeric characters displayed on a cathode-ray 
tube. A DTV is but one of several possible implementa- 
tions of a volatile display, but for JPL usage, there is no 
ambiguity in referring to computer-driven volatile dis- 
plays as DTVs, so this article will use the more familiar 
name of DTV. 
c. Format. For Mariner Mars 1969, there were five 
DTV formats: 
DSN summary. This display gave gross status of the 
DSN, showing such things as telemetry system up or 
down, modulation on or off, and information extracted 
from processing in the SFOF, such as frame sync in or 
out, spacecraft automatic gain control and static phase 
error (AGC and SPE), and tracking data quality. It could 
accommodate two deep space stations. 
Tracking system summary. This display gave detailed 
information on parameters germane to the tracking sys- 
tem, such as mean and standard deviation of doppler 
residuals, RF system status, and antenna system status. 
This covered a single deep space station. 
Telemetry and command system summary. These dis- 
plays (two identical ones) gave detailed information on 
parameters germane to the telemetry and command sys- 
tems, such as mean and standard deviation of signal level 
and signal-to-noise ratio, telemetry and command pro- 
cessor (TCP) configuration, receiver, demodulator, bit 
sync and frame sync status, and command modulation 
status. Also included were some spacecraft parameters, 
such as command detector lock. Each display covered 
one deep space station. 
error counter upon the specific data requests by the TCP. 
2. Mission-Independent Computer-Driven Volatile Data 
GCF status. This display gave status on up to six high- 
speed data lines (HSDL) of error rate and other param- 
eters related to line fidelity. It also displayed information 
on loading and queuing conditions in the TTY communi- Displays, J.  E. Maclay - - 
a. Introduction. Computer-driven volatile data dis- 
plays were first used (and then on a limited basis) in 
support of DSN operations for Mariner Mars 1969. Be- 
cause of their need by operations personnel, a compre- 
hensive system of displays has been designed for use 
cation processor. It could cover all conceivable GCF 
codgurations committed to Mariner Mars 1969. 
d.  Displays. For the missions of concern, notably 
Mariner Mars 1971 and Pioneer F ,  11 displays have been 
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defined. As during Mariner Mars 1969, some displays are 
duplicates; hence, 15 computer DTV ports would be 
required if all were displayed at once. 
However, a significant difference from Mariner Mars 
1969 is that each display can be presented in several 
different formats, each emphasizing some aspect of the 
discipline covered by the display. (The operational selec- 
tion of a specific format for display on a given computer- 
driven DTV port is affected by an input/output console 
in the DSN operations area of the SFOF.) Th’ is was 
partially because each display contained more param- 
eters than could be displayed on the assumed size DTV 
(12 lines of 40 characters), and partially because human 
engineering considerations dictated that a DTV should 
contain only information pertinent to the problem area 
at hand. (Two qualifiers contradicting the above must be 
stated here, since they will be conspicuous later; some 
displays fit completely within one format, and there is 
significant overlap of parameters between formats.) An 
example is the best illustration: consider the display 
“tracking system operations.” Five formats are defined 
within this display: (1) tracking system summary, (2) 
transmitter and receiver, (3)  doppler and ranging, (4) an- 
tenna and servo, and (5) GCF/SFOF tracking system. 
These displays are multimission in design; only manda- 
tory mission-dependent parameters are included. For 
example, spacecraft command loop lock status is included 
in the “command system operations” display. 
The displays fall into three groupings: (1) displays of 
DSN status, (2) displays of facility status, and (3)  displays 
of system status. Familiarity with the DSN mission- 
independent operations organization reveals that these 
match the three elements of control: (1) network control 
by DSN operations, (2) via facility chiefs, and (3)  advisory 
DSN system operations groups. 
DSN operations control displays. 
(3)  GCF/CPS status format. This format includes in- 
formation on the configuration of the GCF and the 
CPS, such as status of prime and back-up computers. It 
also includes error rate and other fidelity parameters up 
to six HSDLs. Some information on communication pro- 
cessor loading and CPS processing activities is included. 
This format yields information analogous to the previous 
format. 
Displays of DSN status for Project “X”. Three such 
displays (of a single format each) are defined, each to be 
committed to a flight project as part of the DSN/project 
interface agreements. The final contents are yet to he 
specified, but a first cut is a quality indication of each 
facility and system (e.g., green, red, and red but attempt- 
ing support). Also, there are four DSSs with lock status, 
mean and standard deviation of signal level, signal-to- 
noise ratio, transmitter and mcjdulation configuration, and 
up-down indication of voice, HSDL, and TTY lines to 
each station. These displays replace past attempts to con- 
vey such information to projects by manually controlled 
display boards over closed-circuit TV. 
DSN alarms display. This display (with a single for- 
mat) remains blank until an alarm is received by the DSN 
monitor system. The display remains until the anomaly 
is resolved. 
DSN schedule display. 
(1) Current schedule f o m t s .  Identification of all cur- 
rently active elements of the DSN, with start and stop 
times, configuration, and user. 
(2)  Future schedule f o m t .  Identification of all ele- 
ments of the DSN scheduled to become active in the 
future; the time interval is selectable. 
(3)  Real-time scheduling format. Specific identification 
of recent changes to the two preceding formats. Again, 
the time span comprising “recent” is selectable. 
(1) DSN configuration format. This format includes 
the current gross activity of each DSS tracking (to a total 
of eight DSSs), gross central processing system (CPS, 
i.e., SFOF computer) activity, and gross GCF activity. Its 
purpose is easily realized by the contents. 
The updating,of these schedule formats is done from 
an input/output in the DSN scheduling office; the for- 
mats are of great value to an operations team attempting 
to respond to requests from a project for changes in 
support. 
(2) DSlF status format. This format includes informa- 
tion on configuration within each of two DSSs-indica- 
tions of the status (up or down) of the major elements 
of a DSS, with selected measurements such as signal 
level. The format yields gross status of a given DSS’s 
condition. 
DSN sequence of events display. The technical feasi- 
bility study of this display is not yet complete. This dis- 
play will be either defined or cancelled when the study 
is complete. The basic subject of the study is whether a 
sequence of events, which is typically 130 characters 
per line, can be usefully displayed on a 40 character-per- 
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line DTV without resorting to. manual intervention. If 
feasible, several formats will be defined: major mile- 
stones only, events of concern to one group only (such 
as only DSS 12 activities or only command activities), or 
single mission or spacecraft activities only. As with sched- 
ule formats, the time interval will be selectable. 
SFOF operations display. 
(1) High-speed data status format. This format includes 
detailed information on up to six HSDLs. Included are 
alarm status, identification of data types flowing through 
the lines, HSD block serial number counting of each 
data type and line, and indications of the processing of 
that data, such as cumulative counts of HSD block error 
flags. This format would aid in isolating the location of 
data stoppages. 
(2) TTY status format. This format is analogous to the 
previous one in content and purpose, except that addi- 
tional information on the interface, through which CPS 
routes processed HSD to teletype printers via the com- 
munication processor, is included. 
(3) CPS equipment status format. This format identi- 
fies non-operational (but committed) equipment and 
interfaces as alarm messages. It greatly enhances trouble- 
shooting, since every entry represents a need for operator 
intervention. All items are specifically identified, even to 
their physical location. 
(4) Processing status formats. Two such formats are 
defined, one for each computer string. They identify cur- 
rent processing and processes on queue. Also included 
are alarms from the DSN system data processors (telem- 
etry, etc.). This information reveals current status and is 
needed in attempting to support changes in requirements 
from projects; such information is currently obtained by 
voice. 
DSIF operations displays. 
(1) DSIF summary status format. This configuration 
contains detailed information on the Configuration of up 
to five DSSs. With this format, a DSIF chief can deter- 
mine status of the DSIF subsystems. 
(2) DSS status format. This format gives detailed in- 
formation on a single DSS. The DSIF chief can compare 
actual configuration against planned configuration, and 
he has access to selected parameters pertinent to station 
performance, such as track sync frequency and ground 
AGC and SPE. 
GCF operations display. This display will be a conver- 
sion of the current GCF display; the CPS/communication 
processor interface, communication processor loading and 
queueing, and fidelity information up to six YSDLs, 
with dual spacecraft per line, will be presented. This 
information aids in isolation of the cause of data stop- 
pages. 
Tracking system operations displuys. 
(1) Tracking system summary format. This format con- 
tains up-down status on the subsystems in the DSIF, 
GCF, and SFOF invohed in obtaining and processing 
tracking data. Also included are identification of predicts 
set being used, and limited information of mode (such 
as one-way or two-way). This format covers a single 
spacecraft from a single DSS; it enables the tracking 
system operations group to determine gross status. 
(2) Transmitter and receiver format. This format gives 
detailed information on configuration and operating 
mode of these portions of a single DSS. Some decommu- 
tated spacecraft information is also included-spacecraft 
AGC and SPE. This information and that in the following 
formats allows the tracking system operations group to 
identify causes of tracking data anomalies, and formulate 
advice to the DSN operations chief and/or facility chiefs 
for corrective action. 
(3) Doppler and ranging format. This format is an- 
alogous to the transmitter and receiver format; it in- 
cludes those equipments at a DSS used in processing 
doppler and ranging data. 
(4) Antenna and servo format. This format is also an- 
alogous to the previous two. 
(5)  GCF/SFOF tracking system format. This format is 
also analogous to the previous ones, but its scope is GCF 
and SFOF information, which includes alarms and track- 
ing data processing status from the SFOF. This informa- 
tion permits early identification of tracking data quality 
problems. 
Telemetry system operations displays. Two such dis- 
plays are defined-they are identical, but each would 
cover a single spacecraft track by a single DSS. They do 
not accommodate two spacecraft per DSS, a configura- 
tion which will occur during the planetary phase of 
Mariner Mars 1971; hence, they will require revision 
before then. The formats defined for each are entirely 
analogous to those of the tracking system operations 
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display. The formats will be identified, but no discussion 
on them will be given: 
(1) Telemetry system summary format. 
(2) Receiver and TCP format. 
(3) CPS status format. 
(4) Command status format. 
(5) Transmitting status format. 
(6) Subcarrier demodulation assembly status format. 
Command system operations display. This display 
covers a single DSS. It is also analogous to the tracking 
system, with the exception that it includes quantitative 
information pertinent to command activity. 
(1) Command system summay format. This format 
includes configuration and operating mode information 
on the DSS equipments involved in commanding, and 
on GCF and SFOF gross status. Also included are mes- 
sages originated in the TCP as a part of command pro- 
cessing, such as command stack loading in the TCP and 
abort/transmit/disable/enable messages. 
(2) Command system event format. This format con- 
tains alarms of command HSD blocks which left the 
SFOF but were not satisfactorily confirmed by the TCP 
at the DSS. It also has quantitative information identify- 
ing the last command transmitted to the spacecraft and 
the next command in queue, including times of transmis- 
sion and priorities. This information permits the com- 
mand system operations group continuously to assess 
performance of the command system. 
The following formats are analogous to tracking and 
telemetry formats; they will be identified, but without 
discussion. 
(3) Transmitter and modulator assembly format. 
(4) TCP format. 
(5) GCF/SFOF status format. 
Monitor system operations display. This display, con- 
sisting of a single format, contains data on status of the 
three facility monitor subsystems and the processing of 
DSN monitor system data in the CPS. The content and 
purpose are analogous to the other system displays-to 
permit the monitor system operations group to assess 
monitor data quality and to enable them to advise on 
causes of monitor data outages and corrective action. 
e. Implementation status. The design of display fea- 
tures, such as the capability to obtain hard-copy of 
DTVs, is currently being done. The exact procedural 
method of controlling displays is also currently being 
designed. Because all DTVs will be driven by the new 
IBM 360/75s, instead of by the CDC 3100 currently used, 
the operational date is tied to the CPS implementation 
schedule; the last quarter of 1970 is the anticipated 
operational date. 
3. Realignment of DSN Operational Discrepancy 
Reporting, H. D. Moss and H. 0. Marxmiller 
a. Introduction. Within its discrepancy reporting (DR) 
activities, the DSN maintains a controlled method, called 
level A reporting, for systematically reporting, docu- 
menting, and correcting operational failures or problems, 
including procedural, equipment, and computer-program 
difEculties. All reported failures are brought to the atten- 
tion of cognizant personnel for analysis and rectification. 
The very nature of the DSN’s operational supporting 
role to the various deep space projects makes it manda- 
tory to maintain within itself a discrepancy sensing and 
correcting mechanism. How soon the correction is needed 
dictates how fast this mechanism must work. 
The DSN DR level- A reporting has two modes of 
operation. The real-time mode is to handle those situa- 
tions where corrective action must be taken immediately 
because of the impact of the failure upon the on-going 
operation. The non-real-time mode is to handle those 
discrepancies which are not time-critical. The identifi- 
cation and correction of a poor procedure could fall in 
this category. 
As DSN operations increase in scope and complexity, 
system and sustaining engineers must continually reassess 
the DR level A effort, measuring its capability against 
new needs in the DSN. Presented here are some recent 
changes in DSN discrepancy reporting to render it more 
efficient and effective. 
b. Documentation. An automated report generator has 
been implemented to produce DR documentation. The 
documentation scheme is geared to meet two objectives: 
(1) To provide maximum visibility of level A activity 
to those maintaining, operating, and managing the 
operational DSN. 
(2) To provide DSN analysts with summaries of the DR 
data bank. 
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Several types of reports are published: 
(1) Periodic. 
(a) DR, monthly, and management visibility 
reports. 
(2)  Systematic. 
(a) DR project reports, e.g., pre-launch (postopera- 
tional readiness test); launch through midcourse 
maneuver; midcourse maneuver through 
encounter. 
(3)  Special (upon request). 
(b) Project post-mission DR data summary. 
(a) DSIF, read, write, and verify failures by station 
(b) SFOF input/output DR data summary. 
(c) SFOF data processing system DR data sum- 
(d) DSIF (frequency and timing system and rang- 
(e) Weekly, number of DRs received report. 
report. 
mary. 
ing system) data summary. 
Figure 24 gives examples of entries in a weekly special 
report. This report is a computer listing of discrepancies 
which have been reported but not closed out as of a 
certain date. The content and format can be changed 
upon request of the recipient. 
c. Mechanics of processing. Key to an effective DR 
effort is a valid data bank which is easily updated and 
accessed. It must also be so constructed that cross 
referencing can be done with a minimum of effort. 
To guarantee these and other capabilities, the DR level A 
data bank has been computerized. The computer cur- 
rently used is the IBM 360/75 at the SFOF, with general- 
purpose file-manipulating, document-writing software. 
A standard CR glossary has been published, defining the 
content and order of the DR files. From this comes 
control of original entry, update, and recall. Since the 
software is also a document writer, maximum flexibility 
is afforded the DR support group in accommodating the 
recipients of DR outputs. 
CONTROL CONTROL PROJ F A I L  F A I L  SYSTM EQUIPMENT DSS SUSPECTED FAULT 
NUMBtR N UMBtR I D  DATE T I M t  IO DESCRPTN NO OR PROBLEM AREA 
A 0003 t u  lIU / 2 I * .  D TAGS IAGS I t A R m  CLUlHlNt i .  UP5 AREA 
0015 FO 204 69/2138 2 PROCEDURAL CHAIRS REMOVED-VIOLATION OF SOP 
0017 FO 208 / O W 5  S Y S ~ l t M  TAt't PStUDO - RESIDUAL TAPE OAMAGtO 
0018 F O  209 /2310 3 10017 044 UNABLE TO DRIVE DBOS I N  DUAL 44 MODE 2 
C 8542 FO 188 /1938 2 CP SFOF ' A '  SERVO '0' WILL NOT COAD TAPE ON LOAD PT 
A l t  P W J F t K L Y  
9221 FO 269 11636 WBS5 TV MON 79 NO PICTURE 
92 IO t L1 Z I Y  i i r i i  1 1 5 3  I I Y  005 UNAnLt T U  K X  UN ANY B%?55 
C of, IL tu l b l  113112 C I U Y U I  l U 1 4  K X 1 m  LHtLK> WHlLt MAKING t N l K l t S  
0574 FO 167 11700 2 026 PUNCHING WITHOUT PRDGRAM CONTROL. 
03 I b  t u  L b B  /UlUU UZb Utt -  K t b l S n K i N b  
0577 FO 167 / 2 3 0 0  2 056 DOES NOT S K I P  PROPERLY 
S 0064 I-0 16 I /1600 2 M - 3 CLUCU G u N m w m S  1 AND 2 tAULTY 
0066 FO 164 /1512 2 ELEVATOR STUCK ONE FOOT ABOVE F IRST FLOOR 
0068 t-D 167 /ZlOO 2 M  -4 c U 
0072 F O  171 /2048 2 ELEVATOR STUCK ON FIRST FLOOR 
0 493 M9G 172 /0928 2 PROCED URAL 41 OPERATOR tRROR -RMO APS D RIVE TOO t A  RLY. 
0494 M9G 174 12347 2 RANGING 41 TDH/RANGING INTERFACE PRORLEM 
0496 M9G 118 /1941 2 PROCTDURAL 5 1  STATION LATE TURNING ON CMD MODt= 
0529 M9G 195 /OOOO 2 VCO'S 12 SNR BAD-OUTPUT PRDCESSED AT 055-12 
Fig. 24. Example of open DRs 
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d. Analysis. The DSN DR level A reporting performs 
two functions: (1) to serve’ the immediate needs of 
operations; (2) to identify long-term trends and to 
interpret their impact. This second task falls to the DSN 
operations analysts who perform in an off-line capacity, 
in the DSN but outside the operations structure. The 
establishment of a formal automated data bank, whose 
content and format are controlled, sets the stage for a 
more effective analysis effort. The actual change is that 
152 
now it is the analyst who provides DSN management 
with visibility into the DR level A effort. This is done by 
periodic reports covering trends, failure models, impact 
analysis, etc. The analysts are also tasked to supply to 
DSN system engineers supporting evidence of chronic 
problems so that enduring fixes can be initiated. Because 
of the new definition of the data bank, the DSN analysts 
have the first important element of a realistic management 
information system, namely, actual performance data. 
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V. Operations and Facihies 
A. DSN Operations 
1. Radio Science Support, T. Sato, D. Spitzmesser, and W. Roach 
active radio astronomers in the United States was orga- 
nized. The panel is called the Radio Astronomy Experi- 
ment Selection (RAES) Panel and is now a functioning 
body. For some time the stations of the Deep Space Instru- - -  
To assist the RAES Panel in its activities and provide 
technical assistance to the selected experimenters, a 
Radio Astronomy Support Group has been established at 
JPL. This group will also refer experiment proposals to 
the panel for consideration, and provide additional 
administrative support of panel activities, In addition, 
the Support Group will provide direct assistance to the 
experimenter in the conduct of his experiment. 
mentation Facility (DSIF) have been used to a very 
limited extent to support radio science experiments (SPS 
37-56' '01* 'I' p' 14')' NASA and JpL have recognized 
the potential benefit to the scientific community if this 
use could be broadened. It has been decided to allot 5% 
of the total available time on the Goldstone 210-ft an- 
tenna facility for appropriate radio astronomy experi- 
ments. No specific usage agreements for other facilities 
have been specified; however, the desirability of using 
the unique capabilities in support of radio astronomy 
activities is recognized. 
Letters announcing the availability of DSIF facilities 
were mailed on December 15, 1969 to the scientific com- 
munity. The mailings were international in scope with 
recipients in Africa, Asia, Australia, Europe, and North 
and South America. Announcements were also sent to 
selected United States and international scientific journals 
for further dissemination of this information. 
Concomitant with the decision to broaden the net- 
work's radio science activities, some method of selecting 
experiments and experimenters had to be established. 
To accomplish this objective, a small panel of recognized 
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1.  SFOF Training Program, J. A. Wynecoop 
The Space Flight Operations Facility (SFOF) is the 
center of all operational activities governing deep space 
missions. Highly skilled technical personnel are trained 
to maintain peak efficiency in tracking and communi- 
cating with each spacecraft. 
The SFOF is composed of four integral groups: 
Communications, Operations and Support, Data Prodess- 
ing, and Maintenance. The high specialization of each 
technical function levies unusual requirements on any 
meaningful training program. In many cases, classes must 
be small, and cross training must be provided to prepare 
an individual to perform more than one specialized job. 
Consistent with the Mariner Mars mission require- 
ments, a formal training program was launched by the 
Jet Propulsion Laboratory to provide maximum training 
to SFOF personnel. A facility was established in 
Pasadena to house a professional training department. 
Modern classrooms, fully equipped with the latest train- 
ing aid devices, are provided, and a professional staff of 
instructors has been organized into a training cadre. 
Standard operating procedures are established as the 
basic guidelines for the performance of the training 
department. 
When a technician is hired for a position in the SFOF 
(or when an employee transfers to a new job in the 
facility), he is trained under the provisions of the 
Qualification Program. Instruction is presented in formal 
classes at the training facility and with actual operating 
equipment in the SFOF. 
The Qualification Program is composed of the follow- 
ing elements. A job analysis determines training require- 
ments, based on each technician’s responsibilities, and 
results in a Master Qualification Chart-a matrix of job 
titles and subcourses. From this, course requirements are 
determined for proficiency in the jobs listed for each 
operational area. A matrix is used since some courses 
are required for many different jobs. 
The Program of Instruction document is a catalog of 
each subcourse listed on the Master Qualification Chart. 
It defines the objective of each course, mode of instruc- 
tion (conference, lecture, etc.), and the time requirements. 
A lesson plan with handouts is provided for each 
trainee during each lesson for the courses listed in the 
Program of Instruction. Upon completion of a course, 
written and practical tests are administered individually. 
After satisfactory completion of the required Qualifica- 
tion Program courses, trainees receive SFOF Qualification 
Certificates. Updated training courses are periodically 
implemented. 
C. DSlF Operations 
1. The Effect of Input Termination on 
Maser Gain, G. R. Home 
a. Introduction. Since the DSS 41 1968 antenna up- 
date, which included the installation of a different maser 
(serial number 009), there have been abnormal variations 
in the various component noise temperatures that make 
up the equivalent system temperature. These variations 
were observed from day to day and although the equiv- 
alent system temperature, and the component noise 
temperatures that constitute it, varied significantly, no 
degradation in the actual system performance was ob- 
served. At the time, it was thought that the S-band voltage 
standing-wave ratio (VSWR) of the input terminations 
may have been the cause but subsequent measurements 
of the various VSWRs at S-band showed that the differ- 
ence between the match of the three possible input 
terminations (antenna, cold load, and ambient load) was 
insufficient to explain the variations. Additional tests 
were carried out which verified that the short term gain 
stability of the maser was within tolerance. This factor is 
very important since any maser gain variation during the 
course of system noise temperature measurements would 
result in inconsistent contributions. The degree of satura- 
tion of the maser was also measured and found to be 
normal. 
This problem, because it did not seem to affect the 
overall system performance, was not treated as urgent 
and it was not until recently that a fresh attempt was 
made to explain it. A number of different tests were 
devised and are discussed below. 
b. Test 1 .  The test translator was coupled into the 
maser via the test signal control panel and receiver 1 
locked to it (Fig. la). The reflector voltage of the maser 
pump klystron was varied 2 2 . 5  V about the nominal 
working point in increments of 1 V and the automatic 
gain control (AGC) voltage was recorded for each of the 
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(a) TRANSLATOR COUPLED INTO MASER 
ANTENNA 
AMBIENT 
LOAD 
TEST SIGNAL 
INPUT COAX 
26 dB LN2 
1239/uwv-22 
WAVEGUIDE 
SWITCH 
MASER 
LOAD 
(b) S-BAND BANDPASS FILTER INSERTED IN 
MASER INPUT CIRCUIT 
ANTENNA w 
TEST SIGNAL 
INPUT 
AMBIENT 
20 dB I hl 
GOMBOS 
FILTER 
39/UWV-22 
WAVEGUIDE 
SWITCH 
MASER 
Fig. 1. Tesf configurations 
maser input terminations. The results are plotted in 
Fig. 2a. 
The conclusion drawn from this test was that the maser 
gain was a function of the input termination and the 
pump frequency. The gain changes were thought to be 
caused by pump power being coupled into the S-band 
input RF circuitry and a portion of this being reflected 
back into the maser and causing some change in the 
degree of saturation of the ruby. Thus, Test 2 was 
devised to examine this possibility. 
c. Test 2. The cross-guide coupler on the maser input 
was removed, and an S-band bandpass filter inserted in 
the maser input circuitry as detailed in Fig. Ib. The 
filter should effectively isolate the maser from the input 
circuitry at all frequencies other than the bandpass 
frequencies. Thus, if the gain changes are the result of 
reflected pump power, changing the input termination 
should not result in widely differing maser gains when 
the pump frequency is altered. 
A signal from the test transIator was coupled into the 
maser and receiver 2 locked to it. The pump klystron 
reflector voltage was again varied ~ 2 . 5  V about the 
nominal working point in increments of 1 V and the AGC 
voltage was recorded for each termination. The results 
are plotted in Fig. 2b. 
Since the changes in apparent maser gain are similar 
for each of the maser inputs when the pump frequency 
is changed, it would appear that the conclusion that 
reflected pump power does affect the degree of saturation 
of the ruby, and hence the gain of the maser, was correct. 
The fact that, for the range of reflector voltage adjust- 
ments made in this test, the gain of the maser was not a 
maximum indicatm that the optimum pump frequency 
was not obtained. 
d.  Test 3. A signal from the test translator was coupled 
into the maser and receiver 2 was locked to it. WR 430 
waveguide shims, each 0.125 in. thick, were inserted in 
increments of 0.125 in. between waveguide switch 
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Fig. 2. Results ofTests 1 and 2 using configurations 
in Fig. 1 
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Fig. 3. Results of Tests 3 and 4 with waveguide 
shims added 
1239NWV-22 and the ambient load. AGC voltage was 
recorded with the addition of each shim. The results are 
plotted in Fig. 3a. 
This test proved to be very inconclusive. However, 
results of Test 1 showed that the ambient load produces 
the least variation and it was concluded that placing 
shims in a section of the maser input circuitry, which was 
common to all three terminations, would be a better test. 
This was carried out in Test 4. 
e. Test 4. A signal from the test translator was coupled 
into the maser and receiver 2 was locked to it. WR 430 
waveguide shims, 0.125 in. thick, were inserted between 
the 26-dB cross-guide coupler and the 45-deg mitre 
corner of the semi-flex section. AGC voltage was recorded 
with the addition of each shim for each of the input 
terminations. Because of the physical constraints of the 
feed assembly, the number of shims was limited to three 
(Fig. 3b). 
Since the only parameter that is changed in this test is 
the effective electrical length between the various input 
terminations and the maser, and since gain differences of 
up to 0.7 dB were measured as a function of input termi- 
nation, it was concluded that the results of this test 
further supported the theory that the gain changes were 
caused by reflected pump power. 
f .  Test 5. A signal from the test translator was coupled 
into the maser and receiver 2 locked to it. The Ku-band 
pump power into the maser was reduced some 4 dB in 
increments of 1 dB. At each dB step the reflector voltage 
of the Ku-band pump klystron was varied +2.5 - 1.5 V 
about its nominal point in increments of 1 V. AGC 
voltage was recorded at each voltage step for each of the 
input terminations. The results are plotted in Fig. 4. 
It was found that the more the pump power is reduced 
the greater the gain difference between the apparent 
new gain for the different input terminations. 
g .  Test 6. The Ku-band pump attenuator was returned 
to its original setting and the beam voltage of the klystron 
raised until an increase of about 2 dB in the pump power 
was achieved. 
The gain of the maser increased by 0.2 dB, which 
indicated that the maser was well-saturated. A signal 
from the test translator was then coupled into the maser 
and receiver 1 locked to it. The pump klystron reflector 
voltage was varied rt2.5 V about its nominal point in 
increments of 1 V. AGC voltage was recorded at each 
voltage step for each of the input terminations. The 
results are plotted in Fig. 5. 
The results of Test 6 indicated that the differences in 
the apparent gain of the maser were reduced when its 
input termination was changed. 
h. Conclusions. 
(1) Maser gain changes occur when the input termi- 
nation is changed. These gain changes can be as 
great as 1 dB depending on how the pump klystron 
is tuned but are normally of the order of 0.2 to 
0.3 dB. 
(2) These maser gain changes appear to be caused by 
reflected pump power changing the effective 
saturation level of the ruby. 
(3) By pumping the maser harder than normal, the 
magnitude of the gain differences are, in general, 
slightly reduced. 
(4) Of the three possible input terminations, the cold 
load probably is the worst match at the pump 
frequency. 
The maser gain variations appear to be dependent on 
the magnitude and the phase of the pump power that is 
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