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Quantum dynamical simulations of vibrational spectroscopy have been carried out for glycine
dipeptide (CH3 – CO–NH–CH2 – CO–NH–CH3). Conformational structure and dynamics are
modeled in terms of the two Ramachandran dihedral angles of the molecular backbone. Potential
energy surfaces and harmonic frequencies are obtained from electronic structure calculations at the
density functional theory ~DFT! @B3LYP/6-311G(d)# level. The ordering of the energetically most
stable isomers (C7 and C5) is reversed upon inclusion of the quantum mechanical zero point
vibrational energy. Vibrational spectra of various isomers show distinct differences, mainly in the
region of the amide modes, thereby relating conformational structures and vibrational spectra.
Conformational dynamics is modeled by propagation of quantum mechanical wave packets.
Assuming a directed energy transfer to the torsional degrees of freedom, transitions between the C7
and C5 minimum energy structures occur on a sub-picosecond time scale ~700fl800 fs!.
Vibrationally nonadiabatic effects are investigated for the case of the coupled, fundamentally
excited amide I states. Using a two state-two mode model, the resulting wave packet dynamics is
found to be strongly nonadiabatic due to the presence of a seam of the two potential energy surfaces.
Initially prepared adiabatic vibrational states decay upon conformational change on a time scale of
200fl500 fs with population transfer of more than 50% between the coupled amide I states. Also
the vibrational energy transport between localized ~excitonic! amide I vibrational states is strongly
influenced by torsional dynamics of the molecular backbone where both enhanced and reduced
decay rates are found. All these observations should allow the detection of conformational changes
by means of time-dependent vibrational spectroscopy. © 2005 American Institute of Physics.
@DOI: 10.1063/1.1829057#
I. INTRODUCTION
Conformational structure and dynamics of peptides and
proteins are of fundamental importance in molecular biol-
ogy; in particular the three-dimensional structure of peptide
chains determines their biological function, e.g., their role in
storing and transporting energy. One way to explore confor-
mations of biopolymers is provided through vibrational
spectroscopy.1–3 In the last few years, the field has strongly
benefitted from the development of nonlinear two-
dimensional, transient spectroscopy4–8 and from the use of
sophisticated double-resonance techniques.9–11 The latter al-
low to measure vibrational spectra in the molecular finger-
print region for selected conformations only. Thus, vibra-
tional spectroscopy has become instrumental in establishing
a relation between the ~infrared! spectrum and the ~peptide
backbone! conformational structure of simple amino acids
and dipeptides where the assignment of conformers is partly
aided by DFT calculations. There is also remarkable progress
on the investigation of conformational dynamics: Time-
dependent two-dimensional vibrational spectroscopy, often
in connection with simulation studies, allows to learn about
the flexibility inside conformations through observation of
sub-picosecond fluctuations.12–14 Under favorable circum-
stances, also conformational isomerization dynamics can be
observed by means of transient spectroscopy on a picosec-
ond timescale. So far this concept has been realized either by
integrating a photo-switch into the backbone of a cyclo-
peptide15 or by selective infrared excitation of a dipeptide.16
Further development of the latter technique has also led to
direct measurement of energetic thresholds to conformational
changes.17
Many of the above-mentioned studies of conformational
structure and dynamics rely on spectroscopy of the amide
vibrational modes, which are essentially localized within the
peptide bonds ~–CO–NH–!. In a dipeptide the correspond-
ing vibrational frequencies occur in pairs where the splittings
reflect both the different local environment of the individual
peptide units as well as the interaction among them. Being
very sensitive to the distance and relative orientation be-
tween different peptide units, they provide valuable informa-
tion on the ~secondary! structure of peptides or proteins.18–21
In particular, the amide I modes which mainly consist of CO
stretching vibrational motions are frequently used in studies
of conformational structure because there is essentially no
intramolecular coupling between the amide I mode and other
internal modes.22 Although the main mechanism that couples
amide I vibrations of different peptide units can be assigned
to the interaction of transition dipoles ~‘‘through space’’!,1
recent studies have revealed the importance of subtlea!Electronic mail: burkhard@math.fu-berlin.de
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changes of the electronic charge distribution ~‘‘through
bond’’!.23,24
Almost all theoretical work on molecular dynamics of
peptides and proteins is based on the classical approxima-
tion, thereby neglecting any kind of quantum effects. How-
ever, there are a few noteworthy exceptions in the literature
where quantum effects on vibrational spectroscopy of bio-
molecules are pioneered: The effect of anharmonic coupling
and zero point vibrational energy has been explored for
peptides22,25 and even proteins.26,27 Other workers have mod-
eled energy transfer in collisions of solvent particles with
peptides28–30 and proteins31 by means of ~partly! quantum-
dynamical methods. These studies are based on the adiabatic
~Born–Oppenheimer! approximation, i.e., the movement of
the atoms is dictated by a single potential energy hypersur-
face, usually that of the electronic ground state. This is jus-
tified by the discrepancy of time scales of fast ~electronic!
and slow ~nuclear! degrees of freedom. It is very suggestive
to apply this approach to the separation of fast and slow
vibrational modes as well. In the present study we shall use
the separation of ~fast! bond stretching and ~slow! torsional
motions of a model peptide system. In particular, the depen-
dence of amide I vibrationally excited state dynamics on
conformational structure and dynamics shall be investigated.
In this context deviations from purely adiabatic behavior are
very intriguing. The study of nonadiabatic effects, originally
established in the realm of classical mechanics32,33 has been
adapted in recent years to the field of quantum molecular
dynamics.34,35 In vibronic dynamics the extreme mass ratio
of electrons (m) versus nuclei (M ) leads to a nonadiabaticity
parameter of e5Am/M’1022. This essentially limits the
importance of nonadiabatic effects to the regions of seams or
conical intersections of potential energy surfaces. In contrast,
for vibrationally nonadiabatic dynamics this parameter is less
extreme with e’1021 suggesting an even more important
role of nonadiabatic effects induced by conformational dy-
namics.
The present study is on the simplest model for the inter-
action of two adjacent peptide fragments in a polypeptide
chain without side chains, i.e., glycine dipeptide ~GLD,
CH3 – CO–NH–CH2 – CO–NH–CH3), see Fig. 1. While sol-
vent effects undoubtedly have important influence on the
conformations of biopolymers, we restrict ourselves to the
dipeptide dynamics in vacuo. Elimination of intermolecular
influences allows to study only intramolecular effects on bio-
molecular conformation.9 Another advantage of studying
biomolecules in the gas phase lies in the reduced numerical
effort of computational studies: While simulations of pep-
tides in solution are up to date restricted to classical simula-
tions based on ~semi-! empirical force fields, electronic struc-
ture calculations of smaller peptide chains in vacuo are now
routinely carried out. This includes both density functional
theory ~DFT! and Hartree–Fock based methods, in some
cases using high-level theory to account for electronic
correlation.36–39 At the same time, it allows to study quantum
effects on molecular dynamics by means of wavepacket dy-
namics. Hence, the present study of glycine dipeptide can be
regarded as a benchmark where the importance of quantum
effects shall be demonstrated and where the adequacy of the
approximations typically used in simulations of larger sys-
tems can be critically evaluated. Our specific emphasis is on
the importance of nonadiabatic effects on the dynamics of
vibrationally excited states. This is motivated by the previous
finding of seams of the potential energy surfaces giving the
torsional dependence of amide I excited states.19 of GLD in
vacuo. In addition to the relation between conformational
structure and vibrational spectrum, the main focus is on how
conformational dynamics manifests itself in vibrationally
nonadiabatic effects. This should eventually open new ways
to the identification of conformational changes using tran-
sient vibrational spectroscopy. The remainder of the paper is
organized as follows: In Sec. II we develop a reduced dipep-
tide model together with a Hamiltonian describing the vibra-
tionally nonadiabatic quantum dynamics. In Sec. III we
present our results for potential energy surfaces and wave-
packet dynamics describing conformational structure and
changes. Our conclusions can be found in Sec. IV.
II. MODEL HAMILTONIAN
A. Reduced dipeptide model
In the present work we investigate the quantum dynam-
ics of glycine dipeptide ~GLD, CH3 – CO–NH–CH2 –
CO–NH–CH3). The essential degrees of freedom are the
torsional rotations of the individual peptide units ~–CO–
NH–! about the backbone of the chain, where f and c de-
scribe the torsion of the N-terminus (CH3 – CO–NH– ) and
the C-terminus ( –CO–NH–CH3), respectively, with regard
to the central CH2 group, see Fig. 1. The plane spanned by
the two angles ~f,c! is referred to as Ramachandran
surface40 with values of (6180°,6180°) corresponding to a
fully extended conformation of the chain.41 For long
polypeptide chains these angles serve to characterize typical
secondary structural motifs such as helices and sheets. We
assume the remaining degrees of freedom to follow the tor-
sional dynamics in an adiabatic manner. This is realized by
minimizing the potential energy for each given ~f,c! pair
~see Sec. II B! whereas the construction of the kinetic energy
operator fixes the other degrees of freedom to their average
over the Ramachandran plane ~see Sec. II C!. While the
variations of bond lengths and bond angles are known to be
FIG. 1. ~Color online! Reduced model for conformational dynamics of GLD
defining the Ramachandran angles ~here f5c50). All other degrees of
freedom are assumed to be fixed.
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negligible, minor deviations from planarity of the peptide
bonds exist, see recent studies of N-methylacetamid ~NMA,
CH3 – CO–NH–CH3)38 and GLD.36
B. Potential energy surface
Density functional theory ~DFT! has proven to be a pow-
erful method for the calculation of electronic structure of
molecular systems.42 In recent years this method has been
well established for biologically relevant systems. For the
NMA molecule, comparison of various nonlocal methods
yields good agreement with Hartree–Fock calculations in-
cluding second-order Møller–Plesset ~MP2! corrections for
the conformational structure, torsional barriers, and vibra-
tional frequencies.38 Similarly encouraging findings were
made for GLD20 as well as for alanine dipeptide.36,39
In the present investigation of neutral glycine dipeptide
in vacuum all electron structure calculations were performed
using the DFT implementation of GAUSSIAN 98.43 The com-
bination of the 6-311G(d) split-valence polarized basis set
including diffuse functions with the B3LYP hybrid functional
is known to provide good overall agreement of calculated
normal mode vibrational frequencies with experimental data.
In order to study the torsional dependence of potential en-
ergy and vibrational frequencies, the Ramachandran plane is
scanned with a step size of 10°. Accounting for the symme-
try with respect to inversion through the origin (0°,0°), this
amounts to a total of 667 independent points. For each point
a partial geometry optimization was carried out, i.e., all de-
grees of freedom except ~f,c! were fully relaxed. The har-
monic frequencies resulting from a vibrational normal mode
analysis were scaled with a factor 0.96 to account for higher
electronic correlations and vibrational anharmonicity, which
is the recommended scaling factor for B3LYP/6-31G(d)
level of theory.
C. Nonadiabatic Hamiltonian
The construction of an exact kinetic operator for the
study of vibrations and rotations in terms of curvilinear co-
ordinates is a nontrivial task. In the reduced dynamical
model of the present work ~Sec. II A!, there are only two
active degrees of freedom q5(f ,c)T while all other degrees
of freedom are kept frozen. We follow the approach outlined
in Refs. 44–46 which is tailored to the case of rather few
active degrees of freedom in highly constrained systems.
Eliminating the contributions of external molecular transla-
tion and rotation and setting the total angular momentum to
zero, the kinetic energy can be expressed as
Tvib5
1
2 pTG~q !p , ~2.1!
where p stands for the vector of momenta conjugate to q and
where G is the metric tensor for the ~two! active degrees of
freedom only.46 Neglecting the relaxation of the remaining
degrees of freedom, this expression is transformed to a quan-
tum mechanical one by replacing p with 2i\„ . In order to
describe the dynamics of vibrationally excited states of the
dipeptide amide vibrations, the following diabatic represen-
tation of the ~matrix-valued! Hamiltonian is used:
H~q !5V~q !2
\2
2 „q
TG~q !„q1, ~2.2!
where V stands for the ~symmetric! potential energy matrix
and 1 stands for the unit matrix. Although standard quantum
chemical software yields adiabatic potential energy surfaces,
the problem of sharply peaked or even singular nonadiabatic
coupling functions is circumvented by the choice of a diaba-
tic basis. Finding such a transformation is highly nontrivial
or—in the multidimensional case—even impossible.47 How-
ever, for the two state-two mode model considered in the
present study, it does not present a special difficulty. The
upper (1) and lower (2) adiabatic states, uui(q)&, can be
written as linear combinations of two diabatic
(q-independent! basis states
uu1~q !&5sin a~q !uu1&1cos a~q !uu2&,
~2.3!uu2~q !&5cos a~q !uu1&2sin a~q !uu2&,
where a is referred to as mixing angle. Although the ~sym-
metric! potential energy matrix V contains off-diagonal con-
tributions, the numerical advantage over the use of an adia-
batic representation stems from the fact that these functions
are generally much smoother in q . To facilitate interpretation
of the results, it is convenient to transform the results to the
adiabatic representation.
The numerical treatment rests on fast Fourier transform
methods for the transformation between coordinate and mo-
mentum space. Wave functions are represented on an equi-
distant grid in coordinate space48 comprising of 2563256
points in @2p ,p@2 employing periodic boundary conditions.
The time-independent Schro¨dinger equation is solved by
propagation in imaginary time.49 Solution of the time-
dependent Schro¨dinger equation is achieved by the O(Dt3)
Strang splitting technique50 with extension to coupled
states.51
III. RESULTS AND DISCUSSION
A. Ground state surface
The potential energy surface of GLD in vacuo was gen-
erated by DFT calculations at the B3LYP/6-311G(d) level
of theory, for details see Sec. II B. The stationary points are
listed in Table I with the minima illustrated in Fig. 2. The
energetically lower portions of the potential energy surface
can be found near the diagonal f52c which corresponds
to an anti-geared rotation of the two peptide units around the
central CH2 group, see Fig. 3. The global minimum (C7) is
found at (f ,c)5(282°,69°). Next there is a local mini-
mum at (6180°,6180°) corresponding to the planar, fully
extended C5 conformation which is 2.1 kJ/mol higher in en-
ergy. Note that both these structures are energetically favor-
able due to the formation of seven- and five-ringlike struc-
tures closed by ~strongly! frustrated intramolecular hydrogen
bonds.36 They are separated by a barrier of appreciable
height ~7.7 kJ/mol!. Finally there is a much higher saddle
~31.9 kJ/mol! at the inversion center (0°,0°) separating the
two ~symmetry-equivalent! C7 minima. There is yet another,
rather shallow, local minimum at (2113°,17°) which can be
assigned to a b-like conformation ~9.3 kJ/mol!. However, the
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transition to the C7 structure is not very pronounced. Other
important features of the potential energy surface are the
distinct maxima at (0°,6180°) and at (6180°,0°) reflect-
ing the steric hinderance of the carbonyl oxygen atoms and
the amide hydrogen atoms, respectively.
Upon generating the Ramachandran plot of Fig. 3, the
remaining degrees of freedom were relaxed. The resulting
standard deviations of bond lengths for the backbone atoms
are less than 1 pm while those of valence angles reach up to
4° for the case of the central N–C–C angle. The v torsion
angles of the two peptide bonds have standard deviations of
15° and 4° and deviate maximally by 641° and 69° from
planarity for the N- and C-terminal peptide bond, respec-
tively. However, the rather large values for the N-terminal
peptide bond occur in the energetically unfavorable regions
around (0°,6180°) and (6180°,0°), while the deviation
from planarity in the relevant part of the Ramachandran
plane is only around 10°. The standard deviations of the
rotational constants of the reduced model and the relaxed
geometries amount to 9, 15, and 14%, for the smallest, me-
dium, and largest moment of inertia, respectively. Again, the
largest deviations are found in energetically high-lying re-
gions of the Ramachandran plane. In summary, these obser-
vations strongly support the reduced model of Sec. II A used
throughout the remainder of this work.
Although the main qualitative features of the potential
energy surfaces are rather similar, a quantitative comparison
with the results of previously published electron structure
calculations is intriguing: Using a relatively small basis set
~3-21G!, 11 independent stationary points were identified
which reduce to 7 points when increasing the basis size to
6 – 311G(d) for a glycine dipeptide analogue ~replacing ter-
minal methyl groups by hydrogen atoms! using Hartree–
Fock ~HF! based calculations,36 see also Table I. The HF
energy difference between the C7 and C5 minima has about
the same magnitude as the present B3LYP result but opposite
TABLE I. Stationary points ~f, c in degrees!, potential energies and zero
point energies ~in kJ/mol! for GLD in vacuo obtained from DFT calculations
@B3LYP/6-311G(d)# .
f c E DE
C7 282.1 69.1 0.00a 417.07
C5 2180.0 179.9 2.14 414.60
C7↔C5 298.2 128.3 7.73 415.99
b 2112.8 17.2 9.29 415.44
b↔C7 2104.9 24.6 9.49 415.03
b
↔
altC7
2113.7 19.8 10.00 415.20
Cusp 180.0b 0.0b 27.39 415.97
C7↔C7 0.0 0.0 31.88 417.07
b↔b 2112.9 256.6 33.64 413.49
C7
↔
altC7
3.0 80.4 42.44 415.25
Max 0.0b 180.0b 94.00 413.05
aThe zero of energy is 2456.5609Eh .
bRestrained values.
FIG. 2. ~Color online! Energetically lowest conformations of GLD in vacuo.
From top to bottom C7 (282°,69°), C5 (180°,180°), b (2113°,17°).
FIG. 3. ~Color online! Results of DFT calculations for GLD in vacuo
@B3LYP/6-311G(d)# . Upper figure: Potential energy ~in kJ/mol!. Contours
at energies above 50 kJ/mol are omitted. Lower figure: Zero point vibra-
tional energy ~in kJ/mol!. Minima and saddle points of the potential ~see
Table I! are marked by filled circles ~d! or by transition state symbols
(Þ), respectively.
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sign. However, when including electron correlation at the
MP2 level the energetic order of C7 and C5 is reversed but
the energetic spacing is about twice as large as in our DFT
results. While the energies of the C7↔C5 transition states
are similar in all three methods, our B3LYP result for the
C7↔C7 structure is more than 6 kJ/mol lower than the
MP2//HF result of Ref. 36. Other calculations at the re-
stricted HF level employing a larger basis set @6-3111
1G(d ,p)# report the same ordering of the minima and simi-
lar spacing as well as similar difference between the ener-
getically lowest and highest structures.19 In passing we also
note recent work on alanine dipeptide where a similar trend
has been found in a comprehensive comparison of quantum-
chemical methods: When increasing the level of theory, the
potential energy surface is becoming smoother which may
lead to a decrease of the number of local extrema.39
B. Vibrational analysis
A vibrational analysis for each pair of torsional angles
~f,c! has been carried out as described in Sec. II B. This
immediately allows to calculate the torsional dependence of
the zero point energy, DE , associated with the remaining
~fast! degrees of freedom. In the context of the vibrationally
adiabatic approximation, the ground adiabatic potential en-
ergy surface, E05E1DE , for the slow ~torsional! coordi-
nates is obtained by adding DE to the electronic potential
energy surface E . The zero point energy varies by more than
4 kJ/mol within the Ramachandran plane. It exhibits a global
maximum and a local minimum near the C7 and C5 confor-
mation, respectively. Thus, inclusion of the zero point effect
reverses the energetic ordering of the minima rendering the
C5 to be 0.3 kJ/mol more stable than the C7 structure, see
also Table I and the lower panel of Fig. 3. Note that this
behavior cannot be assigned to one ~or a few! normal modes
only but it rather involves almost all vibrational modes.
Typical results of the harmonic vibrational analysis can
be seen in Fig. 4 where scaled harmonic frequencies and
corresponding infrared intensities are displayed for the three
minima (C7 ,C5 ,b) of the potential energy surface. Our em-
phasis is on the amide vibrational modes which are essen-
tially localized within the ~planar! peptide bonds ~CO–NH!.
In a dipeptide these modes become—to a certain extent—
delocalized giving rise to close-lying pairs of spectral lines
corresponding to symmetric or anti-symmetric combinations
of the individual peptide vibrations. The infrared spectra for
the three isomers of glycine dipeptide exhibit significant dif-
ferences both in frequencies and intensities: There are strong
changes not only for the amide A mode ~NH stretching,
3400fl3500 cm21) but also for the modes involving move-
ment of the heavier atoms: Those include the amide I mode
~mainly CO stretching, 1650fl1700 cm21), the amide II
and III modes ~CN stretching and NH bending,
1450fl1550 cm21 and 1200fl1300 cm21, respectively!.
The amide I modes present an especially interesting case:
The higher infrared absorbance indicates that the upper
amide I mode of the C7 conformation is mainly anti-
symmetric and its frequency exceeds that of the lower one by
31 cm21. This ordering is reversed for the C5 conformation
where the frequency splitting is 21 cm21.
C. Normal modes of amide I vibration
In the following we study the torsional dependence of
the normal mode frequencies. In doing so, we shall restrict
ourselves to the investigation of the amide I modes. Because
of the high infrared intensity, the relatively isolated fre-
quency and the conformational sensitivity ~see Fig. 4! they
are most frequently studied in spectroscopic experiments.2,3
Furthermore, anharmonic vibrational analysis of NMA has
revealed that there is essentially no intramolecular coupling
between the amide I mode and other internal modes22 al-
though some coupling to the amide A mode has been de-
tected in a recent study of model peptides.52 The combina-
tions of the two local peptide vibrations shall be denoted as
v1 and v2 for the upper and lower combination, respec-
tively. The center frequency (v11v2)/2 varies between
1668 and 1733 cm21, see upper panel of Fig. 5. The overall
shape of the surface is similar to that of the potential energy,
i.e., the minima are lying on the diagonal f52c at
(250°,50°) and (50°,250°), with a local minimum at the
fully extended structure (180°,180°). These minima are
mainly due to the intramolecular hydrogen bonds occurring
in these structures, which are known to lower the amide I
frequencies by 20– 25 cm21 for hydrogen bonds to the
CvO group and by 10– 20 cm21 for hydrogen bonds to the
NH group.3 The maximum center frequency is found at
(0°,6180°) reflecting the repulsion of the carbonyl oxygen
atoms.
The variation of the splitting of the two amide I mode
vibrational frequencies, v12v2 , can be seen in the middle
part of Fig. 5. A steep-walled plateau encompasses the two
equivalent C7 structures and the C7↔C7 transition structure
(0°,0°). Another local maximum is the C5 conformation at
(6180°,6180°). These results closely resemble the
HF/6-31111G(d ,p) frequencies of glycine dipeptide pre-
sented in Ref. 19. However, our DFT center frequencies are
shifted by about 30 cm21 to lower values compared to the
HF ones, and the range of variation of the difference fre-
quency is slightly smaller for the DFT calculation than
for HF.
Within the framework of the two state–two mode model
introduced in Sec. II C, i.e., assuming that the ~coupled!
amide I modes are decoupled from the remaining vibrations
FIG. 4. ~Color online! Infrared spectra of GLD from DFT calculations
@B3LYP/6-311G(d)# . The figure shows scaled ~0.96! harmonic frequen-
cies ~in cm21) and intensities ~in km/mol! for three minimum energy con-
figurations, see also Table I.
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of glycine dipeptide, the amide I normal modes can be ex-
pressed as linear combinations of amide I vibrations local-
ized in the N-terminus, uu1&, or in the C-terminus, uu2&. In
practice, the mixing angle a ~2.3! is determined from the
structure of the normal modes considering the ratio of the
displacements of the CvO groups in the upper amide I nor-
mal mode from their equilibrium positions.21,23 This ratio
was also taken for the lower amide I mode. Indeed, the de-
viations were on the average about 3%. As a further consis-
tency check, the displacements of N and H atoms were also
investigated. However, there the mean deviations were 33%
and 47% for N and H, respectively, which indicates the non-
negligible admixture of other vibrational modes, mainly the
amide A mode, see also.52
The mixing angle has a trough region containing the two
C7 structures and the transition state (0°,0°), where it has
values down to 245°, corresponding to delocalized normal
modes, see lower part of Fig. 5. Together with the informa-
tion on the difference frequency we conclude that in this
region of the Ramachandran plane the frequency of the sym-
metric amide I mode is significantly lower than the antisym-
metric one. The mixing angle abruptly changes sign at the
walls of the trough and varies between 20° and 60° outside,
corresponding again to fairly delocalized normal modes but
where the symmetric frequency is higher than the antisym-
metric one. An exception is the region around (6180°,0°),
where its absolute value is close to 90°, i.e., localized amide
I vibrations. In conclusion, there is evidence for the exis-
tence of a seam of the two vibrationally adiabatic surfaces at
the walls of the plateau thus separating the C7 and C5 con-
former. This is of key importance for the non-adiabatic quan-
tum dynamical studies of Sec. III F. Note that on the basis of
our relatively coarse meshed potential surfaces it is impos-
sible to distinguish between a true or an avoided intersection.
However, in a study of nonadiabatic photo-reactions it has
been shown that the exact topology of the crossing surface
does not influence the resulting population dynamics for the
case of nondissipative wave packet propagation.53
It is intriguing to investigate how the amide I normal
mode frequencies are changed by anharmonic effects. For
the most important stationary points of glycine dipeptide,
potential energies are calculated with the above described
DFT technique in the plane spanned by the two amide I
normal coordinates. The magnitude of the resulting diagonal
and off-diagonal anharmonic constants is between 2 and
4 cm21 only. For comparison, we calculated a value of
4 cm21 for the amide I frequency of a single peptide unit in
NMA. In the absence of experimental results for peptide sys-
tems in vacuo, we note that this value is twice as large for
solvated systems.4 The overall effect of the anharmonicity is
that the amide I frequencies for the three minima
(C7 ,C5 ,b), the connecting transition states, and the local
maxima are all reduced by 8 cm21 while the frequency dif-
ferences are hardly affected.
D. Local modes of amide I vibration
With the mixing angle a of Eq. ~2.3! and the two amide
I normal mode frequencies, v1 and v2 , available, it is
straightforward to reconstruct the amide I vibrational Hamil-
tonian in the basis of the two localized ~excitonic! amide I
vibrations ~2.2! where V115E01\v1 and V225E01\v2
are the potential energy surfaces corresponding to local
amide vibrational excitations of the N- and C-terminus, re-
spectively. The resulting difference of the local
frequencies20,23
v22v15~v12v2!cos~2a!, ~3.1!
is displayed in the upper part of Fig. 6. In contrast to the
adiabatic frequency difference v12v2 , which is also influ-
enced by the inter-peptide coupling discussed below, the di-
FIG. 5. ~Color online! Normal mode frequencies of GLD fundamental
amide I vibrational excitation. Top to bottom: Center frequency (v1
1v2)/2 ~in cm21), difference frequency v12v2 ~in cm21), mixing angle
a ~in degrees!. Minima of the potential energy surface are marked by filled
circles ~d!, see also Fig. 3.
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abatic frequency gap varies less than the adiabatic one and
reflects changes in hydrogen bonding and steric hinderance
as a function of the backbone conformation. The global
maxima (30.4 cm21) close to the C7 structures are charac-
terized by the inter-peptide hydrogen bond of the C7 struc-
ture between the CO group of the N-terminal and the NH
group of the C-terminal peptide unit. Since the amide I fre-
quency is affected more by a hydrogen bond to the CO than
to the NH group,3 v1 is reduced more than v2 , leading to a
positive frequency difference. At the local maximum
(12.5 cm21) for the C5 structure the NH bending contribu-
tion of the amide I mode on the N terminus is more per-
turbed than the CO stretching on the C terminus, and again
v1 is reduced more than v2 , but to a lesser extend than in
the C7 structure. The minima close to (0°,6180°) and
(6180°,0°) are characterized by steric contacts between the
peptide CO groups and the peptide NH groups, respectively,
which tends to increase the vibrational frequency. Again it is
the amide I mode on the N terminus that is affected more
than that on the C terminus, resulting in negative diabatic
frequency differences.
Also the inter-peptide coupling can be deduced from the
normal mode frequencies and structure given in Sec. III C.
The off-diagonal element of Hamiltonian ~2.2! can be written
as20,23
V125\~v12v2!sin~2a!/2. ~3.2!
The lower panel of Fig. 6 shows a wide region with negative
coupling in the center of the Ramachandran plane with the
minimum at the inversion center of the molecule, (0°,0°)
while the global maximum is found at (0°,6180°). The
minimum energy conformations C7 and C5 are located at
either side of the zero line with a coupling value of 26.5 and
8.0 cm21, respectively.
Our results for the inter-peptide coupling are essentially
identical to those obtained from HF/6-31111G(d ,p) calcu-
lation, see Ref. 20, so that accounting for electronic correla-
tion in our DFT calculations appears not to alter the result for
this quantity, which was also noted in Ref. 23 where results
of a partial ab initio calculation using B3LYP/6-311G(d)
are compared with the HF/6-31(1)G(d ,p) results of Ref.
18. Note that all of the mentioned electronic structure calcu-
lations differ qualitatively from results obtained from the
semiempirical transition dipole coupling ~‘‘through space’’!
which has been widely used to calculate amide I spectra of
polypeptides or even proteins.1–3 The pronounced trough in
the center of the Ramachandran plane does not exist in cal-
culations of the dipole–dipole interaction. Apparently, this
shortcoming is due to the neglect of charge flows along the
peptide chain ~‘‘through bond’’!.
E. Adiabatic conformational dynamics
In this section we study the quantum dynamics of con-
formational transitions of glycine dipeptide. As a first step
we have to evaluate the kinetic energy operator ~2.1! for the
highly constrained model of dipeptide dynamics. For the
case of uncoupled internal motions, the rotational constants
would be 0.1442 cm21 for the N-terminus (CH3 –
CO–NH– ) and 0.2221 cm21 for the C-terminus
( – CO–NH–CH3). Because the axes of internal rotation do
not coincide with the corresponding principle axes of the
tensors of inertia, the internal rotations couple to the center
of mass translation and to the external rotation. Elimination
of these effects leads to46
hG
8p2c 5S 0.2144 20.025020.0250 0.2888 D 6S 0.0073 0.01390.0139 0.0126D ,
~3.3!
where mean values and standard deviations are given in
wave number units (cm21), see also Fig. 7. Throughout the
remainder of this work, we shall neglect the relatively weak
~f,c! dependence of the G-tensor and replace its elements by
their mean values which simplifies evaluation of the quan-
tum kinetic operator. This is well justified for the diagonal
elements where the standard deviation is below 5% of the
mean value. Although the off-diagonal element varies appre-
ciably, its magnitude is so small that even neglecting Gfc
altogether leads only to minor deviations of the simulation
results presented below. Moreover, for longer peptide chains
or even proteins the interaction of the torsional modes with
the overall rotation and translation becomes negligible since
the rotational constants of the molecule are very small.27,54
In a first set of simulations we investigate the torsional
dynamics of the molecule in the amide I vibrational ground
FIG. 6. ~Color online! Local mode frequencies of GLD fundamental amide
I vibrational excitation. Top: Difference of local amide I frequencies of
N-terminus and C-terminus ~in cm21). Bottom: Inter–peptide coupling pa-
rameter V12 ~in cm21). Minima of the potential energy surface are marked
by filled circles ~d!, see Fig. 3.
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state. This is realized by adiabatic propagation of wave pack-
ets along the corresponding potential energy surface, E0 . We
shall restrict our study of torsional dynamics to the region of
the valley of the potential energy surface along f52c
where the barriers to conformational changes are not ex-
tremely high. In particular, we consider a transition between
the two lowest conformations, i.e., the C7 and the C5 mini-
mum. We assume the glycine dipeptide molecule to be ini-
tially prepared in the lowest torsional state of either minima.
The corresponding zero point energy of the torsional motion
is 42 cm21 (C7) or 26 cm21 (C5). We assume that the tor-
sional motion of the backbone is instantaneously excited.
This energy transfer could be realized in a collision with a
solvent molecule, see, e.g., the quantum-classical studies of
collisions of a sodium ion29 or a water molecule with a
dipeptide30 or a small protein.31 The initial torsional wave
packet is given by
u0~q !5N exp@2ik0
Tq2~q2q0!TW~q2q0!# , ~3.4!
where N is a normalization constant and W determines the
shape of the enveloping two-dimensional Gaussian packets.
With uncertainties of df51/AWff53.5° and dc
51/AWcc55.1° for the C7 minimum or df56.0° and dc
56.5° for the C5 minimum ~assuming Wfc5Wcf50
throughout!, the Gaussian packet provides a good approxi-
mation for the stationary torsional states. The direction of the
initial torsional momentum, \k0 , was chosen along a
straight line connecting the initial minimum with the
C7↔C5 saddle. The magnitude of k0 was varied such that
the ‘‘wave packet trajectory,’’ i.e., the expectation value,
^q&(t), connects the initial minimum with the final one, see
top part of Fig. 8. This results in momentum vectors with
uk0u51.08 for the C7→C5 transition or uk0u51.05 for the
reversed process ~given in reciprocal degrees!. The corre-
sponding values of the kinetic energy of 13.9 or 11.3 kJ/mol,
respectively, are similar to those considered in previous stud-
ies of collisions of solvent particles with a dipeptide.29,30
Note that these values are almost a factor of two higher than
one would anticipate from the energy differences of the
minima and the saddle involved, see Table I. The reason for
this seeming discrepancy is that the ‘‘trajectories’’ for the
conformational transitions are not exactly following a mini-
mum energy path due to inertia effects. It is also noted that
the two paths are not identical to each other. In addition to
the movement of their centers, the wave packets are also
subject to strong dispersion. Upon reaching the final confor-
mation, widths of the order of 20fl30 degrees are typically
found. For the initial conditions specified here, the change
from the C7 to the C5 conformation takes 770 fs while the
reversed process lasts 740 fs. However, with no dissipative
mechanism included in the current simulations, the wave
packets are not trapped in the final conformation but rather
continue to explore the Ramachandran plane. For a dissipa-
tive wave-packet dynamics study of electronically excited
molecules, see, e.g., Ref. 53. We have also studied confor-
mational transitions for glycine dipeptide being in an amide I
vibrationally excited state by propagating wave packets on
potential energy surface obtained as the sum of the electronic
energy and either the lower or the upper harmonic amide I
excitation energies. Because the latter ones vary by less than
1 kJ/mol583.59 cm21, they modify the former one only
very slightly leading to practically identical wave packet dy-
namics.
F. Nonadiabatic conformational dynamics
It is very intriguing to study nonadiabatic wave packet
dynamics along coupled amide I vibrational states. We
choose the two fundamentally excited states exhibiting
~avoided! intersections as discussed above. In particular, the
question shall be raised how nonadiabatic population transfer
FIG. 7. ~Color online! G-tensor elements for reduced model of GLD. From
top to bottom: hGf ,f /(8p2c), hGc ,c /(8p2c), hGf ,c /(8p2c), in units of
wave numbers (cm21).
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can be triggered by a conformational transition. For that
purpose we solve the time-dependent Schro¨dinger equation
with Hamiltonian ~2.2! for the vector containing the
coupled, time-dependent torsional wave functions (x1(q ,t),
x2(q ,t)) thus yielding diabatic populations P1,2(t)
5^x1,2(t)ux1,2(t)&. The corresponding adiabatic dynamics is
expressed in terms of populations of the upper (1) and
lower (2) state, P1 ,2(t)5^x1 ,2(t)ux1 ,2(t)&, which is ob-
tained by transforming the torsional wave functions to the
adiabatic representation using the matrix of eigenvectors of
the potential energy matrix V(q). We prepare initial wave
packets as specified in Eq. ~3.4! and promote them to the
excited states, where the two coefficients are chosen accord-
ing to an eigenvector of the diabatic potential energy matrix
evaluated at the center of the Gaussian, q0 , i.e., at the C7
and C5 minimum of the potential energy surface. The course
and shape of the torsional wave packet is essentially the
same as in the adiabatic simulations. However, the popula-
tion dynamics exhibits strongly nonadiabatic behavior, see
middle panel of Fig. 8. The C7→C5 conformational change
is indeed accompanied by a significant population transfer.
After about 250 fs, the population of the initially unoccupied
~lower! adiabatic state exceeds that of the upper state and
reaches a maximum of about 70% after 500 fs. Upon reach-
ing the final C5 conformation after 770 fs, the population of
upper and lower state amounts to 42% and 58%, respec-
tively. A similar picture emerges for the C5→C7 conforma-
tional change where the lower state population exceeds that
of the upper state after about 550 fs. Populations of 57% and
43% are found for the upper and lower state upon reaching
the C7 conformation after 740 fs. In both cases the rate of
nonadiabatic population transfer is determined by the gradi-
ent of the mixing angle ~2.3!. Hence, nonadiabatic effects are
most significant at the walls of the trough visible in the lower
part of Fig. 5 where the symmetric or antisymmetric charac-
ter of upper and lower amide I normal mode are changing
their role. Because of the clearly distinct infrared intensities
of symmetric and anti-symmetric modes ~see Fig. 4!, it is
expected that the strongly nonadiabatic behavior should be
detectable by means of transient spectroscopy6,34 thus allow-
ing an experimental detection of a conformational change.
Another interesting aspect concerns possible mecha-
nisms for energy transfer along the peptide chain. The Davy-
dov model55 was used to describe the energy transport for
protein a helices leading to nonlinear localization of
energy.56,57 In that context it is of interest to study the depen-
dence of the energy flow between neighboring peptide units
as a function of the conformational structure and dynamics.
Using our two state-two mode Hamiltonian, the time evolu-
tion of initially diabatic, i.e., localized amide I vibrational
excitations is studied. First consider the situation for a sta-
tionary conformational state (k050). Neglecting the widths
of the torsional bound states, the population of the initially
unoccupied state is given by58
P1512P25sin2~2a!sin vt . ~3.5!
The amplitude of the oscillations of 19% for C7 or 62% for
C5 is given by a Rabi-type formula governed by the mixing
angles of 213° or 26°, respectively. The Bohr frequency is
given by v5(E12E2)/\ where adiabatic energy gaps of
31 cm21 (C7) or 21 cm21 (C5) lead to oscillation periods of
1080 or 1530 fs. The population dynamics for the stationary
torsional states given by the two-dimensional Gaussian
packet ~3.4! but with k050 are shown in the lower part of
Fig. 8 ~dotted curves!. The finite widths lead to slightly
longer oscillation periods for C7 ~1140 fs! and C5 ~1620 fs!
while leaving the amplitudes practically unchanged. In pass-
ing we note that energy transport between amide I oscillators
in a protein occurs on a similar time scale.57
In order to explore the effect of torsional dynamics on
the coupling of the locally excited amide I vibrational states,
we return to the conformational changes characterized above
(k0Þ0). Coupled Schro¨dinger equations are solved for the
diabatic Hamiltonian ~2.2! with a single diabatic state ini-
tially prepared and with the initial momentum chosen as de-
scribed previously. For the C7→C5 transition, we find a sup-
pression of the oscillations for the first 400 fs resulting in
stabilization of the localized amide I vibrations. Subse-
FIG. 8. ~Color online! Quantum dynamical picture of C7→C5 ~left! and
C5→C7 ~right! conformational changes of glycine dipeptide. Top: Path of
the center of the wave packet during the first picosecond. In addition, the
ground state adiabatic potential energy surface is shown. Middle: Adiabatic
population dynamics, P1 ,2(t), for an initially prepared delocalized amide I
vibration ~adiabatic state!. Vertical lines indicate the time span until the
wave packet center has reached the target state. Bottom: Diabatic population
dynamics, P1,2(t), for an initially prepared local amide I vibration ~diabatic
state!. Dotted curves: Population dynamics for stationary torsional states
(k050).
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quently, however, population is rapidly transferred even ex-
ceeding 50% at 950 fs. This behavior can be intuitively ex-
plained by comparing the path of the isomerization with the
Ramachandran plot of the mixing angle ~Fig. 5!. After start-
ing from C7 , the wave packet is moving through the zero of
a where sin2(2a) is small. Finally, it passes a region of large
positive a before reaching the C5 conformation. For the C5
→C7 transition, similar reasons lead to a significant reduc-
tion of the population transfer. Over the whole duration of
the conformational change the initial state does not loose
more than 15% of its population. In summary, the energy
transfer between neighboring peptide units is strongly influ-
enced by conformational dynamics of the backbone.
IV. CONCLUSIONS
The concept of nonadiabatic quantum dynamics, which
has been up to date mainly applied to vibronic effects in
small gas phase molecules, is transferred for the first time to
vibrational spectroscopy of a peptide systems. A two mode-
two state model for the study of amide I vibrational dynam-
ics of glycine dipeptide has been presented where the con-
formational structure and dynamics is modeled in terms of
two dihedral angles of the molecular backbone. Potential en-
ergy surfaces and harmonic frequencies have been obtained
from electronic structure calculations at the DFT
@B3LYP/6-311G(d)# level of theory. It has been found that
the ordering of the energetically most stable isomers C7 and
C5 is reversed upon inclusion of the quantum mechanical
zero point vibrational energy. In the framework of the vibra-
tionally adiabatic approximation, the torsional surfaces of the
two amide I excitation frequencies show evidence of
~avoided! seams. Hence, quantum dynamical studies of con-
formational changes using representative wave packets ex-
hibit strongly nonadiabatic behavior with significant transi-
tion probabilities between the coupled amide I states.
Because of the largely different ~infrared or Raman! intensi-
ties of the two amide excited states there are good prospects
for the observation of conformational dynamics in real time.
Eventually, this should lead to a fingerprint of such a transi-
tion by means of ~time-dependent! amide I vibrational
spectroscopy.6
It is tempting to pursue analogous studies of the quan-
tum dynamics of other amide modes of the peptide units. For
example, biomolecular conformations were studied by spec-
troscopy of the amide A modes as well.52 However, our DFT
results of the adiabatic amide A vibrations of glycine dipep-
tide exhibit an extremely weak coupling between the two
NH-stretching modes. Another vibrational mode known for
its strong conformational dependence is the amide III mode.
In our vibrational analysis of glycine dipeptide, we found a
strong congestion of the amide III modes and out-of-plane
bending–twisting of the central CH2 group thus rendering
the reconstruction of diabatic states impossible, too. How-
ever, this mixing does not occur for peptides with side
chains, see, e.g., the studies of polyalanine.59,60
Clearly it will be valuable to extend the present study to
conformational structure and dynamics of larger peptide sys-
tems where this work should serve as a benchmark. In doing
so, the following two aspects need to be considered. The first
one concerns the quality of the potential energy surfaces:
While the relatively small number of atoms in glycine dipep-
tide allows to pursue high-level electronic structure calcula-
tions yielding reliable potential energy surfaces, it is inevi-
table to use ~semi!empirical force fields for the study of
longer peptide chains and proteins. The adequacy of that
approach with respect to the prediction of conformations and
~free! energy surfaces has been investigated thoroughly, e.g.,
for trialanine14 and tetrapeptide.37 An especially delicate is-
sue is the use of force fields for vibrational spectroscopy of
biologically relevant molecules. While standard force fields
are known to exhibit major flaws, there are encouraging re-
sults for amino acids using modified semiempirical elec-
tronic structure theory.25 The second question pertains to the
theoretical description of the conformational dynamics:
While the current two mode–two state model of glycine
dipeptide allows for a fully quantum mechanical treatment of
conformational changes and nonadiabatic transitions be-
tween vibrationally excited states, the exponential scaling of
the numerical effort of quantum-mechanical calculations ren-
ders such an approach unfeasible for systems of much higher
complexity. However, the largely different time and energy
scales of slow ~torsional! and fast ~stretching! degrees of
freedom suggest a mixed quantum-classical treatment of vi-
brational modes. In recent work a mean-field ~Ehrenfest!
quantum-classical approach was used to study the collision
of an ion29 or water30 with a dipeptide. A more consistent
approach to the coupling of quantum and classical subsystem
dynamics is given in terms of the quantum-classical Liou-
ville equation61 for which efficient numerical integrators
have recently been devised.62
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