This paper addresses the problem of matched-eld source localization in the presence of uncertainties in the ocean environment. Because signal wavefront mismatch can cause anomalous source location estimates, development of robust localization methods is critically important. In this paper, a robust Maximum-Likelihood estimator is proposed. It is based on a decomposition of the eld into predictable and unpredictable subspaces of the acoustic normal mode representation. Identication of the predictable modes is made according to the second order joint statistics of the horizontal wavenumbers. The performance of the method is evaluated and compared to other matched-eld methods using simulations and acoustic array data from the Mediterranean Sea. The algorithm has superior probability of correct localization than the Maximum-Likelihood, Matched-Mode-Processing, and Bartlett methods.
Introduction
Matched-eld methods exploit complex multi-path propagation models to localize underwater acoustic sources. As demonstrated in several articles [5, 19] , a major diculty facing this approach is that the localization process is extremely sensitive to errors in the assumed environmental conditions. Several approaches to this problem have been investigated. In one approach, the problem is formulated by assuming a parameterized model in which the vector of the environmental and source location parameters is unknown. In the Optimum Uncertain Field Processor (OUFP) [16, 18] , prior statistical information about the source location, propagation, and array parameters is used in order to make optimal estimates of the source location parameters. This processor involves a computationally-intensive integration over the model parameter space. In the Maximum-Likelihood (ML) estimator, a multi-dimensional search over the parameter space is required. In most situations the model parameter space is extremely large, thus solution via an exhaustive search is not a viable option. Furthermore, the objective function usually contains many local minima/maxima precluding the use of gradient descent methods. Therefore, this approach has been investigated mainly using simulated annealing and genetic algorithms [5, 11] .
Two other approaches for matched-eld processing methods which are robust to environmental uncertainty, are: 1) Minimum Variance beamformer with Environmental Perturbation Constraints (MV-EPC) [1, 10, 18, 22] , and 2) Matched Mode Processing (MMP) methods [9, 17, 21] . In the MV-EPC method, the second order statistics of the signal wavefront, averaged over an ensemble of environmental perturbations, are used to design constraints for an MV adaptive beamformer. The robustness of the MMP methods is achieved by retaining only the part of the eld which is less sensitive to environmental mismatch. As a rst step, the MMP requires estimation of all the mode amplitudes. Then estimation of the source location is achieved by matching only the predictable modes to the corresponding modes in the replica eld. Its main drawback is the diculty of the preliminary step in making accurate estimates of all the modal amplitudes, particularly at lower signal-to-noise-ratios (SNR's). In addition, it requires that the number of modes be greater than the number of sensors.
In this paper, a robust version of the ML estimator for source range and depth is proposed.
The method is based on the conventional ML estimator [7, 8] , but with a dierent signal wavefront model. As in MMP, it is also based on a decomposition of the eld into predictable and unpredictable subspaces of the acoustic normal mode representation of the eld. The performance of the proposed method is evaluated and compared to other existing methods by simulations and experimental data. It is shown that the robust ML achieves higher probability of correct localization than the ML, MMP, and Bartlett methods.
The paper is organized as follows: The next section describes the scenario and the problem formulation. In section 3, the proposed estimator is presented. In section 4, the Cramer-Rao Lower Bound (CRLB) is developed to demonstrate the dependence of localization accuracy on the number of reliable modes. Section 5 provides a discussion on identication of the predictable modes. Sections 6 and 7 present the results of a performance evaluation of the proposed method using simulations and experimental data, respectively. The conclusions are summarized in section 8.
Problem Formulation
Consider a point source at depth z o and range r o which radiates a monochromatic signal at angular frequency ! in a time invariant shallow-water waveguide. The acoustic eld is sampled by a vertical array of N sensors. The depth of the ith sensor from the upper surface is denoted by z i . The sensor locations are assumed to be known. Fig. 1 depicts the environmental conguration and the source-array geometry. The environmental scenario is one of the more complex benchmark cases used in the May 1993 NRL Workshop on Acoustic Models in Signal Processing [15] .
Using an adiabatic normal mode model, the eld measured by sensor i at time t, 0 T 2 < t < T 2 3 can be expressed by (see e.g. [20] M is the number of the propagating modes in the channel, and i stands for the additive noise complex amplitude at the ith sensor. The complex amplitude of the received signal, b, is unknown.
The received noise at the sensors is assumed to be zero-mean, Gaussian, with known covariance matrix, Q, whose elements are given by:
Q ik = Ef i 3 k g; i; k = 1; 1 1 1 ; N ;
where E denotes the expectation operation. The complex Fourier coecient of (1) at a single frequency ! is: 
The modal eigenfunctions, m (z i ), and horizontal wavenumbers, m , depend on environmental parameters which describe the bathymetry, geo-acoustic properties of the bottom, and soundspeed in the water column. In practice, these parameters are not precisely known. For example, the uncertain environmental parameters considered in this paper, are shown in Table 1 
The Robust Maximum Likelihood Estimator
Applying the ML estimator to the problem stated above directly involves a multi-dimensional search over the source location and the environmental parameters. In order to avoid such a computationally-intensive search procedure, the method proposed here identies the part of the eld that is less predictable due to environmental mismatch. The revised model ignores the information carried by the less predictable part and the localization is performed according to the more predictable part. Applying the ML estimator with this model yields a robust and computationally-ecient procedure.
Model Decomposition
In normal mode models, some modal amplitudes remain more correlated than others in the presence of environmental uncertainties. One of the larger uncertainties in acoustic propagation modeling is the eect of boundary interactions. Typically, higher order modes have more signicant coupling to the boundary and are thus less predictable. In typical shallow water channels, the higher order modes are associated with rays that have a higher number of reections from the boundaries and larger group delays in the medium [4] . Therefore, these modes are often aected by medium variations more than the lower order modes. In other words, uncertainties in the channel parameters cause the higher order modes to be less correlated than the lower order modes. This means that the available information on the source location is weaker in the higher modes than the lower modes. The MMP techniques in [9, 21] were developed relying on this assumption.
In this work, the signal wavefront is decomposed into two subspaces. The rst subspace includes the modes which remain correlated in the presence of environmental variability. These modes will be referred as \predictable" modes. The other modes, referred as \unpredictable", construct the second subspace. Identication of the predictable modes will be discussed in section 5. In the proposed model, the complex amplitudes of the modes in the second subspace are assumed to be nuisance parameters. It is assumed that these modes do not carry any information concerning the source location parameters and the localization is performed according to the information carried by the modes in the rst subspace. These assumptions lead to a sub-optimal but computationally-ecient solution.
Assume that M o modes, constructing the space p , are predictable while the M 0 M o modes in the space u are unpredictable. Then the eld can be written as a sum of predictable and unpredictable parts:
In the rst term, the relationship between the coecients fs m (u)g m2p and the source location is known a priori. In the second part, the coecients fs m g m2u have a weak or essentially unknown relationship to the source location and environmental parameters. In order to get a robust estimate in an imperfectly known ocean waveguide, the coecients fs m g m2u are modeled as nuisance parameters. Equation (4) can be written in vector notation in the form of equation (3) 
The linear dependence upon the nuisance parameter vector considerably simplies the ML estimator. By minimization over q one obtains:
and the ML estimator of u becomes:
The projection matrix P ? 2 is given by:
where the matrix I is an identity matrix of size N. Now, by minimization of (8) 
Substitution of (10) into (8), gives:
This estimator requires the number of sensors N, be greater or equal to M o + 2, in contrast with the MMP which requires N > M. As mentioned above, the proposed estimator is more robust than the regular ML estimator because it ignores modes which are the most sensitive to environmental mismatch. By projection of the data and the model into the null space of these modes, the information on the source location carried by these modes is lost. Therefore, the performance of the estimator can be expected to degrade as the number of the predictable modes decreases. This means that there is a trade-o between robustness to environmental mismatch and the local accuracy of the estimator. This trade-o will be studied via the CRLB in section 4. The robust ML is similar to MMP [21] which is based on \matching" the predictable modes to the measured modes to obtain a robust estimate of the source location. However unlike the MMP, it does not require making accurate estimates of all the modal amplitudes which becomes dicult at lower SNR's. 4 The Cramer-Rao Bound on source location parameters 
Partitioning J according to (12) , and using the model in (5) 
The CRLB on is the upper sub-matrix of J 01 which from (14) can be expressed as:
8 using a well known formula for the inverse of a partitioned matrix where 1CRLB 1 is dened by: Substituting equation (21) into (15) shows that by modeling the unpredictable modes as a noisy component in the received data, the CRLB on the estimation of source location can be expressed as:
The increase in the CRLB is caused by two eects: In a shallow-water waveguide, where the source range is much larger than the channel depth, the eect of errors in the modal horizontal wavenumbers is the more signicant error, since the modal phases are products of the horizontal wavenumbers and the source range. Hence, a simple approximation which can be used to identify the predictable modes is to assume that the environmental mismatch causes errors primarily in the modal phases (i.e. the stable modes can be determined according to the stability of the horizontal wavenumbers). In section 6 the eect of mismatch on the modal amplitude errors will be evaluated numerically.
The correlation of the modes in the presence of environmental uncertainty can be evaluated by computing the second order statistics of the horizontal wavenumbers. For this purpose, KRAKEN [14] , a normal mode propagation model program, can be used to generate a database containing independent random realizations of the uncertain environmental parameters. Assume a candidate subset of modes with horizontal wavenumber vector, k, of dimension M o x1. Let k l ; l = 1; 1 1 1 ; L be the lth realization of the vector k. The covariance matrix of k can be estimated by:
wherek is the unbiased estimator of 
where the maximum of a matrix is given by its maximum eigenvalue. The eigenvalues of 0 proj express the variability of 1k ? in an orthogonal space. Therefore, predictability of a subset of modes depends on the eigenvalues of 0 proj . The subset of modes, c , which minimizes the maximum eigenvalue of 0 proj ( c ) is selected as the most predictable subset of modes.
Simulation results
In this section, the performance of the proposed estimator is evaluated and compared to the conventional ML, Bartlett and MMP. In these simulations, the environmental conguration shown in Fig. 1 was used [15] . The point source is narrow-band at frequency 250Hz. As previously noted, the proposed estimator rejects the unpredictable modes by projecting the data into their orthogonal complement space. This operation is performed by multiplication of the received data and the replica eld by the projection matrix P ? 2 . This is actually a mode ltering operation. Nulling the unpredictable modes is not perfect, since in construction of P ? 2 the supposed eigenfunctions are dierent from the true eigenfunctions because of local environmental mismatch. Therefore, it is interesting to evaluate the eect of errors in the local eigenfunctions in the modal ltering response. Fig. 3 shows the modal lter response for an environmental realization that was randomly selected assuming uniform prior distributions with limits given in Table 1 . In the selected realization, 13 modes are predicted in total. In Fig. 3 suppression of the rejected modes (i.e. modes number: 1,2,10,11,12,13) can be observed. This \sidelobe leakage" is negligible at low SNR's but it becomes dominant at SNR's above 20dB.
Let dene P CL (probability of correct localization) as the probability that the absolute source location estimation error is less than 400m in range and 2m in depth. To estimate the P CL , 100 independent realizations of the random environmental parameters described by Fig. 1 and Table 1 were generated for each SNR. Fig. 4 compares the P CL of the proposed estimator to the conventional ML, Bartlett (BT) and MMP. The bars in the gure denote the standard deviation of the P CL estimation errors. The method used to calculate the standard deviation of the P CL appears in the Appendix. The conventional ML and Bartlett estimators provide P CL that is less than 0.56 for any SNR. The MMP achieves higher values of P CL at high SNR's, but it fails at low SNR's. The poor performance of the MMP can be explained by the fact that it requires estimation of all the modes even though this is not necessary for source location estimation. The robust ML proposed here achieves high values of P CL at high SNR's, and it performs as well as the ML and Bartlett at low SNR's. One of the reasons that the P CL of the robust ML does not increase beyond a threshold SNR, is the eect of errors in the eigenfunctions at the receivers. As discussed above, the errors in the eigenfunctions become dominant at SNR's greater than 20dB.
Therefore, by increasing the SNR beyond approximately 20dB, the performance is not improved.
In Fig. 5 the likelihood/ambiguity surfaces of the ML, MMP and the robust ML estimator are shown for a case where the MMP and ML estimators fail at an SNR of 10dB. Note that at this SNR, the ML and the MMP achieve P CL 's of 0.56 and 0.07 respectively, whereas the proposed estimator provides a P CL of 0.84.
Experimental results with Mediterranean data
The algorithm proposed in this paper was also evaluated using experimental data collected in the Mediterranean Sea by the NATO SACLANT Center. A detailed description of the data set may be found in [6] . The data was collected on 26 October 1993 in a shallow water area north of the island of Elba o the Italian west coast. The environmental model consisted of an ocean layer overlying a sediment layer and a bottom layer. All layers were assumed to be range independent. The water sound speed prole was measured near the vertical array and assumed to be known. The environmental conguration is similar to the one used in the simulations (see Fig. 1 ) except that only the geo-acoustic parameters were unknown. The range of uncertainties in the environmental parameters is given in Table 2 .
The vertical array had a total aperture of 94m, containing 48 hydrophones with 2m spacing, where the top hydrophone was at a depth of 18.7m. The wideband pseudo-random source was located at a range of between 5.2 and 5.6km from the array and at a depth of between 70 and 85m.
The data was acquired at a sample rate of 1kHz over 65.536 seconds. The data at each hydrophone was transformed into the frequency domain using a Fourier transform over the entire data length.
Since the narrowband problem is of interest here, only the frequency bin near 169.9Hz was used to obtain a narrowband snapshot of the sensor outputs.
Identication of the predictable modes was performed using a Monte-Carlo estimate of 0 proj ( c ) and the procedure described in (29). The modes 2, 4 and 5 were found to be predictable in this sense whereas the other mode amplitudes were modeled as nuisance parameters. In order to statistically evaluate the performance of the proposed estimator with the collected data, 100 independent realizations of environmental parameters were selected within a range given in Table   2 to represent the environmental parameters assumed by the processors. The estimated P CL of the robust ML estimator was 0.79 whereas the Bartlett and the ML achieved a P CL of 0.6. Fig.   6 depicts the localization surfaces of the proposed estimator, the MMP and the conventional ML estimators for one of the cases in which the MMP and ML estimators fail.
8 Conclusions
In this paper, a robust ML estimator for source localization in a shallow water environment has been developed. The method exploits predictable modes for source localization while rejecting unpredictable modes. It has been compared to other methods using simulations and experimental data and has been demonstrated to achieve higher values of P CL , particularly at mid-range SNR values.
Although in this paper an ML source location estimator was derived, the separation of predictable/unpredictable modes could also be applied to matched-eld-beamforming. In particular, it can be shown that the Minimum-Variance or Bartlett beamformers with appropriate mode ltering can achieve performance (in terms of P CL ) similar to the robust ML-based method.
In this work, the second order statistics of the horizontal wavenumbers were used to evaluate the predictability/coherency level of the modes. Using the CRLB it was shown that reducing the number of modes used in the replica degrades the local accuracy in the source location estimate, even though it improves robustness to larger errors. This suggests that there exists an optimal number of modes which should be used in the replica eld. Further work is required in order to more precisely quantify this important trade-o.
Appendix A
The P CL is estimated according to N independent results of the algorithm. We dene a i by a i 4 = ( 1 for correct localization 0 for false localization :
The P CL is estimated byP
Then the variance of this estimator is:
Since the fa i g N i=1 are idenpendent, identically distributed (i.i.d.), then
Note that a i 2 f0; 1g, such that a 2 i = a i , and E(a 2 i ) = E(a i ) = P CL . Therefore ( 
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