We introduce the Cohesive Energy Density (CED) method, a multiple sampling Molecular Dynamics computer simulation procedure that may offer higher consistency in the estimation of Hildebrand and Hansen solubility parameters. The use of a multiple sampling technique, combined with a simple but consistent molecular force field and quantum mechanically determined atomic charges, allows for the precise determination of solubility parameters in a systematic way ( ϭ 0.4 hildebrands). The CED method yields first-principles Hildebrand parameter predictions in good agreement with experiment [root-mean-square (rms) ϭ 1.1 hildebrands]. We apply the CED method to model the Caltech electronic nose, an array of 20 polymer sensors. Sensors are built with conducting leads connected through thin-film polymers loaded with carbon black. Odorant detection relies on a change in electric resistivity of the polymer film as function of the amount of swelling caused by the odorant compound. The amount of swelling depends upon the chemical composition of the polymer and the odorant molecule. The pattern is unique, and unambiguously identifies the compound. Experimentally determined changes in relative resistivity of seven polymer sensors upon exposure to 24 solvent vapors were modeled with the CED estimated Hansen solubility components. Predictions of polymer sensor responses result in Pearson R 2 coefficients between 0.82 and 0.99.
Introduction
Chemicals such as trade-sales coatings, pharmaceuticals, cosmetics, and foodstuffs are produced as multicomponent chemical mixtures. Often these mixtures or formulations include polymers and low molecular components of high and low boiling points. Basic knowledge of the miscibility of the various components is required to meet environmental, shelf life, and product quality specifications. In this regard, Hildebrand and Hansen solubility parameters have played an important role in the development of stable commercial chemical formulations as well as for assessing phase segregation during product synthesis. However, the various experimental techniques to measure Hildebrand and Hansen solubility parameters lead to large uncertainties, and add inconsistencies across material property databases. This limits the practical use of solubility parameters. It can be argued that first principles predictions of Hildebrand solubility parameters should be of great practical value in chemical formulation work.
In 1936, Joel H. Hildebrand proposed 1 a simple definition for a "solubility parameter" that would provide a systemic description of the miscibility behavior of solvents. This solubility parameter ␦ is defined as the square root of the cohesive energy density, the heat of vaporization divided by the molar volume. Hansen 2 proposed an extension of the Hildebrand parameter method to estimate the relative miscibility of polar and hydrogen bonding systems. In Hansen's approach the Hildebrand solubility parameter is split into three components: polar, dispersion, and hydrogen bonding; thus, the name 3D solubility parameters. The three components are empirically adjusted to define the miscibility characteristics of the solvent. Solvents with similar Hansen solubilities are miscible in most proportions; dissimilar values yield limited solubilities. Hildebrand and Hansen solubility parameters are useful for selecting solvents and additives in formulations, for the blending of polymers, for the control of kinetics and monomer sequence distributions in copolymers, and for the proper selection of timerelease formulations in the delivery of pharmaceuticals.
A closely related problem is the prediction of changes in swelling of polymers in the presence of volatile organic compounds. The amount of swelling can be measured by changes in electrical conductivity. In this type of sensor, no individual detector is highly selective toward an individual analyte, as would be the case in the traditional "lock and key" approach to biochemical sensing. Instead, each detector responds to many analytes, and each analyte elicits a response from many detectors. The resulting odor signature from the array of broadly crossresponsive detectors is used to classify, and in some cases quantify, the analyte of concern. Vapor detectors based on this experimental principles have been used to produce an "electronic nose" 3 by Caltech scientists. A theoretical method to model the effect of "analytes" a priori on specific polymer sensors could further aid development of these devices.
General computational tools to estimate Hildebrand and Hansen solubility parameters have appeared in the literature. Choi and Kavasallis first used atomistic simulations to estimate the solubility parameters of a class of alkyl phenol ethoxylates, 4 and later applied it to the estimation of 3D Hansen solubility parameters. 5 A related method has been applied to the estimation of the solubility parameters for distributions of asphaltenes, resins, and oils from crude oils and related materials. 6 The accuracy of these methods depends on the correct building of the bulk structure as well as on the molecular force field parameters used in the calculations. Numerous approaches for building amorphous polymers and liquids have been published. [7] [8] [9] [10] [11] [12] Some of these methods involve growing the polymer chains at a fixed experimental density using rotational isomeric state (RIS) statistics in combination with a scaled down atomic radius followed by potential energy minimization with periodic boundary conditions. Other methods simulate a "polymerization" process to grow the chain at a fixed density. A computationally expensive protocol involving chain growth at low density followed by a pressure-induced compression with molecular dynamics has also been reported. 13 Most of these methods have been successfully used to generate amorphous structures, and have correctly predicted the solubility parameters of a few polymers.
Here, we report on a multisample molecular dynamics method, which provides a feasible tool for estimating Hildebrand and Hansen solubility parameters without the need for experimental data. The molecular dynamics method developed in this work is particularly useful in rapidly generating structures of polymers with large monomer units containing rings or other complex groups. The finite number of densification and equilibration steps, regardless of polymer size, allows for a gradual packing adjustment and the uniform redistribution of stresses among the polymer chains. This new method was validated by several studies where solubility parameter calculations were successfully correlated with experimental measurements.
For improved accuracy, the new method employs quantum mechanical charges of single molecules. However, semiempirical methods for charge assignment, such as Qeq, 14 give somewhat comparable results for molecules containing first group elements. The most significant approximation comes from the use of a generic force field for the estimation of dispersion and hydrogen bonding contributions. Approximations not withstanding, calculated Hildebrand parameters compare well with experimental values for a series of solvents and monomer molecules. As an example of an application we illustrate the use of these calculated values to aid the selection of polymeric sensors for the Caltech electronic nose.
Methodology
The Hildebrand solubility parameter for a pure liquid substance is defined as the square root of the cohesive energy density.
where ⌬ v is the heat of vaporization, and V m the molar volume. RT is the ideal gas pV term, and it is subtracted form the heat of vaporization to obtain an energy of vaporization. Typical units are
Hansen 2 proposed an extension of the Hildebrand parameter to estimate the relative miscibility of polar and hydrogen bonding systems
where ␦ d , ␦ p , and ␦ h are the dispersion, electrostatic, and hydrogen bond components of ␦, respectively. For molecules whose heats of vaporization can be measured, or calculated, one can easily determine the value of ␦. The Hansen solubility parameters in eq. (2) are determined empirically based on multiple experimental solubility observations. However, for polymers the Hansen parameters are assigned to the parameters of the solvent causing the maximum swelling in a series of polymer swelling experiments. Thus, the two quantities represented by eqs. (1) and (2) are expected to be similar but not identical, because the Hildebrand parameters are not always determined from heats of vaporization, particularly for substances with high boiling points. For polymers, a variety of other experimental methods are also employed 15 leading to a wide range of experimentally reported values.
NPT Molecular Dynamics Method
The Hildebrand solubility parameters, that is, heats of vaporization and densities, can be, in principle, calculated by running molecular dynamics at constant pressure and temperature for a cell under periodic boundary conditions. We illustrate this method by calculating the heat of vaporization and solubility parameter of ethylchloride using a generic force field, the Dreiding force field, 16 and quantum mechanically determined electrostatic potential atomic charges [C(Ϫ0.049)H 3 (0.0424)C(Ϫ0.077)H 2 (0.1079)Cl(Ϫ0.217) numbers in parenthesis are in electron charge units]. For simplicity we start the simulation using the experimental liquid density (0.9 g/cc), a requirement that becomes unnecessary in the method described as the Cohesive Energy Density (CED) protocol below. We prepared a sample containing 256 ethylchloride molecules using the Amorphous Builder in Cerius2. 17 After 200 ps of thermal equilibration we ran the simulation an additional 800 ps for a total time of 1 ns, a single NPT Nose-Hoover molecular dynamics run. Potential energy, temperature, pressure, and density are given as a function of time in Figure 1 .
We observe that the final density (0.76 g/cc) falls 16% short of the experimental value (0.90 g/cc) even though the initial density was used to start the simulation. The calculated heat of vaporization is 15% too low.⌬H vap is calculated from the energy of periodic unit cell minus the sum of the individual molecules E i averaged over the P time samples. Figure 1 . NPT Molecular Dynamics statistics on liquid ethylchloride. Initial density was set to the experimental value (0.92 g/cc). A Nose-Hoover thermostat was used to keep the temperature at 300 K. Pressure fluctuations are typical of liquid simulations using a Nose-Hoover barostat. The density is still climbing after an initial drop due to a volume expansion caused by the initial random velocity distribution. After 1000 ps the density has not yet reached equilibrium. Figure 1 shows that the density is still steadily increasing after 1-ns simulation, and it may reach a good value given enough time. This is typical of large samples (hundreds of molecules) where random velocities are initially assigned to a potential energy minimized sample. The initial random nature of the assigned Boltzmann velocities causes an initial expansion on the sample. As time evolves, the intermolecular interactions bring the sample back towards higher densities. Sampling size effects on the liquid properties of ethylchloride are given in Table 1 . In each case P samples were taken at equal time intervals from the last 800 ps. Note that no significant changes in liquid properties are observed after P ϭ 10 samples. Consequently, in a protocol described below we focused on (a) smaller samples (16 -64 molecules), (b) multiple, independent, and short molecular dynamics runs, (c) a process of contractions and expansions to accelerate density convergence.
CED Method
We report here the CED method to determine an ensemble of temperature and pressure equilibrated structures from which we can extract condensed phase properties, including the Hansen and Hildebrand solubilities of solvents and polymers. CED leads to sample standard deviations in these quantities, within the model and size limitations of the ensemble that are often lower than the experimentally measured deviations. The CED method overcomes the common equilibration problems with condensed phase molecular dynamics, that is, how to choose initial molecular configurations not far from equilibrium at normal densities. Significant amounts of simulation time are usually required to equilibrate the initially random packed molecules often generated with Monte Carlo methods. In particular, densely packed simulated polymers often lead to highly nonequilibrated dihedral populations. Thus, care must be taken to generate an ensemble of thermally accessible conformations not far from equilibrium. These two requirements, condensed phase densities and equilibrated molecular conformations, are satisfied through the following method:
1. A cubic periodic unit cell containing a given number of molecules is built at a low density, low , typically 50% of the target density. Generally four polymer chains are sufficient, although for very high molecular weights even one chain can be adequate. For solvents 16 to 64 solvent molecules are adequate. We find that for packing the structure, it is useful to scale van der Waals radii by a factor of 0.30 to get initial structures that will eventually lead to a good ensemble. In cases where the compounds are polymers, or a molecule with a large number of torsional degrees of freedom, we use the Amorphous Builder in Cerius2 17 to create the initial lowdensity sample. The initial polymer amorphous structures are constructed using the rotational isomeric state (RIS) table and a suitable Monte Carlo procedure to achieve a correct distribution of conformational states in the low-density sample. The Amorphous Builder converts an existing model into an amorphous structure by manipulating the model's rotatable bonds. Each unique torsion can be defined using a Monte Carlo procedure, with statistical weights given by a previously built rotational isomeric state table determined with well established molecular mechanics dihedral sampling procedures. Conformations are rejected if two or more atoms come closer than a van der Waals scale distance. In polymer calculations, the number of monomers in each chain is usually determined such that the total volume of the four chains is at least 6000 Å. 3 Alternatively, a degree of polymerization of 30 suffices to give values comparable to experiment. In such polymer samples, the minimum number of atoms is at least 1000. Larger samples are recommended whenever possible. 2. For convenience, we used the experimental density of the solvents and polymers as a target value because these were available in the literature. For liquid systems with unknown densities we typically run a preliminary CED calculation with a rough "trial" density, such as that predicted from group additivity methods, to obtain a good initial estimate (see Fig.  5 ). The procedure below will increase the density to a maximum, high , typically 125% of the target density. The resulting amorphous structure is then relaxed, resulting in a predicted target density for the start of the definitive CED calculation. 3. The charges of the isolated solvent or polymer molecules are defined using the charge equilibration method 14 or are obtained from quantum mechanical calculations (ESP or Mulliken charges). 4. The force field parameters are taken from a suitable force field, such as the generic Dreiding force field, 16 Universal force field (UFF 18 ) etc. 5. Minimization: the potential energy of the bulk system is minimized for M steps, typically 5000 steps, or until the atom rms force converges to 0.10 kcal/mol-Å whichever comes first. 6. Annealing dynamics to allow the structures to equilibrate typically 750 steps of Molecular Dynamics (1 fs/step) at high temperature (typically between 400 and 800 K, with 700 K generally adequate) using canonical fixed volume dynamics (NVT) are carried out to anneal the sample. 7. Compression: the reduced cell coordinates are shrunk such that the density is increased by ( high Ϫ low )/N, where N is typically 5. 8. The atomic coordinates are minimized, and dynamics run on the system with the previously described procedure holding the cell fixed (steps 5-6). 9. A total of N compression, minimization, and dynamics cycles are performed until the density reaches high , typically 125% of the target density, steps 5-8. 10. The cell parameters are then increased in N cycles of expansion, minimization, and dynamics, until the target density is reached. 11. The sample is allowed to relax in M steps of minimization allowing both the cell and the atomic coordinates to relax. 12. Molecular dynamics are performed for a time to thermalize and then to measure properties. Typically, we do as few as 20 ps, but longer times are recommended for high molecular weight compounds. The first 10 ps are used for thermalization of the sample at the desired temperature. The last 10 ps are used for averaging of cell volume and potential energy components: van der Waals (dispersion), electrostatic (polar), and hydrogen bonding. 13. The Hansen enthalpy components are calculated by subtracting the potential energy of the bulk system from the sum of the potential energies of the individual molecules in vacuum. 14. This process is repeated P times, with different initial random conformations and packing. Typically P ϭ 10 is adequate, but higher values are recommended. 15. Hansen solubility parameters and molar volumes are computed as well as their standard deviations. We use the 95% confidence limit of an F statistical distribution test, two standard deviations from the average value, to identify outliers. 19 Typically a P ϭ 10 sample run will have no outliers; more than two outliers are rare.
The overall procedure is schematically illustrated in Figure 2 . Hildebrand and Hansen solubilities are calculated from the molecular dynamics average potential energy components of the condensed phase simulation, single unit cell E c k , the energy components of the individual molecules, E i k , and the volume of the simulated sample, V c as follows
where ͗͘ indicates a time average over the duration of the dynamics, n the number of molecules, k ϭ 1,2,3 for coulomb (polar), van der Waals (dispersion) and hydrogen bond components, E H-bond , E coulomb , E dispersion, respectively, and N o is Avogadro's number. Because we use the total potential energy, instead of enthalpy, it is not necessary to subtract the ideal gas pV term. For the same reason, the sum of the square of the three Hansen components [right-hand side of eq. (2)] may differ from ␦, 2 the total Hildebrand solubility parameter, as calculated through eq. (1). Such is the case because ␦ 2 also contains averages over valence terms, while the Hansen components include only nonbond interactions. The average difference between the Hildebrand solubility parameter and Figure 2 . A polymer or solvent sample is put through a series of compression and expansion steps until the proper density and packing is obtained. On the left, the initial density is 0.4 o , 40% of the target density. After compression, the second step, the sample is over compressed to 1.2 o . Finally, the sample is allowed to relax. Through NPT molecular dynamics a final prediction of the density and cohesive energy of the sample is obtained. The process is repeated for a few samples to gather statistics. the sum of the Hansen components is 0.09 hildebrands, and the largest deviation is 0.3 hildebrands. We stress the importance of using the thermally equilibrated ensemble of molecular conformations to estimate the gas phase terms E i k , instead of n times the minimized energy of one molecule. For the gas phase terms we use the gas phase ensemble average of the isolated molecules taken directly from the condensed phase simulation, averaged over the entire molecular dynamics at the desired temperature.
Results
Sixty-four common solvents, reactants, and monomers of significantly different structure, polarity, and chemical composition were chosen from various experimental compilations of Hildebrand solubility values available in the literature. To obtain consistent charges for all molecules, we minimized the structure with Quantum Mechanics (Hartree-Fock 6-31G** full geometry optimization) and then evaluated both the Mulliken and the ESP charges (fitted to the electrostatic potential with a constraint to reproduce the quantum dipole moment from the wave function). These systematic choices allow predictions on a variety of solvents without the need to use experimental data. We carried out independent simulations with both sets of charges. Table 2 contains the Hildebrand solubilities and densities averaged over P ϭ 10 CED simulations for the two charge assignment methods for each of the 64 solvent/monomer compounds. For comparison, the various experimental values found in the literature and their deviations are included. Table 3 contains the calculated Hansen solubilities. Because the experimental Hansen solubilities are fitted to reproduce the miscibility characteristics of mixed solvents, no direct comparison with the formal theoretical definition based on eq. (2) is possible. For example, experimental hydrogen bond Hansen parameters are nonzero, even for solvents that lack hydrogen bond donors, such as ketones. Table 4 gives an example of the output file obtained with our current software implementation of the CED procedure described above. Figures 3 and 4 show linear correlations between experimental and predicted values. The average experimental standard deviations of the Mulliken and ESP CED methods and the various literature sources are 0.38 and 0.45, and 0.39 hildebrands, respectively. Although most solvents fall within the experimental error, a few predictions are clearly outside the range of measured values. The CED method rms deviation when compared with averaged experimental values is 1.17 and 1.59 hildebrands for the ESP and Mulliken CED methods, respectively. Exclusion of the six worst cases (formic acid, acetic acid, dichlorodifluoromethane, acrylic acid, methyl formamide, and malononitrile) from the predictions reduces the calculated vs. experimental rms deviation to 0.7 and 1.35 hildebrands for the CED method with ESP and Mulliken charges, respectively. Figure 5 shows the predicted vs. experimental densities. The root-mean-square error between model and experiment is 0.05 g/cc for both charge assignment methods. The accuracy of the molecular dynamics results directly depends on the accuracy of the intra-and intermolecular potential atomic parameters (force field) and to some extent on the modeling protocol. This problem is, in part, overcome with force fields that accurately reproduce the experimentally measured bond distance, angles, and the respective force constants of small molecules. Less effort has gone into optimizing the van der Waals parameters in such force fields. Precision, on the other hand, is strongly dependent on the molecular dynamics procedure employed to prepare the samples. No significant differences in precision were found for the worst 10 cases (between 0.25 to 0.71 hildebrands standard deviation) when compared to the average precision across all solvents (0.44 hildebrands).
We speculate that the assigned van der Waals force field parameters (our generic force field was not particularly fitted to halogens and nitrogen containing compounds) play a role in the accuracy of our predictions. We made no attempt to adjust the force field parameters here. However, we point to the possibility of using the CED method together with experimental heats of vaporization and densities for the estimation of van der Waals parameters and/or the hydrogen bond terms for the various chemical atom types represented by these compounds. For example, systematic underestimation of the solubility parameter is observed through the calculated vs. experimental ratio ␦ esp /␦ exp for alcohols and amides (2-ethyl-1hexanol could be modified to increase the accuracy of the predictions. Both parameters may be involved because the density of these two groups of compounds is also underestimated. Finally, there seems to be a systematic overestimation of the solubility parameter for the organic acids. The ␦ esp /␦ exp ratio is consistently high (propionic acid 1.18, acetic acid 1.30, methacrylic acid 1.04, formic acid 1.30, acrylic acid 1.21). The effect is opposite the hydrogen bond effect previously mentioned. We assume that the molecules in the gas phase are noninteracting. Many low molecular weight acids exist in a dimerized form in the gas phase. If we assume that half of the intermolecular hydrogen bonds are preserved in the gas phase, the solubility parameter will be decreased by about 3 hildebrands, bringing theory and experiment to closer agreement. We now discuss the effect of charge assignment methods.
Although Mulliken charges are quite useful in determining the structure of molecules in the gas phase, these appear to be less accurate than Electrostatic Potential charges (ESP) for the determination of condensed phase properties. It appears that the far field representation of the ESP charges captures more accurately the physical interactions between molecules in the condensed phase. However, we caution the user to the high sensitivity of ESP charges to the choice of quantum mechanical basis sets. We cautiously advocate the use of ESP charges for the estimation of solubility parameters and the use of Mulliken charges for conformational studies in the gas phase.
We compare our Molecular Dynamics results to other predictive methods available in commercial software packages such as Synthia-Fedors and Synthia-van Krevelen. 20 These methods can be considered state-of-the-art group additivity methods, relying on topological descriptors and other single molecule quantities to make predictions based on correlations and parameter extractions from large databases of solubility parameters. Although intended for predictions on polymers, these parametric methods have been used in practice to predict solubility parameters for solvents. The methods are fast and simple to use. In contrast, the MD method presented here requires a full-condensed phase simulation of the compound of interest. Nonetheless, the CED Molecular Dynamics method is nonparametric. Beyond the predetermined force field, in our case a generic force field 16 published in 1990, CED used no adjustable parameters and no experimental input information. Moreover, in principle, the CED molecular dynamics method can make predictions, as a function of pressure and temperature, and it is general enough to deal with complex mixtures, including sol- Table 5 .
Solubility parameters predicted employing the current molecular dynamics simulation methodology can also be compared to those calculated employing molecular dynamics simulations by Rigby et al. 21a Employing the PCFF force field and Amorphous Cell/Discover programs, 20 Rigby et al. predict solubility parameters for 13 of the molecules in Table 2 , which have an rms difference with experiment of 0.92 (cal/cm 3 ) 1/2 , which is similar to that predicted by the current methodology (rms difference of 1.1). As with the current simulations, the largest differences in the set are seen for two acid molecules. The current authors have calculated the solubility parameters for hexane, acetone, and n-propanol employing molecular dynamics simulations with the COMPASS force field and Amorphous Cell/Discover programs.
20 Average absolute differences with experiment for this set of three was found to be 0.25 with COMPASS methodology, smaller than the 0.55 difference observed for the current CED methodology. The COMPASS force field has been extensively optimized to reproduce heats of vaporization of a large number of organic liquids. For example, in a related COMPASS force field study, 21c Sun has calculated heats of vaporization for 100 compounds to within an average percent error of experiment of Ϫ0.2% with maximum Here the simulation procedure used 10 samples to estimate the condensed phase properties of 2-ethylhexylacrylate. 
Electronic Nose Model
An electronic nose has been built at Caltech 22, 23 employing an array of polymer sensors. Sensors are built with conducting leads connected through thin film polymers loaded with carbon black. Odorant detection relies on a change in electric resistivity, ⌬R/R, of the polymer film as a function of the amount of swelling caused by the odorant compound. The amount of swelling depends upon the chemical composition of the polymer and the odorant molecule. An array of 20 carbon black loaded polymers give rise to a specific change in resistivity patterns upon exposure to a given molecular species. The pattern is unique and unambiguously identifies the compound. 3, 23 The experimentally determined changes in relative resistivity, ⌬R/R, of seven polymer sensors upon exposure to 24 solvent vapors were correlated with the calculated Hansen solubility components. The permeability of a given odorant in a polymer is given by
where A is the preexponential factor related to entropy, ⌬H s is the heat of sorption of the solute, and E D is the activation energy for diffusion of the molecule in the polymer. We assume that the relative change in resistivity is directly proportional to the odorant's permeability. The following expression was used to correlate ⌬R/R with the Hansen components of the cohesive energy of the polymer and solvent as well as the molar volume of the solvent
where ␥V s is the activation energy of diffusion of the solute in the polymer, proportional to the molar volume of the odorant, V s . The exponential factor ␥ is a best-fit parameter. We base this relation on the experimental observation that the diffusion coefficients of various molecules is linearly related to the molar volume of the solute in the case where the actual temperature is greater than the glass transition (T g ) of the polymer. 26 This approximation is used in our analysis regardless of T g . ␦ i s (i ϭ 1,2,3) are the cohesive energy density component of the solvent s, where i ϭ 1, 2, and 3 refer to the electrostatic, dispersion, and hydrogen bond components, respectively. Similarly, ␦ i p is the ith cohesive energy component of the polymer sensor p. The exponential coefficients ␤ are treated as best-fit parameters as well as is the preexponential term R 0 . It should be noted that we preserve the sign of the energy components in eq. (4), usually lost in the definition of Hansen and Hildebrand parameters. This is important because such interactions can be attractive or repulsive, depending on the polymer/odorant mixture in question.
The results of fitting eq. (6) to experimental changes in resistivity 27 are shown in Figure 6 for seven electronic nose polymer sensors and 24 solvents. 3, 22 Pearson's correlations between the experimentally determined change in resistivity and the Hansen solubilities are shown for polymer sensors [poly(methylmethacrylate] (PMMA), poly(4-hydroxystyrene) (P4HS), polyethyleneoxide (PEO), polyethylene (PE), poly(ethylenevinyl acetate) (PEVA), polysulfone, and caprolactone) in Table 6 . The calculated Hansen solubilities for the seven polymers and 24 solvents are summarized in Table 7 . Note that in these calculations we used the generic Dreiding force field and the charge equilibration, Qeq, 14 method to assign atomic charges to polymers and solvent molecules. For more accurate results we recommend the use of quantum charges (ESP or Mulliken).
The correlation was particularly good for polysulfone, poly(4-hydroxystyrene) and PEVA (polyethylene-co-vinyl acetate), and especially poor for polymethylmethacrylate based on both correlation slope and the Pearson R values for the linear fit. Polysulfone appears to discriminate between solvents of different sizes because the free volume fraction is small and the free volume distribution may be narrow, resulting in a "molecular sieve" effect. Additionally, the experimental relative change in resistivity in polysulfone ranges from zero to 1.0, which makes it a particularly good high-resolution sensor.
The polyethylene-co-vinyl acetate detector also correlates reasonably well with the theoretical relative change in resistivity. However, the relative change in resistivity range is smaller compared to polysulfone, indicating that it is less discriminating to- wards ester and alcohol solvents. A possible explanation that accounts for this observation is that PEVA contains polar ester functional groups due to the vinyl content (18%), as well as nonpolar components due to the polyethylene content (82%). PEVA has a glass transition below room temperature, and as a result, contains a large free volume fraction. This decreases the sensitivity towards molecules of different sizes compared to high T g polymers such as polysulfone. The third particularly good detector in terms of signal correlation with theoretical prediction is poly(4-hydroxy styrene). This detector is particularly sensitive to molecules functionalized with highly polar groups such as alcohol due to the hydroxyl functional group. However, the sensitivity of this sensor to moderately polar or nonpolar solvents such as esters is particularly low.
Conclusions
Hildebrand and Hansen solubility parameters play an important role in the development of stable commercial chemical formulations as well as for assessing phase segregation during product synthesis. Although various techniques are available to measure Hildebrand and Hansen solubility parameters, the experimental uncertainty in these measurements is significant for a large number of systems, particularly polymers and high boiling point substances. The CED method, a computational method, presented here offers consistent Hildebrand and Hansen solubility values over a large number of organic compounds of interest in formulation work. The use of multiple sampling techniques allows for the precise determination (ca. ␦ ϭ 0.4 hildebrands) of solubility parameters in a systematic way comparable to the experimental precision (␦ ϭ 0.43). When combined with a generic force field and quantum mechanically determined atomic charges, CED yields first-principles hildebrand parameter predictions in good agreement with experiment (rms ca. 1.17 hildebrands). Accuracy is somewhat lower than precision probably due to the generic nature of the force field. No attempt was made to refine the force field parameters to improve the accuracy of the method, although such a possibility is clearly present. We investigated the use of compression and expansion cycles, simulated annealing, charge assignment methods, and statistical sample averaging. It is important to start from a low-density sample to achieve equilibrated conformational statistics within a reasonable computational time. Ten samples, with roughly 1000 atoms each, seem surprisingly adequate to estimate these properties.
As parallel molecular dynamics algorithms are implemented, simulation times will be reduced and the prediction of solubility parameters will become even more practical. For example, the estimation of Hildebrand and Hansen solubility parameters takes approximately 2 h in a dual processor Linux computer. Using a highly parallel particle-mesh algorithm 28, 29 to integrate the dynamics, the CPU times can be reduced to a few minutes using 24 processors. In such a computational environment, it becomes practical to automate the population of databases of solvents and complex mixtures with Hildebrand and Hansen solubility parameters for product formulation work. Simulation times are short enough to allow the batch development of computer generated material/solvent databases.
Finally, the CED method provides a simple protocol that overcomes the common equilibration problems with condensed phase molecular dynamics, that is, how to choose initial molecular configurations not far from equilibrium at normal bulk densities. We applied the method to the problem of predicting responses of polymeric sensors in an electronic nose to the presence of vapor compounds. The models Person's coefficients range from 0.82 to 0.99, depending on the polymer sensor. Other practical uses include the selection of polymers in blends, solvents, and additives in chemical, cosmetic, and pharmaceutical formulations, and the design of chemical synthesis processes.
