In this paper, we describe our experience with developing Airshed, a large pollution modeling application, in the Fx programming environment. We demonstrate that high level parallel programming languages like Fx and High Performance Fortran offer a simple and attractive model for developing portable and efficient parallel applications. Performance results are presented for the Airshed application executing on Intel Paragon and Cray T3D and T3E parallel computers. The results demonstrate that the application is "performance portable", i.e., it achieves good and consistent performance across different architectures, and that the performance can be explained and predicted using a simple model for the communication and computation phases in the program. We also show how task parallelism was used to alleviate I/O related bottlenecks, an important consideration in many applications. Finally, we demonstrate how external parallel modules developed using different parallelization methods can be integrated in a relatively simple and flexible way with modules developed in the Fx compiler framework. Overall, our experience demonstrates that a high level parallel programming environment based on a language like HPF is suitable for developing complex multidisciplinary applications.
Introduction
This paper reports on the development of Airshed, a large air pollution modeling application [17] , in the Fx parallel programming framework [28] . Our goal is to demonstrate that high level parallel programming languages like Fx and High Performance Fortran [12, 14] offer an efficient and portable, yet relatively simple, model for developing parallel applications. We demonstrate that a variety of problems commonly associated with high level parallel programming, specifically poor and unpredictable performance and a restricted programming model, can in fact be dealt with effectively in this framework. This paper has four main components, each representing an important feature that we would like to see in parallel programming environments. First, we show that the Airshed application exhibits good performance with low overheads across a variety of parallel computers, including the Cray T3D, the Cray T3E, and the Intel Paragon. The application ported easily across platforms and exhibits a predictable performance pattern across different platforms, different input data sets, and different numbers of nodes. Second, we show how task parallelism can be used to reduce the impact of some performance bottlenecks, and in particular, how it was used to alleviate I/O processing bottlenecks in Airshed. This points to the importance of providing both data and task parallelism in a single system. Third, the paper presents a simple performance model that captures application performance across different architectures, numbers of nodes, and input sizes. We show how the model can be used to explain the performance of the Airshed application. Finally, we present a framework for coordinating external parallel modules with the Fx environment, thereby opening up the programming model. This is an important consideration for interdisciplinary applications. The Fx Airshed air pollution modeling application was integrated with a parallel population exposure model written in PVM using this framework without significant rewriting and without a significant impact on performance.
The remainder of this paper is organized as follows. We first describe the Airshed application and its parallelization in Fx in Section 2 and its performance in Section 3. Use of task parallelism in Airshed is described in Section 4. Section 5 describes a simple performance model for Fx generated programs and analyzes the performance of the Airshed application in the context of this model. Section 6 discusses the integration of Fx programs with foreign modules. We discuss related work in Section 7 and summarize in Section 8.
Parallel Airshed
We describe the Airshed application and Fx programming framework and then discuss the parallel Airshed implementation in Fx.
Airshed
The Airshed air pollution modeling application is an "Urban Regional Model" (URM) that models the formation, reaction, and transport of atmospheric pollutants and related chemical species. It is a multiscale grid version of the CIT Airshed model [17] . This model predicts the concentration of different chemicals in the atmosphere using their initial values, hourly input of sun and wind conditions, and release of additional chemicals. An important use of Airshed is to help in the development of environmental policies by simulating the impact of air pollution control measures.
The URM model is based on the atmospheric diffusion equation, @c i @t + r:(uc i ) = r:(Krc i ) + f i + S i
Here, c i is the concentration of the ith pollutant among p species, i.e., i = 1, ..., p, u describes the velocity field, K is the diffusivity tensor, f i (c 1 , ..., c p ) is the chemical reaction term and S i is the net source term. The operator splitting method is used to solve Equation (1) . The solution is advanced in time as c n+1 = L xy (^t=2) L cz (^t) L xy (^t=2) c n L xy is the two dimensional horizontal transport operator. L cz is the chemistry and vertical transport operator; they are combined because they involve similar computations on similar timescales. The Streamline Upwind PetrovGalerkin (SUPG) finite element method is used for the solution of horizontal transport [18] . For the chemistry and vertical transport equations, the hybrid scheme of Young and Boris [30] for stiff systems of ordinary differential equations is used. A detailed description of the model can be found in [15] .
Airshed uses a multiscale grid instead of a uniform grid, since, to provide a given accuracy, a well-chosen multiscale grid is computationally significantly more efficient than a uniform grid, as it requires evaluation of the L cz operator at fewer points. This is especially important for a URM since it covers areas with very different characteristics (e.g. city versus open space). It is, however, not clear how 1-dimensional transport operators could be used with multiscale grids, due to their non-uniform sampling and internal dependences, so Airshed uses a 2-dimensional horizontal operator instead of a 1-dimensional method. It turns out that in conditions where significant cross-flow components exist, as in the larger heterogeneous geographic regions that are targeted by Airshed, a 2-dimensional method can also use a larger time step than a 1-dimensional method to achieve the same accuracy, which also helps efficiency. Figure 1 illustrates the Airshed computation. Every hour, a new set of initial conditions are input and a preprocessing phase is executed. This is followed by the main computation phase which iterates over a number of time steps determined at runtime based on the hourly inputs. In each iteration, the model simulates horizontal particle transport for half a time step, then simulates chemical reactions, and then again simulates particle transport for half a time step.
The main data structure used in the Airshed simulation is a 3-dimensional array representing the concentration of the species in the volume being modeled. The three dimensions are horizontal grid nodes (the points distributed over a 2D space are represented in a 1D array), vertical layers, and the chemical species. The typical values for these dimensions are 500-10000 points, 5-20 layers and 30-100 species. The particular data sets used in the experiments 
Fx programming framework
We now outline the Fx parallel programming framework. Fx supports layout of array data in block, cyclic and block-cyclic distributions. Loop parallelism is expressed by a parallel loop construct that combines loop and reduction parallelism. Data parallelism in Fx is similar to that in High Performance Fortran [12] and will not be discussed further. Details of Fx data parallelism are available in [19, 25, 29] .
Task parallelism is supported in Fx by the use of mechanisms to distribute data structures onto subgroups of processors and a mechanism to specify the execution of code on a subgroup of processors. We will state the directives used to achieve these purposes individually:
A TASK PARTITION directive is used to partition the current group of processors into named subgroups, e.g.
defines a partition of the current processors into subgroups part1, part2 and part3, that are assigned 1, x and N-x processors, respectively. Note that x and N can be procedure parameters and hence the actual processor assignment may be dynamic.
A SUBGROUP directive maps variables to a named processor subgroup, e.g.
SUBGROUP(part1):: A1, B1
maps variables A1 and B1 onto the processors assigned to subgroup part1. The details of mapping, (e.g. BLOCK, CYCLIC) are determined by separate directives for alignment and distribution.
A BEGIN TASK REGION and END TASK REGION pair defines a task parallel part of a program, or a task region. A task region can contain blocks of code delimited by ON SUBGROUP subgroupname and END ON pairs, which is the code directed to execute on a named subgroup. Such code can only access variables mapped to that subgroup.
The following code:
call task2(A2) END ON END TASK REGION directs that subroutine task1 be executed on processors assigned to subgroup part1 and subroutine task2 be executed on processors assigned to subgroup part2.
This approach to task parallelism is sufficient to capture many application structures including parallel and pipelined data parallel tasks. The details of the model are presented in [28] . Task parallelism is also an extended feature of HPF-2 [12] , and although the syntax of HPF task parallelism is significantly different from Fx, the basic ideas are similar and this discussion applies.
Parallel Fx implementation
The Airshed application was implemented primarily using Fx data parallelism. Use of task task parallelism to alleviate the I/O overhead is discussed later in this paper. We group the Airshed computation steps outlined in Figure 1 into three classes. We refer to the routines inputhour, pretrans and outputhour collectively as I/O processing. The two transport calls that simulate horizontal transport are referred to as transport computations, and the calls to chemistry, which combines aerosol computations, chemical reactions and vertical transport, as chemistry computations. We represent the concentration matrix by A(species; layers; nodes), which is A(35; 5; 700) for the Los Angeles data set, and A(35; 5; 3328) for the North East data set. We can now characterize the main computation and communication phases in the data parallel implementation.
The I/O processing computations have limited parallelism and are handled sequentially in our implementation. The chemistry computation is independent for each grid point, and hence is parallelized along the "nodes" dimension; this means that it has a high degree of parallelism. The exception is the aerosol computation, which happens at the end of the chemistry phase. It cannot be parallelized and is therefore replicated. While the aerosol computation consumes a negligible portion of the total computation time, it has a significant impact, since it forces the redistribution of the concentration array. The transport computation is independent for each layer, and hence is parallelized along the "layers" dimension. In practice, this means that there is a high degree of parallelism in the chemistry computation, but only limited parallelism in the transport computation.
The natural data distribution for the concentration array A in different computation phases is as follows: 
Performance results
The execution times for the data parallel Airshed application executing on a Cray T3E, a Cray T3D and an Intel Paragon XP/S, using the Los Angeles basin data set, is presented in Figure 2 . For reference, the execution time on a single processor 266 MHz DEC Alpha, a high-end workstation at the time the experiments were made, was around 2050 seconds. We observe significant speedups on all platforms, although the speedup is not linear. For example, on the Intel Paragon, increasing the number of nodes from 4 to 32, i.e. a factor of 8, results in a reduction of execution time from around 4000 seconds to around 900 seconds, a speedup of around 4.5. On the logarithmic scale, we observe that the curves representing the execution times are nearly parallel for the 3 machines, implying that the qualitative speedup behavior is the same for all machines. This illustrates that the application is performance portable in the sense that it not only executes on a variety of architectures, but it also achieves good performance on all of them, and follows similar performance patterns. The Cray T3D is just under a factor of 2 faster than the Intel Paragon, and the Cray T3E is approximately a factor of 10 faster than the Intel Paragon. These differences are fairly independent of the number of nodes used, and are not surprising considering the age and the processor and communication technologies used in these machines. Number of Nodes In Figure 3 , we show the Airshed execution times for both the Los Angeles basin data set and the larger North East United States data set, executing on the Cray T3E. We observe that the qualitative execution behavior is similar for the two data sets. In particular, the logarithmic graph shows that they follow broadly similar speedup patterns. Number of Nodes To understand the performance better, we examine how the execution time of the different application components changes with the number of nodes. We select the Cray T3E and the Los Angeles basin data set as an example combination and show the time spent in different parts of the application in Figure 4 . We observe that maximum amount of time is spent in chemistry computations, followed by transport computations and I/O processing computations. We also observe that these phases exhibit very different scaling behavior: the chemistry computation scales well to large numbers of processors, the execution time of the transport computation appears to scale only up to eight processors, and the time spent in I/O processing remains virtually constant. This result matches our earlier observation that there is a large degree of parallelism in the chemistry phase, the degree of parallelism in the transport phase is bounded by the number of layers (five in this data set), and I/O is essentially sequential. Most important, communication accounts for a very small fraction of the total time, implying that the compiler is generating efficient communication code, which is a major challenge in the implementation of languages like HPF. The limited scalability of the transport computations is related to the algorithmic choices made in the Airshed model. As we explained in Section 2, the use of a 2-dimensional operator over a multiscale grid significantly improves efficiency compared with 1-dimensional operators. Unfortunately, it has the drawback that it exhibits a much lower degree of parallelism than 1-dimensional uniform grid transport operators [16, 5] . With a 1-dimensional uniform grid transport, both the L x and L y operators can be parallelized over the layers and over one dimension of the grid, resulting in a relatively high degree of parallelism. The 2-dimensional L xy , however, is difficult to parallelize, so the degree of parallelism is restricted to the number of layers. Overall, this means that models based on a uniform grid and 1-dimensional operators will offer better speedups [5] , but because of their lower efficiency, they may not necessarily have better absolute performance. In fact, related research [23] appears to indicate that the improved parallelization does not make up for the reduced sequential performance. The relevance here is that the parallelization of the multiscale version of Airshed is an important and challenging problem.
Task parallelism for Airshed
Task parallelism is supported in Fx with mechanisms to distribute data structures onto subgroups of nodes and a mechanism to specify execution on a subgroup of nodes, as outlined in section 2.2. This allows independent sequential and data parallel routines to execute concurrently on disjoint groups of processors. Task parallelism makes it possible to reduce or eliminate the impact of application components with limited parallelism on the overall execution time by executing them concurrently with other computations. In related research, task parallelism has been used to minimize the impact of application modules that do not scale well because of high communication overheads [10, 28] . In the Airshed application, we have used task parallelism to alleviate the I/O bottlenecks. I/O is an important consideration in many applications and use of task parallelism for improving I/O behavior can be simpler and more effective than alternative techniques like explicit buffering in the program and the use of asynchronous I/O.
We observe from Figure 4 that one of the factors that limits the scalability of Airshed is the sequential I/O processing computations, which become a bottleneck for larger numbers of nodes. This trend was observed on all platforms. For example, on the Intel Paragon, I/O processing consumes well under 2% of the total time in sequential execution, but becomes a bottleneck consuming over 30% of the execution time on 64 nodes.
Given the dependencies between the input and output processing stages and the main computation loop, it is natural to use task parallelism to break up the computation in three pipelined stages, as shown in Figure 5 . The input and output phases were separated into different tasks, and each placed on a separate node subgroup. When the main computation is performed on the current data set, the input subgroup reads and preprocesses the next input data set, while the output subgroup processes and writes the previous data set. The impact of using this form of task parallelism on the performance of Airshed on an Intel Paragon is plotted in Figure 6 . The figure shows 
Performance model
A common complaint about high level parallel programming systems such as Fx is that the observed application performance is often hard to explain because of the complexity of the compiler and the runtime system. We argue that when communication and other compiler overhead patterns are analyzed, predictable performance can be achieved at least for some regular applications. We present a simple performance model for programs generated by the Fx compiler and show that it predicts the performance of the Airshed application fairly accurately. We will first discuss the performance models for the computation and communication steps, since these are distinct phases in data parallel applications, and then apply the model to the Airshed application.
Computation performance
The execution time of a communication free data parallel code segment is determined by the total amount of computation to be performed, the rate of performing computations on a node, and the degree of useful parallelism. The total amount of computation is considered to be fixed for a given data set and the execution rate is determined by the type of the processor node. These two are jointly captured by the sequential execution time. The degree of useful parallelism is determined by the available parallelism and the number of nodes. Hence, the parallel compute time on a given architecture is simply the sequential execution time divided by the amount of useful parallelism.
Given a computation phase with sequential execution time T seq , and effective parallelism of P f , the parallel execution time T x is simply as follows:
When a computation is parallelized along an array dimension of size dimsize on P processors, the effective parallelism P f will either be limited by the number of processor or the dimension of the array, so P f can be estimated as:
The above equation is valid only if the elements of the distributed dimension are distributed equally across the processors. In general, we have to account for the fact that the assignment of elements to processors can be unequal, which is especially important for small values of dimsize, and the precise expression for P f becomes:
When task parallelism is also employed, pipeline parallelism can be exploited in addition to data parallelism to improve execution time. In this pipelined data parallel structure, each pipeline stage executes on a disjoint set of processors. The effective execution time of a set of k stages is determined by the bottleneck stage, and is simply the maximum parallel execution time among the stages as follows:
In the above formulation, execution time also includes the time to send and receive data. Also, if the number of data sets that go through the pipeline is small, it is important to account for the time to start up and flush the pipeline. This can be achieved by increasing the number of times that the pipeline is clocked by the depth of the pipeline.
Communication performance
We now characterize the cost of the communication steps, which are the data redistribution steps in an Fx program. The communication costs do not cause significant performance degradation for Airshed, partly as a result of good communication code generated by Fx, and also because of the balanced computation and communication architectures of the machines used. However, in general, accurately modeling communication cost is very important since it often limits performance.
We first observe that, on today's high performance interconnection networks, communication performance is typically limited by the communication overhead on the end-points, and not by the aggregate bandwidth of the actual interconnect. As a result, the communication time is determined by the cost of assembling/disassembling messages, generating headers, and other overheads. The cost of sending a set of m messages and a total of b bytes can be modeled as:
where L (latency component) is the effect of latency and message startup costs, and G (bandwidth component) is determined by the cost of operations that have to be performed on each byte, such as copying data and transferring messages between the memory and the actual interconnect.
A logical communication phase, which is a data redistribution in Fx, can also involve significant local copying of data, whose impact should not be ignored. Therefore, we extend the above equation to include c, the number of bytes that are locally copied but not communicated to another node, as follows:
where H is determined by the cost of local copying. All the above parameters can be estimated for a specific system based on the communication system performance, the instruction execution rate, and the memory bandwidth. Our model of the communication cost is based on the above equation and on the observation that the overall time of a communication phase is determined by the node that has the highest communication load. There are basically two steps involved in modeling the cost of a specific communication phase. First we have to identify the node that has the maximum communication time, which will typically be the node that has to send or receive the largest amount of data. Next, we have to determine how much data (b) and how many messages (m) that node has to send or receive, as well as the number of bytes that are locally copied on the node (c).
We now consider the aggregate communication cost associated with redistribution of multidimensional data arrays. For simplicity, we will consider only redistribution of full arrays and not array sections, and assume that the initial and final array mappings are either replicated or distributed along a single dimension. These assumptions are true for virtually all array redistribution steps in practice.
We first focus on the case where both the initial and final mapping are distributed, i.e., we consider a redistribution step for an array of size arraysize on P processors, where the initial distribution has dimsizeI elements in the distributed dimension and the desired final distribution has dimsizeF elements in the distributed dimension. We use a communication model where all data to be exchanged between a specific pair of processors is aggregated, and therefore, at most one message is exchanged between a particular pair of processors. Hence the number of messages sent or received by a processor is bounded by P. However, the actual number of processors that own parts of an array is also bounded by dimsize, the number of elements in the distributed dimension. Therefore, the maximum number of messages sent (received) by a processor in a redistribution step is:
where dimisize corresponds to dimsizeF (dimsizeI) of the final (initial) distribution.
The other important parameter is the maximum number of bytes sent and received by a processor. The elements of an array may not be evenly divided among all the processors for two reasons. The dimsize may be smaller than the number of processors leaving some processors unused, and it may not be evenly divisible by the number of processors. Taking these factors into account, the maximum number of bytes sent (received) by a processors is:
where dimisize corresponds to dimsizeF (dimsizeI) of the initial (final) distribution. Note that the above simplifies to arraysize=P for the case where dimsize is greater than P and is divisible by P.
Finally, we need to determine the number of bytes that are copied locally but not sent to other processors. This quantity is relatively small and can be ignored for normal redistributions. However, in the special case that the array is replicated in the initial distribution, the cost of the local copy comprises the entire cost of redistribution. The maximum number of bytes that are locally copied in this case is as follows:
Another special case is a replicated final distribution. In this case the sending processors must send their entire data to every receiving processor, so they have to send P messages, and the number of bytes sent is a factor of P higher than in the case where the final distribution is distributed. Every processor virtually receives all arraysize elements.
The total communication cost is determined by the sum of the maximum cost of the three components discussed above, and can be stated as:
T c = L m max + G b max + H c max
The communication costs associated with a general redistribution step, including the cases where one of the distributions is a replication, is summarized in Table 1 . arraysize is the total array size in bytes, dimisze is the number of elements in the distributed dimension, and P is the number of processors. L is the latency parameter, G the bandwidth parameter, and H the local copy parameter for the parallel system.
Type of Communication Time
Redistribution Send Receive Distributed TO L P + L min(P; dimsizeI) + Replicated G (P (arraysize=dimsizeI ) ceil(dimsizeI=P)) G arraysize Distributed-I TO L min(P; dimsizeF) + L min(P; dimsize1) + Distributed-F G (arraysize=dimsizeI) ceil(dimsizeI=P) G (arraysize=dimsizeF ) ceil(dimsizeF=P) Replicated TO Distributed H ((arraysize=dimsizeF ) ceil(dimsizeF=P))
Performance parameters
The models used in this discussion are, of course, very simple and not new. Our contribution is to show that a parallelizing compiler responsible for generating code for the computation and communication phases of an application can use this framework to generate a performance model for a parallel application. Given information on the features of the input data set, users or tools can then use this performance model to calculate the degree of useful parallelism of each computation phase, and the amount of data and the number of messages to be communicated by each node. Combined with the information about the characteristics of the target architecture, possibly obtained by executing the program sequentially and on small numbers of nodes, it is possible to estimate the execution time and scalability of an application.
To be concrete, we estimated the performance parameters for the Cray T3E for the communication generated by Fx using measurements for a small number of nodes and the results are as follows: 
Airshed performance analysis
We demonstrate that the performance of the Fx generated Airshed application broadly follows the execution model developed in the previous section.
Computation phases
The Airshed program has 3 main computation components, chemistry, transport and I/O processing. The predicted and measured execution times for these components for the LA data set on the T3E are plotted in Figure 7 .
The chemistry computation scales almost linearly with the number of nodes, which is to be expected since it has a high degree of parallelism. The transport computation, however, has a limited degree of parallelism (five for the LA data set). It speeds up by a factor of two when doubling the number of nodes from four to eight, as the maximum workload on a node is halved. However, the execution time remains virtually unchanged as more nodes are added. The I/O processing time is essentially constant since this computation is sequential.
We note in Figure 7 that the execution model presented in the previous section predicts the computation time fairly accurately. This general pattern was also observed for the Paragon and the T3D machines, as well as for the North East data set.
Communication phases
We restate that the main communication steps in the Airshed application are as follows: The measured and predicted times for these communication steps are charted in Figure 8 .
The step D Repl ! D Trans redistributes a replicated array to an array distributed in the "layers" dimension, which has only 5 elements for the LA input data set. This causes a local data copy but no actual transfer of data across nodes as the relevant data is locally available. For the array described by the dimensions A(species; layers; nodes), it follows from Table 1 that the cost of this operation is:
C t = H ceil(layers=min(layers; P)) species nodes W
where P is the number of the processing nodes and W is the machine wordsize in bytes. Note that the ceil operation is required since the node with the largest amount of data should be considered for cost computations when the data is divided unevenly. The above equation states that the cost of this step is proportional to the maximum amount of Number of Nodes
Figure 7: Predicted (P) and Measured (M) computation times for the LA data set on the T3E Number of Nodes local data on a node in the distribution D Trans, which is determined by the maximum number of layers allocated to a node for the transport computation. For the LA input set, since the number of layers is 5, the amount of data is reduced from 2 layers to 1 layer when going from 4 to 8 nodes, but remains constant after that. This is the pattern predicted and observed in Figure 8 , which is similar to the scaling of transport computation discussed earlier.
The redistribution step D Trans ! D Chem copies an array distributed in the "layers" dimension with 5 elements to the "nodes" dimension with 700 elements. The cost of this step is dominated by the sending cost, as the maximum amount of data sent by a node exceeds the amount of data received by any node, since there are fewer senders than receivers. The number of messages that a sender has to send equals the total number of nodes. The cost of this operation, based on Table 1 is:
C t = L P + G ceil(layers=min(layers; P)) species nodes W For the LA input set, as the number of nodes is increased from 4 to 8, the maximum amount of data sent by a node decreases from 2 layers to 1 layer, but then remains the same after that. The change in the amount of data sent is responsible for the large drop in cost from 4 to 8 nodes in Figure 8 . For larger numbers of nodes, the amount of data sent stays the same, but a larger number of (smaller) messages are sent. This increased latency component is responsible for the gradual increase in cost beyond 8 nodes. We again observe that the predicted and measured communication times are fairly close to each other.
In the redistribution step D Chem ! D Repl, each node has to receive the entire data array, so the cost is higher than the previous two steps and is dominated by the receiving cost. The number of messages sent by a node, and the number of messages received by a node, are both bounded by the number of nodes. The cost equation is:
C t = 2L P + G layers species nodes W
As the number of nodes is increased, the volume of data to be received remains unchanged but the number of messages increases. We observe in the graph that the communication cost is relatively high to start with and gradually increases because of the increased latency component of the cost. This pattern is seen in measured as well as predicted times for this communication step.
Complete application
Finally we estimate the performance of the complete Airshed application and compare it with actual measurements in Figure 9 . We first observe that the predicted time for data parallel Airshed is quite accurate. This is not surprising since the total execution time is simply the sum of all the computation and communication times, and we illustrated earlier that they can be predicted fairly accurately. Figure 9 also compares the predicted and measured performance of Airshed with integrated task and data parallelism. The performance of this version of Airshed was estimated based on the execution model for pipelined data parallel computations described in the beginning of this section. The total execution time is dominated by the main computation phase that runs on nearly all processors since only two processors are assigned to I/O processing, one each to the input and output phases. We again notice that the estimated and measured times are fairly close to each other.
In summary, these results demonstrate that the execution behavior of the Fx generated Airshed application follows a predictable pattern. Small differences between the two sets of values do exist, which is not surprising given the simple nature of the estimates. While we have demonstrated performance predictability for only one application, we believe that this process can be automated and extended to other applications. In particular, the results for the communication model are expected to be fairly application independent since they apply to communication patterns generated by the Fx compiler. While there are a number of factors that can make the estimates inaccurate (e.g. cache usage patterns, communication schedule conflicts, etc.), the results for Airshed suggest that a rough estimate of the execution time of an application can be obtained. This can be used to explain the basic patterns and trends in the observed performance to users. Alternatively, the measurements obtained by executing an application on a small number of nodes can be used to extrapolate the performance to larger numbers of nodes. This is an interesting and important case since small parallel computers are fairly widely available as development platforms, while large ones are the domain of a select set of institutions like supercomputing centers. This model-based approach will be much less effective for less regular applications, or for systems that manage parallelism at runtime. 
Foreign module interface
We present our approach to developing integrated applications that include Fx and other foreign modules and show how it is employed for the Airshed application. The goal is to ease the development of applications that require concurrent execution of Fx and foreign modules, possibly on disjoint sets of processors.
Motivation
Many interdisciplinary applications require that several existing programs be combined into a larger application. Airshed is often coupled with a population exposure model (PopExp), a computation that uses the concentration data for chemicals generated by Airshed to calculate the impact on health. Population exposure calculations can be very expensive and are often also parallelized. Environmental scientists would like to use an efficient integrated version of these two programs, through a problem solving environment like GEMS [22] , as illustrated in Figure 10 . However, different programs are often parallelized in different frameworks. For example, in this case, Fx was used for Airshed and PVM for PopExp. We believe that integrating parallel programs with external parallel modules is a fundamental problem in parallel computing, and we will argue that the use of parallelizing compilers can actually help in the solution process. Integration of existing programs is a challenge for all parallel programming environments. Solutions to accomplish this integration range from ad-hoc ones like running multiple programs independently and using file sharing for communication, to expensive ones like merging independent programs into a single program. Both approaches have obvious disadvantages: inefficient execution or a high cost in program development. Some of the more attractive approaches include the use of coordination languages [1, 2, 9] , which are designed to build programs by combining existing modules. However, coordination languages have not been widely used, probably in part because familiarity with a new language is required. Using Airshed+PopExp as an example, we will present an approach that allows different parallel modules to execute in parallel with limited effort by the programmer. A comparison with other methods used in the HPF domain is included in the discussion of related work. 
Approach
The idea is to use task parallelism support in a parallelizing compiler and its runtime system to facilitate the integration of modules. The integration is based on a native program that will be compiled by the parallelizing compiler and that invokes the different modules. Modules can be either native modules, i.e., modules written in the language of the compiler, or external foreign modules, i.e., independent executables that may have been developed in a different language and parallelism model. In our approach, foreign modules are represented as tasks in the native program. These tasks, which we will call representative tasks since they represents the foreign modules in the native program, have characteristics that are similar to those of other native tasks. For example, a representative task is associated with a node subgroup that represents the nodes where the foreign module executes. Similarly, data is exchanged between the native program and the representative task (of a foreign module) through shared variables that are mapped onto that subgroup. Our experimentation is with the Fx compiler system, hence the native programs in this discussion are Fx programs. The central idea of our approach to foreign modules is that the the communication library used by the Fx compiler is exposed to the foreign modules as the external interface library. Hence the Fx program interacts with the foreign module as it does with other Fx tasks, while the foreign module interacts through this external interface library which is implemented with the internal Fx communication library. Note that the foreign module may use a different library for its internal communication. This approach has the following key features:
1. Modules written in different parallelism models can be integrated in a single framework, without having to rewrite the foreign code. The main change in the foreign module is the insertion of calls to an external interface library to input and output data from the native Fx program.
2. The programming model of the native Fx module is not changed. A representative Fx task is assigned a set of nodes and the communication is achieved by reading and writing variables mapped to that task, which is identical to interaction with other Fx tasks.
3. The Fx compiler maintains a global view of the application. With the knowledge of computation and communication characteristics of a foreign module, the techniques used in Fx to manage processor allocation among tasks [26, 27] can be extended to foreign modules.
Design tradeoffs
We briefly look at two critical design options in integrating foreign modules. A more complete discussion can be found in [24] . Support for communication between a foreign module and the native program presents a tradeoff between the complexity of implementation on one hand, and programming flexibility and performance on the other. Figure 11 outlines some of the options. In the simple case represented by the scenario A, the data is transferred from the native program to the representative task, then to a designated interface node in the foreign module, which in turn distributes it to the other nodes of the foreign module. This is the easiest model to implement but may be inefficient because of extra data copies. Scenario B is an important optimization: data is transferred directly to all the nodes of the foreign module. This requires that the topology of the foreign module and the data distribution inside it be exposed to the native compiler for communication generation. Finally, the most complex and potentially most efficient implementation is represented by the scenario C, where the data is directly transferred from the variables in the native program to the variables in the foreign module. Some of the challenges of such an efficient implementation are discussed in [6] . Implementations of foreign module support can also differ in the generality of the interactions between the native and foreign modules. In the simplest case, the foreign module executes when it is invoked and goes to sleep after it returns its results to the main module; it is idle and stateless in between invocations. However, in general, the interaction can be asynchronous, and the foreign module can continue execution in parallel with the Fx program. This may be useful, for example, if the foreign module involves I/O. Such an asynchronous model is much more powerful but it causes additional complexity.
Example
We added a population exposure program called PopExp as a foreign module to Airshed. PopExp started out as a stand-alone parallel program based on a master-slave paradigm using PVM for communication. In the original program, pollution data was read from a file. These read calls were replaced by calls to an external interface library exported by Fx that receives the data on the fly from the Airshed program. Note that the external interface library is application independent, i.e., a single external interface library can be used by foreign modules in different parallel languages. The interface library also includes the necessary calls for initialization and synchronization with the native program.
Our prototype implementation of foreign modules is based on the simplest approach A of Figure 11 : the master collects all the data from Airshed and then distributes it to its slaves using PVM communication statements. The structure of the combined Airshed-PopExp processing is illustrated in Figure 12 . In the integrated implementation, PopExp is effectively treated like a task in the same way as I/O stages were tasks in the task parallel implementation of Airshed discussed earlier. 
Evaluation
To validate the performance of our approach to integration, we developed an all Fx version of the AirshedPopExp application, in addition to a version in which Airshed is programmed in Fx and PopExp is a PVM foreign module. (We verified that the Fx and PVM versions of PopExp had the same performance behavior when executing independently.) The performance of both implementations is shown in Figure 13 . We observe that there is a fixed, relatively small, overhead associated with the foreign module approach. This overhead is the result of the extra sequential data transfer required through the PopExp master; in the Fx-only program, there is no PopExp master and data is transferred directly to the PopExp data-parallel slaves. This overhead does not significantly impact overall performance, and as we discussed earlier, it can be reduced or eliminated by a more aggressive implementation. Given the advantages in code reuse, this preliminary evaluation suggests that the foreign module approach is attractive. In general, the amount of computation in the population exposure module varies with the scenario in which it is used, as well as the input data set. To simulate different usages of this module, we developed versions of PopExp with different computational costs, and then experimented with assigning different numbers of processors to the PopExp and Airshed modules. Figure 14 shows the execution time as a function of the number of nodes assigned to the foreign module. Different curves are shown for different versions of the foreign module; the labels 2x, 4x, etc. represent the amount of computation, relative to the base PopExp computation. As expected, each curve goes through a minimum, corresponding to a balanced node assignment. If too few nodes are assigned to the PopExp calculation, it can become the bottleneck. If too many nodes are assigned to the PopExp calculation, the main Airshed computation becomes the bottleneck. In the latter scenario, all curves merge since the amount of computation in PopExp no longer affects the execution time. We observe that the optimal node allocation depends on the computational cost of PopExp. The point is that the appropriate load balancing between the native and foreign module can be supported in this framework.
Related work
Several research efforts have addressed compilation of data parallel languages, two of the pioneering ones being Fortran D [13] and Vienna Fortran [4] . Data parallelism in Fx, the framework used in this research, is discussed Figure 14 : Performance with different processor assignments to the foreign module with different computation loads in [25, 29] . With the standardization of High Performance Fortran [12] , several commercial compilers for the language are also available. Support for task parallelism in Fx is discussed in [28] , and the subject has also been addressed by several other research efforts, including [3, 7, 11] .
The Airshed model for pollution modeling was developed by McRae et. al. [17] , and a parallel implementation, based on PVM, was developed by Kumar et. al. [16] . A parallel implementation of the original uniform grid CIT model is described by Dabdub et. al. [5] . To our knowledge, this is the first implementation of Airshed in a high level parallel programming framework, and that exploits both data and task parallelism.
Task parallelism has been used to alleviate various kinds of performance bottlenecks [10] and some research efforts have addressed the automatic use of mixed parallelism [20, 26, 27] . However, we believe that the use of task parallelism to alleviate I/O bottlenecks is a novel idea that is being investigated in the Fx project.
Several coordination languages have been developed for application development [1, 2, 9] but they are primarily targeted to communication between sequential processes. High Performance Fortran [14] allows control to be transferred to external routines in other languages using EXTRINSIC procedure calls. Our approach blends such a mechanism with task parallelism and uses a common communication interface between a native Fx program and a foreign module. The result is that a foreign module can potentially execute concurrently with the main computation, offering significantly more flexibility. Foster et. al. [8] use an MPI binding to HPF to enable multiple HPF executables to communicate using MPI collective communication operations. This approach is somewhat similar to our approach, with the difference that our system is more closely integrated with the parallelizing compiler. In particular, the interface from the Fx/HPF compiler is not an explicit call to a collective communication library but a subroutine call in a task region, which is an existing HPF concept. A similar idea of using runtime communication libraries to integrate existing parallel code modules is explored in [21] .
Conclusions
This paper reports on the development of the Airshed pollution modeling application in the Fx programming environment. The paper has demonstrated that large parallel applications can be successfully developed in a high level parallel programming environment based on High Performance Fortran. We specifically address problems associated with HPF programming relating to performance and limitations of the programming model, and show that they can be resolved in this environment.
Results are presented for the Airshed application executing on the Intel Paragon and the Cray T3D and T3E parallel computers. The data sets used represent Los Angeles basin and North Eastern United States. The results demonstrate that the performance obtained is good and that the performance tradeoffs are a result of the choice of the algorithm and not due to overheads associated with the use of a high level language. Further, we showed how Airshed performance can be explained using a simple model of computation and communication times, suggesting that for some applications, our Fx based framework offers predictable performance. We also show how task parallelism was used to alleviate I/O related bottlenecks, an important consideration in many applications. Finally, we demonstrate how external modules can be integrated in a relatively simple and flexible way in the Fx compiler framework. In summary, we have developed an efficient implementation of the Airshed model and provided evidence that an HPF based environment is suitable for developing such applications. We believe that the experience reported is representative of development of multidisciplinary applications.
