Trees have long been used as a graphical representation of species relationships. However complex evolutionary events, such as genetic reassortments or hybrid speciations which occur commonly in viruses, bacteria and plants, do not fit into this elementary framework. Alternatively, various network representations have been developed. Circular networks are a natural generalization of leaf-labeled trees interpreted as split systems, that is, collections of bipartitions over leaf labels corresponding to current species. Although such networks do not explicitly model specific evolutionary events of interest, their straightforward visualization and fast reconstruction have made them a popular exploratory tool to detect network-like evolution in genetic datasets.
Introduction
Trees have long been used to represent species relationships [Fel04, Ste16, War] . The leaves of a phylogenetic tree correspond to current species while its branchings indicate past speciation events. However, complex evolutionary events, such as genetic reassortments or hybrid speciations, do not fit into this elementary framework. Such non-tree-like events play an important role in the evolution of viruses, bacteria and plants. This issue has led to the development of various notions of phylogenetic networks [HRS10] .
A natural generalization of phylogenetic trees is obtained by representing them as split networks, that is, collections of bipartitions over the species set. On a tree whose leaves are labeled by species names, each edge can be thought of as a bipartition over the species: removing the edge produces exactly two connected components. In this representation, trees are characterized by the fact that their splits have a certain compatibility property [SS03] . More generally, circular networks relax this compatibility property, while retaining enough structure to be useful as representations of evolutionary history [BD92] . Such networks are widely used in practice. Although they do not explicitly model specific evolutionary events, their straightforward visualization and fast reconstruction have made them a popular exploratory tool to detect network-like evolution in genetic datasets [HB06] . They are also useful in cases where data is insufficient to single out a unique tree-like history, but instead supports many possible evolutionary scenarios.
Standard reconstruction methods for circular networks, such as the Neighbor-Net algorithm introduced in [BM04] , rely on a metric on the species set. Such a metric, which quantifies how far apart species are in the Tree of Life, is estimated from genetic data. Very roughly, it counts how many mutations separate any two species. This leads to a key difficulty: under standard stochastic models of DNA evolution, distantly related sequences are known to produce statistically unreliable distance estimates [ESSW99a, ESSW99b] . This is problematic for Neighbor-Net, in particular, as it is based on the popular tree reconstruction method Neighbor-Joining, whose sensitivity to distance estimation errors is well established theoretically [LC06] .
In the tree case, more robust reconstruction methods were developed using the notion of a distorted metric which captures the dependence of the error in the distance through a radius of accuracy [KZZ03, Mos07] . A key insight to come out of this line of work, starting with the seminal results of [ESSW99a, ESSW99b] , is that a phylogenetic tree can be reconstructed using only a subset of the pairwise distances-those less than roughly the chord depth of the tree. Here the chord depth of an edge is the shortest path between two leaves passing through that edge and the chord depth of the tree is the maximum depth among its edges. This result is remarkable because, in general, the depth can be significantly smaller than the diameter. As a consequence, a number of results have been obtained showing that, under common stochastic models of sequence evolution, a polynomial amount of data suffices to reconstruct a phylogenetic tree with bounded branch lengths. See e.g. [CGG02, MR06, DMR11, GMS12] . This approach has also inspired practical reconstruction methods [HNW99, RMWW04] .
Here we design the first reconstruction method for circular networks based on distorted metrics. In addition to generalizing the chord depth, we show that, unlike the tree case, pairwise distances within the chord depth do not in general suffice to reconstruct these networks. We introduce the notion of maximum incompatibility, a measure of the extent to which the network differs from a tree, to obtain a tight (up to a constant) bound on the required radius of accuracy. Before stating our main results, we provide some background on split networks. 1
Background
We start with some basic definitions. See [HRS10] for an in-depth exposition.
Definition 1 (Split networks [BD92]).
A split S = (S 1 , S 2 ) on a set of taxa X is an unordered bipartition of X into two non-empty, disjoint sets: S 1 , S 2 ∈ X , S 1 ∩ S 2 = ∅, S 1 ∪ S 2 = X . We say that N = (X , S, w) is a weighted split network (or split network for short) on a set of X if S is a set of splits on X and w : S → (0, ∞) is a positive split weight function. We assume that any two splits S
(1) = {S
1 , S
2 } in S are distinct, that is, S
2 . For any x, y ∈ X , we let S| x,y be the collection of splits in S separating x and y, that is, S| x,y = {S ∈ S : δ S (x, y) = 1}, where δ S (x, y), known as the split metric, is the indicator of whether S = (S 1 , S 2 ) separates x and y
For a split S ∈ S| x,y , we write S = {S x , S y } where x ∈ S x and y ∈ S y . For simplicity, we assume that S| x,y = ∅ for all x, y ∈ X . (Taxa not separated by a split can be identified.) Let T = (V, E) be a binary tree with leaf set X and non-negative edge weight function w : E → [0, +∞). We refer to T = (X , V, E, w) as a phylogenetic tree. Any phylogenetic tree can be represented as a weighted split network. For each edge e ∈ E, define a split on X as follows: after deleting e, the vertices of T form two disjoint connected components with corresponding leaf sets S 1 and S 2 ; we let S e = {S 1 , S 2 } be the split generated by e in this way. Conversely, one may ask: given a split network N = (X , S, w), is there a phylogenetic tree T = (X , V, E, w) such that S = {S e : e ∈ E}? To answer this question, we need the concept of compatibility.
2 } and S (2) = {S
2 } are called compatible, if at least one of the following intersections is empty:
We write S (1) ∼ S (2) to indicate that S (1) and S (2) are compatible. Otherwise, we say that the two splits are incompatible. A set of splits S is called compatible if all pairs of splits in S are compatible.
In words, for any two splits, there is one side of one and one side of the other that are disjoint. The following result was first proved in [Bun71] . Given a split network N = (X , S, w), there is a phylogenetic tree T = (X , V, E, w) such that S = {S e : e ∈ E} if and only if S is compatible. For a collection of splits S (1) , . . . , S ( ) on X , we let
be the set of splits of N compatible with all splits in S (1) , . . . , S ( ) , and we let
be the set of splits of N incompatible with at least one split in S (1) , . . . , S ( ) . We drop the subscript N when the network is clear from context.
Most split networks cannot be realized as phylogenetic trees. The following is an important special class of more general split networks.
Definition 3 (Circular networks [BD92] ). A collection of splits S on X is called circular if there exists a linear ordering (x 1 , . . . , x n ) of the elements of X for S such that each split S ∈ S has the form:
We say that a split network N = {X , S, w} is a circular network if S is circular.
Phylogenetic trees, seen as split networks, are special cases of circular networks (e.g. [HRS10] ). Circular networks have the appealing feature that they cannot contain too many splits. Indeed, let N = (X , S, w) be a circular network with |X | = n.
. In general, circular networks are harder to interpret than trees are. In fact, they are not meant to represent explicit evolutionary events. However, they admit an appealing vizualization in the form of an outer-labeled (i.e., the taxa are on the outside) planar graph that gives some insight into how "close to a tree" the network is. As such, they are popular exploratory analysis tools. We will not describe this vizualization and how it is used here, as it is quite involved. See, e.g., [HRS10, Chapter 5] for a formal definition and [HB06] for examples of applications.
Split networks are naturally associated with a metric. We refer to a function d : X × X → [0, +∞] as a dissimilarity over X if it is symmetric and d(x, x) = 0 for all x.
Definition 4 (Metric associated to a split network). Let N = (X , S, w) be a split network. The
for all x, y ∈ X , is referred to as the metric associated to N . (It can be shown that d is indeed a metric. In particular, it satisfies the triangle inequality.)
The metric associated with a circular network can be used to reconstruct it.
(Note that the latter is always non-negative.) We say that S is a d-split if α d (S) > 0.
The following result establishes that circular networks can be reconstructed from their associated metric.
Lemma 1 (d-splits and circular networks [BD92] ). Let X be a set of n taxa and let N = (X , S, w) be a circular network with associated metric d. Then S coincides with the set of all d-splits of N = (X , S, w). Further the isolation index α d (S) equals w(S) for all S ∈ S.
The split decomposition method, described in Section 2, reconstructs N = (X , S, w) from d in polynomial time. When N is compatible, d is an additive metric. See e.g. [SS03, Ste16] . In practice one obtains an estimated of d, called the distance matrix, from DNA sequences, e.g., through the Jukes-Cantor formula [JC69] or the log-det distance [Ste94] . The accuracy of this estimate depends on the amount of data used [ESSW99a, ESSW99b] . In previous work in the context of tree reconstruction, distorted metrics were used to encode the fact that large d-values typically produce unreliabled-estimates.
Definition 6 (Distorted metrics [KZZ03, Mos07] ). Suppose N = (X , S, w) is a split network with associated metric d. Let τ, R > 0. We say that a dissimilarityd :
We refer to τ and R as the tolerance and accuracy radius ofd respectively.
Distorted metrics have previoulsy been motivated by analyzing Markov models on trees that are commonly used to model the evolution of DNA sequences [ESSW99a, ESSW99b] . Such models have also been extended to split networks [Bry05] .
Main results
By the reconstruction result mentioned above, any circular network N = (X , S, w) with associated metric d can be reconstructed from a (τ, R)-distorted metric where τ is 0 and R is greater or equal than the diameter max{d(x, y) : x, y ∈ X } of N . In the tree case, it has been shown that a much smaller R suffice [ESSW99a, ESSW99b, Mos07, DMR11]. Here we establish such results for circular networks.
Chord depth and maximum incompatibility To bound the tolerance and accuracy radius needed to reconstruct a circular network from a distorted metric, we introduce several structural parameters. The first two parameters generalize naturally from the tree context. Definition 7 (Minimum weight). Let N = (X , S, w) be a split network. The minimum weight of N is given by
Let N = (X , S, w) be a split network with associated metric d. For a subset of splits A ⊆ S, we let
be the distance between x and y restricted to those splits in A.
Definition 8 (Chord depth). Let N = (X , S, w) be a split network with associated metric d. The chord depth of a split S ∈ S is ∆ N (S) = min {d(x, y; C N (S)) : x, y ∈ X , S ∈ S| x,y } , and the chord depth of N is the largest chord depth among all of its splits
4 N suffice to reconstruct N in polynomial time (among compatible networks).
For more general circular networks, the minimum weight and chord depth are not sufficient to characterize the tolerance and accuracy radius required for reconstructibility; see Example 1 below. For that purpose, we introduce a new notion that, roughly speaking, measures the extent to which a split network differs from a tree.
Definition 9 (Maximum incompatibility). Let N = (X , S, w) be a split network. The incompatible weight of a split S ∈ S is
and the maximum incompatibility of N is the largest incompatible weight among all of its splits
We drop the subscript in N , ∆ N and Ω N when the N is clear from context.
Statement of results
We now state our main result. Establishing robustness to noise of circular network reconstruction algorithms is important given that, as explained above, such networks are used in practice to tentatively diagnose deviations from tree-like evolution. Errors due to noise can confound such analyses. See e.g. [HB06] for a discussion of these issues.
In [DMR11, Section 4], it was shown that in the tree case the accuracy radius must depend linearly on the depth. The following example shows that the accuracy radius must also depend linearly on the maximum incompatibility.
Example 1 (Depth is insufficient; linear dependence in maximum incompatibility is needed). Consider the two circular networks in Figure 1 . In both networks, X = {x 1 , x 2 , y 1 , y 2 } ∪ {∪ i z i }, and the n vertical lines, the horizontal line, and the two arcs are splits of weight 1. The chord depth of both networks is 1 while their maximum incompatibility is n. In both networks
The only difference is that, in graph (A), d(x 1 , y 1 ) = n + 2 and d(x 2 , y 2 ) = n while, in graph (B), d(x 2 , y 2 ) = n + 2 and d(x 1 , y 1 ) = n. If we choose the distance matrixd as follows:
thend is a (τ, n − 1)-distorted metric of both networks for any τ ∈ (0, 1). Hence, these two circular networks are indistinguishable fromd. Observe that the chord depth is 1 for any n, but the maximum incompatibility can be made arbitrary large. (Note that the claim still holds if we replace the chord depth with the "full chord depth" max{min{d(x, y) : x, y ∈ X , S ∈ S| x,y } : S ∈ S}, which also includes weights of incompatible splits separating x and y.)
Proof idea Our proof of Theorem 1 is based on a divide-and-conquer approach of [DMR11] , first introduced in [Mos07] and also related to the seminal work of [ESSW99a, ESSW99b] on short quartet methods and the decomposition methods of [HNW99, RMWW04] . More specifically, we first reconstruct sub-networks in regions of small diameter. We then extend the bipartitions to the full taxon set by hopping back from each taxon to this small region and recording which side of the split is reached first. However, the work of [DMR11] relies heavily on the tree structure, which simplifies many arguments. Our novel contributions here are twofold:
• We define the notion of maximum incompatibility and highlight its key role in the reconstruction of circular networks, as we discussed above.
• We extend the effective divide-and-conquer methodology developed in [ESSW99a, ESSW99b, HNW99, RMWW04, Mos07, DMR11] to circular networks. The analysis of this more general class of split networks is more involved than the tree case. In particular, we introduce the notion of a compatible chain-an analogue of paths in graphs-which may be of independent interest in the study of split networks.
Figure 1: Two circular networks indistinghishable from a distorted metric with sublinear dependence on the maximum incompatibility. Here the taxa are ordered on a circle and lines indicate splits. For instance, in (A), the leftmost vertical line is the split with {z 0 , x 1 , x 2 } on one side and all other taxa on the other. In both networks, X = {x 1 , x 2 , y 1 , y 2 } ∪ {∪ i z i }, and the n vertical lines, the horizontal line, and the two arcs are splits of weight 1.
Organization
The rest of the paper is organized as follows. The algorithm is detailed in Section 2. The proof of our main theorem can be found in Section 3.
Algorithm
In this section, we describe our reconstruction algorithm.
Split decomposition One building block of our reconstruction algorithm is the split decomposition method of [BD92] , which is detailed below.
Algorithm 1. Split decomposition method [BD92]
Given a distance matrix d on X = {z 1 , z 2 , . . . , z n }, compute the set of all d-splits on X as follows: Initially, set X 1 = {z 1 } and S 1 = ∅. Assume we have the set of all d-splits S i on the first i taxa
The result is given by S n .
Lemma 2 (Split decomposition method [BD92] ). Let d be a dissimilarity on X with |X | = n. The split decomposition method applied to d is guaranteed to return exaclty the set of d-splits in polynomial time.
From small regions to full networks As in [DMR11] , our reconstruction algorithm is composed of two main parts: Mini Reconstruction and Bipartition Extension. The purpose of Mini Reconstruction is to uncover the splits in "small regions," for which we use the split decomposition method. In Bipartition Extension, each split found in a small region is extended to a split on all taxa by recursively adding taxa to the split. The main steps of the algorithm are illustrated in Figure 2 . The input to the algorithm is a distorted metric of a circular network N together with bounds on ∆ N , Ω N and N . The output is a collection of weighted splits, that is, a split network. 
MiniReconstruction:
Input: X , x, y, τ , EllipseRadius,d
Output: A set of splitsŜ| C(x,y) on B(x, y) and a weight functionŵ| C(x,y) :Ŝ| C(x,y) → (0, ∞)
2. Apply the split decomposition method, Algorithm 1, to find alld-splits on B(x, y) with isolation indices greater than 2τ . Denote that collection of splits byŜ| B(x,y) and letŵ| B(x,y) : S| B(x,y) → (0, ∞) be the corresponding isolation indices.
3. SetŜ| C(x,y) := {Ŝ| C(x,y) ∈Ŝ| B(x,y) : δŜ | C(x,y) (x, y) = 1} and for anyŜ| C(x,y) ∈Ŝ| C(x,y) , set w| C(x,y) (Ŝ| C(x,y) ) :=ŵ| B(x,y) (Ŝ| C(x,y) ) .
4. ReturnŜ| C(x,y) ,ŵ| C(x,y) .
BipartitionExtension:
Input: X ,Ŝ| C(x,y) ,ŵ| C(x,y) , ConnectingDistance,d Output: A set of splitsŜ| x,y on X and a weight functionŵ| x,y :Ŝ| x,y → (0, ∞)
1. Initially, setŜ| x,y = ∅. 
For all
S = {S 1 , S 2 } ∈Ŝ| C(x,y) : Set w 0 :=ŵ| C(x,y) (S) While X − (S 1 ∪ S 2 ) = ∅: Find i ∈ 1, 2, z ∈ S i , z ∈ X − (S 1 ∪ S 2 ) such thatd(z, z ) ≤ ConnectingDistance Set S i := S i ∪ {z } SetŜ| x,
Analysis
In this section, we prove Theorem 1. In the remainder of this section, N = (X , S, w) is a circular network with minimum weight , chord depth ∆ and maximum incompatibility Ω. We assume thatd is a (τ, R)-distorted metric of N with τ < and R > 3∆ + 7Ω + 5 2 > 3∆ + 7Ω + 10τ . For any x, y ∈ X withd(x, y) ≤ ∆ + Ω + τ , we let B(x, y) be the "small region"
We denote byŜ| B(x,y) the set of alld-split over B(x, y) which are found via the split decomposition method to have isolation index larger than 2τ in the Mini Reconstruction sub-routine of the algorithm. LetŜ| C(x,y) be the subset ofŜ| B(x,y) containing those splits separating x and ŷ S| C(x,y) = {S ∈Ŝ| B(x,y) : δŜ | C(x,y) (x, y) = 1}.
The Bipartition Extension sub-routine extends each split inŜ| C(x,y) to a splitŜ| x,y over all taxa, the collection of which we denote byŜ| x,y . The algorithm outputŝ
See Figure 2 for an illustration.
To analyze the correctness of the reconstruction algorithm, we also let
and S| C(x,y) = {{S x ∩B(x, y), S y ∩B(x, y)} : S = {S x , S y } ∈ S| x,y , S x ∩B(x, y) = ∅, S y ∩B(x, y) = ∅}, where recall that S| x,y is the set of splits separating x and y in N . We will establish the following claims:
(A) Mini Reconstruction correctly reconstructs the splits restricted to B(x, y).
Proposition 1 (Correctness of Mini Reconstruction).
For all x, y ∈ X satisfyingd(x, y) ≤ ∆ + Ω + τ , we haveŜ| B(x,y) = S| B(x,y) .
(B) Bipartition Extension correctly extends the splits separating x and y in B(x, y) to all of X .
Proposition 2 (Correctness of Bipartition Extension).
For all x, y ∈ X satisfyingd(x, y) ≤ ∆ + Ω + τ , we haveŜ| x,y = S| x,y .
(C) All splits are reconstructed.
Proposition 3 (Exhaustivity). S = ∪ x,y∈X :d(x,y)≤∆+Ω+τ S| x,y , soŜ = S.
(D) Isolation indices computed by the split decomposition method are good estimates of split weights.
Proposition 4 (Weight estimates). For any S ∈Ŝ| x,y , if S is the corresponding split on B(x, y), then we have |w(S) − αd(S )| < 2τ .
Key distance lemmas
We begin with a few structural results that will play a key role in the proof. The proofs are in Section A. (2) and (3) the definitions of the sets of splits compatible or incompatible with a given split. For S ∈ S, we refer to a pair of taxa x, y such that S ∈ S| x,y and d(x, y; C (S)) ≤ ∆ as S-witnesses. The next lemma establishes the existence of witnesses and gives a bound on the distance between them.
Witnesses. Recall from (4) the definition of the restricted distance and from
Lemma 3 (Witnesses). Let N = (X , S, w) be a split network with chord depth ∆ and maximum incompatibility Ω. For all split S ∈ S, there exists a pair x, y ∈ X of S-witnesses. Moreover, for all such pairs, d(x, y) ≤ ∆ + Ω.
Hoppability. For κ > 0, we say that x, y ∈ X are κ-hoppable if there exists a sequence of taxa {z i } +1 i=0 ⊆ X such that z 0 = x, z +1 = y and, for any 0 ≤ i ≤ , we have d(z i , z i+1 ) ≤ κ. In that case, we write x κ y and we refer to the pairs (z i , z i+1 ) as κ-hops. We say that N is κ-hoppable if x κ y for ∀x, y ∈ X . Our goal is to establish κ-hoppability for the smallest possible κ. This is the most involved step of the proof.
Lemma 4 (Hoppability). Let N = (X , S, w) be a split network with chord depth ∆ and maximum incompatibility Ω. Then N is κ-hoppable with κ ≥ ∆ + 2Ω.
The following example shows that the constants in Lemma 4 are tight.
Example 2 (Tightness of Ω factor). By definition of the chord depth, κ in Lemma 4 must be at least ∆. Indeed, otherwise, the split achieving ∆ cannnot be crossed. The following example shows that the constant factor in the Ω-term is also tight. Consider the graph in Figure 3 . In this graph, every vertex denotes a taxon and every line denotes a split of weight 1. In this split network, ∆ = 1, Ω = 3, and the smallest distance between those taxa on the left and those taxa on the right is 6. We can generalize this network by increasing the number of splits in the 4 subsets of parallel splits from 3 to n each. Then, ∆ is still 1, while Ω is n, and the smallest distance between the taxa on the left and the taxa on the right becomes 2n. Bounding the distance between taxa separated by a split. The following bound will be useful.
Lemma 5 (A distance bound). Let N = (X , S, w) be a split network with chord depth ∆ and maximum incompatibility Ω. Suppose x, y, z, z ∈ X . If there exists a split S ∈ S that separates {z, x} and {z , y},
Proof of Theorem 1
Proof of Theorem 1. The main theorem now follows from Propositions 1, 2, 3 and 4, which are proved in Section A.
Regarding the computational complexity of the algorithm, note that there are O(n 2 ) pairs of x, y which satisfyd(x, y) = ∆ + Ω + τ . For each B(x, y), the split decomposition method takes O(n 6 ) time and generates at most O(n 2 ) ofd-split [BD92] . For every split inŜ| C(x,y) , the while loop of Bipartition Extension takes O(n 2 ) time using DFS. Thus, the running time of the algorithm is
More on the computational complexity. We did not attempt to optimize the computational complexity of our reconstruction algorithm. In fact, the split decomposition method can be replaced with the much faster Neighbor-Net algorithm [BM04] , which runs in time O(n 3 ) (with a modified weight estimation step [LP11]). Our analysis can then be adapted using results in [LP11] . Further speed-up can be obtained by reconstructing small regions around a single taxon (rather than 2), at the expense of a slightly larger radius. Proof of Lemma 4. We first provide some intuition for the proof by considering the tree case. Assume Ω = 0 and let x, y ∈ X . Let T = (V, E) be a binary tree corresponding to N , where recall that X is the set of leaves of T . To connect x and y through short hops, it is natural to consider the unique path P = (x = u 0 , u 1 , . . . , u r+1 = y) connecting x and y on T , where (u i , u i+1 ) ∈ E for i = 0, . . . , r. Note however that, except for the endpoints, the u i s are not in X . However we can associate a "close-by leaf" to each u i . For i = 1, . . . , r, let v i be the neighbor of u i not on P and let X i be the subset of X reachable from v i without visiting u i . Let w i ∈ X i be the closest leaf to u i in X i . Then, by hopping along x = w 0 , w 1 , . . . , w r+1 = y, one can easily show that N is 3∆-hoppable. (As a side result of our more delicate, general analysis below, we show that N is in reality ∆-hoppable.)
A Proofs
For a general split network, we replace the path P above with what we refer to as a compatible chain. We first introduce some notation. Fix x, y ∈ X . For two splits S, S ∈ S, we write S ≺ x S if S x ⊂ S x . Note that ≺ x is transitive. Also, observe the following.
Lemma 6 (Separation and compatibility imply total order). Let S, S ∈ S| x,y with S = S . Then S ∼ S if and only if either S ≺ x S or S ≺ x S.
Proof. Assume S ∼ S . Then one of the following sets is empty: S x ∩ S x , S y ∩ S y , S x ∩ S y or S y ∩ S x . The first two sets cannot be empty because of their inclusion of x or y. Suppose
where we used that by definition S x ∩ S y = ∅ and S x ∩ S y = ∅. Thus S x ⊆ S x . Because S = S , we get S ≺ x S . And similarly for the other case. Conversely, assume that S ≺ x S . Then S x ⊂ S x which implies that S x ∩ (S x ) c = ∅. Now note that (S x ) c = S y , which implies compatibility. And similarly for the other case.
A compatible chain separating x and y is a collection of distinct splits S (1) , . . . , S ( ) such that: for all i, S (i) ∈ S| x,y and, for all i, j, S (i) ∼ S (j) . By Lemma 6, we can assume without loss of generality that S (1) ≺ x · · · ≺ x S ( ) . Assume further that S (1) , . . . , S ( ) is a maximal such chain, that is, for any S ∈ S| x,y not in the chain there is an i such that S S (i) . For all i, let
and u
y . The key claim in our proof of Lemma 4 is the following.
Lemma 7 (Chain hoppability). Let S (1) , . . . , S ( ) be a maximal compatible chain separating x and y and, for i = 1, . . . , , let u
y ∈ X be as above.
(a) For all i = 1, . . . , − 1, we have either
(b) We can always choose u
(1)
Before proving Lemma 7, we show that it implies Lemma 4. We need to construct a sequence of κ-hops between x and y. Let z 0 = x, z = y and, for i = 1, . . . , − 1,
y . For all i such that Equation (6) holds, the pair (z i , z i+1 ) is indeed a κ-hop. That may not be the case however for those i such that Equation (7) holds. Instead, in that case, we "backtrack" to u . Indeed, by (5), it holds that
and the same holds for i + 1. Formally, for each i = 1, . . . , − 1 : if Case (6) holds, we letż i = u
; if Case (7) holds, we letż i = u (i)
. Then the sequence
establishes κ-hoppability.
It remains to prove Lemma 7.
Proof of Lemma 7. Fix i. We seek to upper bound d(u
). We decompose the sum into contributions compatible with S (i) and S (i+1) and contributions incompatible with one of them. The latter is straighforward to bound.
Claim 1 (Incompatible contributions: bound). We have
Proof. By definition of Ω,
and similarly for the other inequality.
To bound the compatible contributions, we further subdivide them into whether or not they separate x and y. We let
be the set of splits compatible with S (i) separating x and y on the "x side of S (i) " and, similarly, we let
By maximality of the chain and Lemma 6, we have that
where indicates that the sets in the union are disjoint.
Claim 2 (Compatible contributions: separating). We have
Proof. We relate the distances on the l.h.s. of (13) to the distance between u . We argue about the first term. We claim that
In words, splits in Σ x S (i) that are separating u
are also separating either u
. We observe first that by definition
Because S separates u
, it follows that y may be on either side of S. We consider the two cases separately:
, where we used (15). Hence S ∈ S| u
2. Similarly, in the other case, y ∈ S u
That proves (14) . Similarly, we can show that
. (16) Combining (14) and (16), and using (5),
where the last equality follows from (12). That proves (13).
We consider now the non-separating contributions. Let S / ∈ S| x,y . We let S = {S 0 , S x,y } where x, y ∈ S x,y . We define
to be the set of splits compatible with S (i) not separating x and y on the "x side of S (i) " and, similarly, we let
and
Using that
Claim 3 (Compatible contributions: non-separating). We have
And similarly for the pair (u
) with the roles of x and y and the roles of i and i + 1 interchanged respectively.
x , then we have that u
, we must have that u
is in S 0 and therefore S / ∈ S| u
By Claims 1, 2, and 3 together with (12) and (20), we get that
≤ 2∆ + 4Ω = 2κ.
That implies (a) in Lemma 7. For (b), by the maximality of the chain and Lemma 6, we have that
y , we have that S| x,u 
y ; C S
≥ d x, u
y ; C S (1) .
And similarly for the claim about y.
That concludes the proof of Lemma 4.
Before proving Lemma 5, we introduce some notation. Suppose x 1 , x 2 , y 1 , y 2 ∈ X . Let w x 1 be the total weight that separates {x 1 } from the three other points together, with similar definitions for w y 1 , w x 2 , and w y 2 . Moreover, let w 1 be the total weight that separates {x 1 , y 1 } and {x 2 , y 2 }, w 2 be the total weight that separates {x 1 , x 2 } and {y 1 , y 2 }, and w 3 be the total weight that separate {x 1 , y 2 } and {x 2 , y 1 }, as shown 
A.2 Mini Reconstruction
Proof of Proposition 1. Let x, y ∈ X be any distinct pair of taxa withd(x, y) ≤ ∆ + Ω + τ . To show that Mini Reconstruction correctly reconstructs the splits of N restricted to B(x, y), we first show that the diameter of B(x, y) is at most R and that therefore the distance matrix is accurate within it.
Lemma 8 (Diameter of B(x, y)). For all z, z ∈ B(x, y), it holds that d(z, z ) ≤ 3∆ + 7Ω + 10τ < R.
Proof. Because z ∈ B(x, y), we haved(z, x) +d(z, y) ≤ 3∆ + 7Ω + 8τ . So bothd(z, It remains to show that the split decomposition method applied tod restricted to B(x, y) correctly reconstructs S| B(x,y) . We proceed by showing, first, that S| B(x,y) is the set of all d-splits restricted to B(x, y) and, second, thatŜ| B(x,y) (the set of alld-split over B(x, y) which have isolation index larger than 2τ ) is also equal to the set of all d-splits restricted to B(x, y). The first claim follows essentially from Lemma 1, which says that the splits of a circular network are its d-splits. The second claim follows from the correctness of the split decomposition method (Lemma 2) and an error analysis.
