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Abstract
Using a Cheeger construction, we enlarge the known one parameter family of metrics of positive curvature on
the Eschenburg spaces to a simple explicit four parameter family. Then we show in a smaller class of metrics
that all of the Eschenburg spaces of positive curvature have their pinching bounded above by 1/37. Since the
Aloff–Wallach spaces are the homogeneous Eschenburg spaces and since Püttmann has calculated the pinching of
W1,1 = SU(3)/S11,1 in the U(2) biinvariant metric to be exactly 1/37 this upper bound is sharp. It is also shown
that the only Eschenburg space with pinching exactly 1/37 is W1,1.
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1. Introduction
The pinching, δ(Mn, g) of a compact simply connected positively curved Riemannian manifold
(Mn, g), yields a measure of how much the geometry of the manifold differs from the standard sphere.
If the pinching quotient, defined as the ratio δ(Mn, g)= minK/maxK of extreme sectional curvatures
over the entire manifold, is bigger than the constant δdiff ≈ 0.68 then the manifold is diffeomorphic
to the standard sphere (see [16]). If it is bigger than 1/4 then the manifold is homeomorphic to the
standard sphere (see for instance [8]). The case of δ(Mn, g)= 1/4 has been worked out by Berger: If the
manifold is not homeomorphic to the standard sphere and δ(Mn, g)= 1/4 then it must be isometric to
one of the compact rank one symmetric spaces (see [4]). Combining the work of Berger [5], and Abresch
and Meyer [1] it is proved that for any dimension n there exists constants δn ∈ (0,1/4), such that if
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symmetric spaces. In the case of n odd, δn is explicit and independent of n, and in the case of n even it
is only proved that δn exists and may depend on the dimension [5], but see Abresch and Meyer [2] for
partial improvements.
A natural question to ask is what can one say about the pinching of other manifolds. The homogeneous
spaces with positive curvature are the first natural spaces to start analyzing. The even dimensional
cases have been studied by Valiev [21]. In the two dimensional moduli space of metrics, the three even
dimensional homogeneous spaces all have their pinching less than or equal to 1/64, which is assumed in
the homogeneous class of metrics.
The seven dimensional isotropy irreducible Berger space, Sp(2)/SU(2) has been studied by
Eliasson [9], who found the pinching constant was 1/37. The maximal pinching of the thirteen
dimensional Berger space SU(5)/(Sp(2)×Z2 S1) has been improved by Püttmann from Heintze’s value
([15]) of 16/(29 · 37) to be also 1/37. The remaining odd dimensional homogeneous spaces (the Aloff–
Wallach spaces, [3]) were studied by Püttmann [19] who showed that the maximal pinching of the space
W1,1 = SU(3)/S11,1 in the U(2) biinvariant metrics is 1/37 and the maximal pinching numbers of the
remaining Aloff–Wallach spaces form a dense set in (0,1/37).
The intension of this paper is to study the inhomogeneous Eschenburg spaces of positive curvature.
As topological spaces they can be defined as follows. Given two vectors of integers, p = (p1,p2,p3) and
the q = (q1, q2, q3) such that ∑3i=1 pi =∑3i=1 qi define a circle subgroup of U(3)×U(3) by
S1p,q =

 zp1 0 00 zp2 0
0 0 zp3
 ,
 zq1 0 00 zq2 0
0 0 zq3
∣∣∣∣∣‖z‖ = 1
 .
Let (Zp,Zq) ∈ S1p,q act on SU(3) by (Zp,Zq) ·A→ ZpAZ−1q . When the action is free we may form the
most general Eschenburg space:
E7p,q = SU(3)//S1p,q.
We put a submersion metric on E7p,q by using a homogeneous metric, Qσ , on SU(3) in which the S1p,q
action is by isometries. Define
Qσ =Q|u⊥×u⊥ + σ1Q|t⊥×t⊥ + σ2Q|s⊥×s⊥ + σ3Q|s×s,
where Q(A,B)=− 12 Re(Trace(AB)) is the biinvariant metric of SU(3), u is the Lie algebra of U(2)⊂
SU(3), t is the Lie algebra of the maximal torus T 2, and s is the Lie algebra of any circle or line embedded
in T 2. All the perpendiculars are with respect to the metric Q, u⊃ t⊥ and t⊃ s⊥. This metric is SU(3)
left invariant and T 2 right invariant and the quotient map Φ : SU(3)→E7p,q is a Riemannian submersion.
Call the submersion metric on E7p,q , Q˜σ .
Eschenburg first proved ([11, p. 45], [10]) that the spaces in the theorem below with the metric
corresponding to the case of 1 > σ1 = σ2 = σ3 > 0 has positive curvature. Here we use Cheeger’s
construction to enlarge the family of metrics of positive curvature on the Eschenburg spaces to a four
parameter family. We could have chosen the circle in the maximal torus to be a line and the same proof
will work, so that in addition to the σi , the choice of the embedding of the line into the torus is another
continuous parameter of the metric.
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positive sectional curvature if and only if for all j , qj is not contained in the interval determined by
min(p1,p2,p3) and max(p1,p2,p3).
Call the metric in the case of s = σ1 = σ2 = σ3 > 0, Q˜s . In this class of U(2) biinvariant metrics, we
have the following upper bound on the pinching.
Theorem B. (E7p,q, Q˜s) has positive curvature if and only if 0< s < 1 and for all j , qj is not contained
in the interval determined by min(p1,p2,p3) and max(p1,p2,p3). The pinching is upper bounded by
1/37. That is
sup
s>0
(
δ
(
E7p,q, Q˜s
))
 3r
2
88r2 + 16r + 7 
1
37
,
where we use the normalization that 0 < r = p2−q2
p1−q1  1, and furthermore
δ
(
E7p,q, Q˜s
)= 1
37
if and only if E7p,q ≈diffeo W1,1,
where W1,1 =E7(0,0,0),(1,1,−2) is a homogeneous Aloff–Wallach space.
One should note that this also bounds the pinching of some of the positively curved inhomogeneous
Bazaikin spaces in dimension 13 because some of them contain the spaces E7p,q as totally geodesic
submanifolds [20].
As observed in [14], among the inhomogeneous Eschenburg spaces in the one parameter family of
U(2) biinvariant metrics, Q˜s , one has the class of cohomogeneity one spaces, E7p =E7(1,1,p),(0,0,p+2). The
group SU(2)×SU(2) acts isometrically on E7p with a one dimensional quotient. This reduces the problem
of investigating the curvature on the entire manifold to calculations along a single geodesic segment. E7p
has positive curvature for p  1 and since E7p = E7−p−1 this only excludes the space E70 . Furthermore
observe that E71 =W1,1.
One might hope to symbolically calculate the extremal curvatures at each point along the geodesic
explicitly following the example of Püttmann’s calculation of the pinching of the homogeneous space
W1,1 [19], but such an approach is very complicated and involves many parameters. Given today’s
computers and symbolic algorithms such an analytic approach does not seem to be feasible. While the
analytic upper bound of the maximal pinching from Theorem B for these spaces is only 1/37 for all p,
by investigating the curvatures at two different points we can show that:
Theorem C.
δ
(
E7p, Q˜s
)
 δupper(p)= 3(1+ p+ p
2)
140− 112p + 180p2 + 48p3 + 61p4 + 12p5 + 4p6
and hence tends to zero as p tends to infinity.
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2.1. Modifying the metric on a compact Lie group
In [7] a general method for perturbing a metric of nonnegative sectional curvature on a manifold, M ,
is explored. Given a compact group Σ of right isometries of M , we let Σ act on M ×Σ by
(2.1)s · (m, s¯)= (ms−1, ss¯).
If we endow Σ with a biinvariant metric and M ×Σ with the product metric then the quotient of (2.1)
is a new metric of nonnegative sectional curvature on M . Cheeger observed in [7] that we may expect
the new metric to have fewer planes of zero curvature and fewer symmetries than the original metric,
although Σ still acts by isometries in the modified metric.
Consider a point m ∈M , the tangent space at m to the orbit of m under Σ , denoted by TOΣ(m), and
its perpendicular compliment in the original metric, TOΣ(m)⊥. The effect of this construction at a point
m ∈M is to modify the metric is such a way that the perpendicular complement and the metric on it is
unchanged from the original, and the metric on TOΣ(m) is scaled. For details see [17].
Similar to this construction, the situation I wish to consider is the one in which M is a compact Lie
group, G, with biinvariant metric, Q, and Σ =H1 × · · ·×Hn. The Hi are subgroups of the Lie group G,
each endowed with the metric that is the restriction of the biinvariant metric Q and
G=H0 ⊃H1 ⊃H2 ⊃ · · · ⊃Hn ⊃Hn+1 = {e}.
The metric on G×Σ is the scaled product metric:
(2.2)Qt = 1
t0
Q|g×g + 1
t1
Q|h1×h1 + · · · +
1
tn
Q|hn×hn ,
where t = (t0, . . . , tn) is a vector of positive real scalars and hi is the Lie Algebra of Hi . Observe that this
metric is still biinvariant. Σ acts freely and by isometries on G×Σ as follows:
(h′1, h
′
2, . . . , h
′
n) · (g, h1, h2, . . . , hn)=
(
gh′−11 , h
′
1h1h
′−1
2 , . . . , h
′
n−1hn−1h
′−1
n , h
′
nhn
)
.
In this case the quotient map is given by
Φ :G×Σ →G,
Φ(g,h1, . . . , hn)= gh1 . . . hn.
Observe that the fibers of this map and the orbits of the action ofΣ are the same, hence Φ is a Riemannian
submersion, in particular it is an orbital submersion. Call the submersion metric on G, Qt . Let j be the
largest index such that Hj commutes with Hi for all i  j . Observe that for all g ∈ G and hj ∈ Hj ,
L(g,e,...,e) and R(e,...,e,hj ,e,...,e) both commute with the action of Σ on G × Σ and hence the quotient
metric, Qt is G left invariant and Hj right invariant.
Since the metric on G is G left invariant all we need to do is calculate the metric at e ∈G. Further as
Φ is a Riemannian submersion, we must calculate horizontal lifts and the metric on the horizontal space
over e ∈G. The vertical space at e ∈G×Σ is
Ve = {−v1,v1 − v2,v2 − v3, . . . ,vn−1 − vn,vn | vi ∈ hi}.
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with respect to the metric Q and h⊥i ⊕ hi = hi−1 (h0 = g, hn+1 = {0}) and let pi :g→ hi be orthogonal
projection. If for x ∈ g we let pi(x)= xi then the horizontal space with respect to the metric Qt is
He =
{
(t0x, t1x1, . . . , tnxn) | x ∈ g
}
.
The horizontal lift of
x= (x⊥1 , . . . ,x⊥n+1) ∈ h⊥1 ⊕ · · · ⊕ h⊥n+1 = g
is
x¯=
(
n∑
i=0
t0σix
⊥
i+1,
t1
t0
n∑
i=1
t0σix
⊥
i+1, . . . ,
tn
t0
n∑
i=n
t0σix
⊥
i+1
)
=
(
t0
n∑
i=0
σix
⊥
i+1, t1
n∑
i=1
σix
⊥
i+1, . . . , tn
n∑
i=n
σix
⊥
i+1
)
where σi = 1/(t0 + · · · + ti ). We may now calculate the induced metric, Qt , on G as follows
Qt (x,x)=Qt (x¯, x¯)
= 1
t0
Q
(
t0
n∑
i=0
σix
⊥
i+1, t0
n∑
i=0
σix
⊥
i+1
)
+ · · · + 1
tn
Q
(
tn
n∑
i=n
σix
⊥
i+1, tn
n∑
i=n
σix
⊥
i+1
)
(2.3)=
n+1∑
i=1
σi−1Q
(
x⊥i ,x
⊥
i
)
.
Notice that if we set t0 = 1 then 1= 1/t0 = σ0 > σ1 > · · ·> σn > 0 and by choosing the ti appropriately
we may obtain any descending sequence of n numbers less than 1. I will assume from here on that t0 = 1.
In this case we know from the general discussion in [7] that the only change in the metric is that it is
modified in the direction of the orbits of Σ as the formula above indicates.
Remark 2.1. In the special case where the tower of subgroups, G = H0 ⊃ H1 ⊃ H2 ⊃ · · · ⊃ Hn ⊃
Hn+1 = {e}, becomes abelian for i  j , we may replace Σ by Σ ′ = H1 × · · · × Hj . In the last factor
of the scaled product metric (2.2) on M×Σ ′ we may use any left invariant metric on Hi . We can achieve
this by using the unmodified method outlined above where we choose the subgroups Hj =R or Hj = S1
for j > i so as to recreate any left invariant metric on Hi .
2.2. Planes of zero curvature in the modified metric
The O’Neill’s formula [18] for the Riemannian submersion Φ is
KQt (α, β)=KQt (α¯, β¯)+
3
4
∥∥[α¯h, β¯h]v∥∥2
Qt
,
where α,β ∈ g, ‖α‖Qt = ‖β‖Qt = 1, α ⊥ β, an over bar indicate a horizontal lift, α¯h and β¯h are horizontal
vector fields extending the horizontal lifts of α and β and a v in the superscript indicates projection on to
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KQt (α¯, β¯)=
1
4
∥∥[α¯, β¯]∥∥2
Qt
for the sectional curvature of the compact Lie group, G×Σ , in the biinvariant metric, Qt we have the
formula for the sectional curvature
KQt (α, β)=
1
4
∥∥[α¯, β¯]∥∥2
Qt
+ 3
4
∥∥[α¯h, β¯h]v∥∥2
Qt
.
Clearly this formula implies, if KQt (α, β)= 0 then [α¯, β¯] = 0. Using the formula for the horizontal lift
we may further simplify the condition for a plane to have zero sectional curvature. The zero Lie bracket
condition becomes[
n∑
i=j
σiα
⊥
i+1,
n∑
i=j
σiβ
⊥
i+1
]
= 0, j = 0, . . . , n,
where v⊥i+1 indicates the orthogonal projection of the vector v ∈ g onto its h⊥i+1 component. Expanding
the summations, using the bilinearity of the Lie bracket and dividing by common factors we may further
simplify this condition to
σj
[
α⊥j+1, β
⊥
j+1
]+∆j(α,β)= 0, j = 0, . . . , n,
where
∆j(α,β)=
[
α⊥j+1,
n∑
i=j+1
σiβ
⊥
i+1
]
+
[
n∑
i=j+1
σiα
⊥
i+1, β
⊥
j+1
]
.
In general this is not a nice condition to work with but if we assume that Hi/Hi+1 is a symmetric space
then the condition simplifies one step further. Using the properties of Lie brackets in symmetric spaces
that [h⊥i ,h⊥i ] ⊂ hi this zero curvature condition breaks into two parts,
(2.4)[α⊥j+1, β⊥j+1]= 0, j = 0, . . . , n,
(2.5)∆j(α,β)= 0, j = 0, . . . , n.
Remark 2.2.
(1) If Hi/Hi+1 is a symmetric space of rank 1, then there are no commuting vectors and hence Eq. (2.4)
implies that α⊥j+1 and β⊥j+1 are linearly dependent.
(2) This type of Cheeger construction was discussed by Müter in [17], but no applications to concrete
examples were considered.
2.3. A new family of metrics of positive curvature for the Eschenburg spaces
Apply the Cheeger construction to modify the biinvariant metric on SU(3) by using the tower of three
subgroups
H0 = SU(3)⊃U(2)⊃ T 2 ⊃ S1 ⊃H4 = {e},
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U2 :A→
(
det(A¯t ) 0
0 A
)
, U1 :A→
A1,1 0 A1,20 det(A¯t ) 0
A2,1 0 A2,2
 , U0 :A→ (A 00 det(A¯t )
)
.
T 2 is the maximal torus in SU(3) and S1 is any circle embedded in the torus. According to formula (2.3)
the metric on SU(3) becomes
(2.6)Qt =Q|u⊥i ×u⊥i + σ1Q|t⊥×t⊥ + σ2Q|s⊥×s⊥ + σ3Q|s× s,
where Q(A,B)=− 12 Re(Trace(AB)) is the biinvariant metric of SU(3), ui in one of the Lie algebras of
U0(2), U1(2), U2(2), t and s are the Lie algebras of T 2 and S1 and σi = 1/(1+ t1 + · · · + ti ). This metric
is SU(3) left invariant and T 2 right invariant. Notice that by Remark 2.1 we may actually put any left
invariant metric on T 2 by choosing any R ⊂ T 2 instead of S1 ⊂ T 2. This implies that metric (2.6) has
four free parameters: {ti}3i=1 and the choice of R or S1 contained in T 2.
Given two vectors of integers, p = (p1,p2,p3) and the q = (q1, q2, q3) such that ∑3i=1 pi = Ψ =∑3
j=1 qj define a circle subgroup of U(3)×U(3) by
S1p,q =

 zp1 0 00 zp2 0
0 0 zp3
 ,
 zq1 0 00 zq2 0
0 0 zq3
∣∣∣∣‖z‖ = 1
 .
Let (Zp,Zq) ∈ S1p,q act on SU(3) by (Zp,Zq) ·A→ ZpAZ−1q . The action is well defined because of the
common sum of the entries in p and q . If we further choose the p and the q such that if any positive
integer dividing all components of p−Aσ q for some permutation matrix Aσ also divides pi − qj for all
i, j ∈ {1,2,3} then the action on SU(3) is free [11, p. 43], and we may form the most general Eschenburg
space (manifold):
E7p,q = SU(3)//S1p,q.
Call the submersion metric on E7p,q , Q˜t .
Eschenburg first proved ([11, p. 45], [10]) that the spaces in the theorem below admit a one parameter
family of positively curved metrics. In the following theorem the space of positive curvature metrics is
enlarged to a four parameter family, Qt .
Theorem 2.3. (E7p,q, Q˜t ) as defined above, for some choice of Ui(2) ⊂ SU(3), has strictly positive
sectional curvature if and only if for all j , qj is not contained in the interval determined by
min(p1,p2,p3) and max(p1,p2,p3).
Remark 2.4. This means given two vectors p and q such that for all j , qj is not contained in the
interval determined by min(p1,p2,p3) and max(p1,p2,p3) the embedding of U(2) into SU(3) is
determined by the theorem so that the resulting space has strictly positive curvature, thus fixing the metric.
Explicitly this means if q3 < min(p1,p2,p3) < q1, q2 or q1, q2 < max(p1,p2,p3) < q3 then we choose
the embedding U0. If q1 < min(p1,p2,p3) < q2, q3 or q2, q3 < max(p1,p2,p3) < q1 then we choose
the embedding U2. If q2 < min(p1,p2,p3) < q1, q3 or q1, q3 < max(p1,p2,p3) < q2 then we choose the
embedding U1.
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the metric which is the same as metric (2.6) at the identity but is SU(3) right invariant by Q˜t . The analog
of Theorem 2.3 becomes.
Theorem. (E7p,q, Q˜t ), for some choice of Ui(2)⊂ SU(3), has strictly positive sectional curvature if and
only if for all j , pj is not contained in the interval determined by min(q1, q2, q3) and max(q1, q2, q3).
However, to avoid confusion we will only write down left invariant metrics, but we will allow the
switching of the vectors p and q . That is to say that switching the vectors preserves the diffeomorphism
class while the metrics are still SU(3) left invariant.
Proof of Theorem 2.3. S1p,q defined above acts by isometries on (SU(3),Qt ), hence there is a
Riemannian submersion SU(3) → E7p,q and the vertical subspace at g ∈ SU(3) translated back to
e ∈ SU(3) is given by (see [10])
Vg =
{
Ad
(
g−1
)
x p − xq | (x p, xq) ∈ s1p,q
}
(2.7)= {Ad(g−1)x p − xq | x p = 2πi p, xq = 2πi q}.
We will use the following claim to show that no zero curvature plane is contained in the perpendicular
space to Vg . Recall that we decompose the Lie algebra of SU(3) so that
su(3)= u⊥i ⊕ t⊥ ⊕ s⊥ ⊕ s,
v= v⊥ui + v⊥t + v⊥s + vs.
Lemma 2.6. If a plane P ⊂ TeSU(3) has zero curvature in the metric Qt then there exists a basis of P ,
(α,β) such that one of the following four conditions is satisfied
(1) α,β ∈ t,
(2) α ∈ t, β⊥t = 0, and σ2α⊥s + σ3αs is contained in z(ui+1) or z(ui+2),
(3) α ∈ ui , β ∈ t, and σ2β⊥s + σ3βs is contained in z(ui),
(4) α ∈ ui , β⊥t = 0, and σ2β⊥s + σ3βs is contained in z(ui) and there exists a k ∈ Ui such that
Ad(k)(σ1α⊥t + σ2α⊥s + σ3αs) is contained in z(ui+1) or z(ui+2),
where i is the number of the choice of embedding for U(2) into SU(3) counted mod 3 and z(ui) is the
center of the Lie algebra ui .
Proof. Observe that SU(3)/U(2), U(2)/T 2, T 2/S1 are all symmetric spaces. Hence the necessary and
sufficient conditions, (2.4) and (2.5), for a pair of vectors in su(3) to span a plane of zero curvature in the
metric Qt applies. The only nontrivial conditions are
(1) ∆0(α,β)= 0,
(2) ∆1(α,β)= 0,
(3) [α⊥t , β⊥t ] = 0,
(4) [α⊥u , β⊥u ] = 0.i i
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independent commuting vectors, so we may assume either that β⊥ui = 0, β⊥t = 0 and α⊥ui = 0, α⊥t = 0 or
α⊥ui = τ1β⊥ui , β⊥t = τ2α⊥t
for real numbers τ1 and τ2. The first case is impossible for a nonzero β vector so we may assume by
changing the basis of the plane that α⊥ui = 0 and β⊥t = 0. Now the conditions (3) and (4) are automatically
satisfied whereas (1) and (2) above become
(1) [σ1α⊥t + σ2α⊥s + σ3αs, β⊥ui ] = 0,
(2) [α⊥t , σ2β⊥s + σ3βs] = 0.
Condition (2) implies that either α⊥t = 0 or σ2β⊥s +σ3βs is contained in z(ui) and condition (1) implies
that either β⊥ui = 0 or A=U−1i (σ1α⊥t +σ2α⊥s +σ3αs) has the negative of its trace as one of its eigenvalue.
Recall Ui :U(2)→ SU(3).
We have the following cases corresponding to the four cases of the claim:
Case 1. α⊥t = 0 and β⊥ui = 0.
Case 2. α⊥t = 0 and A has −tr(A) as one of its eigenvalues. Hence the other eigenvalue must be 2 tr(A),
but observe that A is a diagonal matrix and the two diagonal entries must be the eigenvalues.
When A is embedded in SU(3) it is a diagonal matrix with two entries equal, so σ2α⊥s + σ3αs is
contained in z(ui+1) or z(ui+2).
Case 3. σ2β⊥s + σ3βs is contained in z(ui) and β⊥ui = 0.
Case 4. σ2β⊥s + σ3βs is contained in z(ui) and, as in case 2 expect it is not diagonal, A has eigenvalues−tr(A) and 2 tr(A). Hence we can find an element k ∈ Ui ⊂ SU(3) that diagonalizes Ui(A) ∈
SU(3). ✷
Now we need a simple lemma. For a proof see [10, p. 129].
Lemma 2.7. Let G be a compact Lie group with biinvariant metric Q. Let t⊂ g be a maximal abelian
subalgebra and H ∈ t. Let M =Ad(G)H ⊂ g. Then the extremal values of the height function
fH :M→R,
fH (X)=Q(X,H)
are attained on M ∩ t.
Now we examine when a zero curvature plane is contained in the perpendicular space to Vg. Suppose
P is a zero curvature plane perpendicular to Vg , then by the claim above we have four cases (assume
the number of the choice of embedding of U(2) determined by case 4 below is number 0, the others are
similar):
Case 1. Observe that a basis of P spans the Lie algebra of the maximal torus, hence the plane contains
the vector v where σ2v⊥s + σ3vs = Diag(−2i, i, i). If the plane is perpendicular to the vertical
space Vg then
Qt
(
v,Ad
(
g−1
)
x p − xq
)= 0.
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Qt
(
v,Ad
(
g−1
)
x p − xq
)= σ2Q(v⊥s ,Ad(g−1)x p − xq)+ σ3Q(vs,Ad(g−1)x p − xq)
=Q(σ2v⊥s + σ3vs,Ad(g−1)x p − xq)
=Q(Diag(−2i, i, i),Ad(g−1)x p − xq).
Thus in terms of the metric Q we must have
(2.8)Q(Diag(−2i, i, i),Ad(g−1)x p)=Q(Diag(−2i, i, i), xq).
Using Lemma 2.7, we know the extreme values of the left hand side of (2.8) are contained in the
interval
π [p1 + p2 − 2p3,p1 + 2p2 + p3,−2p1 + p2 + p3]
and the right hand side of (2.8) is π(−2q1 + q2 + q3). Let ∑pi = Ψ =∑qi then subtracting
πΨ from both sides and dividing the result by −3π implies that q1 is contained in the interval
determined by min(p1,p2,p3) and max(p1,p2,p3) but by assumption this cannot happen.
Case 2. In this case P contains α = α⊥s +αs, and σ2α⊥s +σ3αs is contained in z(u1) or z(u2). By scaling
α we may assume that σ2α⊥s + σ3αs =Diag(i,−2i, i) or Diag(i, i,−2i). Hence if P orthogonal
to Vg then
Qt
(
α,Ad
(
g−1
)
x p − xq
)= 0.
Using (2.6) we have
Qt
(
α,Ad
(
g−1
)
x p − xq
)= σ2Q(α⊥s ,Ad(g−1)x p − xq)+ σ3Q(αs,Ad(g−1)x p − xq)
=Q(σ2α⊥s + σ3αs,Ad(g−1)x p − xq).
Thus is terms of the metric Q we must have
(2.9)Q(Diag(i, i,−2i),Ad(g−1)x p)=Q(Diag(i, i,−2i), xq)
or
(2.10)Q(Diag(i,−2i, i),Ad(g−1)x p)=Q(Diag(i,−2i, i), xq).
The extreme values of the left-hand side of (2.9) and (2.10) are contained in the interval
π [p1 + p2 − 2p3,p1 − 2p2 + p3,−2p1 + p2 + p3]
and the right-hand side of (2.9) is π(q1+q2−2q3) and of (2.10) is π(q1−2q2+q3). Subtracting
πΨ from both sides and dividing the result by −3π implies q2 or q3 is contained in the interval
determined by min(p1,p2,p3) and max(p1,p2,p3) but by assumption this cannot happen.
Case 3. Similar to case 2, but is impossible because q1 is not in the interval determined by
min(p1,p2,p3) and max(p1,p2,p3).
Case 4. In this case P contains α = α⊥t + α⊥s + αs and, by scaling α if necessary, we know there exists
a k ∈U0 such that, after possibly reordering the columns,
Ad(k)
(
σ1α
⊥
t + σ2α⊥s + σ3αs
)=Diag(i,−2i, i).
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Qt
(
α,Ad
(
g−1
)
x p − xq
)= 0.
Using (2.6) we have
Qt
(
α,Ad
(
g−1
)
x p − xq
)= σ1Q(α⊥t ,Ad(g−1)x p − xq)+ σ2Q(α⊥s ,Ad(g−1)x p − xq)
+ σ3Q
(
αs,Ad
(
g−1
)
x p − xq
)
=Q(σ1α⊥t + σ2α⊥s + σ3αs,Ad(g−1)x p − xq)
=Q(Ad(k−1)Diag(i,−2i, i),Ad(g−1)x p − xq).
Using the Ad invariance of Q we have
(2.11)Q(Diag(i,−2i, i),Ad(kg−1)x p)=Q(Diag(i,−2i, i),Ad(k)xq).
The extreme values of the left-hand side of (2.11) are contained in the interval
π [p1 + p2 − 2p3,p1 + 2p2 + p3,−2p1 + p2 + p3]
and the extreme values of the right-hand side of (2.11) are contained in the interval
π [−2q1 + q2 + q3, q1 − 2q2 + q3].
Subtracting πΨ from both sides and dividing the result by −3π implies the interval determined
by [q1, q2] must intersect the interval determined by min(p1,p2,p3) and max(p1,p2,p3) but by
choice of the embedding of U(2)⊂ SU(3) we can always make sure this does not happen. That
is, the choice of the embedding effects which q’s are chosen on the right-hand side.
This concludes the proof of Theorem 2.3. ✷
3. The Eschenburg spaces
3.1. An upper bound for the pinching in the U(2) biinvariant metric
For a given Riemannian metric g on E7p,q , we wish to determine its pinching, that is we would like
to calculate the number δ(E7p,q, g) = minK/maxK , the quotient of the extreme sectional curvatures
taken over the entire manifold. Ideally we would like to calculate the largest pinching number among the
four parameter family of metrics of positive curvature discussed above, however at this stage calculating
these numbers analytically does not seem feasible. If however we restrict to the smaller class of U(2)
right invariant and SU(3) left invariant metric on SU(3) and consider the submersion metric on E7p,q , it
is possible to analytically upper bound the pinching.
If you use Cheeger’s construction to modify the biinvariant metric on SU(3) by using the closed
subgroup Ui ⊂ SU(3) then according to formula (2.3) the metric on SU(3) becomes
Qt =Q|u⊥i ×u⊥i +
1
Q|ui×ui ,1+ t
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Following a proof similar to Theorem 2.3 (or see [11]) it can be shown that the submersion metric on
E7p,q has positive curvature for t > 0 if and only if for all j , qj is not contained in the interval determined
by min(p1,p2,p3) and max(p1,p2,p3).
The metric on SU(3) we consider is the following:
(3.1)Qs =Q|u⊥i ×u⊥i + sQ|ui×ui .
Notice this does not have the restriction of the coefficient of Q|ui×ui being less than one. Call
the submersion metric on E7p,q , Q˜s . If for all j , qj is not contained in the interval determined by
min(p1,p2,p3) and max(p1,p2,p3) then we know that E7p,q has positive curvature in this metric for
0 < s < 1 and for some embedding of Ui ⊂ SU(3) (see Remark 2.4).
To calculate the sectional curvature of a plane in the tangent space of E7p,q I will use the O’Neill
formulas for the Riemannian submersion
(3.2)
π : SU(3)→E7p,q,
π(g)= [g].
This reduces the calculation of the curvatures in E7p,q to computations in SU(3) with the SU(3) left
invariant metric, Qs . First we need Püttmann’s [19] new formula for the curvature tensor of SU(3) in the
left invariant metric Qs .
Proposition 3.1. Let Q be a biinvariant metric on a compact Lie group G and Qs be a left invariant
metric with Qs(X,Y )=Q(G(X),Y ). If Rs is the curvature tensor of Qs with sectional curvature Ks ,
then
Rs(X,Y,Z,W)=−12
(
Q
(
B−(X,Y ), [Z,W ]
)+Q([X,Y ],B−(Z,W)))
− 1
4
(
Qs
([X,W ], [Y,Z])−Qs([X,Z], [Y,W ])− 2Qs([X,Y ], [Z,W ]))
−Q(B+(X,W),G−1(B+(Y,Z)))+Q(B+(X,Z),G−1(B+(Y,W)))
and
Ks(X,Y )=Q
(
B−(X,Y ), [X,Y ]
)− 3
4
∥∥[X,Y ]∥∥2
Qs
+Q(B+(X,Y ),G−1(B+(X,Y )))−Q(B+(X,X),G−1(B+(Y,Y ))),
where
(1) X, Y , Z, W are contained in TgSU(3),
(2) B+(X,Y )= 12 ([X,G(Y )] + [Y,G(X)]),
(3) B−(X,Y )= 12 ([G(X),Y ] + [X,G(Y )]),(4) the formula for Ks(X,Y ) assumes that X,Y are orthonormal in the metric Qs .
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x, y, z,w ∈ T[g]E7p,q we have
Q˜s
(
R˜s(x, y)z,w
)=Qs(Rs( ∗X, ∗Y) ∗Z, ∗W)− 12Qs([Xh,Yh]v(g), [Zh,Wh]v(g))
+ 1
4
Qs
([
Yh,Zh
]v
(g),
[
Xh,Wh
]v
(g)
)+ 1
4
Qs
([
Zh,Xh
]v
(g),
[
Yh,Wh
]v
(g)
)
and
K˜s(x, y)=Ks( ∗X, ∗Y)+ 34
∥∥[Xh,Yh]v(g)∥∥2
Qs
,
where
(1) Rs is the curvature tensor of SU(3) in the left invariant metric Qs and Ks is its sectional curvature
(see Proposition 3.1 above).
(2) X, Y , Z, W are vectors in su(3) so that their corresponding left invariant vector fields,
∗X, ∗Y, ∗Z, ∗W agree with the unique horizontal lifts of x, y, z, w at g ∈ SU(3).
(3) A letter v in the superscript means orthogonal projection onto the vertical space at g ∈ SU(3).
(4) Xh, Yh, Zh, Wh are horizontal vector fields extending the horizontal lifts of x, y, z, w at g ∈ SU(3).
(5) The formula for K˜s(x, y) assumes that x, y are orthonormal in the metric Q˜s , and
(6) [
Xh,Yh
]v
(g)= (Qs(Ad(g−1)x p − xq, [X,Y ])
(3.3)−Qs
(
Ad
(
g−1
)
x p, ad∗(X)(Y )− ad∗(Y )(X)
)) A(g)
|A(g)|2 ,
where (x p, xq) = (2πi p,2πi q) is the Lie algebra of S1p,q , ad∗(X)(Y ) = G−1[X,G(Y )], Qs(X,Y ) =
Q(G(X),Y ), and A(g) = (Rg)∗x p − (Lg)∗xq is the action field on SU(3) corresponding to the S1p,q
action.
Remark 3.3. If x p = 0 then the O’Neill term reduces to the usual O’Neill term for the homogeneous
Aloff–Wallach spaces. Also if the metric Qs is replaced by the biinvariant one, the formula reduces to a
formula analogous the one given by Gromoll and Meyer in [13], except for the max because the vertical
space is one dimensional in our case.
Proof. The only part of the proposition which does not follow from the O’Neill formulas [18] is item
number (6). Item number (6) is treated in [11, p. 30] however there is a sign discrepancy which we wish
to clear up.
For C in TgSU(3) let w(C)=Qs(C,A(g)) where A(g)= (Rg)∗x p− (Lg)∗xq spans the vertical space
at g ∈ SU(3) because S1p,q in one dimensional. Hence the vertical component of C is w(C) A(g)|A(g)|2 . This
means that we want to calculate w([Xh,Yh])(g).
Using the formula in Warner [22, p. 70] we know that
dw
(
Xh,Yh
)=Xhw(Yh)−Yhw(Xh)−w([Xh,Yh])=−w([Xh,Yh])
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w
([
Xh,Yh
])=−dw( ∗X, ∗Y)=−∗Xw( ∗Y)+ ∗Yw( ∗X)+w([ ∗X, ∗Y]).
Observe that
w( ∗Y)(g)=Qs
(
A(g), ∗Y
)=Qs(Ad(g−1)x p − xq, Y )=Qs(x p,Ad∗(g)Y )−Qs(xq, Y ),
where Ad∗ : SU(3)→ End(su(3)) is the adjoint Ad∗(g)= Ad(g−1)∗ with differential ad∗(a)=−ad(a)∗
for a ∈ su(3). Notice that this definition makes Ad∗(g) a homomorphism. In this case we have for all
a, b, c ∈ su(3)
Qs
(
ad(a)b, c
)=Qs(b, ad(a)∗(c))=Q(ad(a)(b),G(c))=Q(b,−ad(a)(G(c)))
=Qs
(
b,−G−1(ad(a)(G(c)))).
Hence
ad(a)∗(c)=−G−1[a,G(c)].
This means that
∗Xw( ∗Y)(g)= ∗XQs
(
x p,Ad∗(g)Y
)= d
dt
∣∣∣∣
t=0
Qs
(
x p,Ad∗
(
g exp(tX)
)
Y
)
=Qs
(
x p,Ad∗(g)ad∗(X)Y
)=Qs(Ad(g−1)x p, ad∗(X)Y ),
hence
w
([
Xh,Yh
])
(g)=−Qs
(
Ad
(
g−1
)
x p, ad∗(X)Y
)+Qs(Ad(g−1)x p, ad∗(Y )X)
+Qs
(
Ad
(
g−1
)
x p − xq , [X,Y ]
)
.
The one dimensionality of the action fields allows us to write out the exact formula for [Xh,Yh]v(g) in
terms of only the Lie brackets of X and Y , metric functions and the action field. ✷
Remark 3.4. Observe that even though the vertical spaces of Aloff–Wallach spaces and certain
Eschenburg spaces are identical at e ∈ SU(3), the presence of the term on line (3.3) means that the
curvatures of horizontal two planes will not be the same. This is because the horizontal extensions of
horizontal lifts of vectors at e are different for the Aloff–Wallach spaces and the Eschenburg spaces.
Proposition 3.5. If E7p,q is a positively curved manifold then the values of r = p2−q2p1−q1 and b =
p3−p2
p1−q1 may
always be simultaneously chosen such that 0 < r  1 and b 0.
Proof. By assumption of positive curvature p1 = q1 so that r and b are well defined. By the (isometric)
action of the Weyl group on the left and right, we may permute the pi among each other and
independently permute the qj among themselves and the resulting manifolds will be isomorphic (see
[11, p. 28]). By interchanging the qi ’s if necessary we have one of the following cases:
(1) {p1,p2,p3} > {q1, q2}: First choose p3  {p1,p2}. We have p2 − q2 > 0 and p1 − q1 > 0 which
implies that r > 0. If r > 1 then the two switches p1 ↔ p2 and q1 ↔ q2 preserve the relative ordering
between the p’s and q’s but r changes to its reciprocal making 0 < r  1. Also p3 is still the largest
of the p’s, so that p3−p2
p −q  0.1 1
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implies that r > 0. Again if r > 1 then the two switches above will make 0 < r  1. Also p3 is still
the smallest of the p’s, so that p3−p2
p1−q1  0. ✷
With Remark 3.4 in mind we have the following interesting upper bound on the pinching of the
Eschenburg spaces.
Theorem 3.6. (E7p,q, Q˜s) has positive curvature if and only if 0 < s < 1 and for all j , qj is not contained
in the interval determined by min(p1,p2,p3) and max(p1,p2,p3). The pinching is upper bounded by
1/37. That is
sup
s>0
(
δ
(
E7p,q, Q˜s
))
 3r
2
88r2 + 16r + 7 
1
37
,
where we use the normalization 0 < r = p2−q2
p1−q1  1. See Fig. 1 for a graph of the upper bound.
Proof. To obtain an upper bound for the pinching in the metric Q˜s we need only investigate one point
and in this case I will consider only [e] ∈ E7p,q . Proposition 3.2 allows us to explicitly calculate the
sectional curvature of a given two plane. For estimating the pinching, we do not need to calculate the
exact minimum or maximum at that point, we need only find two curvatures that are extreme enough
to give the desired upper bound of 1/37. For each value of s, we will find two planes in T[e]E7p,q with
curvatures, Cmax(r, s) and Cmin(r, s), depending on the parameters s and r( p, q)= p2−q2p1−q1 that will achieve
this upper bound. That is, we need only observe that
δ
(
E7p,q, Q˜s
)= min[m]∈E,σ∈T[m]E K˜([m], σ )
max[m¯]∈E,σ¯∈T[m¯]E K˜([m¯], σ¯ )

minσ∈T[e]E K˜([e], σ )
maxσ¯∈T[e]E K˜([e], σ¯ )
 Cmin(r, s)
Cmax(r, s)
= δ(r, s).
For a given Eschenburg space we first use Proposition 3.5 to choose a second isometric Eschenburg
space such that the parameters 0 < r = p2−q2
p1−q1  1 and b =
p3−p2
p1−q1  0. Then this Eschenburg space
determines which left invariant metric we use on SU(3), i.e., the embedding of U(2) ⊂ SU(3) is
determined by Remark 2.4. Now for the purpose of making this section concrete we assume that this
Fig. 1. Pinching upper bound of (E7p,q , Q˜s ). The manifold, E
7
p,q , is specified by its r = p2−q2p1−q1 value.
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then we adjust the following basis (3.4) so that observations (3.5) are true for the correct embedding of
U(2) in SU(3). Then the curvatures of the planes given subsequently will be the same because of the
action of the Weyl group on the planes. (You just need to modify the definition of b to involve the correct
p’s, but Proposition 3.5 is still true.)
I will express the basis vectors of the planes in the following orthonormal basis of TeSU(3) with
respect to Qs assuming the U0 embedding
K1 =

i√
s
0 0
0 −i√
s
0
0 0 0
 , K2 =
 0
1√
s
0
−1√
s
0 0
0 0 0
 , K3 =
 0
i√
s
0
i√
s
0 0
0 0 0
 ,
E1 =
 0 0 10 0 0
−1 0 0
 , E2 =
0 0 00 0 1
0 −1 0
 , A1 =

i√
3s 0 0
0 i√3s 0
0 0 −2i√3s
 ,
(3.4)F1 =
0 0 i0 0 0
i 0 0
 , F2 =
0 0 00 0 i
0 i 0
 .
Observe that:
(3.5)E1,F1,E2,F2 ∈ u⊥0 , K1,K2,K3 ∈ u0, A1 ∈ z(u0).
A unit vector in the direction of the vertical space at e ∈ SU(3) is
V= 1
N
(αK1 + βA1),
where
α = 1
2
(1− r), β = 1
2
√
3(1+ r), N =
√
1+ r + r2, r = p2 − q2
p1 − q1
and the following is a unit horizontal vector in the A1, K1 plane
H= 1
N
(βK1 − αA1).
Hence {E1,F1,E2,F2,K2,K3,H} form an orthonormal basis for the horizontal space at e ∈ SU(3), and
can be identified with a basis for T[e]E7p,q . All of the following planes except the second minimal plane
are critical. That is, they are critical planes of the sectional curvature function from the Grassmannian of
two planes in T[e]E7p,q into the real numbers. Maple was an invaluable aid in finding the following planes
and calculating their curvatures. It was especially useful in checking the criticality of the planes.
• Minimal planes.
(1) Let P1 be the critical plane spanned by H and F1. Then
K˜
([e],P1(r, s))= 34 r2s1+ r + r2 .
W.C. Dickinson / Differential Geometry and its Applications 20 (2004) 101–124 117(2) For 0 < s < 1.4, let P2 be the non-critical plane spanned by
√
2 F1 +
√
x1s
x3
√
x2
H and −√2x2 F2 +√
x1sK3, where
x1 =
√
3(10− 7s)+ 6αβ
N2
(7− 5s)+ 2
√
3α2
N2
(1− s),
x2 =
√
3(α2 −N2)
N2
(
2s2 − 3s − 2)+ 3αβ
N2
s(3− 2s),
x3 = β + α
√
3
N
.
It is straight forward to check that xi are positive for 0 < r  1 and 0 < s < 1.4. The basis of
P2(r, s) it not orthonormal: the first vector is not a unit vector. Then
K˜
([e],P2(r, s))= 3(1+ r)2(s − 1)3
(2r3 + 7r2 + 13r + 11)s2 − (3r3 + 10r2 + 19r + 16)s − 3(1+ r)2 .
• Maximal plane. Let P3 be the critical plane spanned by E2 and F2. Then
K˜
([e],P3(r, s, b))= 4− 3s + 34 (s(1+ 2r)+ 2b)2s(1+ r + r2) .
• Intermediate plane. Let P4 be the critical plane spanned by F2 and E1. Then
K˜
([e],P4(s))= 1− 34s.
It is straight forward to check that d
ds
(K˜([e],P2(r, s)))  0 for 0 < s  1.4. Hence we obtain that
K˜([e],P2(r, s)) is a non-increasing function on the interval 0 < s < 1.4, and as K˜([e],P2(r,1)) = 0,
K˜([e],P2(r, s)) < 0 for 1< s < 1.4. Also observe that K˜([e],P4(r, s)) < 0 for 4/3< s, hence (E7p,q, Q˜s)
has positive curvature if and only if 0< s < 1. See Fig. 2.
Fig. 2. For a typical value of r the solid line is the graph of K˜([e],P2(r, s)) showing that (E7p,q , Q˜s) has negative curvature
and that it is decreasing for 1 < s < 1.4. The dashed line is the graph of K˜([e],P4(s)) showing that (E7p,q , Q˜s ) has negative
curvature for 4/3 < s.
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for 0 < s < 1. The dashed line, − 16 (s − 1), is an upper bound for K˜([e],P2(r, s)) when 2/5 = 0.4  s  1. The dotted line
indicates the curvature function K˜([e],P1(r, s)) for the same typical value of r .
It is also straight forward to check that d2
ds2
(K˜([e],P2(r, s))) > 0 for 0 < s < 1, thus K˜([e],P2(r, s))
is concave up. Observe that K˜([e],P2(r,0)) = 0 and K˜([e],P2(r,2/5))  1/10. Thus the line passing
through the points (2/5,1/10) and (1,0) with equation − 16(s− 1) is an upper bound for K˜([e],P2(r, s))
when 2/5 s  1. This line is bigger then the line K˜([e],P1(r, s)) for 0 < s < 2/5. See Fig. 3.
Observe that since b  0 we have K˜([e],P3(r, s,0))  K˜([e],P3(r, s, b)). Now we may define the
curvature functions that will attain the desired upper bound:
Cmin(r, s)=min
(
K˜
([e],P1(r, s)),−16(s − 1)
)
,
Cmax(r, s)= K˜
([e],P3(r, s,0)).
Thus the upper bound of the pinching is
δ(r, s)= Cmin(r, s)
Cmax(r, s)
=

3sr2
16+16r+16r2−9s 0< s D,
−2(s−1)(1+r+r2)
3(16+16r+16r2−9s) D s < 1,
where
D= 2(1+ r + r
2)
2+ 2r + 11r2 .
That is D is the s value where the dashed upper bound in Fig. 3 intersects the dotted line representing
K˜([e],P1(r, s)). We do not use the actual intersection between K˜([e],P1(r, s)) and K˜([e],P2(r, s))
because the symbolic expression representing the intersection is large and not insightful.
Observe that d
ds
(δ(r, s)) > 0 for 0 < s  D and d
ds
(δ(r, s)) < 0 for D  s < 1. Hence the maximum
value of δ(r, s) occurs when s =D, i.e.,
(3.6)δ(r, s) δ(r,D)= 3r
2
2 .88r + 16r + 7
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dr
> 0 for 0 < r  1 and δ(1,D) = 1/37 implying the desired upper bound on the pinching.
See Fig. 1 for a graph of the upper bound of pinching versus r . ✷
One should note that this upper bound of 1/37 is sharp for the class of Eschenburg spaces. In [12] it
is proved that there exists a sequence of Eschenburg spaces tending to any given Aloff–Wallach space
in a curvature sense. Püttmann has shown that the maximal pinching of the Aloff–Wallach space (see
Section 3.2 for the definition), W1,1 is exactly 1/37 in the class of metrics Q˜s . Since the Aloff–Wallach
spaces are a subset of the Eschenburg spaces it follows that the 1/37 bound is sharp and curvature
convergence is from below for the sequence tending to W1,1. The upper bound in Eq. (3.6) is not sharp
for a particular Eschenburg space because I have investigated only a single point of an inhomogeneous
space and I used an upper bound for one of the minimal curvatures.
Püttmann has also fully investigated the curvature properties of the space (W1,1, Q˜s). In the above
curvatures if one sets r = 1 then the curvatures of the planes P1, P2 and P3 become the functions he
has proven are the extremal ones for W1,1. While he explored numerically a larger class of metrics, he
concluded that all of the Aloff–Wallach spaces have their pinching bounded above by 1/37. The above
proposition is an analytic proof of this statement in a smaller class of metrics.
By studying the curvatures at another point and combining them with the curvatures used in the proof
of Theorem 3.6, we can determine all the Eschenburg spaces which have their pinching exactly equal to
1/37. Notice that these two theorems together prove Theorem B from the introduction.
Theorem 3.7. If (E7p,q, Q˜s) is a manifold with positive sectional curvature then
δ
(
E7p,q, Q˜s
)= 1
37
if and only if E7p,q ≈diffeo W1,1,
where W1,1 =E7(0,0,0),(1,1,−2) is a homogeneous Aloff–Wallach space.
Proof. First note that if for some value of s, δ(E7p,q, Q˜s) = 1/37 then by Theorem 3.6 we must have
r = 1. Also in the proof we observed that since b  0 we can lower bound the maximal curvature
by using K˜([e],P3(r, s,0))  K˜([e],P3(r, s, b)). Hence to have pinching exactly 1/37 we must have
b = p3−p2
p1−q1 = 0 and r =
p2−q2
p1−q1 = 1.
Now begin the simplification of the Eschenburg space E7p,q = SU(3)//S1p,q . We may translate S1p,q
inside of U(3)×U(3) by the mapping (Zp,Zq)→ (λZp,λZq) for some λ and the action on SU(3) will
be the same. By choosing λ= z−p2 and renaming the entries, the circle is translated into
S1p¯1,q¯1,q¯2,q¯3 =

 zp¯1 0 00 1 0
0 0 1
 ,
 zq¯1 0 00 zq¯2 0
0 0 zq¯3
∣∣∣∣‖z‖ = 1
 .
The r value is preserved under this translation and hence p¯1 = q¯1− q¯2. Now using the common sum of the
p’s and q’s we must have that q¯3 =−2q¯2. Thus we have that E7p,q is isometric with E7(q¯1−q¯2,0,0),(q¯1,q¯2,−2q¯2).
All we need to show is that q¯1 = q¯2 and we are done.
The conditions for positive curvature imply that {q¯1, q¯2} /∈ [0, q¯1 − q¯2]. Hence q¯1 and q¯2 must have
the same sign and by changing the parameter in the circle from z to z¯, if necessary, we may assume that
q¯1  q¯2. Hence we have 0 < u¯= q¯2/q¯1  1.
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pt =
 0 0 10 1 0
−1 0 0
 ∈ SU(3).
Using Eq. (2.7), a unit vector, V, in the direction of the vertical space at pt translated back the identity is
given by
V=
√
3(1+ u¯)
2
√
(1+ u¯+ u¯2)A1 +
(1− u¯)
2
√
(1+ u¯+ u¯2)K1.
Hence a unit horizontal vector, H, is given by
H=
√
3(1+ u¯)
2
√
(1+ u¯+ u¯2)K1 −
(1− u¯)
2
√
(1+ u¯+ u¯2)A1.
Let P(u¯, s) be the horizontal plane orthonormally spanned by H and F1. Then
K˜
([pt], P(u¯, s))= 3
4
u¯2s
1+ u¯+ u¯2 .
Using the same upper bound for one of the minimal curvatures as in Theorem 3.6 we have the following
extreme sectional curvatures:
Cmin(u¯, s)=min
(
K˜
([pt], P(u¯, s)),−1
6
(s − 1)
)
,
Cmax(s)= K˜
([e],P3(1, s,0)).
The upper bound on pinching is then
δ(u¯, s)= Cmin(u¯, s)
Cmax(s)
.
Using a similar analysis as in Theorem 3.6 we know that
δ(u¯, s) δ¯ = 3u¯
2
85u¯2 + 13u¯+ 13 
1
37
.
We may observe that δ¯ is an increasing function of u¯ and is maximized at 1/37 when u¯= 1. Hence the
pinching is equal to 1/37 if and only if q¯1 = q¯2. ✷
3.2. The cohomogeneity one Eschenburg spaces
Note: The material in this section is contained in [14] and is explained here for completeness.
Definition 3.8. A Riemannian manifold, M , has cohomogeneity one if it admits an action by a group G
such that the quotient space M/G is a one dimensional manifold with (possibly empty) boundary.
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sectional curvature where the group G is a subgroup of those isometries of (SU(3),Qs) which descend
to the quotient space. If we use the one parameter family of metrics Q˜s (see (3.1)) then we obtain some
cohomogeneity one Eschenburg spaces. In this case the descending isometries must normalize the circle,
S1p,q and the metric is SU(3) left invariant and U0(2) right invariant.
Proposition 3.9. If an Eschenburg space, (E7p,q, Q˜s), has cohomogeneity one then it is diffeomorphic to
E7p =E7(1,1,p),(0,0,p+2) for some p  1.
Remark 3.10. If we used the full four parameter family of metrics then none of the Eschenburg spaces
would have cohomogeneity one. In that case the metric is SU(3) left invariant and T 2 right invariant.
Excluding the homogeneous case, G would have to be (U(2), T 2) for there to be any chance of being
cohomogeneity one, but this would have a one dimensional ineffective kernel and the quotient E7p,q//G
could not be one dimensional.
It follows from the proof of Proposition 3.9 that the only groups that act on (E7p, Q˜s) with a possibly
one dimensional quotient are G1 = (U0(2),U0(2)),G2 = (SU0(2),U0(2)) and G3 = (SU0(2),SU0(2)).
While the actions of Gi on E7p are well defined, they are not effective actions. The ineffective kernel
of G1 is the largest and G3 is the smallest. All the actions are essentially the same and have the same
quotient. We will concentrate on the simplest one, G3.
One can show that for p odd, (e,−e) ∈G3 and for p even (−e, e) ∈G3 are the only elements which
act trivially. Hence the six dimensional group G∗3 = SU(2) × SO(3) (p odd) or G∗3 = SO(3) × SU(2)
(p even) acts effectively and by isometries on E7p .
Proposition 3.11. The quotient E7p/G∗3 is a geodesic segment of length π/2.
Proof. By the general properties of Riemannian submersions we know that if γ¯ is a geodesic in the total
space whose initial vector is horizontal then γ = π(γ¯ ) is a geodesic in the base space. We will apply this
to the submersion (3.2), but first we need to show that the one parameter groups that start horizontal from
e ∈ SU(3) are still geodesics in (SU(3),Qs).
Let su(3) = u(2) ⊕ u(2)⊥, pick Y ∈ u(2)⊥ and identify it with a left invariant vector field as usual.
Since the metric on SU(3) is left invariant, it is easy to show (see [8, p. 80]) that
(3.7)Qs
(
X(g),∇YY (g)
)=Qs(Y, [X,Y ]),
where g ∈ SU(3)andX ∈ su(3) is a left invariant vector field. If X ∈ u(2)⊥ then as SU(3)/U(2) is a
symmetric space, the Lie bracket on the right-hand side of (3.7) is contained in u(2). Thus the right-hand
side is zero. If X ∈ u(2) then ad(X) :u(2)⊥ → u(2)⊥ is skew symmetric and the right-hand side of (3.7)
becomes
Qs
(
Y, [X,Y ])=Qs(X, [Y,Y ])= 0.
Hence γ¯ (t)= exp(tY ) is a geodesic in (SU(3),Qs) for Y ∈ u(2)⊥.
Pick P− = S1p · e = [e] ∈ E7p . The isotropy group at P− is K− =∆SU(2)⊂G3 and B− =G3 · P− is
its orbit. B− has perpendicular space N− = u(2)⊥ at P−. Notice that N− is in the horizontal space at e
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v− =
 0 0 10 0 0
−1 0 0

gives a geodesic
γ (t)= [exp(tv−)]=
 cos(t) 0 sin(t)0 1 0
− sin(t) 0 cos(t)

in E7p starting a P− which is orthogonal to all the orbits it intersects. If one writes out the conjugation
action of K− on N− one notices it becomes simple matrix multiplication when one identifies the matrices
with their nontrivial parts. E.g., if v↔ (0 v−v¯t 0) ∈N− and g↔ (g, g) ∈K− then g · v = gv. This implies
that the isotropy groups along the geodesic near [e] are the identity. As the points with the smallest
isotropy group corresponding to the maximal orbit type are dense [6, p. 179] in E7p and connected in the
quotient, all we need to find is the next point along the geodesic at which the isotropy is not the identity.
Call this point P+, its orbit B+ and the isotropy group K+.
Observe that
γ (π)=
−1 0 00 1 0
0 0 −1
 ∈ B−,
hence the orbits B− and B+ are π/2n distance apart since the submanifolds B− and B+ are a constant
distance apart. Now observe that
γ
(
π
2
)
=
 0 0 10 1 0
−1 0 0
 /∈ B−
and hence γ (π/2)∈ B+. The isotropy at γ (π/2) is not the identity whereas the isotropy at γ (π/4) is the
identity, hence P+ = γ (π/2). The quotient E7p/G∗3 is a geodesic segment of length π/2. ✷
3.3. An upper bound for the pinching of the cohomogeneity one Eschenburg spaces
All the curvature information of E7p is contained in the tangent spaces at the points of γ (t) because of
the action by isometries of G∗3. Using Proposition 3.2 allows one to explicitly write down the curvature
of any plane in the tangent space.
Theorem 3.12. The pinching of the cohomogeneity one Eschenburg spaces, (E7p, Q˜s) (p > 1), is strictly
less than 1/37 and tends to zero as p tends to infinity.
Proof. By Corollary 3.7 we know that the pinching must be less than 1/37 for all the cohomogeneity
one spaces except E71 =W1,1. For p > 1, using a similar upper bounding argument as in Proposition 3.6
we will write down an explicit upper bound tending to zero, but first we need to write out the vertical
space. With respect to the orthonormal basis of (SU(3),Qs) (see (3.4)), a vector in the direction of the
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Vt = xA1 + yF1 − zK1,
where
x =√3s((p− 1) sin(t)2 + 2),
y = 2 cos(t)(1− p) sin(t),
z=√s(1− p) sin(t)2.
Consider the plane, P ′, spanned by the horizontal orthonormal vectors:
x= K1 + uA1√
u2 + 1 , y=−
(u2 + 1)F1 + vA1 − vuK1√
u2 + 1√u2 + 1+ v2 ,
where
u= z
x
, v =−y
x
.
Notice that x = 0 so u and v are well defined. This turns out to be a critical plane for all s, t and p. By
using the formula in Proposition 3.2 it has curvature:
(3.8)KP ′(s, t, p)= s(3u+
√
3 )2
12(u2 + 1+ v2) .
Note that KP ′(s,π/2,p)= 3s/(4(1+ p+ p2)) which is less or equal to K˜([e],P1(1, s)). That is to say,
that these two curvatures are from the two endpoints of the geodesic and that curvature of the plane at
the endpoint corresponding to t = π/2 is a better minimum then the one at t = 0. If we combine this
better minimum, KP ′(s,π/2,p) from one endpoint and the curvature of the plane P2(1, s) from the other
endpoint we get a better upper bound for the minimum curvature in these cohomogeneity one spaces.
As in the previous pinching estimate in Proposition 3.6 we use the line upper bounding the curvature
of P2(1, s) for 2/5 s  1 and we have that
Cmin(p, s)=min
(
3s
4(1+ p2 + p),−
1
6
(s − 1)
)
is an upper bound for the minimum sectional curvature and
Cmax(p, s)= K˜
([e],P3(1, s,p− 1))
is a lower bound for the maximal sectional curvature. Following a similar argument as in Proposition 3.6
we have the following upper bounded on the pinching
δ
(
E7p, Q˜s
)
 δupper(p)= 3(1+ p+ p
2)
140− 112p + 180p2 + 48p3 + 61p4 + 12p5 + 4p6 .
Notice that δupper(p) 1/37 with equality only for p = 1 and as p grows the pinching tends to zero. ✷
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