Abstract
Introduction
Human action recognition is a challenging problem due to large intra-action variations in videos caused by different viewpoints, texture, illumination, scale and background. The texture and illumination invariant Depth information provided by the contemporary RGB-D cameras (e.g. Kinect) can be directly used to simplify many of these problems. Nevertheless, handling the viewpoint variations in RGB-D human action recognition still remains a largely open problem. This paper addresses this problem to enable full exploitation of the RGB-D cameras in the video based action recognition applications.
In RGB videos, the frames contain appearance information of the scenes, including the objects of interest and background. This information is often used to extract optical flow and dense trajectory features that contain the temporal cues that are useful in accurate action recognition. For the conventional RGB videos, the existing dense trajectory based methods [9, 34, 35, 36] perform reasonably well for human action recognition. Nevertheless, the dense trajectory features are sensitive to camera viewpoints. Moreover, they do not contain any explicit information regarding the human pose. Intuitively, the human pose information can be useful for reliable action recognition.
To deal with the viewpoint sensitivity in cross-view action recognition, Rahmani and Mian [29] proposed a Nonlinear Knowledge Transfer Model to map dense trajectory features to a single canonical view in the RGB frames. Generally, the human pose information is not easy to extract from RGB frames. Hence, their model performs suboptimally in the scenarios where the depth information is also available for an easy extraction of the pose information. Depth frames are invariant to illumination as well as background/clothing textures, thereby providing a much clear information on human poses. More recently, Rahmani and Mian [30] proposed a Human Pose Model (HPM) to extract viewpoint invariant features from the depth images. Accurate action recognition using these features [30] substantiates the effectiveness of exploiting the pose information in action recognition.
In the RGB-D cameras, RGB and Depth data contain complementary information but each data stream has its own unique properties. This requires complementary yet distinct procedures for each data stream for their joint use in action recognition. Few existing approaches [3, 10, 20, 32, 14, 40] attempted to jointly exploit the RGB and the Depth information for human action recognition. However, they faced major challenges in effectively fusing the individual data streams. For the RGB-D action recognition, it is imperative that the two data streams are processed and fused such that they complement each other for an effective viewpoint invariant action recognition.
In this paper, we propose an approach for viewpoint invariant RGB-D human action recognition that meticulously combines the advantages of the RGB and the Depth data streams, see Fig. 1 . Our intuition is that combining the complementary information in the trajectory features of the RGB frames and the spatio-temporal features of the corresponding Depth frames should result in a more effective ac- Figure 1 . Schematics of the proposed approach: The RGB stream (top) extracts dense trajectories and uses a non-linear knowledge transfer deep network model for extracting view invariant features. The Depth stream (bottom) extracts CNN features using Human Pose Model [30] and performs temporal endcoding using FTP. The resulting heterogeneous features are fused to train an 1 2 classifier. tion recognition than using any of these features alone. Our approach extracts trajectory features from the RGB frames and employs a deep network to achieve pose invariance. The model is implemented using the Caffe library [12] . For the Depth frames, we use the CNN-based Human Pose Model [30] perform temporal encoding of the CNN features using Fourier Temporal Pyramid. Both types of features are combined after normalization to train a single 1 2 classifier for action recognition. Experiments on the Multiview UWA3D-II [27, 28] and the Northwestern-UCLA [38] datasets and comparison with existing techniques show that our method improves the accuracy over the nearest competitor by 7.2% and 3.6% respectively on these datasets.
Related Work
RGB and Depth are the two major video data formats used in human action recognition. In this section, we discuss the related work relevant to each of these formats as well as the combined RGB-D format.
RGB Video Human Action Recognition
In the context of viewpoint invariance, existing RGB video based methods mainly rely on geometric transformations [23, 33, 43] . It is often important for such methods to robustly estimate the skeleton joints for the correct transformations. Therefore, applications of these methods is limited in the real world action recognition. In another stream of approaches, spatio-temporal features are exploited for viewpoint invariance in action recognition [16, 26, 31, 41] . However, performance of these approaches becomes limited by the structure of the used features [30] .
Another popular technique for the viewpoint invariant action recognition is to find view independent latent spaces and compare features in those spaces for recognizing the actions [5, 6, 8, 17, 19, 44, 45] . Wang et al. [39] also proposed a two stream structure to combine hand-crafted features and deep-learned features. They used trajectory pooling for one stream and deep learning for the other. The features from the two streams were combined to form so-called trajectory-pooled deep-convolutional descriptors (TDD). However, they only used the RGB data in their approach and viewpoint variation was not addressed.
Depth Video Human Action Recognition
Depth videos became popular in human action recognition research in the last decade after the release of the Microsoft Kinect sensor. Li et al. [18] and Lv et al. [22] used 3D points at silhouettes of the depth images and 3D joint positions to extract features for action recognition. Lu [21] proposed binary range-sample features for the depth videos and achieved reasonable viewpoint invariance. Histogram of Oriented Principal Components (HOPC) was proposed by Rahmani [28] which can detect interest points in depth videos and extract their spatio-temporal descriptors. HOPC features extract local features in an objectcentered local coordinate basis and are, therefore, viewpoint invariant. However, the computational complexity of this method is high as it extracts the HOPC features at a large number of interest points. Yang et al. [42] clustered hypersurface normals in the depth sequences to form polynomials that characterized the local motion and shape information. They used an adaptive spatio-temporal pyramid to subdivide the depth video into a set of space-time grids and aggregated the low-level polynomials into a Super Normal Vector (SNV). This vector is finally used for action recognition in their approach.
RGB-D Video Human Action Recognition
Since depth sensors almost always provide the RGB stream as well, researchers have also proposed to combine the RGB and the Depth data to enhance action recognition accuracy [3, 32, 14, 40, 20, 10, 13] . For instance, Liu and Shao [20] proposed a restricted graph-based genetic programming (RGGP) approach to fuse the RGB and the Depth information. Hu et al. [10] focused on heterogeneous feature learning for RGB-D video based action recognition, and proposed a joint heterogeneous features learning (JOULE) model to explore shared and feature-specific components in the RGB-D videos. Kong and Fu [13] projected and compressed both RGB and Depth features to a learned shared feature space, in which the classification boundaries are learned. Even though the biggest advantage of the depth information is its ability to provide viewpoint invariance, non of these methods explicitly addressed this problem. Moreover, these techniques mainly combine RGB and Depth frames by either projecting them to a shared feature space [10, 13] or use a common filtering-pooling operation for both modalities [20] . These techniques achieve around 4% improvement (RGB-D combined) over the single (RGB or Depth) modality.
The method proposed in this work achieves up to 7.2% average improvement over the single modality while simultaneously dealing with the challenging case of viewpoint variations. The strength of our method comes from the fact that it processes RGB and Depth streams individually by exploiting their respective information rather than fusing the two modalities at an early stage to simplify the latter parts of the pipeline.
Proposed Technique
In Fig 1, we illustrate the proposed RGB-D human action recognition scheme. For the RGB stream, we extract dense trajectories and train a deep network model using the Caffe library [12] . We employ a Deep Learning based Human Pose Model [2] for the Depth stream. The Depth features are post processed by computing Fourier Temporal Pyramids. The resulting heterogeneous viewpoint invariant features from both streams are combined to train an 1 2 classifier. For testing, we predict the class label of the test data by computing the proposed feature and classifying it with the trained classifier. 
RGB Feature Extraction
We extract view invariant RGB features from the videos using a deep neural network model, implemented using the Caffe library. We briefly defer the discussion on the architecture of the model. For training the model, we used the CMU mocap data [1] and process it as follows. First, we fit cylinders to the provided skeleton data to approximate human limbs and the torso. Then, we render the 3D points on the cylinders from 18 different viewpoints by projecting them onto planes. Dense trajectory features [9] of the resulting data are then extracted. We follow Gupta et al. [9] in this process and use a fixed frame length =15, which results in features residing in ℝ 30 . Note that, the data generated under different viewpoints is important for training a view invariant model. We perform K-Means clustering over the resulting set of the trajectory features, with = 2000 chosen empirically. The centroids of these clusters are stored in a matrix C ∈ ℝ 2000 that serves as a codebook in our approach. Conceptually, this codebook signifies the 2000 most representative trajectories for the used data.
Each video in the network training data is coded over the matrix C such that the resulting code for each video is a vector in a 2000-dimensional space, representing a histogram of its trajectories closest to each atom of the codebook in the Eucledian space. We denote the resulting code word for any video by ∈ ℝ 2000 . We employ the non-linear knowledge transfer model [29] for our deep network, which is used to project the descriptors of all the viewpoints of an action to a canonical viewpoint. In our approach, we used the frontal view as the canonical view. In Fig 2, we illustrate the Caffe implementation of the network. The used network essentially solves a regression problem for projecting multiple viewpoint features to a single view feature, thereby not explicitly requiring any class label.
We tested multiple network architectures and chose the best for our approach. In Fig 3, we show the three variants of the network for which we also present the experimental results in Section 4 to illustrate the sensitivity of our approach to the architectural variation in the network. The finally chosen network is labeled NKTM #1 in Fig. 3 (for Non-linear Knowledge Transfer Model). While training, we initialize the network with weight filler "xavier" and variance norm "AVERAGE", and configure the loss layer as Figure 3 . Three network architectures trained using the Caffe library [12] .
"EuclideanLoss". The initial learning rate is set as 0.001 for all layers which decreases by a factor of 10 after every 1000 iterations. The weight decay of network is configured to 0.0005. We train our network with back-propagation using 6K iterations. These parameters are chosen empirically in our approach.
Once the network is trained using the CMU mocap data we use it to extract features of the action recognition training data. For that, we first extract their dense trajectories following [34, 35] . These trajectories are coded over the already learned codebook C and the resulting code words are passed through the trained network. In order to finally arrive at the view invariant features, we concatenate the outputs of each layer of the network. It was empirically verified for the used network that its earlier layers are more informative for the small variations in viewpoints whereas the latter layers are more informative for the larger viewpoint variations. Therefore, we concatenate the outputs from all the layers to construct the RGB feature vector ∈ ℝ 6000 .
Depth Feature Extraction
In order to extract the view invariant Depth features, we take advantage of the CNN-based Human Pose Model (HPM) [30] . HPM employs an architecture similar to the AlexNet [15] , and it has been trained using the data generated synthetically by fitting human models to the CMU mocap data [1] . For the training purpose, it also renders the generated data from multiple viewpoint, similar to the procedure followed for the RGB features in Section 3.1. This makes the pre-trained HPM suitable for direct usage in our approach. Instead of modeling the videos, HPM essentially learns to extract view invariant features from the Depth images of static human poses. Therefore, we use the Fourier Temporal Pyramid (FTP) [37] on the output features of HPM to model the temporal dimension.
Let denote the -th frame of the -th Depth video, where ∈ [1, 2, . . . , ] such that is the total number of frames in the video. The Depth frames ∈ [ 1 , 2 , . . . , ] are first cropped and resized to 227 × 227 images, to match the HPM network input dimension. Then, the resized frames are passed through the HPM network to generate their viewpoint invariant pose representations. The fc7 layer output activation vector ∈ ℝ 4096 is used as the pose feature for the Depth frame . We combine the pose features of the -th video into a matrix A = [ 1 , 2 , . . . , ] and compute the Fourier Temporal Pyramid of this matrix for the temporal encoding. More specifically, the pyramid has 3 levels, and by dividing the feature set in half at each level, we get 1 + 2 + 4 = 7 feature groups. Short Fourier Transform is applied to each feature group, and the first 4 low-frequency coefficients are concatenated (i.e. 4 × 7 = 28) to form a spatial-temporal descriptor matrix B ∈ ℝ 4096×28 for an action. Finally, the matix B is vectorized as ∈ ℝ 114688 to get the Depth feature for the -th Depth video.
Feature Fusion
We extract the RGB and the Depth features from two different streams of data. Nevertheless, they contain complementary information due to the following reasons. First, the data streams originate from the exact same actions. Second, the used dense trajectories model the temporal information from the raw RGB frames using motion alone (without explicitly encoding human poses). On the other hand, the Depth features are extracted by first modeling the human poses from the raw Depth images and then using the FTP. Thus, the latter is specifically meant to complements the former. Note that, dense trajectories can be better extracted from the RGB frames due to the presence of texture whereas human poses are more accurately estimated from the Depth images because they contain additional shape information and are devoid of texture. Therefore, the extracted features provide the best of the two worlds.
To integrate the strengths of the RGB and the Depth features, we propose to combine them into a single joint feature. We use this heterogeneous feature to train the classifier. Our feature combining scheme works as fol-
denote the feature sets generated by the RGB and the Depth streams respectively. We first transform the matrices R and D into R and D , where the latter matrices are the Z-scores of the formers. Then, we rescale the columns of R and D to the range [0, 1]. Finally, the rescaled features are row-wise concatenated to form a heterogeneous feature set X ∈ ℝ 120688× . This procedure is also illustrated in figure 4.
Classification
Our classification stage is inspired by the approach adopted by Rahmani and Mian [30] . In that work, the authors groupped the Fourier Temporal Pyramid coefficients of all levels for the same CNN neurons and let the 1 2 classifier select or discard entire groups that were significant for a particular action. Whereas this strategy proved effective for Depth-only feature classification, it is inadequate for the RGB-D data. The reason is, after combining the Depth features with the RGB features, the original group- ing structure collapses because there is no direct mapping between the CNN-FTP features and the extracted dense trajectory features. Thus, the feature selection (group sparsity) criterion of [30] can no longer be applied on the combined RGB-D features. Therefore, we employ 1 2 classification without any grouping for a more accurate classification of the proposed view invariant RGB-D features.
Given the RGB-D feature set X, we create the matrix Y, with its rows representing the training samples. Each row of Y is classified using the one-vs-all strategy. To compute the classifier, we solve the following optimization problem:
The regularization function for the weight matrix W is defined as
We use the SPAMS library [24, 11] to implement the 1 2 classifier.
Experiments
We evaluate the proposed RGB-D action recognition algorithm on two multiview RGB-D datasets: UWA 3D Multiview Activity II Dataset [27, 28] and Northwestern-UCLA Multiview Action 3D Dataset [38] . For the evaluation, we follow a common protocol of selecting two views for training and one view for testing, and reporting the recognition accuracies for all the view combinations. We also compare our results with the existing state-of-the-art methods. These results are taken directly from the original papers where applicable, otherwise, the results are taken from the best reported results in the literature.
UWA3D-II Dataset
This dataset comprises 30 human actions performed by 10 subjects and recorded from 4 different viewpoints. The 30 actions are: (1) one hand waving, (2) one hand punching, (3) two hands waving, (4) two hands punching, (5) sitting down, (6) standing up, (7) vibrating, (8) falling down, (9) holding chest, (10) holding head, (11) holding back, (12) walking, (13) The UWA3D-II dataset is challenging because its action classes are fairly large, and they contain viewpoint and subject scale variations. In addition, self-occlusion and humanobject interaction in some videos makes it even more challenging to recognize human actions accurately. Figure 5 shows an example RGB and Depth pair for one of the actions in the dataset from different viewpoints.
We follow [38] to use videos from two views for training and the remaining views for testing and create 12 different view combinations. First, we compare the results of our approach employing three variants of the non-linear knowledge transfer model network architectures (see Fig 3) . Note that, the original knowledge transfer model [29] only deals with the RGB frames. We implement the architecture variants using the Caffe library and train our models from the scratch. The results of this comparison are summarized in Table 1 . Based on the results in Table 1 we adopt Network #1 for our approach. Henceforth, unless otherwise mentioned, the results of the proposed approach are based on this architecture.
In Table 2 , we summarize the quantitative comparison of our approach with the existing methods. In the table, the proposed RGB-D method achieves 84.1% average recognition accuracy, which is 7.2% higher than its nearest competitor HPM+TM [30] . Figure 6 compares our approach to the the best performing RGB-only method [29] and the best performing Depth-only method [30] . Note that, for 11 out the 12 train-test view combinations, the proposed method provides a significant improvement in the recognition accuracy. The accuracy remains the same as Depth only technique only for one combination. The maximum reduction in the error rate, i.e. 31.8%, is achieved when view 2 and 3 are used for training and view 4 is used for testing. Based on these results, we can argue that our method effectively integrates the advantages of RGB and Depth video streams to enhance the recognition accuracy, especially for the large viewpoint variations. Figure 6 . Comparison of the proposed RGB-D method with the best performing RGB-only and Depth-only methods on the UWA3D-II dataset. V12-3 indicates that view 1 and 2 are used for training while view 3 is used for testing. Our method provides significant improvement in 11 out of the 12 cases.
Northwestern-UCLA Dataset
The Northwestern-UCLA Multiview Action 3D Dataset [38] contains RGB-D videos captured simultaneously by 3 Kinect cameras from 3 different viewpoints. There are 10 action classes: (1) pick up with one hand, (2) pick up with two hands, (3) drop trash, (4) walk around, (5) sit down, (6) stand up, (7) Every action in this dataset is performed by 10 subjects. Figure 7 shows sample RGB and Depth image pairs from the three viewpoints. This dataset is challenging for two reasons. Firstly, many action categories share the same "walking" pattern before and after the actual action of interest happens. Secondly, some actions such as "pick up with on hand" and "pick up with two hands" are similar, making them hard to be distinguished in the presence of the viewpoint variations.
For this dataset, we also use videos captured from two views for training and the third view for testing. We first provide the relative performance comparison of the pro- posed approach using the three network architectures shown in Fig 3 in Table 3 . We can see that NKTM #1 (implemented in Caffe) is also the most suited architecture for this dataset. Table 4 compares the performance of the proposed method with the existing methods. The proposed RGB-D method achieves an average accuracy of 83.3%, which is 3.6% higher than the nearest competitor HPM+TM.
SVM versus 1 2 Classifier
For the proposed technique, the classifier plays an important role as it is required to take the maximum advantage of the combined properties of the RGB-D features. To show that the 1 2 is an appropriate classifier for the proposed RGB-D features, we compare its performance to the commonly used SVM classifier on the Northwestern-UCLA dataset. Table 5 shows the comparative results. As can be observed, the 1 2 outperforms the SVM by a significant margin. A similar consistent difference of performance between SVM and 1 2 classifier was observed for the UWA 3D-II dataset as well. This empirical evaluation justifies the selection of 1 2 classifier over the SVM in our approach. 
Computation Time
We performed experiments with the proposed viewpoint invariant RGB-D human action recognition method on a 3.4GHz Intel processor with 32GB RAM. The total computation time to classify a test sample is split into three stages in our approach: (1) feature extraction, (2) feature fusion, and (3) classification. The average computation time for one RGB-D frame of the used databases is 54.6 milliseconds, amounting to approximately 18 frames per second which can be considered as realtime performance. In  Fig 8, we illustrate the distribution of this time over the three stages of the approach.
Conclusion
We proposed a two stream viewpoint invariant RGB-D human action recognition method. Our method processes RGB and Depth streams separately to fully exploit the individual modalities and extract spatio-temporal features. Action trajectories are extracted from RGB frames to encode motion information. These trajectories are passed through a deep network to get viewpoint invariant features. For the Depth frames, HPM [30] is used to extract appearance information, and then the CNN fc 7 layer features are encoded by Fourier Temporal Pyramid. Spatio-temporal features from both RGB and Depth streams are normalized and combined to form the final feature vector for classification. An 1 2 classifier is trained to perform the classification. Experiments were performed on two benchmark multiview RGB-D datasets. Comparison with 12 existing methods showed that our method achieved the highest recognition accuracy on both datasets.
