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Abstract
Starting from general considerations concerning phase transitions and the many-
body problem, a pedagogical introduction to the Mermin-Wagner theorem is
given. Particular attention is paid to how the Mermin-Wagner theorem fits in
with more general methods in many-particle physics. An attempt at an assess-
ment of its validity for approximative methods is made by contrasting the results
obtained within Onsager reaction-field theory and those obtained by the well-
known Tyablikov method.
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1. Introduction
1.1. Outline
In this paper, we shall investigate the role of spatial dimensionality in the context
of many-body theories for magnetic long-range order. After a rather general in-
troduction to the problem (this chapter), and an exposition of the basic notions
of phase transitions and spontaneous symmetry-breaking (section 2.1), the Bo-
goliubov inequality is discussed (section 2.2). This is a rigorous relation between
observables of a physical system and the system’s Hamiltonian, and it shall be
used at length in Chapter III in the course of an extended proof of the absence
of a magnetic phase transition in films described by the Heisenberg, Hubbard, s-f
(Kondo-lattice) and Periodic Anderson model. Chapter IV investigates the con-
nection of the Bogoliubov inequality and related correlation inequalities with the
Green’s function technique widely used in many-body physics. Finally (Chapter
V), two examples of approximative theories are discussed to illustrate the theo-
retical findings of the previous chapters.
1.2. The many-body problem
Loosely speaking, the success of physics in describing properties and processes of
the physical world is, to a large part, the result of taking a reductionist viewpoint,
in the sense that macroscopic phenomena are regarded as being fully determined,
at least in principle, by underlying microscopic processes which behave according
to some (more or less well-understood) fundamental law of nature. In the case
of electrons in solids, one would expect the non-relativistic Schro¨dinger equation
(plus the Pauli principle) to provide an accurate description of the behaviour of the
physical system, at least in the low-energy regime. For non-interacting electrons
in a completely periodic potential of ions located at the lattice sites of a perfectly
ordered crystal, this can indeed be accomplished. However, it turns out that,
for the many-body problem of strongly interacting electrons, such an approach is
3
highly impracticable, and attempting to calculate macroscopic properties from a
set of 1023 one-particle equations simultaneously, would be fighting a losing battle.
One solution to this problem is to propose reduced many-body models which
retain the basic features of the microscopic dynamics, e.g. Coulomb repulsion
or the Pauli exclusion principle, but at the same time leave out less important
features, e.g. by neglecting interactions between electrons and phonons or by
limiting Coulomb repulsion between electrons to those at the same lattice site.
In most instances, such models still cannot be solved exactly; methodologically, a
“computational gap”1 remains which one can only hope to close, to some extent,
by use of approximative methods, whose validity must be constantly reassessed.
1.2.1. Summary of many-body Hamiltonians
The main focus of this paper is on magnetic phenomena. It can be rigorously
shown (Bohr-van Leeuwen theorem) that the existence of magnetic phenomena
(diamagnetism, paramagnetism, and collective magnetism) of an ensemble of par-
ticles in a crystal is inconsistent with classical statistical mechanics.2 This striking
fact indicates that a satisfactory description of spontaneous magnetic order will
have to include quantum effects from the very beginning. In the following, we
shall discuss almost exclusively quantum many-body models. Nevertheless, clas-
sical models such as the Ising model3 defined by the Hamilton function
H = −
∑
ij
JijSiSj , (1.1)
where Si is a classical (c-number) “spin” at lattice site i, have played, and continue
to play, an important role in the conceptual development of the theory of phase
transitions. They serve as a test bed for new mathematical approaches, such as
the renormalization group approach, and as limiting cases of more sophisticated
models.
The Ising model, for example, can be derived from the more general Heisen-
berg model as defined by the Hamiltonian
H = −
∑
ij
Jij
(
Sxi S
x
j + S
y
i S
y
j + S
z
i S
z
j
)
(1.2)
1This expression was coined by [1].
2For a concise discussion of this fact see [2].
3Also, and more appropriately, known as Lenz-Ising model, to give credit to the true initiator
of the model, W. Lenz (for a broad account of the history of the subject, see [4]).
by singling out one of the components (x, y, or z). The Heisenberg model is a
quantum many-body model and the spin ~Si must now be interpreted as a quantum-
mechanical operator. From the x and y-components of ~Si one constructs spin
raising and lowering operators
S±i = S
x
i ± iSyi . (1.3)
The operators ~Si and S
±
i obey the commutation relations for angular momentum
operators so that, among others, the following identities hold:[
Szi , S
±
j
]
− = ±~δijS±i (1.4)[
S+i , S
−
j
]
− = 2~δijS
z
i (1.5)
and
~Si · ~Sj = 1
2
(
S+i S
−
j + S
−
i S
+
j
)
+ Szi S
z
j . (1.6)
Note that the indices i and j are taken to identify uniquely the lattice sites of
spins ~Si and ~Sj. Instead of numbering all sites consecutively, one could identify a
lattice site by more than one index, e.g. in film systems where it will turn out to
be useful to identify lattice sites by numbering layers α, β... and positions i, j, ...
within the layers separately: i 7→ (i, α). The Kronecker symbol δij in (1.4) and
(1.5) must then be replaced by the product δijδαβ.
At times it will be helpful to make use of Fourier transformation into the
reciprocal lattice:
S(+,−,x,y,z)(~k) =
∑
i
ei
~k·~RiS(+,−,x,y,z)i (1.7)
with the inverse transformation
S
(+,−,x,y,z)
i =
1
N
∑
~k
e−i
~k·~RiS(+,−,x,y,z)(~k). (1.8)
The Heisenberg model was proposed some 75 years ago [5], in order to de-
scribe the behaviour of magnetic insulators such as EuO (ferromagnetic), EuTe
(antiferromagnetic) and EuSe (ferrimagnetic). Whether a Heisenberg-type mag-
net will order ferromagnetically or antiferromagnetically depends on the sign of
the coupling constants Jij, also known as exchange integrals. When Jij > 0
(Jij < 0) for neighbouring spins Si, Sj, ferromagnetic (antiferromagnetic) order
will be favoured, as this will minimize their contribution to the total energy of the
system. Different exchange mechanisms exist; the feature they have in common is
that by virtue of quantum mechanical symmetry requirements, electrostatic cor-
relations lead to an effective spin-spin interaction. The numerical values of Jij
depend on details of the substance and the exchange mechanism involved.
The Hubbard model, in contrast to the Heisenberg model, describes the
case of itinerant electrons in narrow energy bands, as found in the prominent
ferromagnetic metals Co, Ni, Fe. It was proposed in 1963 by Hubbard [6] (and
simultaneously by Gutzwiller [7] and Kanamori [8]) and takes into account that
in these systems the same group of electrons is responsible for magnetic effects
and electrical conduction. Further empirical findings that are taken into account
in the Hubbard model are, firstly, that narrow 3d-bands are responsible for the
appearance of collective magnetism; secondly, the screening of the Coulomb inter-
action between d-electrons through electrons of broad s- and p-bands; and thirdly,
the importance of the lattice structure (for a detailed derivation see [6],[3]). The
individual points can be discussed by looking at the structure of the Hubbard
Hamiltonian in its simplest (one-band) form
H =
∑
ijσ
Tijc
+
iσcjσ +
U
2
∑
iσ
niσni−σ, (1.9)
where c+iσ and cjσ are creation and annihilation operators for an electron with
spin σ at lattice sites i and j, respectively; and ni±σ = c+i±σci±σ is the number
operator which tests whether or not an electron with spin ±σ is present at lattice
site i.4 The Hubbard Hamiltonian consists of a kinetic part and an interaction
part reflecting the Coulomb repulsion between electrons which becomes relevant
only if two electrons happen to be at the same lattice site (which, because of the
Pauli principle, must then have different spin quantum numbers). The hopping
integrals Tij, i.e. the probability amplitude for an electron with spin σ at site j
to move to another site i, are related to the one-particle Bloch energy dispersion
ε(~k) by Fourier transformation:
Tij =
1
N
∑
~k
ε(~k)ei
~k·(~Ri−~Rj) (1.10)
ε(~k) =
1
N
∑
ij
Tije
−i~k·(~Ri−~Rj). (1.11)
4For a detailed account of second quantization in many-body physics, see [9].
Spin-like operators, i.e. pseudo-spins σ, are built from the electron creation
and annihilation operators, in the following way:
σ+i = ~c
+
i↑ci↓ (1.12)
σ−i = ~c
+
i↓ci↑ (1.13)
σzi =
~
2
(ni↑ − ni↓)
=
~
2
(c+i↑ci↑ − c+i↓ci↓). (1.14)
Fourier transforms into reciprocal lattice are defined in exactly the same way
as in (1.7) and (1.8), e.g.
σ+(~k) = ~
∑
i
ei
~k·~Ric+i↑ci↓. (1.15)
In the s-f (Kondo-lattice) model and the Periodic Anderson Model (PAM),
the situation is somewhat different from the Heisenberg and Hubbard models, as
one must now distinguish between two spin systems. Both models deal with a
situation that can be found in the rare earths, where the electrons of the inner 4f
(5f) shells, which are incompletely filled and which correspond to strictly localized
states, are screened by the broader 6s (7s) states. Thus, the magnetic moments
associated with the 4f (5f) electrons couple according to Hund’s rules and form
a local magnetic moment. The s-f model describes the coupling of such a local
f -spin S to the electrons of the conduction band:
H =
∑
ijσ
Tijc
+
iσcjσ −
J
2
∑
iσ
(zσS
z
i niσ + S
σ
i c
+
i−σciσ),
where zσ=↑↓
= ±1. In the PAM the Hamiltonian includes the hopping Hs of the
electrons of the conduction band (as in the s-f case), a term Hf defining the
energy level of the f -electrons, the Coulomb repulsion Hff between electrons in
the strongly localized f -states, and the hybridization Hhyb of the f -level with the
conduction band:
H ≡ Hs +Hf +Hff +Hhyb (1.16)
=
∑
ijσ
Tijc
+
iσcjσ + εf
∑
iσ
f+iσfiσ +
U
2
∑
i
nfi↑n
f
i↓
+V
∑
iσ
(
c+iσfiσ + f
+
iσciσ
)
. (1.17)
2. Phase Transitions and the
Bogoliubov Inequality
Among the general features of physical systems at a macroscopic scale, the display
of different phases plays a fundamental role. By this we mean that the overall
characteristics of a physical system, for example a large bulk volume of a certain
substance, can be described by a limited number of system-specific parameters
(in many cases of interest by a single one) which themselves depend on a set
of certain external conditions, usually an external field, and the temperature.
When a system changes from one phase to another, e.g. as a result of increasing
temperature, this transition will often be marked by a rapid change in one of
the system’s characteristic quantities, such as the density in the liquid-vapour
transition. From early on, it has been considered a challenging task to describe the
experimental findings through theoretical models. On a phenomenological level as
well as by starting from first principles, substantial progress in the description of
classical systems has been achieved since the pioneering work by, for example, van
der Waals and Weiß in the liquid-vapour and the ferromagnetic phase transition.
With the advent of quantum theory and progress in the understanding of the laws
governing the microscopic behaviour of physical systems, it became possible to
“design” mathematical models in such a way as to reflect certain aspects of the
microscopic dynamics of real systems while omitting others. This has led to a
remarkable wealth of models, some of which have been described in some detail
in the previous chapter.
2.1. Phase transitions and spontaneous symmetry-breaking
In the theory of condensed many-body systems one is often interested in de-
scribing phases that fail to exhibit certain symmetry properties of the underlying
Hamiltonians. This is, in fact, a common feature and one can classify such systems
according to their symmetry properties. Thus, crystals, by their very lattice struc-
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ture, break the translational symmetry encountered in the continuum description
of fluids; ferromagnets, in addition to the spatial symmetry-breaking due to their
crystal structure, are not invariant towards rotations in spin-space, even though
the underlying Hamiltonians describing the system may well be. Less obvious
types of symmetry-breaking occur in other quantum systems, such as superfluids
and superconductors, where gauge invariance is broken.
2.1.1. Bogoliubov quasi-averages
Bogoliubov [10],[11] has devised a method to describe the occurrence of sponta-
neous symmetry-breaking in terms of quasi-averages.1 Normally, for systems in
statistical equilibrium, we have defined the average value of A as the trace over the
equilibrium density (or statistical) operator ρ = exp(−βH) times the observable
A, so that for the infinite system (V →∞) one has
〈A〉 ≡ lim
V→∞
tr (ρA)
= lim
V→∞
tr
(
e−βHA
)
, (2.1)
where H is the grand-canonical Hamiltonian, H = H − µNˆ (Nˆ : number opera-
tor). However, it turns out that under certain conditions such averages may be
unstable with respect to an infinitesimal perturbation of the Hamiltonian. If a
corresponding additive contribution Hν ≡ νH ′ of the order of ν is added (where
ν is a small positive number which will eventually be taken to zero: ν → 0), i.e.
Hν = H +Hν − µNˆ, (2.2)
one can define the quasi-average of A in the following way:
〈A〉q ≡ limν→0 limV→∞ tr(e
−βHνA). (2.3)
The average (2.1) and the quasi-average (2.3) need not coincide, since the two
limits in (2.3) may fail to commute within some parameter region (i.e. for some
combination of µ and β).
Quasi-averages are appropriate for cases in which spontaneous symmetry-
breaking occurs, as can be shown by a simple argument. Suppose the Hamiltonian
1This section follows [10] and [12].
H displays a continuous symmetry S, i.e. it commutes with the generators ΓiS of
the corresponding symmetry group,[H,ΓiS]− = 0. (2.4)
If some operator B is not invariant under the transformations of S,[
B,ΓiS
]
− ≡ C i 6= 0, (2.5)
the (normal) average of the commutator C i vanishes,〈
C i
〉
= 0, (2.6)
as can be readily seen from eqn. (2.1) by use of cyclic invariance of the trace.
In those instances, however, where the perturbative part Hν of (2.2) does not
commute with ΓiS , this will give a non-vanishing quasi-average:〈
C i
〉
q
= lim
ν→0
tr
(
e−βHν
[
B,ΓiS
]
−
)
6= 0. (2.7)
Thus, even though one might na¨ıvely expect the quasi-average to coincide with
the “normal” average in the limit ν → 0, quite generally this will not be the case.
Note that the quasi-average depends on the nature of the perturbation added to
the “original” Hamiltonian.
In the following, we will make extensive use of the concept of quasi-averages
as in (2.3).2 As a first example, let us examine the Heisenberg model
H = −
∑
ij
Jij
(
~Si · ~Sj
)
, (2.8)
which is invariant under the continuous rotation group generated by the total
spin vector ~S =
∑
i
~Si because of
[
H, ~S
]
−
= 0. Thus, we can take ~S as the
operator B, and from (2.6) one finds
〈[
Sα, Sβ
]
−
〉
= 0, where Sα, Sβ are the
components of the total spin vector ~S. Together with the commutation relations
for spin operators, e.g. [Sx, Sy]− = i~S
z, one sees that the conventional average
2The symbol 〈...〉 will be used for averages and quasi-averages alike, the distinction between
the two being obvious from context in all cases under consideration.
of the magnetization vanishes. This is just a manifestation of the fact, that on the
macroscopic level, for an ideal, infinitely extended system, there is no preferred
direction in space. One can say this is a situation of “degeneracy” with respect
to spatial orientation. Adding an external field, ~B0 = B0~ez along the z-axis
for example, lifts this degeneracy and via the contribution Hb ∼ B0M(T,B0) to
the Hamiltonian (M : magnetization) one can, thus, construct appropriate quasi-
averages for arbitrary operators according to equation (2.3).
2.1.2. Order parameters
In the theory of phase transitions, the first step is to identify a quantity whose
(quasi-)average vanishes on one side of the transition, but takes a finite value on
the other side. This quantity is called the order parameter. In a continuous phase
transition, the order parameter may gradually evolve from zero at the critical point
to a finite value on one side (usually the low-temperature side) of the transition.
For different kinds of phases, different order parameters must be chosen. From
a phenomenological point of view, one must consider each physical system anew.
We have already mentioned the liquid-vapour and the ferromagnetic-paramagnetic
transition as prototypes for phase transitions. In the former, the obvious choice
for the order parameter would be the difference between the mean densities, i.e.
ρ − ρvapour; in the latter the relevant order parameter is the magnetization M.
Within a given many-body model, the magnetization can be defined in microscopic
terms, as we shall see shortly.
Sometimes, as in the transition to the superconducting state, it may even
be possible to characterize the same type of phase transition by use of different
order parameters. According to the standard theories of superconductivity, at low
temperatures electrons with opposite spins form Cooper pairs. Thus, a possible
order parameter would be the average probability amplitude to find a Cooper pair
at a given lattice site in the crystal. Alternatively, one could characterize the phase
transition through the gap parameter whose modulus is the difference in energy
per electron of the Cooper pair condensate and the energy at the Fermi level.
We shall briefly return to the problem of superconductivity when we consider the
possibility of pairing at finite temperatures in film systems.
2.2. Bogoliubov inequality
2.2.1. Proof of the Bogoliubov inequality
The Bogoliubov inequality is a rigorous relation between two essentially arbitrary
operators A and B and a valid Hamiltonian H of a physical system. In its original
form, proposed in [11], it is given by∣∣〈[C,A]−〉∣∣2 ≤ β2 〈[A,A+]+〉〈[C+, [H,C]−]−〉 , (2.9)
where β = 1/kBT is the inverse temperature and 〈....〉 denotes the thermody-
namic expectation value. A and B do not necessarily have an obvious physical
interpretation from the very beginning, so the physical significance of (2.9) will
depend on the suitable choice for the operators involved.
The inequality can be proved by introducing a scalar product which is based
on the energy eigenvalues En and the corresponding energy eigenstates |n〉 of the
Hamiltonian H :
〈n|m〉 = δnm
H |n〉 = En |n〉 (2.10)
⇒ 〈n |H|n〉 = En
with the completeness relation (1: identity operator)
1 =
∑
n
|n〉 〈n| . (2.11)
By further introducing the statistical weight
wn =
exp(−βEn)
tr (exp(−βH)) , (2.12)
the Bogoliubov scalar product B of two arbitrary operators A,B is defined as
B(A;B) =
∑
n,m
En 6=Em
(2.13)
Note that the sum is restricted to terms with En 6= Em only. Since B is positive
semidefinite (see [3] or appendix A), the Schwarz inequality holds:
|B(A;B)|2 ≤ B(A;A)B(B;B). (2.14)
With the specific choice
B =
[
C+, H
]
− (2.15)
the mixed product B(A;B) on the LHS of (2.14) is
B(A;B) =
∑
n,m
En 6=Em
〈
n
∣∣A+∣∣m〉 〈m ∣∣∣[C+, H]−∣∣∣n〉 wm − wnEn − Em
=
∑
n,m
〈
n
∣∣A+∣∣m〉 〈m ∣∣C+∣∣n〉 (wm − wn)
=
∑
m
wm
〈
m
∣∣C+A+∣∣m〉−∑
n
wn
〈
n
∣∣A+C+∣∣n〉
=
〈[
C+, A+
]
−
〉
(2.16)
by use of the completeness relation (2.11) and the definition of wn.
The norm B(B;B) = ||B||2 ≥ 0 can be calculated from eqn. (2.16) by spe-
cializing A = B = [C+, H ]− , thus arriving at
B(B;B) =
〈[
C+, [H,C]−
]
−
〉
≥ 0. (2.17)
For the remaining norm B(A;A) = ||A||2 we start from (2.13) and note that
the quotient (wm − wn)/(En − Em) > 0 (Em 6= En) can be bounded from above:
wm − wn
En −Em =
1
tr(exp(−βH))
(
e−βEm + e−βEn
)
En −Em
e−βEm − e−βEn
e−βEm + e−βEn
=
(wm + wn)
En −Em tanh
(
β
2
(En − Em)
)
<
β
2
(wm + wn) , (2.18)
where the condition Em 6= En has again been used. It is now straightforward to
show that the norm ||A||2 is bounded from above:
B(A;A) <
β
2
∑
n,m
En 6=Em
〈
n
∣∣A+∣∣m〉 〈m |A|n〉 (wm + wm)
≤ β
2
∑
n,m
〈
n
∣∣A+∣∣m〉 〈m |A|n〉 (wm + wm)
=
β
2
∑
m
wm
〈
m
∣∣∣[A,A+]
+
∣∣∣m〉 = β
2
〈[
A,A+
]
+
〉
. (2.19)
This is all that is needed for deriving the Bogoliubov inequality; inserting (2.16),
(2.17), and (2.19) into the Schwarz inequality (2.14) immediately recovers (after
minor rearrangement of the LHS) the Bogoliubov inequality in the form proposed
in eqn. (2.9). From the derivation it is noteworthy that the two factors on the
RHS each are upper bounds to a norm and, thus, greater than or equal to zero.
In particular, if, for example, the double commutator depends on some parameter
k, one will always have〈[
[C,H ]−, C+
]
−
〉
(k) +
〈[
[C,H ]−, C+
]
−
〉
(k′) ≥
〈[
[C,H ]−, C+
]
−
〉
(k). (2.20)
In later calculations a slightly modified version of the Bogoliubov inequality
will turn out to be useful. Dividing both sides of the Bogoliubov inequality (2.9)
by the double commutator and summing over all wave vectors ~k associated with
the first Brillouin zone in the reciprocal lattice, one arrives at
∑
~k
∣∣〈[C,A]−〉∣∣2〈
[[C,H ]−, C+]−
〉
(~k)
≤ β
2
∑
~k
〈[
A,A+
]
+
〉
(~k). (2.21)
2.2.2. Applications of the Bogoliubov inequality
Hohenberg [13] was the first to note that the Bogoliubov inequality could be used
to exclude phase transitions, showing that there could be no finite-temperature
phase transition in one- and two-dimensional superfluid systems. At roughly the
same time Mermin and Wagner, following Hohenberg, considered the case of spon-
taneous magnetization in the Heisenberg model. Incidentally, theMermin-Wagner
theorem, as it became known later, was published shortly before Hohenberg’s
proof, and it has since become a landmark paper in the theory of phase transitions
[14].3 A variety of extensions of the theorem as to the possibility of spontaneous
magnetization have been given (see introductory remark in the next section) for a
number of many-body models. Here, we shall briefly mention further applications
to other order parameters.4
Mermin [15] applied the Bogoliubov inequality to the possibility of crystalline
order in two dimensions, confirming earlier suggestions by Peierls and Landau
3Note that Mermin and Wagner never claimed priority, instead explicitly mentioning Hohen-
berg’s suggestion in their paper.
4A survey of all papers concerning extensions of the Mermin-Wagner theorem is forthcoming
in a review article by this author, see ref. [34].
that there could be no two-dimensional crystalline ordered state. The proof is
carried out in detail for classical crystals, giving only an outline of the quantum
case. For the latter case, the derivation was given by Ferna´ndez [16].
Kishore and Sherrington [17] considered a quite general Hamiltonian of elec-
trons interacting non-relativistically among themselves, and with spatially ordered
or disordered scatterers, excluding spontaneous low-dimensional magnetic order.
The restriction to non-relativistic interactions means that spin-orbit effects are
excluded from the problem so that the results keep the backdoor open for possible
Ising-type, or other suitable anisotropies.
The problem of partially restricted geometries was considered by Chester et al.
[18] for three-dimensional Bose systems of finite cross section or thickness. The
results of the generically one or two-dimensional case are, in principle, reproduced.
Their main line of argument rests on the operators in the Bogoliubov inequality
being defined as Fourier transforms in a restricted space D×D×L or D×L×L,
respectively, where D remains finite in the thermodynamic limit while L goes to
infinity. This way, the operators lack the physical meaning of the usual real-space
or k-space operators, which means that an intuitive physical interpretation is not
readily obvious.
3. Absence of Finite-Temperature
Long-Range Order in Partially
Restricted Geometries
Following the well-known 1966 paper by Mermin and Wagner [14], in which the
authors prove the absence of spontaneous magnetization in the one- and two-
dimensional isotropic Heisenberg ferromagnet (and the two-sublattice antiferro-
magnet), much research has been carried out in order to extend the statement
to other spin systems. Wegner considered a model describing a system with lo-
cally interacting itinerant electrons [19]. Walker and Ruijgrok discussed a band
model for interacting electrons in a metal [20]; Ghosh [21], more specifically, re-
covered the Mermin-Wagner theorem for the Hubbard model. A proof for the
s-d interaction model is given by van den Bergh and Vertogen [22]. A paper by
Robaszkiewicz and Micnas [23] extends the Mermin-Wagner result to a general
model with localized and itinerant electrons, covering the modified Zener model,
the extended Hubbard model and s-d models as particular cases. In addition to
extending the Mermin-Wagner theorem to several microscopic many-body models,
generalizations to more complicated geometries were also found. Baryakhtar and
Yablonskii [24], for example, proved the Mermin-Wagner theorem for systems with
an arbitrary number of magnetic sublattices, also excluding non-collinear magnetic
order when an external field is applied. Thorpe [25] considers the case of ferro-
magnetism in phenomenological models with double and higher-order exchange
terms. Similar results were obtained in the multi-sublattice case by Krzemin´ski
[26]. Recently, Matayoshi and Matayoshi [27] have discussed models with n-th
nearest neighbour exchange interactions and tried to extend the Mermin-Wagner
theorem to anisotropic exchange interactions; their proof, however, requires ex-
tremely special conditions on the parameters of the model which appear to be of
no physical significance. Also, attempts to extend the Mermin-Wagner theorem to
special cases in three dimensions remain somewhat inconclusive [28]. More recent
16
papers will be discussed later in this chapter.1
The general procedure is essentially the same for most of the papers above: The
Bogoliubov inequality is used with suitable operators defined in such a way as to
give an upper bound for the desired order parameter, i.e. the (bulk or sublattice)
magnetization. In general, one arrives at an upper bound that, in the limit B0 →
0, behaves in one or two dimensions as ∼ (MB0)1/3 or ∼ 1/(lnMB0)1/2, thus
excluding a finite value of the order parameter (M denotes the bulk magnetization
and B0 is the external magnetic field). In three dimensions, no such behaviour
is found, i.e. the usual line of reasoning fails and spontaneous magnetization
cannot be ruled out. Within the usual scheme following Mermin and Wagner, the
dimensionality of a system enters into the calculation only through the volume
element when integrating the final version of the Bogoliubov inequality over k-
space. Thus, a microscopic picture of the transition from two to three dimensions
does not emerge.
3.1. Films with finite thickness
As a result of the rapid progress of thin-film technology in recent years, one can
now prepare and study systems with restricted geometries, such as films, in great
detail. Thus, important parameters, such as the Curie temperature, magnetization
and susceptibility, can be measured and discussed as functions of the number of
layers d in a magnetic film. Experiments indicate [29] that, for real systems, the
transition from 2D to 3D behaviour of, for example, the critical exponent β, occurs
within a narrow crossover region of d. The critical temperature Tc also shows a
strong d-dependence, with Tc(d) quickly approaching the bulk value Tc(∞) as d
increases [29], [30].
With these observations taken into account, it appears desirable to improve
one’s theoretical understanding of how the transition from the monolayer to the
bulk occurs. By referring only to the truly microscopic properties of the respective
many-body model, it should be possible to study in detail the transition from
two to three dimensions. Work in this direction has been done by studying film
systems with symmetry-breaking contributions to the Hamiltonian, thus making
possible the study of the Curie temperature as a function of d and the anisotropy
parameter (for analytic approaches to Heisenberg films see [31], for an extensive
review of the magnetic properties of thin itinerant-electron films see [32]).
1Refs. [35], [36], [37], [38].
At a more fundamental level, the validity of exact results, such as the Mermin-
Wagner theorem in two dimensions, to thin films may be tested. In this chapter, a
proof of the Mermin-Wagner theorem for film systems within the main many-body
models (Heisenberg, Hubbard, s-f (Kondo-lattice) model, and Periodic Anderson
Model) will be given.
3.1.1. Film Hamiltonians
For reasons of simplicity, we shall restrict our attention to film systems composed
of d identical layers stacked on top of each other. The calculations can easily be
generalized to account for more complicated geometries. One can think of the film
geometry as consisting of a two-dimensional Bravais lattice, i.e. the first layer,
with N lattice sites and a d-atomic basis that corresponds to the d layers being
stacked up. Each lattice vector then decomposes into
~Riα = ~Ri + ~rα, (3.1)
where ~Ri is a vector of the Bravais lattice and ~rα is the basis vector pointing
to the α-th layer. In all of the following calculations, Greek indices label layers
and Roman indices refer to sites of the Bravais lattice. It should be noted that
translational invariance can only be assumed within each layer. E.g., the notion
of a reciprocal lattice only makes sense when referring to the two-dimensional
Bravais lattice. A similar statement applies to Fourier transforms being thought
of as connecting real-space quantities with those defined in wave-vector space.
In the following we shall discuss the Mermin-Wagner theorem for the Heisen-
berg model, the Hubbard model, s-f model (Kondo-lattice model), and the Peri-
odic Anderson Model (PAM).2 For film systems one has to distinguish between
Bravais lattice indices and layer indices for all site-dependent quantities, such as
spin operators S
(+,−,x,y,z)
iα , annihilation and creation operators c
(+)
iα or coupling con-
stants Jαβij which depend on two lattice sites. In this notation, the Hamiltonian
for Heisenberg films is given by
H = −
∑
ijαβ
Jαβij (S
+
iαS
−
jβ + S
z
iαS
z
jβ)− b
∑
iα
e−i
~K·~RiSziα, (3.2)
where the term b
∑
iα e
−i ~K·~RiSziα is due to the interaction with an external magnetic
field b = gJµBB0
~
. The interaction with an external magnetic field leads to the
2Parts of this proof have been published in [33].
magnetization
M =
1
Nd
gJµB
~
∑
iα
e−i
~K·~Ri 〈Sziα〉 ≡
1
d
∑
α
Mα, (3.3)
where the phase factor e−i ~K·~Ri accounts for both ferromagnetic and antiferro-
magnetic ordering, depending on the choice of ~K. We also assume the coupling
constants Jαβij as satisfying some general properties, i.e.
Jαβij = J
βα
ji (3.4)
Jεεll = 0
and
1
Nd
∑
γε
∑
mp
∣∣Jεγpm∣∣
(
~Rm − ~Rp
)2
4
≡ Q˜ <∞. (3.5)
The last condition (3.5) is very weak considering that the exchange integrals J
will usually decay exponentially with distance.
As an example for itinerant-electron systems, we shall discuss the Hubbard
model
H =
∑
ijαβσ
T αβij c
+
iασcjβσ +
U
2
∑
iασ
niασniα−σ − b
∑
iα
e−i
~K·~Riσziα, (3.6)
where T αβij describes the hopping of an electron from lattice site j of the β-th layer
to site i of the α-th layer and U is the energy associated with having two electrons
at the same lattice site. Again, a term corresponding to an external magnetic
field is included. The z-component of the pseudo-spin, σziα, is defined according to
(1.14). Similarly to the Heisenberg case, we require the hopping constants T αβij to
satisfy the isotropy conditions T αβij = T
βα
ji as well as to converge upon summation
over all lattice sites:
1
Nd
∑
γβ
∑
nk
∣∣∣T γβnk ∣∣∣
(
~Rn − ~Rk
)2
4
≡ q˜ <∞. (3.7)
In the s-f model one deals with two spin sub-systems,
{
~Siα
}
and {~σiα}, the
former consisting of localized f -electrons, the latter being associated with itinerant
s-electrons:
H =
∑
ijαβσ
T αβij c
+
iασcjβσ −
J
2
∑
iασ
(zσS
z
iαniασ + S
σ
iαc
+
iα−σciασ)− b
∑
iα
e−i
~K·~Ri(Sziα + σ
z
iα).
(3.8)
A similar situation occurs in the Periodic Anderson Model, where one must
distinguish between the electrons of the conduction band (described by fermionic
creation and annihilation operators c
(+)
iασ) and the f -electrons (whose creation and
annihilation operators we shall denote by f
(+)
iασ ):
H =
∑
ijαβσ
tαβij c
+
iασcjβσ + εf
∑
iασ
f+iασfiασ +
U
2
∑
iα
nfiα↑n
f
iα↓
+V
∑
iασ
(
c+iασfiασ + f
+
iασciασ
)− b∑
iα
e−i
~K·~Ri(σzciα + σ
z
fiα
) (3.9)
= Hs +Hf +Hff +Hhyb +Hb. (3.10)
Here, σzciα and σ
z
fiα
are the z-components associated with the pseudo-spins of the
conduction and the f -electrons, respectively:
σzciα =
~
2
(nciα↑ − nciα↓) =
~
2
(c+iα↑ciα↑ − c+iα↓ciα↓) (3.11)
σzfiα =
~
2
(nfiα↑ − nfiα↓) =
~
2
(f+iα↑fiα↑ − f+iα↓fiα↓). (3.12)
3.2. Absence of a magnetic phase transition in film systems
3.2.1. Choice of operators and evaluation of the Bogoliubov inequality
By inspecting eqn. (2.9) one can easily conclude that the choice of suitable oper-
ators A and C is crucial; it determines whether the inequality will be physically
meaningful or not. In film systems, long-range magnetic order within a given
layer is conceivable where the bulk (or even sub-lattice) magnetization of the
whole system vanishes, e.g.
. . . ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ . . .
. . . ↑↓↑↓↑↓↑↓↑↓↑↓↑↓↑↓ . . .
. . . ↑↓↑↓↑↓↑↓↑↓↑↓↑↓↑↓ . . .
. . . ↓↓↓↓↓↓↓↓↓↓↓↓↓↓↓↓ . . .
Excluding long-range magnetic order for every layer within a film would, there-
fore, be a considerably stronger statement. The general idea of our proof is to
use the Bogoliubov inequality to find an upper bound for the layer magnetization
Mβ , i.e.
Mβ ≤ f(B0,M),
where f is a function that approaches zero as B0 → 0 and does not depend on
any layer-specific quantities.
This is best achieved by choosing C as a sum
∑
α(...) of spin operators and A
as a spin operator associated with a specific layer β. Hence, the numerator of the
LHS of the Bogoliubov inequality will be a layer-dependent quantity, while the
double commutator in the denominator will be summed over all lattice sites and
thus be layer-independent. One may then expect to be able to replace the RHS
of the inequality by a (layer-independent) upper bound. More specifically, for the
Heisenberg model we set
A(α) ≡ S−α (−~k − ~K) (3.13)
and
C ≡
∑
β
Cβ ≡
∑
β
S+β (
~k), (3.14)
where the Fourier transforms S±β (~k) of the layer-dependent operators are defined
within the two-dimensional reciprocal lattice according to eqn. (1.7). Note that
in ~k-space we have
(
S+β (
~k)
)+
= S−β (−~k) as is obvious from the definition of the
Fourier transform. The operators S in the context of the Heisenberg model are
spin operators for which the usual commutation relations (1.4) and (1.5) hold
true, which, after Fourier transformation into ~k-space, run[
S+α (
~k1), S
−
β (
~k2)
]
−
= 2~δαβS
z
α(
~k1 + ~k2) (3.15)
and [
Szα(
~k1), S
±
β (
~k2)
]
−
= ±~δαβS±α (~k1 + ~k2). (3.16)
In the Hubbard model a similar definition for the operators A and C is used.
However, as mentioned above, the operators S(...) are now built up from fermionic
creation and annihilation operators, e.g.
σ−α (~k1) = ~c
+
~k1α↓c~k1α↑ (3.17)
and
σ+β (
~k2) = ~c
+
~k2↑βc~k2β↓. (3.18)
The operators A and C are, then,
A(α) ≡ σ−α (−~k − ~K) = ~c+−~k− ~K,α↓c−~k− ~K,α↑ (3.19)
and
C ≡
∑
β
σ+β (
~k) = ~
∑
β
c+~kβ↑c~kβ↓
(
=
∑
β
Cβ
)
, (3.20)
respectively. The commutation relations for spin operators may, in a purely formal
sense, be used in this case as well.
In the s-f model and the Periodic Anderson Model, one must not forget that one
is dealing with two distinct spin sub-systems. In the former, one of the subsystems
can be described by ordinary spin operators, while the other is associated with
itinerant electrons; in the PAM both subsystems must be described in terms of
fermionic creation and annihilation operators. In the s-f model, the two systems
are independent from one another in the sense that spin operators and creation
or annihilation operators commute:[
S
(+,−,x,y,z)
iα , c
(+)
jβσ
]
−
= 0 (3.21)
and, thus, [
S(+,−,x,y,z)α (~k1), c
(+)
~k2βσ
]
−
= 0, (3.22)
while in the PAM similar anticommutation relations hold between creation and
annihilation operators of the conduction electrons and the f -electrons:[
c
(+)
iασ, f
(+)
jβσ′
]
+
= 0 (3.23)[
c
(+)
~k1ασ
, f
(+)
~k2βσ′
]
+
= 0. (3.24)
With (3.18),(3.17) we define as operators A and C in the s-f model
A(γ) = S
−
γ (−~k − ~K) + σ−γ (−~k − ~K) (3.25)
and
C ≡
∑
β
Cβ =
∑
β
(
S+β (
~k) + σ+β (
~k)
)
, (3.26)
and in the Periodic Anderson Model
A(γ) = σ
−
cγ (−~k − ~K) + σfγ (−~k − ~K) (3.27)
C ≡
∑
β
Cβ =
∑
β
(
σ+cβ(
~k) + σ+fβ(
~k)
)
. (3.28)
3.2.2. Hamiltonian-independent quantities
It is obvious from the structure of the Bogoliubov inequality (2.21) that the nu-
merators on both sides of the inequality are determined entirely by the choice of
operators A and C as mentioned earlier. The Hamiltonian H of the many-body
model enters the calculation only via the double commutator
〈
[[C,H ]−, C+]−
〉
.
For simplicity, we shall start with the Hamiltonian-independent expectation val-
ues appearing in the Bogoliubov inequality, more specificially with the [C,A]−-
commutator〈[
C,A(γ)
]
−
〉
=
∑
β
〈[
S+β (
~k) + σ+β (
~k), S−γ (−~k − ~K) + σ−γ (−~k − ~K)
]
−
〉
(3.29)
=
∑
mnβ
ei
~k·~Rme−i(
~k+ ~K)·~Rn
〈[
S+mβ + ~c
+
mβ↑cmβ↓, S
−
nγ + ~c
+
nγ↓cnγ↑
]
−
〉
for the s-f model. For reasons described above, S and σ operators commute, so
the commutator can be evaluated directly by use of the fundamental commutation
relations. This leads to
〈[
C,A(γ)
]
−
〉
= 2~
∑
mnβ
δmnδβγe
i~k ~Rme−i(
~k+ ~K)·~Rn 〈Szmβ + σzmβ〉
=
2~2N
gJµB
Mγ(T,B0), (3.30)
where we have introduced the layer magnetization
Mγ(T,B0) =
1
N
gJµB
~
∑
n
e−i
~K·~Rn 〈Sznγ + σznγ〉 . (3.31)
An analogous result is found for the Periodic Anderson Model where one also
has to take into account two spin systems, associated with the conduction and
the f -electrons, respectively. Thus, with a slightly modified definition for the
magnetization (where, for reasons of simplicity, we choose identical prefactors
gJµB/~ for both spin systems),
Mγ(T,B0) =
1
N
gJµB
~
∑
n
e−i
~K·~Rn
〈
σzcnγ + σ
z
fnγ
〉
, (3.32)
eqn. (3.30) holds also for the PAM. The same formula (3.30), obviously, is true
for the Heisenberg and the Hubbard model, the only difference being the fact that
in these cases only one spin system contributes to the magnetization. Eqn. (3.30)
is therefore valid for all the four models discussed in this section, as indeed one
would expect from the very general considerations that led to our choice for the
operators A and C.
The RHS of the Bogoliubov inequality (2.21) is proportional to the anticom-
mutator sum ∑
~k
〈[
A,A+
]
+
〉
(3.33)
which, for the s-f model, is given by∑
~k
[
A,A+
]
+
=
∑
~kmn
e−i(
~k+ ~K)·(~Rm−~Rn)
([(
S−nγ + ~c
+
nγ↓cnγ↑
)
,
(
S+mγ + ~c
+
mγ↑cmγ↓
)]
+
)
.
(3.34)
Summing the exponential over all ~k gives the delta function Nδmn. The mixed
commutators involving both spin and creation/annihilation operators in this case
do not vanish, since we have the anticommutator rather than the commutator.
Thus, we arrive at the expression
〈∑
~k
[
A,A+
]
+
〉
= N
∑
n
(〈[
S−nγ, S
+
nγ
]
+
〉
+ 2~
〈
c+nγ↓cnγ↑S
+
nγ + c
+
nγ↑cnγ↓S
−
nγ
〉
+~2
〈
c+nγ↓cnγ↑c
+
nγ↑cnγ↓ + c
+
nγ↑cnγ↓c
+
nγ↓cnγ↑
〉)
. (3.35)
Since we are interested in the quantity
〈∑
~k [A,A
+]+
〉
as an upper bound in the
Bogoliubov inequality, it suffices to find upper bounds for the individual expecta-
tion values on the RHS. For the Heisenberg term we find
∑
n
〈[
S−nγ, S
+
nγ
]
+
〉
= 2
∑
n
〈
(Sxnγ)
2 + (Synγ)
2
〉 ≤ 2∑
n
〈
~S2nγ
〉
= 2~2S(S + 1)N.
(3.36)
For the Hubbard contribution we have∑
n
〈
c+nγ↓cnγ↑c
+
nγ↑cnγ↓ + c
+
nγ↑cnγ↓c
+
nγ↓cnγ↑
〉 ≤ ∑
n
〈
c+nγ↓cnγ↓
(
1− c+nγ↑cnγ↑
)
+c+nγ↑cnγ↑
(
1− c+nγ↓cnγ↓
)〉
≤
∑
n
(〈nnγ↓〉+ 〈nnγ↑〉)
≤ 2N. (3.37)
For the mixed terms appearing in the s-f model, an upper bound is given by
∑
nσ
〈
c+nγσcnγ−σS
−σ
nγ
〉 ≤ 2 (4 + 2S(S + 1)) ~2N (3.38)
as will be shown in the following mathematical digression (see also the derivation
of (B.6) in appendix B).
Mathematical digression: Constructing an upper bound for
∑
σ
〈
~c+nγσcnγ−σS
−σ
nγ
〉
The problem in evaluating this expectation value arises from the fact that we are
dealing with seemingly unrelated operators. It is, therefore, convenient to use the
identity
~c+nγσcnγ−σS
−σ
nγ =
1
4
{(
~c+nγσcnγ−σ + S
σ
nγ
) (
~c+nγ−σcnγσ + S
−σ
nγ
)
− (~c+nγσcnγ−σ − Sσnγ) (~c+nγ−σcnγσ − S−σnγ )
+i
(
~c+nγσcnγ−σ + iS
σ
nγ
) (
~c+nγ−σcnγσ − iS−σnγ
)
−i (~c+nγσcnγ−σ − iSσnγ) (~c+nγ−σcnγσ + iS−σnγ )}
≡ 1
4
4∑
j=1
φ(j)BjσB
+
jσ, (3.39)
where j labels the individual terms and φ is a phase factor (φ(1) = +1, φ(2) = −1,
φ(3) = i, φ(4) = −i). The original expectation value has thus been decomposed
into the sum of expectation values of pairs of adjunct operators Bjσ, B
+
jσ. Using
the spectral theorem, we find
∑
σ
〈
~c+nγσcnγ−σS
−σ
nγ
〉
=
1
4~
4∑
j=1
∞∫
−∞
dE
1
eβE + 1
φ(j)
∑
σ
S
(−)
B+jσBjσ
(E), (3.40)
where S
(−)
B+jσBjσ
(E) = 1
2π
〈[
B+jσ, Bjσ
]
+
〉
(E) is the spectral density in its energy
representation. The LHS is the expectation value of the sum of two adjunct
operators and is therefore real. We may now make use of the fact that for pairs of
adjunct operators, the spectral density is positive definite, which, together with
the triangle inequality and |φ(j)| = 1 gives an upper bound for the RHS:
1
4~
4∑
j=1
∞∫
−∞
dE
1
eβE + 1
φ(j)
∑
σ
S
(−)
B+jσBjσ
(E) ≤ 1
4
∑
σ
4∑
j=1
1
~
∞∫
−∞
dES
(−)
B+jσBjσ
(E).
(3.41)
The sum on the RHS now consists of the 0-th spectral moments associated with the
operator pairs B+jσ, Bjσ. Each of the spectral moments is given by the expectation
value of the anticommutator
1
~
∞∫
−∞
dES
(−)
B+jσBjσ
(E) ≡M (0)
B+jσBjσ
=
〈[
B+jσ, Bjσ
]
+
〉
. (3.42)
The anticommutators can be easily evaluated:
M
(0)
B+1σB1σ
=
〈[
~c+nγ−σcnγσ + S
−σ
nγ , ~c
+
nγσcnγ−σ + S
σ
nγ
]
+
〉
≤ 〈nnγσ − 2nnγσnnγ−σ + nnγ−σ〉 ~2 + 2S(S + 1)~2
+2~
〈
Sσnγc
+
nγ−σcnγσ + S
−σ
nγ c
+
nγσcnγ−σ
〉
≤ 4~2 + 2S(S + 1)~2 + 2~ 〈Sσnγc+nγ−σcnγσ + S−σnγ c+nγσcnγ−σ〉
M
(0)
B+2σB2σ
≤ 4~2 + 2S(S + 1)~2 − 2~ 〈Sσnγc+nγ−σcnγσ + S−σnγ c+nγσcnγ−σ〉
M
(0)
B+3σB3σ
≤ 4~2 + 2S(S + 1)~2 + 2~i 〈Sσnγc+nγ−σcnγσ − S−σnγ c+nγσcnγ−σ〉
M
(0)
B+4σB4σ
≤ 4~2 + 2S(S + 1)~2 − 2~i 〈Sσnγc+nγ−σcnγσ − S−σnγ c+nγσcnγ−σ〉
and hence ∑
σ
〈
c+nγσcnγ−σS
−σ
nγ
〉 ≤ 2 (4 + 2S(S + 1)) ~2 (3.43)
which proves the upper bound (3.38). 
An analogous treatment of the PAM anticommutator sum leads to a similar
result, so that one can tabulate the results for
∑
~k
〈
[A,A+]+
〉
to get...
• ...for the Heisenberg model:∑
~k
〈[
A,A+
]
+
〉
≤ 2S(S + 1)~2N2 (3.44)
• ...for the Hubbard model:∑
~k
〈[
A,A+
]
+
〉
≤ 2~2N2 (3.45)
• ...for the s-f/Kondo-lattice model:∑
~k
〈[
A,A+
]
+
〉
≤ (4S(S + 1) + 10)~2N2 (3.46)
• ...and for the Periodic Anderson Model:∑
~k
〈[
A,A+
]
+
〉
≤ 8~2N2. (3.47)
3.2.3. The double commutator
〈
[[C,H ]−, C+]−
〉
The double commutator
〈
[[C,H ]−, C+]−
〉
still remains to be calculated. For rea-
sons of simplicity, we shall, in this section, describe the calculation for all three
models step by step. The Hamiltonians all decompose into
H = H0 +Hb,
where Hb denotes the contribution to the Hamiltonian due to the external mag-
netic field.
The Heisenberg case
The double commutator
〈
[[C,H ]−, C+]−
〉
in this case is〈[
[C,H ]−, C+
]
−
〉
=
∑
γε
〈[[
S+γ (
~k), H0 +Hb
]
−
, S−ε (−~k)
]
−
〉
=
∑
γε
∑
mp
e−i
~k·(~Rm−~Rp)
〈[
[S+mγ , H ]−, S
−
pε
]
−
〉
. (3.48)
The real-space commutator on the RHS is easily evaluated to give[[
S+mγ , H
]
− , S
−
pε
]
−
= −Jεγpm~2
(
4SzpεS
z
mγ + S
−
pεS
+
mγ + S
+
mγS
−
pε
)
+2
∑
αi
(
Jαγim~
2δmpδγε
(
2SziαS
z
mγ + S
+
iαS
−
mγ
))
+2b~2e−i
~K·~RmδmpδγεSzmγ . (3.49)
Inserting this into the full expression (3.48), we arrive at〈[
[C,H ]−, C+
]
−
〉
(~k) =
∑
γε
∑
mp
Jεγpm~
2
((
1− e−i~k·(~Rm−~Rp)
)
·
· 〈2SzpεSzmγ + S+mγS−pε〉) (3.50)
+2b~2
∑
ε
∑
m
e−i
~K·~Rm 〈Szmε〉 .
To this we add the double commutator
〈
[[C,H ]−, C+]−
〉
(−~k) which, as discussed
above, is a positive real number. Replacing the spin operator expectation values
by the upper bound 2~2S(S + 1), we find, after some minor algebra,
〈[
[C,H ]−, C+
]
−
〉
≤ 4Nd~2 |B0M(T,B0)|+ 8~4S(S + 1)
∑
γε
∑
mp
∣∣Jεγpm∣∣ ~k2(~Rm − ~Rp)24 ,
(3.51)
where we have already used the fact that
1− cos(~k · (~Rm − ~Rp)) ≤
~k2(~Rm − ~Rp)2
4
. (3.52)
With the above definition of the constant Q˜, we arrive at the final result〈[
[C,H ]−, C
+
]
−
〉
≤ 4Nd~2
(
|B0M(T,B0)|+ 2~2S(S + 1)Q˜~k2
)
. (3.53)
The Hubbard case
Again, we need to calculate the full double commutator
〈
[[C,H ]−, C+]−
〉
. With
the Hubbard Hamiltonian given in eqn. (3.6), we have∑
γ
[
σ+γ (
~k), H
]
−
= ~
∑
ijαβ
T αβij c
+
iα↑cjβ↓
(
e−i
~k·~Ri − e−i~k·~Rj
)
+ b~
∑
α
σ+α (
~k + ~K)
(3.54)
which still needs to be commuted with
∑
ε σ
−
ε (−~k). Replacing the expectation
values by their modulus, one gets the relevant inequality〈[
[C,H ]−, C+
]
−
〉
(~k) =
∑
γε
〈[[
σ+γ (
~k), H0 +Hb
]
−
, σ−ε (−~k)
]
−
〉
≤ ~2
∑
ilαε
T αεil
(
e−i
~k·(~Ri−~Rl) − 1
) (∣∣〈c+iα↑clε↑〉∣∣ +∣∣〈c+lε↓ciα↓〉∣∣)+ 2b~2∑
α
〈
σzα(
~K)
〉
. (3.55)
For the same reasons as above, we may now add
〈
[[C,H ]−, C+]−
〉
(−~k) to get an
upper bound for the LHS. The expectation values
∣∣〈c+iα↑clε↑〉∣∣ + ∣∣〈c+lε↓ciα↓〉∣∣ can
be bounded from above by a procedure analogous to the one carried out in eqns.
(3.39)-(3.43), leading to
∣∣〈c+iα↑clε↑〉∣∣+ ∣∣〈c+lε↓ciα↓〉∣∣ ≤ 4 (see appendix B, eqn. (B.6),
for detailed calculation). In total we may thus write, using the notation above,〈[
[C,H ]−, C+
]
−
〉
≤ 4Nd~2
(
|B0M(T,B0)|+ 2q˜~k2
)
. (3.56)
The s-f case
The s-f double commutator〈[
[C,H ]−, C+
]
−
〉
=
∑
γε
〈[[
S+γ (
~k) + σ+γ (
~k), H0 +Hb
]
−
, S−ε (−~k) + σ−ε (−~k)
]
−
〉
(3.57)
may be computed by considering first the field-independent contribution to the
Hamiltonian
H0 =
∑
ijαβσ
T αβij c
+
iασcjβσ −
J
2
∑
iασ
(
zσS
z
iαniασ + S
σ
iαc
+
iα−σciασ
)
(3.58)
and the respective commutators[
σ+mβ , H0
]
− =
∑
kγ
T γβkm~
(
c+mβ↑ckγ↓ − c+kγ↑cmβ↓
)− J~ (S+mβσzmβ − 2Szmβσ+mβ)
(3.59)
[
S+mβ , H0
]
− = J~
(
S+mβσ
z
mβ − 2Szmβσ+mβ
)
. (3.60)
We then find (neglecting for the moment the external contribution Hb)〈[
[C,H0]−, C+
]
−
〉
(~k) =
∑
kmn
∑
βγδ
e−i
~k·(~Rm−~Rn)T γβkm~
2 ·
·
〈[(
c+mβ↑ckγ↓ − c+kγ↑cmβ↓
)
,
(
S−nδ + c
+
nδ↓cnδ↑
)]
−
〉
= −
∑
kn
∑
βγδ
(
1− ei~k·(~Rn−~Rm)
)
·
·
(
δδβT
γβ
kn c
+
nδ↓ckγ↓ + δδγT
γβ
nk c
+
kβ↑cnδ↑
)
~
2. (3.61)
Following the usual procedure of adding
〈
[[C,H ]−, C+]−
〉
(−~k) we arrive at the
upper bound〈[
[C,H0]−, C+
]
−
〉
≤ 2~2
∑
nkγβ
∣∣∣T γβnk ∣∣∣ (1− cos(~k · (~Rn − ~Rk))) ·
· (∣∣〈c+nβ↓ckγ↓〉∣∣+ ∣∣〈c+nβ↑ckγ↑〉∣∣)
≤ 2~2
∑
nkγβ
∣∣∣T γβnk ∣∣∣~k2 (~Rn − ~Rk)2
= 2Ndq˜~2~k2, (3.62)
where
∣∣〈c+nβ↓ckγ↓〉∣∣+ ∣∣〈c+nβ↑ckγ↑〉∣∣ ≤ 4 has already been used.
We still need to add the double commutator
〈
[[C,Hb]−, C+]−
〉
with the exter-
nal part Hb of the Hamiltonian to this preliminary result. Here, too, we need to
take into account the presence of two distinct spin systems. Thus, Hb is given by
Hb = −B0µB
~
∑
iα
(gJS
z
iα + 2σ
z
iα)e
−i ~K·~Ri, (3.63)
where the usual definitions of the spin operators apply. As in the previous cases,
one gets 〈[
[C,Hb]−, C+
]
−
〉
= −2~2NdB0M(T,B0), (3.64)
where, however, the magnetization is now defined as
M(T,B0) =
1
Nd
µB
~
∑
iβ
e−i
~K·~Ri (〈gJSziβ〉 + 2 〈σziβ〉) . (3.65)
Finally, we arrive at〈[
[C,H ]−, C+
]
−
〉
≤ 2Nd~2
(
|B0M(T,B0)|+ q˜~k2
)
. (3.66)
The PAM case
For completeness, we also present the results for the Periodic Anderson Model.
The detailed calculations do not differ much, in spirit, from the ones carried
out above for the Hubbard and the s-f model, except for the difference in the
(anti)commutation relations (3.23) as compared to the s-f model. The external
partHb of the Hamiltonian again leads to a contribution to the double commutator
that is proportional to the total number of lattice sites N · d, the external field
B0 and the magnetization M(T,B0), and its expectation value is bounded from
above by 〈[
[C,Hb]−, C
+
]
−
〉
≤ 4Nd~2 |B0M(T,B0)| . (3.67)
What is noteworthy about the double commutator with the unperturbed PAM
Hamiltonian H0 is that only the hopping part Hs leads to a non-vanishing con-
tribution, while Hf , Hff , and Hhyb do not even “survive” the first of the two
commutations,3
[C,Hf ]− = [C,Hff ]− = [C,Hhyb]− = 0. (3.68)
Thus, the double commutator is essentially of the Hubbard form〈[
[C,H ]−, C
+
]
−
〉
≤ 4Nd~2
(
|B0M(T,B0)|+ 2q˜~k2
)
. (3.69)
The fact that the bound on the double commutator is independent of the hy-
bridization and other parameters in the Hamiltonian, except for the hopping,
confirms similar results obtained for the purely two-dimensional case [35].
3The fact that in the PAM the anticommutation relations (3.23) hold (instead of the commu-
tation relations for the s-f model) is irrelevant for the commutator with Hs, Hf , Hff , as in these
cases only pairs of c- or f -operators occur. For the hybridization part Hhyb it is straightforward
to show that in this case, too, already the first of the two commutators vanishes.
3.2.4. Proving the absence of spontaneous magnetization
Within all the models discussed (Heisenberg, Hubbard, s-f/Kondo-lattice, and
Periodic Anderson Model), we have found for the double commutator〈[
[C,H ]−, C
+
]
−
〉
≤ ξ20Nd
(
|B0M(T,B0)|+ ξ1~k2
)
, (3.70)
where ξi are constants depending, at most, on fixed parameters of the respective
many-body models. We also know that〈
[C,A]−
〉
= ξ2NMγ(T,B0) (3.71)
and ∑
~k
〈[
A,A+
]
+
〉
≤ 2ξ3N2. (3.72)
We can now give a generally applicable discussion of the layer magnetization.
With the Bogoliubov inequality (2.21),
∑
~k
∣∣〈[C,A]−〉∣∣2〈
[[C,H ]−, C+]−
〉 ≤ β
2
∑
~k
〈[
A,A+
]
+
〉
(3.73)
we find ∑
~k
ξ22N
2M2γ (T,B0)
ξ20Nd
(
|B0M(T,B0)|+ ξ1~k2
) ≤ ξ3βN2. (3.74)
The LHS of the inequality can be replaced by an integral, using the formula∑
~k
=ˆ
L2
(2π)2
∫
~k
d2~k, (3.75)
where L
2
(2π)2
is the area in two-dimensional ~k-space associated with one quantum
state. Restricting the support of the integral to a finite-volume sphere inscribed
into the first Brillouin zone only strengthens the inequality, so(
ξ2
ξ0
)2
1
2πd
L2
N
M2γ (T,B0)
k0∫
0
dk
k
|B0M(T,B0)|+ ξ1k2 ≤ ξ3β, (3.76)
where k0 is the cutoff corresponding to the sphere in ~k-space. In the thermody-
namic limit, L and N are taken to infinity (L,N → ∞) in such a way that the
two-dimensional specific volume v
(2)
0 =
L2
N
approaches a finite constant. Evaluat-
ing the integral and performing some minor algebra, we have
M2γ (T,B0) ≤ ξ
βd
ln
(
1 +
ξ1k20
|B0M(T,B0)|
) (3.77)
(ξ again is an unsignificant constant).
From this formula, it is clear that, for any finite temperature (β < ∞) and
finite thickness (d < ∞), the logarithm in the denominator will diverge in the
limit B0 → 0, thus forcing the layer magnetization Mγ to vanish. One should
note that the final result does not depend on the choice of ~K and, thus, excludes
both ferromagnetic and antiferromagnetic ordering. Thus, we have proved that
the Mermin-Wagner theorem which was originally shown to exclude a magnetic
phase transition at finite temperature for one and two-dimensional systems can be
extended to Heisenberg, Hubbard, s-f (Kondo-lattice), and PAM films of any finite
thickness. While this was to be expected from very general considerations, we have
been able to confirm this conjecture through a detailed microscopic calculation
that takes into account specific Hamiltonians and distinguishes between individual
layers.
Our calculation suggests that the parameter d, i.e. the number of layers in
a film, plays a similar role as the inverse temperature β. If either one diverges,
a phase transition cannot be ruled out. It is, of course, not a priori clear if the
behaviour of an upper bound on a physical quantity has any physical significance
itself; however, it is reasonable to take this result as indicating that in order to
describe (anti)ferromagnetism, one has to take the thermodynamic limit seriously,
in the sense that N →∞ does not suffice, but d→∞ is required as well.
3.3. Problem of superconducting long-range order
The disovery of high-temperature superconductivity with its surprising character-
istics has opened up a new field of research within many-body theory. The details
of the origin of superconducting long-range order in the high-Tc superconductors
are still controversially debated, but it seems certain that the transition to the
superconducting state is due to the strong electron-electron correlations. Thus,
the same set of quantum many-body models used for describing spontaneous mag-
netic order in itinerant-electron systems is also appropriate for the superconduct-
ing phase transition. In order to demonstrate that our discussion of the absence
of a magnetic phase transition in film systems can be extended to cover the super-
conducting transition as well, we shall carry out the calculations for Hubbard films
of finite thickness which are believed to reflect the main properties of electrons
moving in the set of coupled CuO planes which is characteristic of many of the
high-temperature superconductors under investigation.
3.3.1. s-wave Cooper pairing and generalized η pairing
In superconductors the essential new feature is the formation of Cooper pairs, i.e.
of pairs of conduction electrons with opposite spin and opposite wave vector
(~k ↑,−~k ↓)
which travel freely through the crystal lattice. Before one attempts to apply
the Bogoliubov inequality to investigate the possibility of a phase transition to
the superconducting state, one must decide on a quantity, or order parameter,
to characterize the phenomenon. For (anti)ferromagnets this decision was fairly
obvious, since the macroscopic quantity measured experimentally, i.e. the (stag-
gered) magnetization, is straightforwardly given, on a microscopic level, by the
sum over the z-component of the spins. Instead of characterizing superconductors
by their vanishing resistivity on the macroscopic level, we shall focus on the un-
derlying microscopic process of pairing between electrons, which is characterized
by a breakdown of U(1) symmetry of the conduction electrons.
Before giving the Hamiltonian for Hubbard films with an external U(1) sym-
metry breaking term, we briefly summarize the local on-site pairing operators η±
which describe the creation or annihilation of a Cooper pair at lattice site (i, α)
where i denotes the position in the 2D Bravais lattice and α as usual is the layer
index:
η+iα = c
+
iα↑c
+
iα↓ (3.78)
η−iα =
(
η+iα
)+
= ciα↓ciα↑. (3.79)
We also introduce an operator ηziαdefined as
ηziα =
1
2
(niα↑ + niα↓ − 2) . (3.80)
Going over to k-space by Fourier transformation, one can verify the commutation
relations [
η±α (~k), η
z
β(
~k′)
]
−
= ∓η±(~k + ~k′)δαβ (3.81)[
η±α (~k), η
∓
β (
~k′)
]
−
= ±2ηz(~k + ~k′)δαβ. (3.82)
With (3.78) and (3.79), a measure for the breakdown of U(1) symmetry due
to pairing is given by the expectation value4
F( ~K) =
〈
η+(− ~K)
〉
N
(3.83)
=
∑
i
e−i
~K·~Ri
〈
c+i↑c
+
i↓
〉
N
.
For film systems (and since we are concerned here with local on-site pairing), we
can, as in the magnetic case, write the total order parameter F( ~K) as the sum
over intra-layer quantities Fα( ~K) :
F( ~K) =
1
N · d
∑
α
∑
i
e−i
~K·~Ri 〈c+iα↑c+iα↓〉
=
1
d
∑
α
Fα( ~K). (3.84)
The ordering wave vector ~K allows one to distinguish between different types
of pairing: for ~K = 0 one would have s-wave pairing, for ~K 6= 0 (generalized)
η-pairing [39], [40].
The Hubbard Hamiltonian with a U(1) symmetry breaking contribution of
order λ is then given by
H =
∑
ijαβσ
T αβij c
+
iασcjβσ +
U
2
∑
iασ
niασniα−σ
−λ
∑
iα
(
η+iαe
−i ~K·~Ri + η−iαe
+i ~K·~Ri
)
, (3.85)
4We follow the notation used in similar proofs for the purely one- and two-dimensional cases
([40],[38]).
where the second line is the symmetry-breaking part Hsc.
In order to make use of the Bogoliubov inequality
∑
~k
∣∣〈[C,A]−〉∣∣2〈[
[C,H ]− , C
+
]
−
〉 ≤ β
2
∑
~k
〈[
A,A+
]
+
〉
(3.86)
to derive an upper bound for Fα( ~K), the operators C and A must be chosen
properly. With
C ≡
∑
γ
ηzγ(
~k) (3.87)
A ≡ η+α (−~k − ~K) (3.88)
one finds that indeed the Hamiltonian-independent commutator [C,A]− repro-
duces the layer-dependent quantity Fα( ~K) :
〈
[C,A]−
〉
=
〈∑
γ
[
ηzγ(
~k), η+α (−~k − ~K)
]
−
〉
=
〈
η+α (− ~K)
〉
. (3.89)
The anticommutator sum
∑
~k
〈
[A,A+]+
〉
can be shown to be bounded from
above: ∑
~k
〈[
A,A+
]
+
〉
=
∑
~k
∑
ij
ei(
~k+ ~K)·(~Ri−~Rj)
〈[
η+αj , η
−
αi
]
+
〉
= N
∑
i
〈[
η+αi, η
−
αi
]
+
〉
≤ 4N2. (3.90)
The double commutator, after some algebra, can be reduced to the familiar
structure quadratic in k plus a quantity proportional to the order parameter: For
the contribution due to the unperturbed Hamiltonian H0 (i.e. the first line of
(3.85) only), the double commutator is〈∑
γε
[[
ηzγ(
~k), H0
]
−
, ηzε(−~k)
]
−
〉
≤ NdQ˜~k2, (3.91)
where, as usual, 1
Nd
∑
lmγε T
γε
lm
(
~Rl − ~Rm
)2
= Q˜ < ∞ is assumed. The double
commutator with the U(1) symmetry breaking term Hsc (second line in (3.85))
is bounded by a quantity proportional to the total number of lattice sites, the
total order parameter F( ~K), and the parameter λ with which the U(1) symmetry
breaking can be turned on (λ 6= 0) or off (λ→ 0) :〈∑
γε
[[
ηzγ(
~k), Hsc
]
−
, ηzε(−~k)
]
−
〉
≤ 2λNd
∣∣∣F( ~K)∣∣∣ . (3.92)
The absence of s-wave (or generalized η) pairing in Hubbard films of finite
thickness now follows straightforwardly from the Bogoliubov inequality (3.86) in
the thermodynamic limit. Formula (3.86) with (3.89), (3.90) and the sum of (3.91)
and (3.92), is equivalent to
∑
~k
N2
∣∣∣Fα( ~K)∣∣∣2
NdQ˜~k2 + 2λNd
∣∣∣F( ~K)∣∣∣2 ≤ 4N2
β
2
(3.93)
so that in the thermodynamic limit, with the familiar substitution∑
~k
... 7→ (V (d)/(2π)d)
∫
dd~k...,
we get for films consisting of d two-dimensional layers stacked on top of each other,
the result
v
(2)
0
2π
∣∣∣Fα( ~K)∣∣∣2 ≤ βd
ln
(
1 +
Q˜k20
2λ|F( ~K)|2
) (3.94)
which in the limit λ → 0 proves conclusively that no pairing transition of the
proposed kind and, thus, no corresponding superconducting phase transition can
occur in the Hubbard model, provided β and d are finite.
3.4. Two remarks on special cases of low-dimensional order
3.4.1. Planar magnetic order
Ferromagnetic and antiferromagnetic ordering along the z-axis are not the only
types of ordering conceivable. Indeed, for the Hubbard model so-called spiral
states have been discussed, which are conjectured to play an important role in
the thermodynamics of the two-dimensional model at low temperatures [41]. In
particular it has been suggested that in the zero-temperature case at half filling the
2D Hubbard model with U =∞ may display an instability towards the formation
of spiral phases [42].
In this context, it is of interest to consider order parameters which keep the spin
vectors confined to a plane. It has been shown [37] that any such order parameter
must vanish at finite temperatures in d ≤ 2 dimensions. By analogy with previous
expressions for the magnetization, a planar magnetization Mplan(T,B0) is defined
as
Mplan(T,B0) ≡ 1
N
∑
i
〈(αiσyi + βiσxi )〉 , (3.95)
where αi, βi are arbitrary real numbers except for the requirement that the sum
of their squares be convergent:
1
N
∑
i
(
α2i + β
2
i
) ≡ Q˜ < N. (3.96)
With the Bogoliubov inequality (2.21) and by choosing A,C so that
A(~k) =
∑
j
e−i
~k·~Rj (βjσ
y
j − αjσxj ) (3.97)
and
B(~k) =
∑
j
e−i
~k·~Rjσzj , (3.98)
it is easy to verify that for planar magnetic order, too, the order parameter,
Mplan(T,B0), can be bounded from above (ξ, ξ1 = const),
M2plan(T,B0) ≤ ξ
β
ln
(
1 +
ξ1k20
|B0Mplan(T,B0)|
) , (3.99)
so that in the limit of vanishing external field at any finite temperature β < ∞,
the planar magnetization vanishes:
M2plan(T,B0) −−−−→B0→ 0 0.
In this remark, we have sketched an extension of the Mermin-Wagner theorem
to a case of magnetic order where ordering within a plane perpendicular to a fixed
direction is considered. The details of the calculation are given in [37]; we shall
return to this case briefly in a later section of this thesis where it serves as a simple
example for the application of a more general correlation inequalities approach.
3.4.2. Fractal lattices with spectral dimension d˜ ≤ 2
We shall briefly outline another interesting special case of the Mermin-Wagner
theorem, namely its derivation for fractal lattices [36] whose spectral dimension is
d˜ ≤ 2. In the previously discussed cases, extensive use was made of translational
invariance of the underlying 2D Bravais lattice in order to exclude a magnetic (or
pairing) phase transition in film systems. Spatial dimensionality, in these cases,
comes into play in the thermodynamic limit, when the sum over wave vectors
is replaced by a two-dimensional integral in k-space. Thus, the translationally
invariant lattice is naturally embedded into a Euclidean space of integer dimen-
sionality D which determines the continuum limit of the statistical system under
consideration. The question, however, remains how this embedding into Euclidean
space can determine the system’s behaviour when no explicit reference to its di-
mensionality is contained in the lattice Hamiltonian. A detailed analysis of the
mathematical physics of this problem would be far beyond the scope of this thesis
(see [43] for an elaborate discussion).
It turns out that for irregular lattices, such as fractals, one must adopt a
more sophisticated notion of “dimension” which is allowed to take non-integer
values (“spectral dimension”).By use of a mathematical theorem on divergencies
in Gaussian field theories (a proof of which, along with an extensive discussion,
is given in [43]) it has been shown that also for the Heisenberg model on fractal
lattices with (spectral) dimension d˜ ≤ 2 and nearest-neighbour interactions, the
spontaneous magnetization must vanish at any finite temperatures [36].
The extension to other situations or models, as well as the physical meaning
of this result, are far from obvious and we must, at this point, refer the reader to
refs. [36], [43] for a more detailed discussion.
4. Green’s Functions and Correlation
Inequalities Approach
4.1. Linear response quantities and their algebraic proper-
ties
4.1.1. General formalism of linear response theory
In examining the reaction of a physical system to an external, or in fact any,
perturbation, one will generally be faced with a Hamiltonian H = H0 + Hext,
where H0 includes the kinetic (or, more generally, the one-particle) term and the
internal interaction due to, say, a pair-potential. The external contribution Hext is
due to an external scalar field Ft which couples to an observable Bˆ of the system
and which may be explicitly time-dependent (Hext = FtBˆ). This perturbation
will lead to a change in the system’s behaviour affecting other observables, such
as Aˆ, as well.1 The dynamics of the process are given by the time-dependent
Schro¨dinger equation
i~
∂
∂t
|Ψ〉 = H |Ψ〉
= He−
i
~
H0t |ΨD(t)〉 , (4.1)
where in the second step we have switched to the interaction picture defined by
i~
∂
∂t
|ΨD(t)〉 = HDext(t) |ΨD(t)〉 (4.2)
with
HDext(t) = e
iH0t/~Hexte
−iH0t/~
= eiH0t/~Hexte−iH0t/~ (4.3)
1This section follows the derivation in [9].
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(the substitution with H0 = H0−µNˆ in the last step is possible if [H0, Nˆ ]− = 0).
Evaluating the change in the expectation value of the observable Aˆ requires
calculating the trace of Aˆ with the grand canonical density operator at any given
time t : 〈
Aˆ
〉
t
= tr
(
ρtAˆ
)
. (4.4)
The time-dependent density operator within the Schro¨dinger picture satisfies the
von Neumann equation of motion
i~ρ˙t = [H0, ρt]− + [Hext, ρt]−. (4.5)
In the interaction picture, ρt transforms as
ρDt (t) = exp
(
i
~
H0t
)
ρt exp
(
− i
~
H0t
)
(4.6)
so that, taking the free initial condition
lim
t→−∞
ρt ≡ ρ0 := exp (−βH0)
tr (exp (−βH0)) (4.7)
into account, one has
ρDt (t) = ρ0 −
i
~
t∫
−∞
dt′
[
HDext′(t
′), ρDt′ (t
′)
]
− (4.8)
which can be solved by iteration (the somewhat redundant prime in “ ext′” in-
dicates that the explicit time dependence of Hext is also to be integrated over).
Averages with the density operator at t = −∞, i.e. with the field-independent
density operator ρ0, will be denoted by an index “0”:〈
Aˆ
〉
0
≡ tr
(
ρ0Aˆ
)
. (4.9)
To first order, the density matrix thus is
ρDt (t) ≈ ρ0 −
i
~
t∫
−∞
dt′
[
HDext′(t
′), ρ0
]
− (4.10)
or, in the Schro¨dinger picture (using (4.3)),
ρt ≈ ρ0 − i
~
t∫
−∞
dt′ exp
(
−iH0t
~
)[
HDext′(t
′), ρ0
]
− exp
(
iH0t
~
)
. (4.11)
With this expression, it is now possible to explicitly evaluate the change in Aˆ,
∆Aˆt ≡
〈
Aˆ
〉
t
−
〈
Aˆ
〉
0
= − i
~
t∫
−∞
dt′Ft′
〈[
AˆD(t), BˆD(t′)
]
−
〉
0
. (4.12)
The integrand in (4.12) depends only on the commutator of the observables in-
volved and on the “internal” dynamics of the interacting many-body system at
zero external field as described by H0, which enters the calculation via the averag-
ing procedure (4.9). To emphasize this fact, one introduces the retarded Green’s
function
Gret
AˆBˆ
(t, t′) =
〈〈
Aˆ(t); Bˆ(t′)
〉〉ret
= −iθ(t− t′)
〈[
Aˆ(t), Bˆ(t′)
]
−ε
〉
0
. (4.13)
For ε = +, the commutator on the RHS is the same as in (4.12), because at
zero external field the Heisenberg picture coincides with the interaction picture.
Dividing the expectation value of the (anti-)commutator in (4.13) by 2π, we define
the spectral density
SAˆBˆ(t, t
′) =
1
2π
〈[
Aˆ(t), Bˆ(t′)
]
−ε
〉
(4.14)
which is of central importance and which will be discussed later (e.g. in (4.38) in
its spectral representation in Fourier space).
Thus, after Fourier transformation (which requires regularization by use of an
infinitesimal damping factor with iη = i0+)
∆Aˆt =
1
2π~2
∞∫
−∞
dEF (E)Gret
AˆBˆ
(E) exp
(
− i
~
(E + iη)t
)
(4.15)
which is known as the Kubo formula. It can be interpreted as describing the
response of a system to a perturbation in Bˆ in terms of the change in the observable
Aˆ.
Equation of motion for the Green’s function
From elementary quantum mechanics it is known that in the Heisenberg picture
a (time-dependent) operator At(t) evolves according to the equation of motion
i~
d
dt
At(t) = [At,H]− (t) + i~
∂AH
∂t
. (4.16)
Calculating the equation of motion for the Green’s function GAB(t, t
′), which
consists of combinations of operators, leads to
i~
∂
∂t
GretAB(t, t
′) = ~δ(t− t′) 〈[A,B]−ε〉+ 〈〈[A,H]− (t);B(t′)〉〉ret (4.17)
or, in terms of energy,
E 〈〈A;B〉〉retE = ~
〈
[A,B]−ε
〉
+
〈〈
[A,H]− ;B
〉〉ret
E
. (4.18)
By iteration, a hierarchy of higher Green’s functions is generated on the RHS
which, if infinite, can be decoupled artificially (by an appropriate approximation).
A procedure for decoupling the higher-order Green’s function in the Heisenberg
model will be presented in the next chapter.
4.1.2. Transverse spin susceptibility in the Hubbard model
For a system with an external magnetic field, the response of the magnetization
is the quantity one is interested in and which one can hope to express in terms of
Green’s functions. The external contribution Hext = −~m · ~Bt to the Hamiltonian
(~m: total magnetic moment; ~Bt: time-dependent external magnetic field) will
lead to a change in the magnetization ~M = 1
V
〈~m〉 . Thus, by virtue of the Kubo
formula, the response of the β-th component of the magnetization to ~Bt is given
by
∆Mβt =
−1
V ~
∑
α
∞∫
−∞
dt′Bαt′
〈〈
mβ(t);mα(t′)
〉〉
. (4.19)
This formula suggest defining a magnetic susceptibility by
χβαij (t, t
′) = − µ0
V ~
g2Jµ
2
B
~2
〈〈
σβi (t); σ
α
j (t
′)
〉〉
(4.20)
which generalizes in a straightforward way the more phenomenological interpreta-
tion of the susceptibility as a “proportionality coefficient” between external field
and magnetization, yielding
∆Mβt =
1
µ0
∑
ij
∞∫
−∞
dt′
(∑
α
χβαij (t, t
′)Bαt′
)
. (4.21)
For (β, α) = (+,−) eqn. (4.20) describes how the system reacts to spin flips.
With (1.12) and (1.13) the transverse spin susceptibility χ+−(E) of the Hubbard
model is given by
χ+−ij (E) = −
µ0
V ~
(gJµB)
2
~2
〈〈
σ+i ; σ
−
j
〉〉ret
E
(4.22)
= − µ0
V ~
(gJµB)
2
〈〈
c+i↑ci↓; c
+
j↓cj↑
〉〉ret
E
or equivalently in k-space
χ+−~q (E) =
1
N
∑
ij
ei~q·(
~Ri−~Rj)χ+−ij (E)
= − γ
N
∑
~k~p
χ¯~k~p(~q), (4.23)
where
γ :=
µ0
~
(gJµB)
2 (4.24)
and we have introduced as a shorthand
χ¯~k~p(~q) =
〈〈
c+~k↑c~k+~q↓; c
+
~p↓c~p−~q↑
〉〉ret
E
. (4.25)
4.1.3. Dynamical structure factor
The dynamical structure factor C is another important physical quantity which,
as we shall see, provides the same insight into a system’s behaviour as the suscep-
tibility [9], [44]. We shall derive it from the transverse two-particle spin correlation
function
C+−ij (t− t′) =
〈
σ+i (t)σ
−
j (t
′)
〉
(4.26)
by Fourier transformation:
C+−(~q, E) =
1
N
∑
ij
∞∫
−∞
d(t− t′) 〈σ+i (t)σ−j (t′)〉 eiE(t−t′)/~e−i~q·(~Ri−~Rj)
=
1
N
∞∫
−∞
d(t− t′) 〈σ+(~q, t)σ−(−~q, t′)〉 eiE(t−t′)/~. (4.27)
4.1.4. Connection between susceptibility and dynamical structure fac-
tor
Along with (4.27) we also know, by definition, that
Gret+−(~Ri − ~Rj ; t− t′) = −iθ(t − t′)
(〈
σ+i (t)σ
−
j (t
′)
〉− 〈σ−j (t′)σ+i (t)〉) (4.28)
for the retarded Green’s function and
χ+−~k (E) = −
µ0(gJµB)
2
NV ~
∞∫
−∞
dτeiEτ/~(−i)θ(τ)
∑
ij
{〈
σ+i (τ)σ
−
j (0)
〉
− 〈σ−j (0)σ+i (τ)〉} ei~k·(~Ri−~Rj) (4.29)
= −µ0(gJµB)
2
NV ~
∞∫
−∞
dτeiEτ/~θ(τ)(−i)
{〈
σ+(−~k, τ)σ−(~k, 0)
〉
−
〈
σ−(~k, 0)σ+(−~k, τ)
〉}
. (4.30)
By use of the integral representation for the Heaviside step function,
θ(τ) =
1
2πi
∞∫
−∞
dE ′
eiE
′τ/~
E ′ − iη , (4.31)
the susceptibility can indeed be expressed completely in terms of the dynamical
structure factor:
χ+−~k (E; iη)
=
µ0(gJµB)
2
NV ~
1
2π
∞∫
−∞
dτ
∞∫
−∞
dE ′′
eiE
′′τ/~
(〈
σ+(−~k, τ)σ−(~k, 0)
〉
−
〈
σ−(~k, 0)σ+(−~k, τ)
〉)
(E ′′ − E)− iη
=
(
−µ0(gJµB)
2
V ~
)
1
2π
∞∫
−∞
dE ′′
C+−(~k, E ′′)− C−+(~k,−E ′′)
(E −E ′′) + iη
=
(
−µ0(gJµB)
2
V ~
)
1
2π
∞∫
−∞
dE ′′
(
1− e−βE′′)C+−(~k, E ′′)
(E − E ′′) + iη , (4.32)
where use has been made of the quite general relation
CAB(−E) = e−βECBA(E) (4.33)
which can be verified by inspecting the spectral representation of the dynamical
structure factor,
C+−(~q, E) =
1
N
∞∫
−∞
dteiEt/~
〈
σ+(~q, t)σ−(−~q, 0)〉
=
1
N
∞∫
−∞
dteiEt/~
∑
n
e−βEn
Ξ
〈
n
∣∣eiHt/~σ+(~q, 0)e−iHt/~σ−(−~q, 0)∣∣n〉
=
∑
nm
e−βEn
NΞ
∞∫
−∞
dte
i
~
(E+(En−Em))t 〈n ∣∣σ+(~q, 0)∣∣m〉 〈m ∣∣σ−(−~q, 0)∣∣n〉
= 2π~
∑
nm
e−βEn
NΞ
∣∣〈n ∣∣σ+(~q, 0)∣∣m〉∣∣2 δ(E + (En −Em)). (4.34)
From this expression one also concludes C+−(~q, E) ≥ 0, which is true for any dy-
namical structure factor CA+A(~q, E) corresponding to a pair of adjunct operators
A,A+. Thus, the dynamical structure factor is positive semi-definite. The equa-
tion for the susceptibility (4.32) can easily be generalized for arbitrary operators
A,B :
χAB(E; iη) =
1
2π
∞∫
−∞
dE ′
CAB(E
′)− CBA(−E ′)
E −E ′ + iη
=
1
2π
∞∫
−∞
dE ′
(
1− e−βE′)CBA(E ′)
E −E ′ + iη . (4.35)
The generalized susceptibility still depends on the energy E and, on a more formal
level, the regularization iη. Often, one is interested in the static limit, where
E → 0. The static susceptibility is then defined as
χAB ≡ R
(
lim
E,η→0
χAB(E; iη)
)
(4.36)
and thus, for k-dependent operators A(~k), B(~k′),
χAB(~k,~k
′) = R
 lim
E,η→0
1
2π
∞∫
.−∞
dE ′
(
1− e−βE′)CBA(~k′, ~k;E ′)
E − E ′ + iη
 . (4.37)
The latter formula will later serve as the starting point for the discussion of
certain algebraic properties of the static susceptibility that will allow us to regard
χAB as defining a scalar product between A and B in operator space.
At this point, however, it appears useful to connect the static susceptibility
with yet another ubiquitous quantity, i.e. the spectral density, which in its spectral
representation is (ε = ±1)
S
(ε)
AB(
~k,~k′;E ′) =
~
Ξ
∑
mn
〈
n
∣∣∣A(~k, 0)∣∣∣m〉〈m ∣∣∣B(~k′, 0)∣∣∣n〉 e−βEm (eβE′ − ε) δ(E ′ − (Em −En)).
(4.38)
Comparing this with the spectral representation of the dynamical structure factor
CBA(~k
′, ~k;E ′)
=
∞∫
−∞
dteiE
′t/~
∑
n
e−βEn
NΞ
〈
n
∣∣∣eiHt/~B(~k′, 0)e−iHt/~A(~k, 0)∣∣∣n〉 (4.39)
=
∞∫
−∞
dt
∑
mn
e−βEn
NΞ
〈
m
∣∣∣A(~k, 0)∣∣∣n〉〈n ∣∣∣B(~k′, 0)∣∣∣m〉 ei(E′−(Em−En))t/~
= 2π~
∑
mn
e−βEn
NΞ
〈
m
∣∣∣A(~k, 0)∣∣∣n〉〈n ∣∣∣B(~k′, 0)∣∣∣m〉 δ(E ′ − (Em − En))
and reminding oneself of (4.35), it is easy to see that in the static limit
R
(
lim
E,η→0
χAB(~k,~k
′;E, iη)
)
≡ χAB(~k,~k′)
= P
∞∫
−∞
dE ′
S
(+)
AB (
~k,~k′;E ′)
E ′
. (4.40)
Algebraic properties of the static susceptibility
Earlier it was mentioned that the algebraic properties of the static susceptibility,
notably the fact that it defines a scalar product in the space of operators A,B
lead to interesting exact relations between different physical quantities.2 Three
properties need to be verified in order to prove that〈
A(~k);B(~k′)
〉
:= χAB(~k,~k
′) (4.41)
is a valid scalar product:
1. χAB(~k,~k
′) is linear in A(~k) and B(~k′)
2.
(
χAB(~k,~k
′)
)∗
= χB+A+(~k
′, ~k)
3. χAA+(~k) ≡ χAA+(~k,~k) = P
∞∫
−∞
dE ′ SAA+ (
~k,~k;E′)
E′
≥ 0.
2This section partly follows ref. [50].
The linearity is trivial, as can be seen directly from the definition of χAB. The
last two properties can be demonstrated by use of convenient representations in
terms of either the spectral density or the dynamical structure factor. For 2.) we
start from eqn. (4.35):(
χAB(~k,~k
′;E, iη)
)∗
=
1
2π
P
∞∫
−∞
dE ′
S∗AB(~k,~k
′;E ′)− S∗BA(~k′, ~k;−E ′)
(E −E ′ + iη)∗
=
1
2π
P
∞∫
−∞
dE ′
(
1− e−βE′)( ∞∫
−∞
dt
〈(
A~k(t)B~k′(0)
)+〉
e−iE
′t/~
)
E − E ′ − iη
=
1
2π
P
∞∫
−∞
dE ′
(
1− e−βE′)( ∞∫
−∞
dt
〈
B+~k′(t)A
+
~k
(0)
〉
eiE
′t/~
)
E −E ′ − iη
= χB+A+(~k
′, ~k;E,−iη) (4.42)
so that in the static limit, where R (limE,η→0 ...) is to be calculated, one indeed
has (
χAB(~k,~k
′)
)∗
= χB+A+(~k
′, ~k). (4.43)
For property 3.) it is easiest to start directly from the integral representation
of the static susceptibility (4.40):
χAA+(~k,~k)
≡ χAA+(~k)
= P
∞∫
−∞
dE
SAA+(~k,~k;E)
E
(4.44)
= P
∞∫
−∞
dE
1
E
~
Ξ
∑
mn
∣∣〈n ∣∣A+∣∣m〉∣∣2 e−βEnδ(E − (En −Em)) (eβE − 1) ≥ 0
by use of the spectral representation for the spectral density in the last step. Thus,
the static susceptibility indeed defines a positive semi-definite scalar product in
the operator space.
4.2. Correlation inequalities approach
Having shown in the previous section that the static susceptibility defines a scalar
product between A andB, we shall discuss, on quite general grounds, an inequality
for the static susceptibility. The inequality, in fact, will be a special case of the
Schwarz inequality which holds for any scalar product and, thus, in the case of
the susceptibility reads ∣∣∣χAB(~k,~k′)∣∣∣2 ≤ χAA+(~k)χB+B(~k′). (4.45)
For the specific example, we require A~k(t) to be of the form A~k(t) := i~
∂
∂t
Q~k(t).
3
The spectral density for the “original” operators A and B can then be expressed
in terms of B and the newly introduced operator Q :
SAB(~k,~k
′;E) =
∞∫
−∞
d(t− t′)e i~E(t−t′)SAB(~k,~k′; t, t′)
=
1
2π
∞∫
−∞
d(t− t′)e i~E(t−t′)
〈[
i~
∂
∂t
Q~k(t), B~k′(t
′)
]
−
〉
=
〈
1
2π
∞∫
−∞
d(t− t′)e i~E(t−t′)i~
(
∂Q~k(t− t′)
∂(t − t′) B~k′(0)
−B~k′(0)
∂Q~k(t− t′)
∂(t− t′)
)〉
(4.46)
The next step is to integrate out the RHS by partial integration. For any physical
problem, one can multiply the integrand with a factor e−α|t−t
′|, α > 0, and take
the limit limα→0 after the integration has been carried out. Thus, contributions
from the infinitely distant past or future are neglected. In this case, one arrives
3See e.g. ref. [50].
at
SAB(~k,~k
′;E) =
〈
1
2π
∞∫
−∞
dτe
i
~
EτE
(
Q~k(τ)B~k′(0)−B~k′(0)Q~k(τ)
)〉
=
1
2π
E
∞∫
−∞
d(t− t′)e i~E(t−t′)
〈[
Q~k(t− t′), B~k′(0)
]
−
〉
= ESQB(~k,~k
′;E). (4.47)
With an analogous calculation it can be shown that
SAA+(~k;E) = E
2SQQ+(~k;E). (4.48)
With these formulas one can now make use of Schwarz’s inequality for the
susceptibilities (4.45). Rearranging the latter as
χB+B(~k
′) ≥
∣∣∣χAB(~k,~k′)∣∣∣2
χAA+(~k)
(4.49)
and deriving from (4.40) the expressions
χAB(~k,~k
′; t, t) =
〈[
Q~k(t), B~k′(t)
]
−
〉
(4.50)
χAA+(~k) =
∞∫
−∞
dEESQQ+(~k, E)
=
〈[[
Q~k, H
]
− , Q
+
~k
]
−
〉
, (4.51)
one has
P
∞∫
−∞
dE
SB+B(~k
′;E)
E
≥
∣∣∣〈[Q~k, B~k′]−〉∣∣∣2
∞∫
−∞
dEESQQ+(~k, E)
=
∣∣∣〈[Q~k, B~k′]−〉∣∣∣2〈[[
Q~k, H
]
− , Q
+
~k
]
−
〉 (4.52)
Since the LHS of this inequality is essentially identical with χB+B(~k
′), eqn.
(4.52) defines a relation between the response function for the observable B and
commutators which can, in principle, be calculated directly from our knowledge
of Q, B, and H.
4.3. Finite-temperature case and Bogoliubov inequality
So far in this chapter, quite general relationships between different physical quan-
tities have been stated. In order to show that the formalism developed up to this
point is also capable of reproducing the substantially stronger results obtained in
Ch. III by use of Bogoliubov’s inequality, it is useful to verify that the latter can
indeed be obtained within the framework of this chapter.
Pitaevskii and Stringari [46] have suggested to define a scalar product simply
through the anticommutator:
〈A;B〉 := 〈[A+, B]+〉 (4.53)
which gives the Schwarz inequality〈
[A+, A]+
〉 〈
[B+, B]+
〉 ≥ ∣∣〈[A+, B]+〉∣∣2 . (4.54)
It is possible [46] to define auxiliary operators, denoted by a tilde, in a such a way
that 〈
n
∣∣∣C˜∣∣∣ 0〉 := 〈n |C| 0〉〈
0
∣∣∣C˜∣∣∣n〉 := −〈0 |C|n〉 (4.55)
from which it follows that〈
n
∣∣∣C˜+∣∣∣ 0〉 = − 〈n ∣∣C+∣∣ 0〉〈
0
∣∣∣C˜+∣∣∣n〉 = 〈0 ∣∣C+∣∣n〉 . (4.56)
If we assume, for the moment, that the expectation values in (4.54) are evaluated
in the ground state (T = 0) and instead of B the newly defined operator B˜ is
used, one deduces from〈
0
∣∣∣[A+, B˜]+∣∣∣ 0〉 = 〈0 ∣∣[A+, B]−∣∣ 0〉〈
0
∣∣∣[B˜+, B˜]+∣∣∣ 0〉 = 〈0 ∣∣[B+, B]+∣∣ 0〉 (4.57)
that the Schwarz inequality holds not only for the anticommutator on the RHS
but also for the commutator, so that (writing down (4.54) for the operators A, B˜,
and making use of (4.57) to express B˜ in terms of B) one finds〈
[A+, A]+
〉 〈
[B+, B]+
〉 ≥ ∣∣〈[A+, B]−〉∣∣2 . (4.58)
The extension of this method to finite temperatures is simple. The modified
operators required for this purpose (denoted by a hat) are given by〈
n
∣∣∣Cˆ∣∣∣m〉 := Wm −Wn
Wm +Wn
〈n |C|m〉 , (4.59)
where Wm =
1
Ξ
exp (−βEm) is the statistical weight in the grand canonical en-
semble. The expectation value can be calculated by expanding into eigenstates:〈
[A+, Bˆ]+
〉
=
1
Ξ
∑
mn
(
e−βEm + e−βEn
) 〈
m
∣∣A+∣∣n〉Wm −Wn
Wm +Wn
〈n |B|m〉
=
1
Ξ
∑
mn
(
e−βEm − e−βEn) 〈m ∣∣A+∣∣n〉 〈n |B|m〉
=
〈
[A+, B]−
〉
. (4.60)
If both commutators are constructed according to (4.59), one finds〈
[Aˆ+, Bˆ]+
〉
=
1
Ξ
(
e−βEm − e−βEn) e−βEn − e−βEm
e−βEn + e−βEm
〈
m
∣∣A+∣∣n〉 〈n |B|m〉
=
1
Ξ
∑
mn
(
e−βEm − e−βEn) ∫ dE tanh(βE
2
)
δ(E − (En − Em)) ·
· 〈m ∣∣A+∣∣n〉 〈n |B|m〉 . (4.61)
Once again making use of the spectral representation of the spectral density (4.38),
one sees 〈
[Aˆ+, Bˆ]+
〉
=
1
~
∫
dE tanh
(
βE
2
)
SA+B(E) (4.62)
or, if specifically Aˆ = Bˆ,〈
[Aˆ+, Aˆ]+
〉
=
1
~
∫
dE tanh
(
βE
2
)
SA+A(E). (4.63)
This compares with the anticommutator for “normal” operators (A,B instead of
Aˆ, Bˆ), for which 〈
[A+, A]+
〉
=
1
~
∫
dE coth
(
βE
2
)
SA+A(E). (4.64)
Furthermore, from the definition of the spectral density it is clear that for the
commutator 〈
[A+, B]−
〉
=
1
~
∫
dESA+B(E). (4.65)
The Schwarz inequality (4.54) may then be written as∫
dESA+A(E) coth
(
βE
2
)∫
dESB+B(E) tanh
(
βE
2
)
≥
∣∣∣∣∫ dESA+B(E)∣∣∣∣2 .
(4.66)
Earlier (Ch. II) we had encountered the definition of the Bogoliubov scalar prod-
uct between two operators:
B(A;B) =
En 6=Em∑
mn
〈
n
∣∣A+∣∣m〉 〈m |B|n〉Wm −Wn
En − Em
=
1
Ξ
∫
dE
En 6=Em∑
mn
〈
n
∣∣A+∣∣m〉 〈m |B|n〉 (e−βEm
−e−βEn) 1
E
δ(E − (En −Em))
=
1
~
∫
dE
SA+B(E)
E
. (4.67)
Hence, the Schwarz inequality for the Bogoliubov scalar product can be expressed
in terms of the spectral density alone,(∫
dE
E
SAA+(E)
)(∫
dE
E
SBB+(E)
)
≥
∣∣∣∣∫ dEE SBA+(E)
∣∣∣∣2 . (4.68)
From the series expansion of coth the simple relation
coth
(
βE
2
)
≥ 2
βE
(4.69)
may be used to strengthen inequalities with 1
E
appearing under the integral sign,(
1
~
∫
dE
E
βE
2
SAA+(E) coth
(
βE
2
))(
1
~
∫
dE
E
SBB+(E)
)
≥
∣∣∣∣1~
∫
dE
E
SBA+(E)
∣∣∣∣2 .
(4.70)
With the energy-weighted sum rule, which relates the first spectral moment
to the double commutator〈
[A+, [H,C]−]−
〉
=
1
~
∫
dEESA+C(E) (4.71)
and by choosing B := [H,C]−, we get the following result:
β
2
〈
[A,A+]+
〉(1
~
∫
dE
E
S[H,C]−;[H,C]+−(E)
)
≥
∣∣∣∣1~
∫
dE
E
S[H,C]−;A+(E)
∣∣∣∣2 . (4.72)
The two remaining integrals in (4.72) are calculated in appendix C and shown to
lead to the Bogoliubov inequality:
β
2
〈
[A,A+]+
〉 〈
[C, [H,C+]−]−
〉 ≥ ∣∣〈[C,A+]−〉∣∣2 . (4.73)
4.4. Low-lying excitations
Having seen how certain algebraic properties impose constraints on the behaviour
of the many-body quantities discussed in this chapter and having demonstrated
that the Bogoliubov inequality can be reproduced within this framework, we point
out, in this section, some additional applications of susceptibility and correlation
inequalities. We do not intend to give a complete survey, as this would be far
beyond the scope of this work, but rather outline some aspects of low-lying exci-
tations of a many-body system and the Hubbard model in particular.
4.4.1. Relationship between magnetization and transverse susceptibility
at zero temperature
The definition of the dynamical structure factor C+−(~q, E) as the Fourier trans-
form of the transverse spin-spin correlation function still holds at zero tempera-
ture; the correlation function, however, must now be evaluated with the T = 0
ground state:
C+−(~q, E)
∣∣
T=0
≡ 1
N
∞∫
−∞
dt eiEt/~
〈
σ+(~q, t)σ−(−~q, 0)〉∣∣
T=0
=
1
N
∞∫
−∞
dteiEt/~
∑
m
〈
0
∣∣eiHt/~σ+(~q, 0)e−iHt/~∣∣m〉 〈m ∣∣σ−(−~q, 0)∣∣ 0〉
=
2π~
N
∑
m
δ(E − (Em − E0))
∣∣〈0 ∣∣σ+(~q, 0)∣∣m〉∣∣2 . (4.74)
Since E0 is the ground state energy, we have Em ≥ E0, so the δ-function only
gives a contribution if E ≥ 0. As a corollary
EC+−(~q, E)
{ ≥ 0
= 0
if
E > 0
E ≤ 0. (4.75)
If one defines
C⊥(~q, E) =
1
2
(
C+−(~q, E) + C−+(−~q, E))
=
1
2
〈[
σ+(~q, E), σ−(−~q, E)]
+
〉
(4.76)
and
C⊥(~q) =
∫
dEC⊥(~q, E), (4.77)
one can make use of (4.58) for operators σ+(~q + ~Q), σ−(−~q) to get
C⊥(~q + ~Q)C⊥(~q) ≥
∣∣∣M( ~Q)∣∣∣2 , (4.78)
where the magnetization
M( ~Q) =
2~
N
〈∑
i
σzi e
−i ~Q·~Ri
〉
(4.79)
has been introduced (the reciprocal lattice vector ~Q as usual accounts for possible
antiferromagnetic order). Eqn. (4.75) tells us that C⊥(~q, E) is nonvanishing only
for E > 0, where it is positive, so the integral quantity C⊥(~q) may be formally
written as
C⊥(~q) =
∫
dE
√
EC⊥(~q, E) ·
√
C⊥(~q, E)
E
. (4.80)
In this form, we can apply Ho¨lder’s inequality (D.2) which states that for real-
valued function f and g for which |f(x)|p and |g(x)|q are integrable (where p and
q are numbers that satisfy the relations p−1 + q−1 = 1 and p > 1) the following
inequality holds:∫ b
a
dxf(x)g(x) ≤
(∫ b
a
dx |f(x)|p
)1/p(∫ b
a
|g(x)|q
)1/q
. (4.81)
For p = q = 2 and with f, g defined as
f(x) =
√
EC⊥(~q, E)
g(x) =
√
C⊥(~q, E)
E
(4.82)
Ho¨lder’s inequality (4.81) applied to (4.80) gives
C⊥(~q) ≤
√∫
dEEC⊥(~q, E) ·
√∫
dE
C⊥(~q, E)
E
. (4.83)
Earlier (Ch.III) we had calculated∫
dEEC⊥(~q, E) =
〈[
σ+(~q, E),
[H, σ−(−~q, E)]−]−
〉
≡ f(~q)Nq2 ≤ const ·Nq2 (4.84)
which suggests writing ∫
dEEC⊥(~q, E)∫
dE C⊥(~q,E)
E
≡ ω2(~q) · q2, (4.85)
thus defining the new quantity ω(~q). Inequality (4.80) can be strengthened using
(4.83) and rearranged by use of (4.85) to give
C⊥(~q + ~Q) ≥
∣∣∣M( ~Q)∣∣∣2
ω(~q)q · χ+−(~q) . (4.86)
This equation relates the order parameterM, the transverse susceptibility χ+−
and the structure factor C+− (via C⊥). The relation between these quantities can
be made even more pronounced by summing both sides of (4.86) over the first
Brillouin zone. Drawing on our previous results for the Hubbard model we have
ξ0 ·N ≥
∑
~q
C⊥(~q + ~Q) ≥
∑
~q
∣∣∣M( ~Q)∣∣∣2
ω(~q)q · χ+−(~q) (4.87)
or, in the thermodynamic limit,
ξ0 ≥ v
(d)
(2π)d
∫
1.B.Z.
dd~q
1
q
∣∣∣M( ~Q)∣∣∣2
ω(~q)χ+−(~q)
. (4.88)
Provided that ω(~q) and χ+−(~q) remain finite in the limit q → 0, this means that in
1D not even at zero temperature a transition to a state with nonvanishing M( ~Q)
can occur, as this would lead to a logarithmic divergence of the RHS and thus
would contradict ξ0 being a constant. For ω(~q), our previous results indicate that
it is bounded from above. That χ+−(~q) will also remain finite under quite general
conditions can be made plausible starting from the zero-temperature formulation
of (4.40):
χ+−(~q) = P
∞∫
−∞
dE ′
S+−(ε=−)(
~k, E ′)
E ′
, (4.89)
where (ε = −) indicates that we are now dealing with the anticommutator spectral
density. Making use of the spectral representation one shows that at T = 0 :
χ+−(~q)
∣∣
T=0
= 2π~P
∞∫
−∞
dE ′
1
E ′
∑
m
δ(E ′ − (Em − E0)) ·
·
(∣∣〈0 ∣∣σ+(~q, 0)∣∣m〉∣∣2 + ∣∣〈0 ∣∣σ−(−~q, 0)∣∣m〉∣∣2) . (4.90)
Integrating the δ-function gives a factor 1/(Em − E0) appearing in the sum
over the complete set of states |m〉 . Thus, for |m〉 = |0〉, i.e. Em = E0, one will
get a divergent term, so that at first sight this could be thought of as indicating,
via the divergence near q = 0 of the RHS of (4.88), a phase transition to a state
of finite M . This divergence, however, is spurious and does not usually indicate
a phase transition. The “excitations” which the divergent term in (4.90) seems
to suggest, are just other ground states and thus should not be included in our
description of a possibly ordered phase. Note that this argument should merely be
taken as giving a hint as to the peculiarities of zero-temperature phase transitions.
A detailed and mathematically rigorous discussion would require more elaborate
limiting procedures as q → 0 and E → 0. (For related problems see a series of
papers by Lange [47],[48].)
4.4.2. Goldstone’s theorem
Returning to the finite-temperature case, we want to conclude this chapter by
determining heuristically, whether in the limit k → 0, assuming a ferromagnet-
ically ordered phase, there exist elementary excitations with vanishing energy
E(k) −−−→
k → 0 0 as this would mean that Goldstone’s theorem is satisfied. We start
from the inequality
χ+−(~k) ≤ β
2V
〈[
σ+(~k)−
〈
σ+(~k)
〉
, σ−(−~k)−
〈
σ−(−~k)
〉]
+
〉
=
β
2V
∑
mn
ei
~k·(~Rm−~Rn) 〈c+m↑cm↓c+n↓cn↑ + c+n↓cn↑c+m↑cm↓〉 (4.91)
which holds for any ~k. The inequality becomes only stronger when summing the
LHS over all ~k with
∣∣∣~k∣∣∣ ≥ ∣∣∣~k0∣∣∣ > 0 (i.e. excluding only the null vector) while
summing the RHS over all ~k in the first Brillouin zone. One then has
1
V
∑′
~k
χ+−(~k) ≤ β
2V 2
∑
mn
(∑
~k
ei
~k·(~Rm−~Rn)
) 〈
c+m↑cm↓c
+
n↓cn↑ + c
+
n↓cn↑c
+
m↑cm↓
〉
≤ 2β
~2
N
V 2
∑
n
〈
(σzn)
2〉 = const · βN2
V 2
, (4.92)
where σzi =
~
2
(
c+i↑ci↑ − c+i↓ci↓
)
has been employed.
In the thermodynamic limit, the specific volume approaches a finite limit,
V/N → v(d), and the sum can be replaced by an integral. The lower cutoff k0
becomes infinitesimal, while for any finite β the integral remains bounded from
above by a finite constant:
1
(2π)3
∫
|~k|>k0→0+
d3~kχ+−(~k) ≤ const · β. (4.93)
From this we easily read off that as k → 0, χ+− behaves as
χ+− ∼
f
(
~k
|~k|
)
k2+ε
(4.94)
with 0 ≤ ε < 1 and f not necessarily isotropic in k-space.
With this asymptotic behaviour of χ+− in mind, we shall now discuss Gold-
stone’s theorem. As a measure for the mean energy of elementary excitations, we
make use of the following modified definition of spectral moments (see also [49],
[50], [51], [52]):
EnB(
~k) := lim
B0→0
lim
N,V→∞
1
N
∞∫
0
dEEn−1SB+B(~k, E)
P
∞∫
0
dE 1
E
SB+B(~k, E)
(4.95)
(Note that this definition fulfills all the intuitive requirements for a mean energy,
such as E2B(
~k)−
(
EB(~k)
)2
≥ 0 and EnB(~k) ≥ 0.)
The mean square value of the energy (i.e. the second modified spectral mo-
ment) is bounded from above, via eqn. (4.52) and the spectral moments, by
E2B(
~k) ≤ ξ0(v
(d)
0 )
2k4
M2(T,B0)
(4.96)
(where ξ0 is a constant and the limit B0 → 0 has already been taken). We also
know that
M2(T,B0) ≤ 2v(d)0 q˜ · χ+−(~k) · k2. (4.97)
Multiplying both inequalities and taking the limit k → 0, which allows us to make
use of eqn. (4.94), we arrive at
E2B(
~k) ≤ const ·
f
(
~k/
∣∣∣~k∣∣∣)
M4(T,B0)
k6
k2+ε
= g
 ~k∣∣∣~k∣∣∣
 k4−ε. (4.98)
(Note that in this section we implicitly assume that a phase transition to a state
with finite magnetization has already occurred.) From EB(~k) ≤
√
E2B(
~k) one
immediately concludes that gapless excitations exist, with the energy spectrum
vanishing as ∼ k2− ε2 as k → 0. This appears to indicate that, indeed, Goldstone’s
theorem holds for the Hubbard model.4
4Note that our discussion is not meant to be a rigorous proof, as this would require further
refinement of the argument.
5. Relevance of the Mermin-Wagner
Theorem and its Validity in
Approximative Theories
The statement that “magnetic long-range order in low dimensions is destroyed at
any finite temperature due to collective long-wavelength excitations” has become
common wisdom amongst theoretical physicists. While the absence of long-range
magnetic order is proved conclusively via the Bogoliubov inequality, it does not
provide a detailed picture of how the destruction of order comes about. With
respect to approximative treatments of many-body models such as the Hubbard
model, it will be helpful to improve one’s understanding of the microscopic pro-
cesses that determine the existence, or absence, of a phase transition. In general,
this will be a rather difficult task, due to the diversity of possible approxima-
tions. In the following, however, we shall show that simple improvements of
mean-field theory, though physically appealing, generally do not suffice to en-
force the Mermin-Wagner theorem, whereas in the Heisenberg case the Tyablikov
method already seems to incorporate the effect of dimensionality on long-range
order in all the relevant limiting cases.
5.1. Onsager reaction-field theory
Reaction-field theory as an improvement of ordinary mean-field theory goes back
to Onsager’s treatment of a system of dipoles [53]. Onsager suggested that the
orienting part of the mean-field acting on a given dipole must not include that part
of the contribution from the dipoles in the vicinity which is due to their correlation
with the given dipole under consideration. We shall not give a detailed review of
Onsager’s original work for a system of dipoles, but instead introduce the main
concepts at first for the Ising model and then for the Heisenberg model. We do
not claim any originality for the technical calculations which for the Ising and the
Heisenberg model have been carried out by [54] and [55], respectively.
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5.1.1. The Ising model
As the purpose of this section is to introduce the main ideas, we shall restrict
our attention for the moment to the unmagnetized phase of the Ising model. The
total mean field acting on a spin (in the sense of Weiss mean-field theory) is
given by
BWeissi = B
ext
i +
∑
j 6=i
Vij 〈µj〉 , (5.1)
where Bexti is an infinitesimal external field and −Vijµiµj is the spin-spin interac-
tion between sites i and j, which must be summed over all j 6= i to yield the total
mean field. The mean field has an orienting field on the magnetic moment of the
spin i under consideration, thus giving
〈µi〉 = c0βBWeissi
= c0β
(
Bexti +
∑
j
Vij 〈µj〉
)
, (5.2)
where c0 is a constant accounting for proper physical dimension and Vii ≡ 0 as
usual. By Fourier transformation one arrives at
〈µ~q〉 = c0β
(
Bext~q + V (~q) 〈µ~q〉
)
(5.3)
which can be solved for the mean-field susceptibility χ = ∂M
∂B
at vanishing external
field:
χWeiss(~q) = lim
B~q→0
〈µ~q〉
Bext~q
=
c0β
1− c0βV (~q) . (5.4)
The fluctuation-dissipation theorem (see e.g. [56], p.116) gives an expression for
the mean fluctuation of the order parameter:〈|µ~q|2〉 = 1
1− βc0V (~q) . (5.5)
So far, no distinction between the correlated and uncorrelated contributions
to the mean-field has been made; this we will now attempt, within the framework
of Onsager’s reaction-field theory. First, in the language of infinitesimal
variations of both the external and, thus, also the full mean field (starting from
zero), the Weiss equation (5.1) can be written as
δBWeissi = δB
ext
i +
∑
j
Vijδ 〈µj〉 . (5.6)
The Onsager prescription is to assume that the full mean field separates into
two independent contributions, the correlated and the uncorrelated one, called
reaction field and cavity field, respectively. The latter can be formally derived by
subtracting the reaction field from the full mean field:
δBcavityi = δB
ext
i +
∑
j
Vijδ 〈µj〉 −
∑
j
Vijδ 〈µj〉µi , (5.7)
where the index “µi” symbolizes the assumption that it is this part of the con-
tribution to the field acting on µi which is itself determined by the correlation
between spin i and the surrounding spins j that are summed over. In a heuristic
way, the value of δ 〈µj〉µi can, in principle, be determined from a kind of master
equation written in terms of conditional averages:
δ 〈µj〉µi = δ
(
pi(+1) 〈µj〉i↑ + pi(−1) 〈µj〉i↓
)
, (5.8)
where 〈µj〉i↑,↓ are the conditional average values of µj for spin j when µi = ±1,
and pi(µi) is the probability for spin i to have the magnetic moment µi. Thus,
since we are still dealing with the unmagnetized phase, we have
pi(µi) =
1
2
(1± 〈µi〉) . (5.9)
The conditional averages are fixed values and so in (5.8) only the probabilities
pi(±1) can have a finite variation:
δ 〈µj〉µi =
1
2
(δ 〈µi〉)
(
〈µj〉i↑ − 〈µj〉i↓
)
= (δ 〈µi〉) 〈µiµj〉 , (5.10)
where in the last step we have again made use of the fact that we are dealing
with the unmagnetized phase. Substituting this expression in the formula for the
cavity field (5.7) gives
δBcavityi = δB
ext
i +
(∑
j
Vij (δ 〈µj〉)
)
− λδ 〈µi〉 , (5.11)
where we have introduced the parameter λ as a measure of the interaction energy
per spin:
λ =
∑
j
Vij 〈µiµj〉 . (5.12)
By comparison with the earlier Weiss result, we see that the reaction field has
been isolated from the other contributions to the mean field, i.e. δBreactioni =
+λ δ 〈µi〉 ,which must be subtracted as in (5.11) when calculating the response of
spin i to the Onsager cavity field. By way of Fourier transformation one gets
δ 〈µ~q〉 = c0β
(
δBext~q + V~qδ 〈µ~q〉 − λδ 〈µ~q〉
)
(5.13)
and from this the susceptibility
χ(~q) =
δ 〈µ~q〉
δBext~q
=
c0β
1− c0β(V~q − λ) . (5.14)
In the light of the Weiss calculation this result could easily have been guessed; at
this point, however, the calculation served the simple purpose of introducing the
basic concepts of Onsager’s reaction-field theory.
5.1.2. The Heisenberg model
We shall now apply the Onsager method to the Heisenberg model. While this
generalization is quite straightforward, we want to point out one of the main
shortcomings of the method, namely the fact that Onsager reaction-field theory
is incapable of incorporating the effect of dimensionality on long-range order in
a consistent way, contrary to what has been conjectured e.g. in [54] or [57]. We
shall follow [55] in treating the spin-1/2 anisotropic Heisenberg model given by
H = −
∑
n.n.ij
(
Jij
(
Sxi S
x
j + S
y
i S
y
j
)
+ JzijS
z
i S
z
j
)
, (5.15)
where Jzij = εJij > Jij is assumed. This kind of anisotropy in spin space favour-
ing uniaxial ordering is widely used (for a Green’s function approach to be dis-
cussed later within the Tyablikov approximation, see e.g. [31]) and should, even in
2D, certainly break the symmetry one encounters for the corresponding isotropic
model. Once we have established the Onsager reaction-field theory for the Heisen-
berg model (5.15), we will be able to check the validity of the Onsager method by
comparing its predictions with this expectation.
Again, we start with a simple Weiss mean-field theory of an infinitesimal
external field giving rise to an total mean field
BWeissiz = B
ext
iz +
∑
j
Jzij
〈
Szj
〉
, (5.16)
where the expectation value
〈
Szj
〉
is to be calculated self-consistently from
〈Szi 〉 =
∑
{S}
mie
βmiBWeissiz∑
{S}
eβmiB
Weiss
iz
(5.17)
and possible proportionality constants have been dropped for clarity (m: quantum
number characterizing the z-component of the spin). Taking the condition of in-
finitesimal external field seriously, we can expand the numerator and denominator
of (5.17) to first order,
〈Szi 〉 ≈
∑
{S}
mi
(
1 + βmiB
Weiss
iz
)
∑
{S}
(1 + βmiBWeissiz )
≈
∑
{S}
(mi)
2
2S + 1
βBWeissiz , (5.18)
where in the second step the denominator has been expanded to first order, i.e.∑
{S}
(
1 + βmiB
Weiss
iz
)−1 ≈
∑
{S}
1
−1 = 1
2S + 1
,
and we have also made use of
∑
{S}
mi = 0. The sum over spin configurations,
symbolized by
∑
{S}, can be written explicitly as the sum over integer steps mi =
−S,−S + 1, ...,+S :
〈Szi 〉 =
(
+S∑
m=−S
m2
2S + 1
)
βBWeissiz =
1
3
S(S + 1)βBWeissiz
=
〈
(mi)
2〉free βBWeissiz (5.19)
making use of the familiar partial sum formula
∑n
k=1 k
2 = n(n+1)(2n+1)
6
and the
isotropic distribution of spin orientations in the free case. Defining
χ0 ≡ β 〈(mi)2〉 = βS(S + 1)
3
, (5.20)
and using (5.19) and (5.16), we get for the Fourier transform of the spin z-
component the result
〈Sz(~q)〉 =
∑
i
χ0ei~q·
~Ri
(
Bextiz +
∑
j
Jzij
〈
Szj
〉)
≡ χ0 (Bextz (~q) + Jz(~q) 〈Sz(~q)〉) (5.21)
leading to the Weiss mean-field susceptibility for the anisotropic Heisenberg model
χzMF (~q) =
χ0
1− χ0Jz(~q) (5.22)
from which we can deduce an expression for the transition temperature by setting
the denominator of (5.22) to zero so that the longitudinal susceptibility diverges,
indicating a phase transition at the ordering wave vector ~q = ~Q:
TMFc =
S(S + 1)
3kB
Jz( ~Q). (5.23)
Now, going over to Onsager reaction-field theory we write, by analogy
with the Ising model,
Bcavityiz =
∑
j
Jzij
〈
Szj
〉−∑
j
λijJ
z
ij 〈Szi 〉 , (5.24)
the second sum being again the reaction field which must be subtracted from the
total mean field. The parameters λij will in general be temperature-dependent
and are determined by the correlation of the surrounding spins j with the “frozen”
spin i. One easily derives the Onsager susceptibility
χzOns(~q) =
χ0
1− χ0 (Jz(~q)− λ) , (5.25)
where λ =
∑
j λijJ
z
ij . Assuming, as before, a phase transition at an ordering wave
vector ~q = ~Q one gets for the critical temperature
TOnsc =
S(S + 1)
3kB
(Jz( ~Q)− λ) (5.26)
which, dividing by (5.23), gives
TOnsc
TMFc
=
(
1− λ
Jz( ~Q)
)
. (5.27)
Singh [55] has noted that a simple procedure to determine the parameter λ
appearing in (5.27) is provided by the fluctuation-dissipation theorem [56] which,
for zero external field, is
β
〈
Szi S
z
j
〉0
=
∑
~q
χz(~q)ei~q·(
~Ri−~Rj). (5.28)
In the isotropic case, one would have
〈
(mi)
2〉 = S(S+1)
3
and all values of mi
would have equal probability. In the anisotropic case larger values of |〈Szi 〉| are
favoured, while the corresponding pairs 〈Szi 〉 = ±m remain equally probable, so
that
〈
(mi)
2〉0 = αS(S+1)
3
. Theorem (5.28) gives
β
〈
(mi)
2〉0 = ∑
~q
χz(~q) =
∑
~q
χ0
1− χ0(Jz(~q)− λ)
= α · βS(S + 1)
3
(5.29)
With (5.20) and (5.23) one finds χ0(TOnsc ) · Jz( ~Q) = T
MF
c
TOnsc
which together with
λ = Jz( ~Q)− Jz( ~Q)TOnsc
TMFc
gives the final result for the Onsager susceptibility:
β
〈
(mi)
2〉0 = αχ0 =∑
~q
χz(~q)
=
∑
~q
χ0
Jz( ~Q)χ0 − TMFc
TOnsc
Jz(~q)
Jz(~Q)
αχ0 =
∑
~q
χ0
TMFc
TOnsc
(
1− Jz(~q)
Jz(~Q)
) . (5.30)
The constant χ0 cancels and, since we are in the spin-1/2 case, the constant α,
which in the anisotropic case would normally “shift probability” to pairs 〈Szi 〉 =
±m with higher |m|, is unity, αS=1/2 ≡ 1, because ±1/2 are the only orientations
possible. Thus, we get the final result
TOnsc
TMFc
=
1∑
~q
1(
1− Jz(~q)
Jz(~Q)
) .
From this, we see that while Onsager reaction-field theory does modify the or-
dinary mean-field result, it is independent of the anisotropy assumed above by
setting Jzij = εJij, since the anisotropy parameter ε will drop out of the frac-
tion Jz(~q)/Jz( ~Q) in the denominator. Effects of dimensionality that stem from
the summation
∑
~q are, however, retained, e.g. its logarithmic divergence in two
dimensions.
In the next section, we shall discuss the same Hamiltonian using the Tyablikov
method and find that it correctly treats this and other limiting cases. The at-
tempt to enforce correct Mermin-Wagner type behaviour within mean-field theory
obviously fails, at least as far as the Onsager improvement of mean-field theory is
concerned. We note that this observation [55] refutes contrary assertions in the
literature (such as [57]).
5.2. Mermin-Wagner Theorem and Tyablikov Method
Tyablikov [58] proposed a method of approximation for the Heisenberg model by
suggesting a decoupling in the higher-order Green’s functions derived within the
equation of motion method. Let us remind ourselves of the Heisenberg Hamilto-
nian,
H = −
∑
ij
Jij(S
+
i S
−
j + S
z
i S
z
j )− gJ
µB
~
B0
∑
i
Szi , (5.31)
where we have added a symmetry-breaking termHb = gj
µB
~
B0
∑
i S
z
i := b
∑
i S
z
i to
the unperturbed Hamiltonian H0. The coupling constants Jij fulfill the symmetry
conditions (Jij = Jji; Jii = 0) and are taken to give the ferromagnetic case:
Jij > 0.
In order to evaluate the problem, we employ the equation of motion method
by use of Green’s functions. Since we are interested in the question whether or not
the system described by the many-body model Hamiltonian exhibits spontaneous
ferromagnetic order, we choose as the appropriate Green’s function
Gretij (t− t′) = 〈〈S+i (t);S−j (t′)〉〉ret
= −iθ(t − t′)
〈[
S+i (t), S
−
j (t
′)
]
−
〉
(5.32)
which, when plugged into the first-order equation of motion gives
EGretij (E) = ~
〈[
S+i , S
−
j
]
−
〉
+
〈〈[
S+i , H
]
− ;S
−
j
〉〉ret
E
= 2~2δij 〈Szi 〉+ ~bGretij (E)− 2~
∑
m
Jim
(〈〈
S+mS
z
i ;S
−
j
〉〉ret
E
− 〈〈SzmS+i ;S−j 〉〉retE ) . (5.33)
The higher-order Green’s functions must be decoupled in order to make the
problem analytically and numerically tractable. In the Tyablikov decoupling
scheme, this is done by separating Sz from the spin-flip operators S± in the
higher-order Green’s function ad hoc via the substitution〈〈
SzmS
+
i ;S
−
j
〉〉 −→ 〈Szm〉 〈〈S+i ;S−j 〉〉 . (5.34)
One then arrives at the equation(
E − gJµBB0 − 2~ 〈Sz〉
∑
m
Jim
)
Gretij (E) = 2~
2δij 〈Szi 〉 − 2~
∑
m
〈Szi 〉Gretmj(E)Jim
(5.35)
which can be solved for the Green’s function explicitly in momentum space with
the standard Fourier transforms (~q is chosen from the first Brillouin zone)
Gret~q (E) =
1
N
∑
ij
Gretij (E)e
i~q·(~Ri−~Rj) (5.36)
δij =
1
N
∑
~q
ei~q·(
~Ri−~Rj), (5.37)
thus arriving at the solution
Gret~q (E) =
2~2 〈Sz〉
E −E(~q) + i0+ , (5.38)
where the energy
E(~q) = 2~ 〈Sz〉 (J0 − J(~q)) + gJµBB0 (5.39)
has been introduced (J0 :=
∑
i Jij). Note that in the transition from eqn. (5.35)
to eqn. (5.38) we have made use of translational symmetry
〈Szi 〉 = 〈Szm〉 ≡ 〈Sz〉 , (5.40)
thus assuming the ferromagnetic case where all spins point into the same direction.
The Green’s function, by virtue of the relation S~q(E) = − 1πIGret~q (E) gives the
spectral density
S~q(E) = 2~
2 〈Sz〉 δ (E − 2~ 〈Sz〉 (J0 − J(~q))− gJµBB0) (5.41)
which allows one to make use of the spectral theorem for calculating the expecta-
tion value 〈
S−j S
+
i
〉
=
1
N
∑
~q
e−i~q·(
~Ri−~Rj) 1
~
∫ ∞
−∞
dE
S~q(E)
eβE − 1 . (5.42)
In the diagonal case (i = j), spin algebra yields (restricting our attention, for the
moment, to the S = 1
2
case) the formula
〈
S−i S
+
i
〉
= ~2S − ~
〈
Sz(i)
〉
. (Because
of translational symmetry (5.40) we shall drop the site index i.) Combining the
two formulas, a compact though implicit equation for the expectation value of the
z−component of the spin is derived:
〈Sz〉 = ~S − 2〈S
z〉
N
∑
~q
1
eβE(~q) − 1 . (5.43)
Up to this point, we have only summarized the well-known Tyablikov procedure for
calculating the magnetization. In the following section, we shall examine whether
or not the Tyablikov decoupling conserves the Mermin-Wagner theorem, which
states that there can be no finite-temperature (β <∞) magnetic phase transition
in one or two dimensions.
5.2.1. Tyablikov decoupling and Mermin-Wagner theorem
The standard proof of the Mermin-Wagner theorem for a given model Hamilto-
nian starts with the Bogoliubov inequality, from which an upper bound for the
magnetization is derived which is then shown to vanish in the limit B0 → 0 at
any finite temperature. In our case, discussing an approximative method, the Bo-
goliubov inequality cannot be used for testing the Mermin-Wagner theorem since
the method does not approximate the Hamiltonian but the higher-order Green’s
functions instead. However, since with eqn. (5.43) an expression for the magneti-
zation 〈Sz〉 is given, it is only natural to examine this equation in order to check
whether the Mermin-Wagner theorem remains indeed valid within the Tyablikov
method.
First we reformulate (5.43) writing it as
~S
〈Sz〉 =
1
N
∑
~q
eβE(~q)/2 + e−βE(~q)/2
eβE(~q)/2 − e−βE(~q)/2 =
1
N
∑
~q
coth
(
β
2
E(~q)
)
(5.44)
which, in the continuum notation appropriate for the thermodynamic limit, can
be written as
~S
〈Sz〉 = v
(d) · 1
(2π)d
∫
1.B.Z.
dd~q coth
(
β
2
(2~ 〈Sz〉 (J0 − J(~q)) + gJµBB0)
)
, (5.45)
where the full expression for the energy E(~q) has been inserted and v(d) = lim
TDL
V (d)
N
is the specific (d−dimensional) volume. A possible phase transition can reasonably
be expected only for temperatures below a certain critical value Tc, for which the
limit of a vanishing external field must then be considered:
B0 = 0
+;T − Tc = 0− ⇔ 〈Sz〉 = 0+. (5.46)
Using the series expansion of the hyperbolic cotangent in the assumed region of
finite spontaneous magnetization,
coth x = 1 + 2
∞∑
m=1
exp (−2mx) , (5.47)
one finally arrives at
〈Sz〉
~S
=
1
1 + 2
∞∑
m=1
e−βmgJµBB0 v
(d)
(2π)d
∫
1.B.Z.
dd~q exp (−2mβ~ 〈Sz〉 (J0 − J(~q)))
=
1
1 + 2
∞∑
m=1
e−βmgJµBB0 · I(d)
=
1
1 + 2φ(d)
. (5.48)
(which at the same time defines the quantities I(d) and φ(d)).
The choice of dimension D will turn out to be crucial for evaluating the be-
haviour of 〈Sz〉 in the limit B0 → 0.
5.2.2. Proof of Mermin-Wagner theorem in two dimensions
To prove the Mermin-Wagner theorem, it must be shown that in two dimensions
there exists a bound to 〈Sz〉 that vanishes in the limit B0 → 0 (see eqn. (5.46)).
This is certainly the case if the quantity
φ(2) =
∞∑
m=1
e−βmgJµBB0
v(2)
(2π)2
∫
1.B.Z.
d2~q exp (−2mβ~ 〈Sz〉 (J0 − J(~q))) (5.49)
diverges.
In a first step, the support of the integral is restricted to a sphere inscribed
into the first Brillouin zone with radius q0. Secondly, the integrand itself can be
bounded from below by making use of the fact that J0 − J(~q) ≤ Q˜q2, as long as
the interaction decays rapidly enough for the quantity Q˜ = 1
4N
∑
ij
∣∣∣~Ri − ~Rj∣∣∣2 |Jij|
to converge. Now spherical coordinates can be used, and since the integrand has
been replaced by a function of |~q| only, one finds (ξi = const.)
φ(2) ≥
∞∑
m=1
e−βmgJµBB0
v(2)
2π
q0∫
0
dqqe−2mβ~〈S
z〉Q˜q2
=
∞∑
m=1
e−βmgJµBB0
v(2)
2π
q0∫
0
dq
(
d
dq
exp
(
−2mβ~Q˜q2 〈Sz〉
)) (−1)
4mβ~Q˜ 〈Sz〉
=
v(2)
8πβ~Q˜ 〈Sz〉
∞∑
m=1
exp (−βmgJµBB0)
m
(
1− exp
(
−2mβ~Q˜ 〈Sz〉 q20
))
= ξ0
∞∑
m=1
(
e−ξ1mB0
m
− e−ξ1mB0 · e
−2mβ~Q˜〈Sz〉q20
m
)
. (5.50)
Assuming for the moment a finite value of 〈Sz〉 , the second sum converges in
the limit B0 → 0, since subsequent terms vanish exponentially with m. The first
sum, however, is the harmonic series and, thus, diverges. But as φ(2) diverges,
eqn. (5.48) states that in this case 〈Sz〉 must be zero. Starting from a finite value
of 〈Sz〉 one arrives at a contradiction, so the assumption must be wrong.
At first sight, it may appear obvious from (5.50) and (5.48) that 〈Sz〉 = 0
is indeed consistent with both equations, since the two series appearing in the
lower bound of φ(2) cancel exactly. However, in the derivation it has been tacitly
assumed that 〈Sz〉 6= 0. This can be seen by explicitly inserting (5.50) into (5.48)
to get the full relation for the magnetization:
〈Sz〉
~S
≤ 1
1 + v
(2)
4πβ~Q˜〈Sz〉
∞∑
m=1
1
m
exp (−βmgJµBB0)
[
1− exp
(
−2mβ~Q˜ 〈Sz〉 q20
)] ,
(5.51)
where the assumption 〈Sz〉 = 0 would lead to an expression “0/0” in the denom-
inator. Thus, this case can only be analyzed by means of l’Hospital’s rule, where
one considers the limit lim〈Sz〉→0 limB0→0 (· · · ):
lim
〈Sz〉→0
(
lim
B0→0
〈Sz〉
~S
)
≤ 1
1 + v
(2)
4πβ~Q˜
lim
〈Sz〉→0
1
〈Sz〉
∞∑
m=1
1
m
(
1− exp
(
−2mβ~Q˜ 〈Sz〉 q20
))
=
1
1 + v
(2)
4πβ~Q˜
∞∑
m=1
2mβ~Q˜q20
m
lim
〈Sz〉→0
exp
(
−2mβ~Q˜ 〈Sz〉 q20
) , (5.52)
where the last equality is due to l’Hospital’s rule. Reformulating the initial equa-
tion in this way, the denominator now is explicitly divergent, so indeed 〈Sz〉 = 0.
The situation changes when an external field B0 6= 0 is applied: As one can
easily see from (5.50), both series then converge; thus φ is also convergent and one
arrives at a non-vanishing upper bound to the magnetization. The upper bound is
still a function of 〈Sz〉 , so it will be difficult to extract more detailed information
about 〈Sz〉 from this relation except for the mere possibility of a finite value of
the magnetization.
5.2.3. Three-dimensional case
Testing the above procedure in the 3-dimensional case provides another valuable
check. We shall, at this point, show that the lower bound of φ derived by analogy
with the two-dimensional case does not diverge in three dimensions. This is, of
course, only a negative statement about the particular lower bound. Typically, for
tests of the Mermin-Wagner theorem in three dimensions, this is all one can expect,
since a positive statement about a possible lower bound of the magnetization (i.e.
a converging upper bound of φ) will rarely be possible. Later, we will present
a different treatment of the three-dimensional case which will also allow us to
discuss the dimensional crossover from two to three dimensions (or vice versa) in
much greater detail. For the moment we note that, indeed, the finite upper bound
to the magnetization survives the limit B0 → 0 in three dimensions:
〈Sz〉
~S
=
1
1 + 2
∞∑
m=1
e−βmgJµBB0 v
(3)
2π2
q0∫
0
dqq2 exp
(
−2mβ~ 〈Sz〉 1
N
∑
ij
(
1− ei~q·(~Ri−~Rj)
)
Jij
)
≤
1 + 2 ∞∑
m=1
e−βmgJµBB0
v(3)
2π2
q0∫
0
dqq2 exp
(
−2mβ~ 〈Sz〉 Q˜q2
)−1
=
1 + 2 ∞∑
m=1
e−βmgJµBB0
v(3)
2π2
d
d 〈Sz〉
(−1)
2βm~Q˜
q0∫
0
dq exp
(
−2mβ~ 〈Sz〉 Q˜q2
)−1
=
1 + 2 ∞∑
m=1
e−βmgJµBB0
v(3)
2π2
d
d 〈Sz〉
(−1)(
2βm~Q˜
)3/2√
〈Sz〉
√
2βm~〈Sz〉Q˜q0∫
0
due−u
2

−1
=
(
1 + 2
∞∑
m=1
e−βmgJµBB0
v(3)
2π2
∆m
)−1
(5.53)
with the quantity ∆m defined as
∆m =
d
d 〈Sz〉
−1(
2βm~Q˜
)3/2√〈Sz〉
√
2mβ~〈Sz〉Q˜q0∫
0
due−u
2
=
−1(
2βm~Q˜
)3/2√〈Sz〉
(
dξ
d 〈Sz〉
)
d
dξ
ξ∫
0
due−u
2
−
 d
d 〈Sz〉
1(
2βm~Q˜
)3/2√
〈Sz〉

√
2βm~Q˜〈Sz〉q0∫
0
due−u
2
, (5.54)
where we have made use of the chain rule for the new variable
ξ =
√
2βm~Q˜ 〈Sz〉q0.
The first integral is of the form d
dx
x∫
0
f(y)dy = f(x), so that
∆m =
−q0
4β~Q˜ 〈Sz〉
(
e−2β~Q˜q
2
0〈Sz〉
)m
m
+
1
2
(
2βm~Q˜
)3/2
〈Sz〉3/2
√
2β~Q˜〈Sz〉mq0∫
0
due−u
2
.
(5.55)
Let us discuss this equation in relation to the inequality (5.53). Assuming a finite
non-vanishing value of the magnetization, we choose a fixed non-zero number ε
such that 〈Sz〉 > ε > 0. We can then approximate the second integral in (5.55)
from below by setting the integrand equal to the value of e−u
2
at its upper bound,
thus strengthening the inequality in (5.53):
∆m ≥ q0
4β~Q˜ 〈Sz〉 (ε− 1)
(
exp
(
−2β~Q˜q20ε
))m
m
. (5.56)
The series in the denominator of the R.H.S. in (5.53) then always converges, even
in the limit B0 → 0, so that a magnetic phase transition is not ruled out. This is,
of course, no proof that a magnetic phase transition must occur; as one can easily
see from (5.55) by taking the limit 〈Sz〉 → 0, the individual terms of the series
vanish: ∆m −−−−−→〈Sz〉 → 0 0, which is not in contradiction with (5.53).
5.2.4. Absence of spontaneous sublattice magnetization in ABAB-type
antiferromagnets
While the Tyablikov method has been very popular for treating ferromagnets,
where it has led to convincing results over a broad temperature range, it can, in
fact, be generalized to cover antiferromagnets as well [59], [60]. Recently, there has
been renewed interest in the antiferromagnetic Heisenberg model with relation to
high-temperature superconductors such as YBa2Cu3O6−x which, for low doping,
displays antiferromagnetic behaviour.
Quite generally, in the Heisenberg antiferromagnet, the respective sublattices
can be treated using the Tyablikov formalism essentially in the way discussed
above for ferromagnets. As to antiferromagnets, we want to sketch briefly how
to proceed. Following Hewson and ter Haar [60] we consider, for simplicity, the
case of the lattice being divided into two sublattices A and B so that the near-
est neighbours of every atom of one sublattice all belong to the other sublattice
(ABAB-type ordering). (More complicated types of antiferromagnetic order can
be discussed in a similar way; for layered antiferromagnets see e.g. ref. [61].) If
we restrict our attention to the case of nearest-neighbour interaction, thus keep-
ing only the essential features of the interaction, the Hamiltonian (5.31) can be
written as
H =
∑
f
∑
g
Jfg
(
S+f S
−
g + S
z
fS
z
g
)− gJµBB0
~
(∑
g
Szg −
∑
f
Szf
)
(5.57)
with f and g referring to the sublattice with predominantly spin-down or spin-up
orientation, respectively. (The sign change for ↓-spins coupling to the external
field is a matter of convention.)
Since we are now dealing with antiferromagnetic order, we can no longer as-
sume translational symmetry as in eqn. (5.40). Instead, for purely geometric rea-
sons, we must distinguish between “same-lattice” Green’s functions
〈〈
S+f , S
−
f ′
〉〉
or
〈〈
S+g ;S
−
g′
〉〉
(where f, f ′ and g, g′ denote sites of the same sublattice A or
B) on the one hand and “mixed” Green’s functions
〈〈
S+g ;S
−
f
〉〉
or
〈〈
S+f ;S
−
g
〉〉
on the other hand. The equation of motion (5.33) must be modified in order to
accommodate the distinction between the two kinds of Green’s functions. Thus,
one arrives at a system of two equations of motion (one for the “same-lattice”
Green’s function, the other for the “mixed” Green’s function) which can be writ-
ten in matrix form. In the “mixed” case there will be no inhomogenity as spin
operators at different lattice sites commute (which will always be the case when
dealing with different sublattices). The Fourier transforms of “same-lattice” and
“mixed” Green’s functions (denoted by G1~k and G2~k) are taken over the respective
reciprocal sublattices in k-space:
G1~k =
∑
g−g′
〈〈
S+g ;S
−
g′
〉〉
e−i
~k·(~Rg−~Rg′) (5.58)
G2~k =
∑
g−f
〈〈
S+g ;S
−
f
〉〉
e−i
~k·(~Rg−~Rf), (5.59)
where the summation is over sites of the same sublattice or over different sub-
lattices, respectively. The higher-order Green’s functions are decoupled, as in the
ferromagnetic case, through the Tyablikov procedure (5.34). Inverting the 2×2
Green’s function matrix, one can solve for the same-lattice Green’s function G1~k,
which, via the spectral theorem and the identity
〈
S−i S
+
i
〉
= ~2S−~
〈
Sz(i)
〉
for the
S = 1
2
case, gives an expression for the sublattice magnetization:〈
SzA/B
〉
~S
=
1
1 + 2
N
∑′
~k
(
J0√
J20−J(~q)2
coth
(
β
〈
SzA/B
〉√
J20 − J(~q)2
)
− 1
) . (5.60)
The formula resembles closely that for the ferromagnet, except for the typical
square-root dependence on the exchange integrals which is related to the spin-wave
dispersion in simple antiferromagnetic spin-wave theory [3]. (For more details on
the derivation see also refs. [62] and [63].) Earlier, for reasons of simplicity, we
had restricted the interaction to nearest neighbours. Thus,
J0 =
∑
n.n.
i=fix
Jij (5.61)
J(~q) =
∑
n.n.
i=fix
Jije
i~q·(~Ri−~Rj), (5.62)
where “n.n.” stands for “nearest neighbours only” and i =fix reflects the fact that
only the dummy variable j is summed over.
From (5.60) it is possible to derive an explicit formula for the RPA Ne´el tem-
perature TRPAN , by making use of the series expansion coth(x) ≈ 1x + ... for small
values of x, i.e. close to the transition point where 〈Sz〉 (T = TN ) = 0 :
TRPAN =
J0
2kB
1
2
N
∑
~k
1(
1−J2(~k)
J2
0
) . (5.63)
In our case, where Jij = J 6= 0 for nearest neighbours i, j only and where the lattice
is of ABAB structure, it is straightforward to show that in the thermodynamic
limit the sum in the denominator diverges in two dimensions while remaining
finite in three dimensions. Due to a 1/k2 divergence of the integrand close to
k = 0, which is not cancelled by the 2D volume element kdk, the sum diverges
logarithmically in two dimensions. In three dimensions, the sum remains finite.
Thus, one recovers the Mermin-Wagner theorem which states that there can be
no finite-temperature phase transition in the two-dimensional isotropic Heisenberg
model.
5.2.5. Transition from two to three dimensions via 3D anisotropic in-
terlayer coupling
Previously, we saw (eqn. (5.48),(5.60)) that the dimension determines the (sub-
lattice) magnetization via summation over D-dimensional k-space. In those cases
where one starts from an a priori restriction in geometry, the choice of dimension
is fixed from the very beginning. These cases were discussed at length for the
ferromagnet and, in the previous section, for the antiferromagnet as well. There
is, however, another method for changing effective dimensionality. Instead of re-
stricting the geometry of the system a priori, one can change the interaction in
such a way as to mimic the change in dimension.
As an example, we shall return to our discussion of the antiferromagnet. The
interaction had been restricted to nearest neighbours. If we choose the interaction
parameters Jij so that (for a fixed lattice site i) Jij = J|| if sites i and j lie within
a plane and Jij = J⊥ if j is located in the direction orthogonal to this plane, then,
by varying the anisotropy parameter
ε :=
J⊥
J||
(5.64)
we can change the coupling continuously from quasi two-dimensional (ε = 0) to
(isotropic) three-dimensional (ε = 1).
Of course we have to distinguish between the coordination numbers within the
plane and those along the orthogonal direction, z|| and z⊥. Modifying (5.63), the
formula for the RPA Ne´el temperature, to take into account the anisotropy gives
(see also ref. [65] for comparison)
TRPAN =
J||
2kB
z|| + εz⊥
2
N
∑
~q
1
1−
(
z||γ||(~q))+εz⊥γ⊥(~q)
z||+εz⊥
)2 (5.65)
where the substitution J0 =
∑
n,m
i=fix
Jij = z||J|| + εz⊥J|| has been carried out and
where we have used the common abbreviations
γ||(~q) =
1
z||
∑
n.n.||
ei~q·
~∆|| (5.66)
γ⊥(~q) =
1
z⊥
∑
n.n.⊥
ei~q·
~∆⊥. (5.67)
Note that in the strictly two-dimensional case (where z⊥ = 0and ~q = (qx, qy))
the sum in the denominator (5.65) diverges as expected. In the following, however,
we shall focus on the limit with D = 3, i.e. ~q = (qx, qy, qz) = (~q||, q⊥),but with
quasi two-dimensional interaction: ε→ 0.
Apart from prefactors, in the thermodynamic limit the sum can be replaced
by an integral: ∫
d3~q
1
1−
(
z||γ||(~q)+εz⊥γ⊥(~q)
z||+εz⊥
)2 . (5.68)
Evidently, the main contribution to the integral will come from near q = 0, since
there γ||(~q) and γ⊥(~q) can be approximated by 1− α||/⊥q2. Note that by a proper
choice of α||and α⊥one can isolate a finite sphere around the origin throughout
which the approximation (as far as the total value of the integral is concerned)
holds exactly. With a suitable choice of z˜||, it is also possible to write
γ||(~q) =
1
z˜||
∑
n.n. ~R
ei~q||·
~R (5.69)
instead of the original definition, while preserving the qualitative dependence on
|~q| (at least in the thermodynamic limit.)
With the above modifications, we find for the integral Iover a suitable sphere
around the origin
I =
∫
S
d3~q
1
1−
(
z||
z||+εz⊥
)2
(1− α||q2||)2 −
(
εz⊥
z||+εz⊥
)2
(1− α⊥q2⊥)2 + ...
...+ 4
(
εz⊥z||
z||+εz⊥
)2
(1− α||q2||)(1− α⊥q2⊥)2
≥
∫
S
d3~q
1
Aε +Bε(1− βε2)q2|| + ε2Cεγq2⊥
=: I ′ (5.70)
where only quadratic contributions have been retained in the last line. Quantities
with ε as an index are smooth functions of ε remaining finite as ε→ 0. We have
also made extensive use of our previous notation ~q = (~q||, q⊥) where ~q|| is a vector
of the basal plane and q⊥ the coordinate orthogonal to the plane.
The evaluation of the last integral is carried out in cylinder coordinates, first
integrating in z-direction from a lower cutoff −Λ⊥ to the upper cutoff +Λ⊥. Af-
terwards, we integrate in the basal plane using polar coordinates:
I ′ =
∫
d2~q
+Λ⊥∫
−Λ⊥
dq⊥
1(
Aε +Bε(1− βε2)q2||
)
+ ε2Cεγq2⊥
= 2π
Λ||∫
0
dq||
2q||√
Aε +Bε (1− βε2) q2||
arctan
 ε√CεγΛ⊥√
Aε +Bε (1− βε2) q2||

= −4π/
(
ε
√
CεγΛ⊥
)
Bε(1− βε2)
u1∫
u0
du
arctanu
u2
, (5.71)
where in the last integral the substitution
u :=
ε
√
CεγΛ⊥√
Aε +Bε (1− βε2) q2||
(5.72)
has been used, with u0 = ∞ and u1 = ε
√
CεγΛ⊥√
Aε+Bε(1−βε2)Λ2||
as the integration limits.
The integral vanishes at infinity and, thus, we find
I ′ =
4π/
(
ε
√
CεγΛ⊥
)
Bε(1− βε2) ·

√
Aε +Bε(1− βε2)Λ2||
ε
√
CεγΛ⊥
arctan
 ε√CεγΛ⊥√
Aε +Bε(1− βε2)Λ2||

+
1
2
ln
(
1 +
Aε +Bε(1− βε2)Λ2||
ε2CεγΛ⊥
)]
. (5.73)
From this, one can read off the following result: While the arctan approaches zero
for ε → 0 and thus may cancel the 1/ε2 divergency due to the prefactors, there
will always remain a divergency in the logarithmic contribution. Since the integral
I ′ determines the Ne´el temperature via eqn. (5.65)
TRPAN =
J||(z|| + εz⊥)
ξ˜kB
· 1
I ′
(5.74)
we see that in the quasi-2D limit of vanishing interlayer coupling (ε→ 0) the Ne´el
temperature (as calculated from Tyablikov RPA) vanishes as
TRPAN ε˜→0
ε
|ln (ε)| , (5.75)
in complete accordance with the Mermin-Wagner theorem.
5.2.6. Extending the results to higher spins (S > 1/2)
The results so far were derived for the S = 1/2 case only. They can, however, be
extended to arbitrary spin by a rather simple procedure. The definitions of φ(d)
and E(~q) remain unchanged in relation to the previous discussion for ferromagnets
[64] as well as for antiferromagnets [60]. Only eqn. (5.48) must be modified to
run
〈Sz〉
~
=
[S − φ(S)] [1 + φ(S)]2S+1 + (1 + S + φ(S)) (φ(S))2S+1
(1 + φ(S))2S+1 − (φ(S))2S+1 . (5.76)
The easiest way to reproduce the above S = 1/2 results for higher spins is to show
that the convergence, or divergence, of φ(d) will lead to a finite or vanishing 〈Sz〉
value, respectively. This suffices because φ(d) is the only quantity that depends
explicitly on the dimension.
For large values of φ(d), one can expand (5.76) in powers of 1/φ(d)to get [3]
〈Sz〉
~
≈ S(S + 1)
3φ(S)
, (5.77)
thus establishing to order O(1/φ2) that the results obtained above carry over to
this section.
Alternatively, writing (5.76) in powers of φ, one finds
〈Sz〉
~
=
[S − φ] [1 + φ]2S+1 + (1 + S + φ)φ2S+1
(1 + φ)2S+1 − φ2S+1
=
2S+1∑
n=0
S
(
2S+1
n
)
φn −
2S+1∑
n=0
(
2S+1
n
)
φn+1 + φ2S+1(1 + S) + φ2S+2
φ2S+1 −
2S+1∑
n=0
(
2S+1
n
)
φn
=
2S∑
n=1
(
S
(
2S+1
n
)− (2S+1
n−1
))
φn − S
2S∑
n=0
(
2S+1
n
)
φn
=
2S−1∑
n=1
(
S − n
2S−n+2
) (
2S+1
n
)
φn − S
2S∑
n=0
(
2S+1
n
)
φn
, (5.78)
where in the last step we have used the recursion relation for binomial coefficients.
For S ≥ 1 the coefficients in the numerator and the denominator are finite, so
from the general form
〈Sz〉
~
=
2S−1∑
n=1
αnφ
n − S
2S∑
n=0
βnφn
(5.79)
we can see that the polynomial in the denominator is of higher order than the nu-
merator since β2S =
(
2S+1
2S
) 6= 0. If, as in 2D, φ diverges assuming finite 〈Sz〉 , eqn.
(5.79) immediately contradicts the assumption. Thus, in two dimensions, 〈Sz〉
must vanish. On the other hand, if φ remains finite (as expected in 3D), a finite
value of 〈Sz〉 is consistent with (5.79), thus allowing for a non-zero spontaneous
magnetization.
To summarize our discussion of the Tyablikov method, it has been shown that
the Tyablikov method for the Heisenberg model conserves the Mermin-Wagner
theorem: In two dimensions, a finite value of 〈Sz〉 can only be achieved by apply-
ing an external field; a magnetic phase transition at finite temperature is ruled
out. Spatial dimensionality enters the calculation explicitly through the k-space
integral appearing in the definition of φ. The Tyablikov method, in this respect,
differs markedly from mean-field theory, where the coordination number of a given
lattice is the only variable accounting for the geometry of the system, or from sim-
ple improvements thereof, such as Onsager reaction-field theory discussed in the
previous section.
6. Summary
In this paper, we have investigated several aspects of dimensionality in many-
body theories of long-range order. The Bogoliubov inequality, together with the
concept of quasi-averages, which we have discussed in Chapter II, provides the
mathematical tools for examining rigorously whether or not a phase transition
occurs. For film systems, i.e. systems of d identical two-dimensional layers stacked
on top of each other, we have shown that a magnetic phase transition at finite
temperatures can be rigorously ruled out, unless d → ∞. The proof holds for a
wide class of many-body Hamiltonians, such as the Heisenberg, Hubbard, Kondo-
lattice, and Periodic Anderson Model. The general nature of the proof suggests
that analogous results would be obtained for other Hamiltonians and other kinds
of phase transition as well. For s-wave pairing in Hubbard films this conjecture
has been confirmed.
The Bogoliubov inequality has been adapted to fit in with a more general
framework of correlation inequalities as presented in Chapter IV. From the alge-
braic properties of some of the main statistical quantities characterizing a phase
transition (most notably the static susceptibility), rigorous relations have been
derived which may be used to derive relations between different types of order
parameters or phase transitions. The general applicability of the formalism pre-
sented, particularly the fact that the Bogoliubov inequality and the Goldstone
theorem fit in well with it, suggest that further research in this direction might
be able to clarify some conceptual issues in the theory of (magnetic) phase tran-
sitions.
Finally (Chapter V), we have contrasted some approximative methods of
many-body physics with respect to whether or not they conserve the Mermin-
Wagner theorem. As it turns out, simple extensions of mean-field theory (which
is known to violate the Mermin-Wagner theorem) satisfy the Mermin-Wagner the-
orem at best on a superficial level. By including fluctuations as in the Tyablikov
method, it is possible to construct an approximative theory that reproduces the
Mermin-Wagner theorem in all the relevant limiting cases.
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As of today, the Mermin-Wagner theorem is perhaps the strongest rigorous
statement available, as it covers a variety of different models, is independent of
the microscopic parameters and is applicable in the thermodynamic limit. It is,
however, a negative statement about phase transitions. Therefore, it is unclear
whether or not future investigations of this problem will eventually be able to
satisfactorily resolve the question of precisely how phase transitions do occur in
the real world. With these considerations in mind, it is perhaps appropriate to
close our discussion of the Mermin-Wagner theorem and related exact results on
a philosopher’s remark, namely that
“It is the mark of an educated man to look for exactness in each class
of things just so far as the nature of the subject admits.”1
1Aristotle, Nicomachean Ethics.
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A. Positive semi-definiteness of the
Bogoliubov scalar product
With (2.13) the Bogoliubov scalar product B has been defined as
B(A;B) =
∑
n.m
En 6=Em
〈
n
∣∣A+∣∣m〉 〈m |B|n〉 wm − wn
En −Em (A.1)
with
wn =
exp(−βEn)
tr (exp(−βH)) , (A.2)
where H is the Hamiltonian and A,B are arbitrary operators.
In order to verify that B indeed has the properties one expects from the
mathematical definition of a scalar product, we check the axioms:
• B(A;B) is a complex number with B(A;B) = (B(B;A))∗ . This follows
from (A.1) by noting that (wm − wn)/(En −Em) is a real number and(〈
n
∣∣B+∣∣m〉 〈m |A|n〉)∗ = 〈n ∣∣A+∣∣m〉 〈m |B|n〉 . (A.3)
• B(A;B) is linear with respect to its arguments: B(A;α1B1 + α2B2) =
α1B(A;B1) + α2B(A;B2). This follows from the properties of the matrix
element 〈m |B|n〉 . By use of the first axiom, one can derive an analogous
relation for the first argument of B.
• B induces a positive semi-definite norm in the space of operators, i.e.
B(A;A) ≥ 0, (A.4)
because of (wm − wn)/(En −Em) ≥ 0.
• B(A;A) = 0 does not, in general, imply A = 0 (for which (A.4) indeed
vanishes); e.g. for the Hamiltonian, B(H ;H) = 0 , while H = 0 is no
physically meaningful Hamiltonian.
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B. Upper bound for |〈c+nβσckγσ〉|
In order to derive an upper bound for the expectation value
∣∣〈c+nβσckγσ〉∣∣ one uses
the procedure that has been discussed in the main text (see eqns. (3.39) ff.) for
the correlation function
〈
c+nγσcnγ−σS
−σ
nγ
〉
which we encountered in the s-f case.
For (n, β) = (k, γ) one obviously has〈
c+nβσcnβσ
〉 ≤ 1. (B.1)
Starting, in the general case, with the decomposition〈
c+iασclνσ
〉
=
1
4
〈(
c+iασ + c
+
lνσ
)
(ciασ + clνσ)
− (c+iασ − c+lνσ) (ciασ − clνσ)
+i
(
c+iασ + ic
+
lνσ
)
(ciασ − iclνσ)
−i (c+iασ − ic+lνσ) (ciασ + iclνσ)〉 (B.2)
one can apply the spectral theorem,
∑
σ
〈
c+iασclνσ
〉
=
1
4~
4∑
j=1
∞∫
−∞
dE
1
eβE + 1
φ(j)
∑
σ
S
(−)
A+jσAjσ
(E), (B.3)
where φ : (j = 1, 2, 3, 4) → (φ(j) = +1,−1,+i,−i) defines a phase factor for
every term as in (3.39), and S
(−)
A+jσAjσ
(E) = 1
2π
〈[
A+jσ, Ajσ
]
+
〉
(E) is the spectral
density in its energy representation. Hence
∣∣〈c+nβσckγσ〉∣∣ ≤ 14
4∑
j=1
1
~
∞∫
−∞
dE |φ(j)| 1
eβE + 1
S
(−)
AjA
+
j
(E)
≤ 1
4
4∑
j=1
M
(0)
AjA
+
j
, (B.4)
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where each of the 0-th spectral moments in (B.4) can be expressed by the expec-
tation value of the anticommutator:
1
~
∞∫
−∞
dES
(−)
A+jσAjσ
(E) ≡M (0)
A+jσAjσ
=
〈[
A+jσ, Ajσ
]
+
〉
. (B.5)
In (B.4), use has already been made of the triangle inequality∣∣∣∣∣∑
j
φ(j) · ...
∣∣∣∣∣ ≤∑
j
|φ(j) · ...|
and of the fact that for pairs of adjunct operators, the spectral density is positive
definite.
Since we have discussed the case (n, β) = (k, γ) in (B.1) separately, we can
now assume (n, β) 6= (k, γ). The 0-th spectral moments can be easily calculated;
they each give M
(0)
AjA
+
j
= 2. Thus for all n, k, β, γ we have as an upper bound∣∣〈c+nβσckγσ〉∣∣ ≤ 2. (B.6)
C. From correlation inequalities to
the Bogoliubov inequality
For completeness, we derive in this section the remaining integrals in eqn. (4.72),
thus completing the derivation of the Bogoliubov inequality within the correlation
inequalities approach:
• For the integral on the LHS of (4.72) it must be shown that
1
~
∫
dE
E
S[H,C]−;[H,C]
+
−
(E) =
〈[
C,
[
H,C+
]
−
]
−
〉
. (C.1)
Since the double commutator is related to the spectral density SCC+ by〈[
C,
[
H,C+
]
−
]
−
〉
=
∫
dEESCC+(E), (C.2)
due to the general commutator representation of the spectral moments, it
suffices to show directly that
S[H,C]−;[H,C]
+
−
(E) = E2SCC+(E). (C.3)
This is indeed the case:
S[H,C]−;[H,C]
+
−
(E) =
1
Ξ
∑
mn
(
e−βEm − e−βEn) 〈m |HC − CH|〉 ·〈
n
∣∣(HC)+ − (CH)+∣∣m〉 δ(E − (En − Em))
=
1
Ξ
∑
mn
(e−βEm − e−βEn) (−(En − Em))2 〈m |C|n〉 ·
· 〈n ∣∣C+∣∣m〉 δ(E − (En −Em))
=
1
Ξ
∑
mn
(
e−βEn − e−βEm)E2 〈m |C|n〉 〈n ∣∣C+∣∣m〉 ·
·δ(E − (En − Em))
= E2SCC+(E), (C.4)
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where we have twice made use of the spectral representation (4.38) of the
spectral density.
• The integral on the LHS of (4.72) can be treated similarly:∣∣∣∣∫ dEE S[C,H]−;A+(E)
∣∣∣∣2
=
∣∣∣∣∣ 1Ξ
∫
dE
E
∑
mn
(
e−βEm − e−βEn) 〈m |CH −HC|n〉 ·〈
n
∣∣A+∣∣m〉 δ(E − (En −Em))∣∣2
=
∣∣∣∣∣
∫
dE
[
1
Ξ
∑
mn
(
e−βEm − e−βEn) 〈m |C|n〉 〈n ∣∣A+∣∣m〉 δ (E − (En − Em))
]∣∣∣∣∣
2
=
∣∣∣∣∫ dESCA+(E)∣∣∣∣2 = ∣∣∣〈[C,A+]−〉∣∣∣2 . (C.5)
Thus the transition from the correlation inequality (4.72) to the Bogoliubov
inequality (4.73) can indeed be made.
D. Integral inequalities
We give here, for reference, a list of important mathematical inequalities that
hold for real-valued functions f(x), g(x) under the additional conditions given
with each inequality.1 Not all of these inequalities are used in this thesis, but it
appears worthwhile to contrast those we do use with related ones.
Cauchy-Schwarz inequality
Let f(x) and g(x) be any two integrable functions on [a, b] . Then,(∫ b
a
dxf(x)g(x)
)2
≤
(∫ b
a
dxf 2(x)
)(∫ b
a
dxg2(x)
)
, (D.1)
and the equality will hold if, and only if, f(x) = kg(x), with k real.
Ho¨lder’s inequality
Let f(x) and g(x) be any two functions for which |f(x)|p and |g(x)|q are integrable
on [a, b] with p > 1 and p−1 + q−1 = 1; then,∫ b
a
dxf(x)g(x) ≤
(∫ b
a
dx |f(x)|p
)1/p
+
(∫ b
a
dx |g(x)|q
)1/q
. (D.2)
The equality holds if, and only if, α |f(x)|p = β |g(x)|q , where α and β are positive
constants.
1The list follows the section on integral inequalities in ref. [66]. The standard reference for
inequalities from a mathematical viewpoint is [67].
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Minkowski’s inequality
Let f(x) and g(x) be any two functions for which |f(x)|p and |g(x)|p are integrable
on [a, b] with p > 0; then,(∫ b
a
dx |f(x) + g(x)|p
)1/p
≤
(∫ b
a
dx |f(x)|p
)1/p
+
(∫ b
a
dx |g(x)|p
)1/p
. (D.3)
The equality holds if, and only if, f(x) = kg(x) for some non-negative k.
Jensen’s inequality
Let f(x) and g(x) be defined for a ≤ x ≤ b such that α ≤ f(x) ≤ β and g(x) ≥ 0,
with g(x) 6= 0. If φ(u) is a convex function on the interval α ≤ u ≤ β, i.e. if for
any two points u1, u2 in [α, β]
φ
(
u1 + u2
2
)
≤ φ(u1) + φ(u2)
2
,
then the following relation between f(x), g(x), and φ(f(x)) holds:
φ
(∫ b
a
dxf(x)g(x)∫ b
a
dxg(x)
)
≤
∫ b
a
dxφ(f(x))g(x)∫ b
a
dxg(x)
. (D.4)
Due to the importance of convex functions in statistical mechanics, Jensen’s in-
equality is one of the more widely used integral inequalities. For the use of Jensen’s
inequality in statistical mechanics see the paper by Luttinger, ref. [68].
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