A s reviewed elsewhere in this issue, there is strong support for the idea that biomechanical forcesnotably wall shear stress (WSS) at the blood-wall interface and structural stresses within the wall-play a central role in cerebral aneurysm pathophysiology. As these forces are extremely difficult to measure clinically, there has been much interest in translating computational modeling, widely used in engineering practice, to the clinical domain.
specific is this information. With that in mind, the aims of this review are as follows: 1) to explain the various and sometimes interacting sources of error and variability (note: "error" refers to the accuracy of the computational model relative to a [typically unknown] ground truth. "Variability" reflects the achievable precision due to interlaboratory variability in tools and techniques, intralaboratory variability in their use, and measurement or inherent physiological variability in input parameters); 2) to identify seminal studies that have investigated their impact on hemodynamic predictions; and 3) to discuss their relative importance in the context of how computational models might be used in clinical decision-making.
Imaging and Segmentation

Imaging Modality
Given that aneurysms have complicated, 3D morphologies, computational modeling must rely on 3D angiography. 3D rotational angiography (3DRA) provides the highest contrast and resolutions (approximately 0.2-0.3 mm) but is unsuitable for diagnosing and following patients with unruptured aneurysms. Modern multidetector CTA offers resolutions of approximately 0.4-0.5 mm but can still be challenged by small lesions, anatomical variations, and artifacts from nearby bone. MRA avoids ionizing radiation, but offers poorer resolutions (approximately 0.6-0.8 mm) and may require contrast agents to overcome time-of-flight artifacts due to slowly recirculating flows that may be present in some aneurysms.
A 2011 CFD study of 10 aneurysms reconstructed from both 3DRA and CTA reported "excellent" agreement in gross flow patterns but "substantial" quantitative differences in time-averaged WSS (TAWSS); 22 however, only a 4-slice CT scanner was used. A more recent comparison of 3DRA and cone-beam CTA for CFD of 4 aneurysms reported significant differences in low WSS; 37 nevertheless, qualitative differences in TAWSS appeared modest, at least relative to other sources of error/variability discussed in later sections. Our own preliminary CFD study of 16
FIG. 1.
Flowchart of typical steps/inputs into the patient-specific computational modeling pipeline. Pt = patient.
aneurysms reconstructed using both 3DRA and modern (320-detector-row) 4DCTA suggested good agreement for TAWSS, at least for medium and large aneurysms.
With that said, Brinjikji et al. 7 demonstrated that even 3DRA can overestimate the aneurysm neck compared to 2D DSA. Schneiders et al. 49 subsequently reported neck overestimation in 8 of 20 3DRA-derived CFD models, which resulted in "non-negligible" errors in the size and/ or position of various hemodynamic features after manual correction of the neck from 2D DSA. Per Fig. 3 , one can debate what constitutes "non-negligible"; however, it is indisputable that ostium area plays a central-but-complex role in intraaneurysmal flow dynamics: narrower ostia promote jetting and flow instability/turbulence but also resistance to flow entering the sac, suppressing jet momentum and instability.
In this regard, another source of variability is the (often site-specific or manufacturer-proprietary) filtering used to reconstruct image volumes from raw acquired data. 44 A recent study of 8 aneurysms showed, for example, qualitative impact of 3DRA reconstruction kernel on peak systolic jetting, albeit with only modest changes in TAWSS. Since hospital PACS may store only processed image volumes rather than raw data, the choice of reconstruction kernel can be irrevocable, exacerbating imaging variability and confounding standardization.
Lumen Segmentation
Segmentation to a specified image intensity (thresholding) is widely used for clinical visualization of 3D vasculature owing to its speed. For computational modeling, where modest variability in vascular diameter, roughness, or morphology can be amplified in hemodynamic parameters, segmentation to maximum intensity gradients is more attractive because, in theory anyway, they catch the true edge of the lumen regardless of any partial volume blurring. 23 The "real world" variability of aneurysm segmentation for computational modeling purposes has been tested in two international CFD Challenges, for which participants were provided only with 3DRA image volumes. The first, in 2015, 57 revealed clear differences in sac morphology and roughness across the 26 participating groups. Per  Fig. 4 , it also highlighted another source of segmentation variability: some groups clipped their CFD models close to the sac, whereas others included more extensive distal and especially proximal vasculature. As discussed in the next section, this can have a nonnegligible impact on prescribed flow boundary conditions. While the design of the 2015 Challenge precluded isolating the impact of segmentation variability on hemodynamics, it is interesting to note that two groups each submitted two segmentations, differing in methodology, and/or smoothing. For one group there was only a 4% difference in TAWSS, but for the other it was up to 40%, hinting that segmentation variability is a (the?) key contributor to variability in computational models.
The subsequent Multiple Aneurysms Anatomy Challenge (MATCH2018) 4 found similar segmentation variability, despite roughly equal use of threshold-versus gradient-based methods among the 26 participating groups. Interestingly, only one group was deemed to have correctly segmented the aneurysm necks (vs blinded 2D DSA); however, they required nearly 24-person-hours/case compared to the median 2 hours. Unlike the design of the 2015 Challenge, MATCH2018 ultimately aimed to isolate the impact of segmentation variability on hemodynamic predictions versus other sources of input variability.
Boundary Conditions
In CFD, boundary conditions at inlets are usually imposed as time-varying velocities whose magnitudes are based on patient-specific or generic/estimated flow rates but whose cross-sectional profile shape must be assumed. At outlet(s), less restrictive conditions can be imposed that assume uniform pressure and/or negligible velocity gradients normal to each outlet's face. 
Inlet Velocity Profile Shape and Model Extent
In the tortuous cerebrovasculature, the shapes of velocity profiles are complex and highly geometry dependent. So, for CFD, inlet velocity profiles are usually analytically prescribed to be uniform (i.e., flat or plug shaped) or fully developed (Poiseuille or Womersley), the latter equivalent to assuming a long cylindrical extension upstream. (Or, per Fig. 4 , such long flow extensions may be used to "develop" a velocity profile computationally.)
As might be expected, the more patient specific the model is upstream of the aneurysm, the less dependent it will be on the assumed velocity profile shape.
9,25,45 Yet, for the middle cerebral artery (MCA) aneurysm case in Fig.  4 , roughly half of the groups truncated the MCA to varying lengths, whereas others included the internal carotid artery (ICA) siphon. Coupled with the almost equal use of plug versus fully developed inlet velocity profiles, this was shown to contribute to the wide variability in the 2015 CFD Challenge.
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Inflow Rates
Patient-specific flow rates are rarely acquired as part of clinical routine. Instead, flow rates may be taken from measurements of another individual, averages from published cohorts, or exemplary network (0D/1D) models derived from them. 14, 47 These, however, belie well-known variability in flow rates across patients.
A popular way around this is to assume a pulsatile flow waveform shape from the literature 27,28 and then scale its cycle-average (hereafter denoted Q avg ) by the vessel diameter (D), reflecting that arteries tend to adapt their caliber to demanded flow. The most commonly used scaling law assumes Q avg ~ D 3 , the so-called cube or Murray's law, 42 which is tantamount to assuming the same inlet WSS for all patients. For large cerebral arteries, however, a square law (Q avg ~ D 2 ), which assumes the same inlet mean velocity for all patients, has been shown to be more appropriate. 11 That these scaling laws may be sources of error in aneurysm CFD has been demonstrated by several studies having access to patient-specific flow rates. Per Fig. 5 , Marzo et al. 41 showed that a cube law tended to underestimate TAWSS, although its normalized distribution around the sac was surprisingly conserved. Conversely, Jansen et al.
30 reported significant differences in TAWSS using patient-specific versus generic inflow conditions, highlighting qualitative differences in flow patterns for 21 of 36 cases. It is worth noting, however, that the authors actually imposed patient-specific Q avg onto their generic flow waveforms, i.e., flow waveform shape was the only possible culprit. This is at odds with Xiang et al., 61 who reported a negligible impact of waveform shape on TAWSS and oscillatory shear index (OSI) in 4 ICA aneurysms. Most recently, Chnafa et al. 12 showed that use of any diameter scaling law can, for individual cases, introduce errors in Q avg well above 50%. In 3 of 4 cases, differences in TAWSS and OSI were negligible; however, in 1 case, differences even in TAWSS patterns were evident, and highfrequency flow instabilities appeared only when using the patient-specific flow rate.
In addition to introducing error, the use of different scaling laws, waveform shapes, and even diameter measurement locations 58 across modeling groups can introduce wide variability into the aneurysm CFD literature. This was demonstrated in the 2013 and 2015 CFD Challenges, which reported parent artery Q avg varying by an order of magnitude across groups, 29,57 and with some falling well outside normal physiological ranges.
Outflow Rates or Pressures
The most convenient way to handle multiple outlets in an aneurysm CFD model is to assume the same (often zero) pressure, which is the default setting in many CFD solvers, and is often justified-erroneously 13 -as the outlets feeding the same microvascular beds. Alternatively, the same scaling laws used for inlets can be used to estimate the division of flow across the outlets based on their diameters. While this has been shown to be reasonably accurate, 11 the flow divisions can depend on the (subjectively chosen) length and/or number of outlets. Moreover, for extensive models, the outflows actually determine the parent artery inflow rates (Fig. 2) .
This was demonstrated by Chnafa et al., 13 who proposed applying scaling laws not at each outlet but at each branch point, essentially reducing the 3D model to a simple 0D network that predicted outflow rates or the outflow pressures required to achieve them. Based on 70 such 3D→0D MCA aneurysm cases, this "splitting" approach was shown to provide superior estimations of branch flow rates compared to the zero-pressure assumption, the latter also shown to be sensitive to arbitrary model truncations. In 10 cases selected for CFD, several showed differences in TAWSS and OSI between the splitting and zero-pressure approaches, which was attributable to differences in parent artery flow rates rather than aneurysm outflow divisions.
Blood and Wall Properties
Blood Properties Blood is a complex fluid having shear-thinning, viscoelastic, and thixotropic properties. Properly accounting for these non-Newtonian effects can be computationally prohibitive, so models typically assume constant (Newtonian) viscosity, considered reasonable given the nominally high shear rates and long time scales of flow in millimeter-sized arteries. When non-Newtonian models are employed computationally, they are almost invariably simple equations allowing viscosity to increase, instantaneously, with decreasing shear rate.
In 2012, Xiang et al. 62 warned that a "Newtonian viscosity model could overestimate wall shear stress in intracranial aneurysm domes and underestimate rupture risk"; however, of the 3 cases studied, only 1, having a high aspect ratio and already pathologically low WSS, showed perceptible non-Newtonian effects. Conversely, Castro et al. 8 concluded that non-Newtonian effects were not statistically significant, based on 10 cases showing only slight impact on WSS (Fig. 6) . Similarly, Khan et al. 34 concluded that non-Newtonian effects were negligible based on 3 cases for which CFD solver settings had demonstrably greater impact on hemodynamics.
So, while Newtonian viscosity might well overestimate WSS in regions of highly stagnant flow, like daughter sacs or blebs, 24 it must be remembered that red blood cell aggregation (the mechanism for higher viscosity in stagnant flow) can require several cardiac cycles, whereas disaggregation may be instantaneous. 16 Thus, simple shearthinning models may overestimate non-Newtonian effects as much as Newtonian models may underestimate them. 1, 38 Even for Newtonian models there is inherent error and variability. While most aneurysm patients obviously get blood work, viscosities, which can vary ± 20% among individuals, 6 are rarely provided to computational models. Even "normal" viscosity used by different groups can vary by approximately 10%. 57 Blood properties are thus almost never patient specific, but their impact on hemodynamic predictions is almost certainly secondary to geometry and flow rates, as discussed in previous sections.
Wall Properties
Most aneurysm CFD studies assume rigid walls, despite cerebral aneurysm walls tending to be highly heterogeneous, comprising thick, atherosclerotic or hypoplastic regions adjacent to superthin ones. These submillimeter thicknesses, let alone their intraindividual variations, are difficult to resolve with standard clinical imaging. Similarly, the material properties of these regions can also be highly variable. 10 For this reason, most structural (or fluidstructure CFD) modeling of cerebral aneurysms has, historically, relied on assumed and often uniform wall properties, 56 thus being hardly patient specific. The potential impact of this was recently demonstrated by Voß et al., 60 who reconstructed a patient-specific model of a fatal anterior communicating artery aneurysm imaged by micro-CT after autopsy and compared it to a model assuming constant thickness. As expected, wall stresses derived from the latter had substantial errors relative to the former. WSS, on the other hand, was already very low in this case and so the authors did not comment on any differences, except to note that time-averaged wall displacements were always below 1 mm.
Indeed, it is well known from cine DSA that aneurysms tend to have small wall displacements. As opposed to trying to predict these based on gross assumptions about the wall, Dempere-Marco et al. 17 directly imposed cine DSAderived displacements onto CFD models of 3 cases, revealing only slight differences in the magnitudes of WSS, and no overall change in their distributions, compared to rigid models. In a separate study by the same group, the influence of parent artery motion on WSS in 2 basilar tip aneurysm cases was also shown to be negligible. 51 Taken together, these observations support the almost universal assumption of rigid walls for patient-specific aneurysm CFD, thus avoiding the conceptual and computational complexities of fluid-structure modeling. They also help to explain the focus of cerebral aneurysm studies on WSS as a proxy for wall strength, in contrast to the successful application of wall stress in rupture risk prediction for aortic aneurysms 20 -namely, the larger size of the latter allows plausible resolution of the wall, without which any patient-specific predictions of wall stress would be meaningless.
Solution Strategy
In theory, if provided with all necessary patient-specific inputs, the output of a computational model should be error-free. In practice, of course, this is not the case because computational modeling relies on approximation of the governing equations by numerical schemes, discretization of the lumen and/or wall into a grid or mesh of points or elements, and division of the pulsatile cardiac cycle into discrete time steps. These choices are informed primarily by the trade-off between computational effort and accuracy.
To appreciate how this can introduce error and variability, consider the findings of the 2012 CFD Challenge, where all groups were provided with the same lumen geometry, flow rates, and blood properties for a single ICA aneurysm case. 53 Although gross quantities like pressure drops were largely consistent across groups, Fig. 7 shows that details like intraaneurysmal velocity jetting were highly variable, with only a handful of groups, using highresolution CFD, predicting flow instabilities.
This nonnegligible impact of solution strategy was subsequently demonstrated by Valen-Sendstad and Steinman, 59 who showed, for 12 aneurysm cases, that typical numerical schemes, meshes, and time steps used in the aneurysm CFD literature could serve to suppress flow instabilities and alter WSS distributions compared to those predicted by higher-order schemes employing fine meshes and time-stepping. Khan et al. 36 subsequently highlighted the dangers of relying on default numerical schemes and settings in commercial CFD solvers, whereas careful attention to these allowed for coarser meshes and time steps and ultimately faster simulations.
While there is growing awareness and reporting of numerical schemes and solver settings, 5, 18, 35 mesh density is difficult to report owing to the use of different solver and element types and typically nonuniform refinement near walls and features of interest. Guidelines are thus difficult to provide, except to say that the onus is on individual groups to verify their solution strategies via proper mesh and time-step refinement studies. Nevertheless, in contrast to Hodis et al., 26 who recommended case-by-case refinement, in clinical settings it would seem more practical to err on the side of caution with conservatively fine discreti- zations, at the cost of (cheap) computation time but saving (expensive) operator time.
Hemodynamic Parameters
A great strength of computational modeling is its ability to derive any number of hemodynamic parameters. As pointed out by Kallmes, 32 however, this is also one of its weaknesses: a veritable alphabet soup of proposed parameters, having various or vague definitions, and relying on ill-defined delineations of the sac and parent artery for averaging or normalization. For example, in a recent review, Liang et al. 39 pointed out that low shear area, representing the fraction of the sac exposed to low WSS, relied on various criteria to define "low," ranging from a simple threshold value to some fraction of the "normal" parent artery WSS. Other quantities, like maximum WSS, could refer to the sac-averaged WSS at peak systole or the sac-maximum value of the time-averaged WSS, possibly contributing to its weak association with rupture.
As demonstrated by the 2015 CFD Challenge, some of the variability associated with segmentation and especially flow rate variability can be ameliorated by normalizing hemodynamic parameters to some patient-specific reference, e.g., parent artery WSS. Of course, this begs the question: how best to define the parent artery, especially for tortuous and tapering intracranial vessels? On the other hand, this same Challenge demonstrated that sac-average TAWSS reported by the groups was generally well correlated with sac-averaging performed by the organizers, suggesting that sac delineation may be a minor source of variability.
Finally, it is important to note that most of the abovecited studies have focused on TAWSS, owing to its nominal association with rupture. Other hemodynamic parameters related to the spatiotemporal dynamics of WSS can be expected to be more sensitive to errors or variability in inputs.
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Conclusions
As detailed above, and summarized in Table 1 , computational modeling of cerebral aneurysms is fraught with numerous sources of error and uncertainty, some unavoidable, some negligible, and some potentially reducible by establishing standards, protocols, and test cases ("phantoms"), echoing practice in clinical imaging. For example, truncation of models close to the aneurysm should be avoided to minimize the impact of the inevitable assumptions about velocity or pressure profile shape at boundary faces. Any perceived benefit of patient-specific blood properties is probably outweighed by the cost even of seeking them from medical records. Similarly, the substantial added cost of modeling nonrigid walls is difficult to justify in the face of substantial uncertainties in wall thickness and properties. While the cost-benefit of patient-specific flow rates is less clear, in their absence it would be helpful to reach some consensus on standard recipes for estimating inflow rates to facilitate meta-analyses, and to encourage reality checks of formulaically derived flow rates against physiological references.
40,64
In the end, most patient-specific computational models are patient specific in terms of their lumen geometry only, but still there may be errors introduced, especially around the critical neck, by even the best 3D imaging modalities. It is difficult to foresee standards for segmentation given the many subjective decisions required, so this may be a key application for machine learning.
Of course, these conclusions are themselves fraught with some uncertainty, in that most of the cited studies relied on a handful of cases, varying one input with all others fixed, and often-subjective judgments of what constituted non-negligible differences. In the future, studies using more robust uncertainty quantification methodologies, 19 accounting for multiple interacting variabilities, are desired, as are studies testing the impact of these not on WSS itself but on its associations with more clinically oriented endpoints, e.g., wall pathology, enhancement, rupture, etc. Absent the latter, our review cannot presently draw conclusions about the fidelity of computational models for clinical decision-making.
Finally, we remind the reader that the alternative to computational modeling-direct clinical imaging of hemodynamics-is similarly fraught with oft-hidden assumptions and uncertainties. As just one example, spectral Doppler measurements of flow rates are of questionable reliability owing to highly skewed velocity profiles in the tortuous cerebrovasculature. 43 So just as digital cameras rely on "computational photography," increasingly augmented by machine learning, to overcome innate hardware limitations, we may look forward to a time when computational modeling and medical imaging become more seamlessly integrated. 
