In quantile regression, it is of interest to determine whether a covariate has varying or constant effect across quantiles, since in situations where the quantile coefficients share some common features we can improve the estimation efficiency through joint modeling of multiple quantiles. To automatically perform estimation and detection of the interquantile commonality, we propose a new penalization procedure with two variations of interquantile penalties for censored quantile regression. The proposed methods are shown to be consistent in separating the constant and varying effects across quantiles, and the resulting slope estimators have the same asymptotic efficiency with the oracle estimators obtained as if the true interquantile model structure is known a priori. Our simulation study suggests that the proposed estimators have competitive or higher efficiency than the existing estimator obtained by fitting censored quantile regression at each quintile level separately. The practical value of the proposed methods is further illustrated through the analysis of a renal disease data.
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Introduction
In survival analysis, it is common that responses of interest cannot be completely observed due to censoring. We assume the following linear model for the latent response T i (survival time or some transformation thereof),
where (α, β) are the unknown parameters, and ε i are independent random errors whose distributions are unknown and may depend on the p-dimensional covariate x i . Due to censoring, we only observe (x i , Y i , δ i ), where
C i is the censoring variable and δ i is the censoring indicator.
For censored quantile regression, assuming that all the quantiles of the response are linear in the covariates, Portnoy [16] proposed a recursive reweighting method that generalizes the Kaplan-Meier estimator, and Peng and Huang [15] developed a martingale-based estimator that can be viewed as an extension of the Nelson-Aalen estimator. Wang and Wang [20] proposed a locally weighted censored quantile regression estimator, which requires linearity only at the quantiles of interest and enjoys both computational and theoretical convenience. Some other researchers developed inverse-probability weighted estimators, for instance, Ying et al. [25] , Bang and Tsiatis [1] , Yin et al. [24] , Sun et al. [18] , but these methods all assume unconditional independence of survival and censoring variables. By employing the local Kaplan-Meier estimator, Leng and Tong [13] extended the estimator of Ying et al. [25] to accommodate covariate-dependent censoring.
Analysis at multiple quantiles is appealing as it can provide a more systematic approach to describe the relationship between the response and covariates. Existing censored quantile regression methods usually perform estimation at each quantile level separately. Two exceptions are Qian and Peng [17] and Jiang et al. [10] . By assuming that each covariate has either varying effects or constant effects across the quantiles, and the two types of effects are separated a priori, Qian and Peng [17] considered a partially functional effect model, where the estimation efficiency of the constant effects could be improved by pooling information across quantiles. Jiang et al. [10] posed a stronger assumption that the random errors in model (1) are independent and identically distributed (thus all covariates have constant effects across quantiles), and they extended the composite quantile regression method in [26] to randomly censored data. However, for both methods, the validity and estimation efficiency gain rely strongly on the correct specification of the constant and varying quantile coefficient structure, and this poses some limitations. For practical purpose, it is more desirable to simultaneously obtain estimation and identification of interquantile commonality in multiple-quantile regression.
We develop a new penalization procedure for simultaneous estimation and interquantile structure identification in multiple-quantile regression under random censorship. Among existing literature, several papers have studied penalization for quantile regression, but they either focused on variable selection at individual quantile levels [14, 26, 27, 23, 2, 22] or smoothing of neighboring quantiles for cases where T i are fully observed [11] . In our setup, to account for random censoring, we adopt the locally weighting idea in [20] , which avoids recursive estimation of the quantile process as required for instance in [16, 15] and thus is convenient to be adapted for interquantile penalization. Compared to Qian and Peng [17] and Jiang et al. [10] , our proposed approach is able to accommodate more flexible structures of quantile coefficients, and leads to more efficient estimation in the presence of interquantile commonalities without prior determination of the structure. For instance, the proposed procedure can identify the local commonality of the effect of a covariate (or a subset of covariates) in a region of quantile levels, and thus automatically incorporate such common information across quantiles to improve the estimation efficiency. Under some regularity conditions, we show that the proposed method is consistent in model selection; that is, it can identify the true model structure with probability approaching one, and the resulting estimator has the same asymptotic properties as that obtained as if the true model structure was known. In multiple-quantile regression, quantile crossing is a common and embarrassing phenomenon that makes the interpretation of estimation results difficult [7, 19, 23] . We adopt the convenient noncrossing constraints in [4] to avoid quantile crossing in covariate domains of interest.
The rest of the paper is organized as follows. In Section 2, we introduce the proposed penalization method and discuss some related computational issues. In Section 3, we present the asymptotic properties of the proposed penalized estimators associated with two different penalties. The finite sample performance of the proposed methods is assessed through a simulation study in Section 4 and the analysis of a renal disease data in Section 5. All technical details are provided in the Appendix.
Proposed method
Suppose we are interested in regression at J quantile levels 0 < τ 1 < · · · < τ J < 1, where J is a finite integer. Denote Q τ (T i |x i ) as the τ th conditional quantile function of T i given the covariate x i . We assume the following quantile regression model
where α τ j ,0 and β τ j ,0 are the unknown quantile coefficients at the quantile level τ j .
We first introduce the estimation for censored quantile regression at a single quantile level τ . Let F 0 (·|x) denote the conditional cumulative distribution function of T given x. If F 0 is known, then (α τ ,0 , β τ ,0 ) can be estimated consistently by minimizing the following weighted objective function
where ρ τ (u) = {τ − I(u < 0)}u, Y +∞ is any large value exceeding Q τ (T i |x i ) for all i = 1, . . . , n, and
It can be shown that the negative subgradient of the weighted objective function with respect to (α, β),
results in a consistent quantile coefficient estimator.
In practice, however, F 0 is unknown and has to be estimated. Wang and Wang [20] proposed to estimate F 0 by the nonparametric local Kaplan-Meier estimator, which was first proposed by Beran [3] and further studied by Dabrowska [5] , Gonzalez-Manteiga and Cadarso-Suarez [6] and so on. More specifically, the local Kaplan-Meier estimator is defined aŝ
), h n is the bandwidth, and K p (
) with K (·) being a univariate kernel function.
In this paper, we adopt the same local weighting scheme as in [20] for penalization across multiple quantiles. The advantage of this local weighting approach is that the local weights v i,τ (F ) can be obtained in a single step for all the censored observations instead of through a recursive algorithm as in [16, 15] , and this eases both computational and theoretical complications.
For notational simplicity, we write α τ j and β τ j as α j and β j , respectively, and reparameterize them as follows. Let β j,l be the lth element of β j , corresponding to the effect of the lth covariate at the quantile level τ j . Define
. . , J and l = 1, . . . , p so that d j,l (j ≥ 2) represents the slope difference at two adjacent quantiles τ j−1 and
T , and γ 0 as the true value of γ. With such reparameterizations, the τ j th quantile coefficient vector can be written as (α j , β
× J matrix with 1 in the first row and the jth column but zero elsewhere, 
For censored quantile regression at multiple quantiles, we propose a non-crossing penalized locally weighted estimator, where an adaptive fused penalty is adopted to shrink slopes across neighboring quantiles. The penalized estimator of γ is defined to be the minimizer of the following objective function
Herev i,j = v i,τ j (F ), withF =F (·|x) being the local Kaplan-Meier estimator of F 0 (·|x), are the local weights to account for random censoring. The second part of L AF (γ,F ) is the adaptive fused penalty, where λ n is the regularization parameter,
T is the slope difference vector for the lth covariate, and Diag(ω l ) is a diagonal matrix with adaptive weightsω l = (ω 2,l , . . . ,ω J,l ) T on the diagonal.
In this paper, we consider two variations of the penalty function with a = 1 corresponding to the Fused Adaptive Lasso (FAL) penalty and a = ∞ corresponding to the Fused Adaptive Sup-norm (FAS) penalty. The two penalties have different ''grouping'' behaviors: the FAL tends to equate the effects of a given covariate for neighboring quantiles, while the FAS tends to equate the effects of a given covariate across all quantiles. Letd j,l be the unpenalized estimator of d j,l , i.e., the minimizer of p without affecting the asymptotic properties of the resulting estimator (see [4] for some relevant discussion in conventional quantile regression.) Remark 1. When λ n = 0, the unpenalized estimator is equivalent to that of Wang and Wang [20] obtained at each quantile level separately. In the first part of (4), the quantile loss functions from different quantile levels are combined with the same weight. For special models, for instance, models with quantile-invariant slope coefficients, one could minimize the optimally weighted quantile loss function to estimate the common slope parameters [8, 9, 21] . However, due to dependence among quantiles, some optimal weights may be negative, which makes the combined loss function nonconvex and thus leads to computational difficulties. Assessing the impacts of optimal weights on interquantile penalization and studying how to solve the nonconvex optimization will be an interesting future topic.
Note that minimizing L AF (γ,F ) with the non-crossing constraint (5) is equivalent to solving
where ς > 0 is a tuning parameter that plays a similar role as λ n . In practice, we propose to select the tuning parameter ς by minimizing the Score-based Akaike Information Criterion (SAIC):
where
} is the negative subgradient based on the plugged-in weightŝ v i,j ,β ς ,j = D jγ ς is the penalized estimator with the penalization parameter value of ς , H n,
} is the asymptotic covariance matrix of M n (β ς,j ,v i,j ) based on the plugged-in weightsv i,j and edf (ς ) is the effective degree of freedom. We define edf (ς ) as the number of nonzero d's for the fused adaptive lasso penalty, and the number of unique d's for the fused adaptive sup-norm penalty. A similar score-based information criterion was employed by Wang et al. [22] for censored quantile regression at a single quantile level.
Large sample properties
In this section, we establish the asymptotic properties of the proposed fused adaptive lasso and fused adaptive sup-norm estimators. Let G(·|x) and F 0 (·|x) be the conditional cumulative distribution functions of the censoring variable C and survival variable T given x, respectively. Throughout the paper, we assume that {(
. . , n} is a random sample from models (2) and (3), and the censoring variable C i is independent of T i conditional on the covariate x i . We make the following additional assumptions.
A1
The covariate x i is bounded in probability and has a density functionh(x).
A2
The functions F 0 (t|x) and G(t|x) have first derivatives with respect to t, denoted as f 0 (t|x) and g(t|x), which are uniformly bounded away from infinity. In addition, F 0 (t|x) and G(t|x) have bounded (uniformly in t) second-order partial derivatives with respect to x.
The univariate nonnegative kernel function K (·) has a compact support, and it is a νth order kernel function that is Lipschitz continuous of order ν and satisfies
Fused adaptive lasso estimator
We denoteγ FAL as the fused adaptive lasso estimator, i.e. the minimizer of L AF (γ,F ) with a = 1. The fused adaptive lasso penalty aims to shrink individual interquantile slope differences towards zero if the covariate effects at two adjacent quantiles are the same. Therefore, under this setup, we define the oracle model to be the one that includes only the intercepts and slopes that are different at neighboring quantiles. More specifically, define the index sets A 1 = {1, . . . , J}, A 2 = {k :
T is a collection of parameters contained in the oracle model and z ij,A = {z ij,k : k ∈ A} is the corresponding design vector in the model, where γ k is the kth element of γ and z ij,k is the kth element of the design vector
T as the truth of γ A .
The following theorem suggests that the FAL estimator enjoys the oracle properties, that is, it is consistent in model selection and the estimators of nonzero interquantile differences have the same asymptotic distribution as they would have if the oracle model structure was known a priori.
Theorem 1.
Suppose that conditions A1-A5 hold. If n 1/2 λ n → 0 and n r/2 λ n → ∞ as n → ∞, we have
Fused adaptive sup-norm estimator
For easier presentation of the asymptotic properties of the fused adaptive sup-norm estimator, we rearrange the ordering of the parameter vector γ.
T be a J-dimensional vector consisting of the intercept coefficients,
T include p slope coefficients at the first quantile τ 1 , and
be the J − 1 slope differences at J adjacent quantiles associated with the lth covariate, l = 1, . . . , p. We then define the parameter vector γ = (γ 
T .
Denote the fused adaptive sup-norm estimator asγ FAS , that is, the minimizer of
T be the truth of the parameter vector γ B contained in the oracle model. We have the following results.
Theorem 2. Suppose that conditions A1-A5 hold. If n
1/2 λ n → 0 and n r/2 λ n → ∞ as n → ∞, we have
with the index set B.
Theorem 2 suggests that the FAS estimator can automatically separate the covariates with varying and constant quantile effects over the entire quantile region of study, and the estimator has the same asymptotic distribution as the oracle estimator obtained as if the true model was known.
Simulation study
In this section, we investigate the finite sample performance of the proposed estimators. We consider three different examples. In each example, the simulation is repeated 500 times, and two censoring proportions, 15% and 30% are considered. Since high quantiles are not identifiable in the presence of right censoring, we choose seven quantile levels τ = 0.1, . . . , 0.7. We compare the proposed estimators, fused adaptive lasso (FAL) and fused adaptive sup-norm (FAS) estimators, with the following estimators: the fused lasso (FL), i.e., the non-adaptive version of FAL by setting ω jl = 1 in (4); the locally weighted regression quantile (LCRQ) estimator of Wang and Wang [20] obtained at each quantile level separately; the locally weighted composite regression quantile (LCCRQ) estimator proposed by Jiang et al. [10] , assuming that all quantile slopes are constant across quantiles, which is equivalent to set λ n = ∞ in (4). For both the FAL and FAS methods, we set r = 1.5 in calculating the adaptive weights. For all three penalized methods, we select the tuning parameter ς by SAIC defined in (7) over a grid of 50 equally spaced points from 0 to ς max , where
for FAS, and ς max =  p l=1 ∥γ (l) ∥ 1 for FL withγ (l) being the unpenalized estimator of γ (l) , i.e., the LCRQ estimator. We did not include the nonadaptive version of FAS as it is equivalent to FAS for p = 1 and it behaves similarly as FL in Example 3 with p = 2. To assess the estimation efficiency of different methods at each quantile level of study, we report the mean squared error (MSE) of the quantile slope estimates, and the mean integrated squared errors (MISE), defined as the average of ISE over 500 replicates, where
iβτ are the true and estimated τ th conditional quantiles of T i given x i . To assess the model selection accuracy, we look at the following metrics: (1) the overall oracle proportion (Oracle M ), defined as the proportion of replicates where the exact true model is selected, i.e., all nonzero and zero adjacent quantile slope differences are correctly separated; (2) covariate oracle proportion (Oracle C ), defined as the proportion of replicates where the covariates having varying and constant effects across quantiles are correctly distinguished; (3) true proportion (TP), defined as the proportion of replicates where d j,l is estimated correctly as either zero or non-zero for j = 2, . . . , J, l = 1, . . . , p.
Example 1
This example contains a univariate covariate. The data is generated from
, and σ = 0 corresponding to a homoscedastic model or σ = 3 for a heteroscedastic case. The censoring variable C i is generated independently from U(2.5, c u ), where c u = 6 and 9.5 for σ = 0 and σ = 3, respectively, resulting in 15% censoring, and c u = 4 and 5 for σ = 0 and σ = 3, respectively, resulting in 30% censoring.
For model (8) , the τ th conditional quantile of
being the τ th quantile of N(0, 1). The quantile slope coefficient β(τ ) = β is constant across quantiles for the homoscedastic case with σ = 0, while it varies in τ for the heteroscedastic case. For all four methods to be compared, we choose the same bandwidth, h n = n −1/4 σ x , where σ x is the standard deviation of x i . Fig. 1 , and Tables 1 and 2 summarize the simulation results in Example 1 for both the homoscedastic (σ = 0) and heteroscedastic (σ = 3) cases. For the homoscedastic case, LCCRQ is the oracle estimator since it is obtained assuming the correct model structure that β(τ ) is invariant of τ , thus as expected it gives the smallest MSE and MISE across τ . The proposed estimators FAS and FAL are slightly less efficient than the LCCRQ estimator, though the differences are not significant except for FAL at the boundary quantiles τ = 0.6 and 0.7. The non-adaptive FL estimator is less efficient than the adaptive FAL estimator. All four methods are significantly more efficient than the LCRQ estimator, which fits the quantile regression model at each quantile separately without borrowing information across quantiles. For the heteroscedastic case, the slope coefficient β(τ ) varies in τ . Table 1 and Fig. 1 show that LCCRQ estimator has significantly larger MISE due to model misspecification, while the FAS estimator is as efficient as the LCRQ estimator, which is the oracle estimator for this model. The FAL estimator is slightly less efficient than the LCRQ estimator at the tail quantiles. In addition, the non-adaptive FL estimator shows higher efficiency than FAL; we comment on this seemingly surprising phenomenon in Remark 2 that follows.
In this example, the slope coefficient β(τ ) is either constant (for the homoscedastic case) or varies across the entire quantile region (for the heteroscedastic case). The FAS method is based on group-wise penalty so it either shrinks all coefficients or none in the same group to be constant. In contrast, the FAL method is based on component-wise shrinkage, thus in finite samples it may suffer from over-shrinkage by shrinking some slopes with small differences at adjacent quantiles to be constant or from under-shrinkage by failing to shrink some neighboring constant slopes especially at the tail quantiles. Consequently, in this example the FAS method leads to higher model selection accuracy than the FAL method, as shown in Table 2 . For instance, for the heteroscedastic case with 15% censoring, FAL has very low overall oracle proportion Oracle M (8.2%) caused by its over-shrinkage at the upper quantile τ = 0.7. However, when we increase the sample size, the performance of FAL catches up. For instance, for Example 1 with σ = 3 and 15% censoring, the Oracle M of the FAL method increases from 8.2% for n = 200 to 49.4% for n = 500.
Remark 2.
Asymptotically the FAL estimator has the oracle properties while the non-adaptive FL estimator is in general not consistent in model selection except in cases where the quantile coefficients are either constant or different at all quantiles of study, for instance in Example 1. In finite samples, the FL method tends to produce denser models than the FAL method. For the homoscedastic case in Example 1 with constant quantile coefficients, the FL is less effective on shrinking zero differences and the under-shrinkage leads to less efficient estimation than the FAL. On the other hand, for the heteroscedastic case, the true model is dense with unique neighboring quantile coefficients, and the FL estimator shows higher finite sample efficiency in this example. We refer to Jiang, Wang and Bondell [11] for some related discussions.
Example 2
We consider a scenario where the slope coefficient β(τ ) varies with τ in the lower quantiles but remains as a constant in the upper tails. Specifically, we let
and Q τ (T i |x i ) = α(τ ) + β(τ )x i with α(τ ) = Φ −1 (τ ) and x i ∼ U(0, 1). To generate data, we first generate a quantile level u i ∼ U(0, 1) and let
The censoring variable C i is generated independently from U (1, c u ) , where c u = 5.6 and 3 leading to 15% and 30% censoring proportions, respectively.
For this example, the slope coefficient β(τ ) is constant only for τ ∈ [0.49, 1]. Since the FAS method is based on groupwise penalization, it fails to identify the constant region. In contrast, by using adaptive component-wise penalty, the FAL method is able to identify the local constant slopes and it has higher oracle proportions and TP than the FAS method, and it is more efficient in shrinking the zero differences to zero than the non-adaptive FL estimator (at τ = 0.6 and 0.7); see Table 2 for the model selection results. Table 3 shows that the FAL estimator has smaller MISE than FL, FAS and LCRQ at τ = 0.5, where the structure of the coefficients changes. In this example, the LCCRQ estimates have much higher MISE due to model misspecification.
Example 3
In this example, we consider a bivariate case with p = 2. The data is generated from
where x i,1 and x i.2 are independent U(0, 1) random variables, ε i i.i.d. ∼ N(0, 1), α = 1 and β 1 = β 2 = 3. The censoring variable C i is generated from U(4, c u ), where c u = 8.5 and 11.5 for σ = 0 and σ = 3, respectively, resulting in 15% censoring, and c u = 6 and 7 for σ = 0 and σ = 3, respectively, resulting in 30% censoring. Under this model, the true τ th conditional quantile of T i given x i,1 and
is constant across quantiles, and β 2 (τ ) is constant when σ = 0 but it varies in τ when σ ̸ = 0. Since in practice two covariates may have different scales, for all methods, we choose a covariate-specific bandwidth h n (x j ) = n −b σ x j with b = 0.15 for j = 1, 2. The simulation results for both the homoscedastic case (σ = 0) and heteroscedastic case (σ = 3) are summarized in Fig. 2 and Tables 4-5. For the homoscedastic case, the main observations are similar to those in Example 1 except that the FL estimator is less efficient than the LCRQ estimator due to its lackness of shrinkage as discussed in Remark 2. For the heteroscedastic case with σ = 3, the slope coefficient β 1 (τ ) is constant across τ , while β 2 (τ ) varies across quantiles. Due to model misspecification, the LCCRQ estimator has significantly larger MSE for estimating β 2 (τ ) and higher MISE for estimating the conditional quantiles of T . The proposed methods FAS and FAL yield significantly smaller MSE than the LCRQ method for estimating the constant slope β 1 (τ ), while three methods have similar MSE for estimating the varying slope β 2 (τ ). When taking both slopes into consideration, in general the FAS and FAL estimators have similar or smaller MISE than the LCRQ estimator except at the upper quantile τ = 0.7. Similar to Example 1, Table 5 shows that the group-wise shrinkage method FAS has higher model selection accuracy than the component-wise shrinkage estimator FAL, which has low oracle proportions mainly due to its under-shrinkage at the tail quantile τ = 0.7. For this case, the FL is asymptotically inconsistent in model selection, and consequently it under-shrinks the differences of β 1 (τ ) at neighboring quantiles and fails to identify the true model structure.
To summarize, the two proposed adaptive penalization estimators can improve the estimation efficiency for cases with constant quantile slopes, and they perform similarly to the quantile-specific estimator LCRQ for cases without any commonality across quantiles. Generally speaking, the group-wise shrinkage method FAS method performs better than componentwise shrinkage method FAL in cases where the slope coefficients are either constant or varying across the entire quantile region of interest. However, in cases where the slope coefficients are constant in some region but vary in others, the FAL method is more flexible and can capture such local features. 
Sensitivity to the choice of bandwidth
All methods compared in this simulation study involve the bandwidth parameter h n . We carry out an analysis to assess the sensitivity of the proposed methods against the choice of h n . Specifically, we let h n = cn −b σ x and vary c ∈ [0.2, 2]. To satisfy the theoretical assumption A5, we let b = 0.25 in Examples 1-2 and b = 0.15 in Example 3 with two continuous predictors. For illustration, in Fig. 3 we plot the mean squared error of the FAS coefficient estimates at median against c in Examples 1 and 3 with σ = 0% and 30% censoring. Fig. 3 suggests that in both examples, the mean squared errors of the FAS estimates are quite stable for c ∈ [0. 6, 2] . Similar investigation of the FAL method and of Example 2 shows the same pattern, so we omit the results to save space.
Analysis of a renal disease data
We apply the proposed method to analyze the renal disease data set from Kutner et al. [12] , which was collected to investigate mortality risk factors in dialysis patients. The study involved total 191 patients from metropolitan Atlanta area who started on chronic hemodialysis or peritoneal dialysis therapy from July 1996 to August 1997. The response of interest is the survival time (measured in days), which has about 35% censoring due to renal transplant or the end of the study. We Table 5 Oracle proportions and the true proportion (TP) for each interquantile difference d j,l in Example 3 with σ = 0 and 3, respectively, where To implement the non-crossing constraint (5) to avoid quantile crossing, we scale age by subtracting the minimum (20.87) and dividing the range (69.31). We consider the following model
where T i is the log survival time, x i,k , k = 1, . . . , 6 stand for AGE, FISHH, BHDPD, HIEDU, BLACK and BLEGS, respectively, and τ j = j/10, j = 1, . . . , 7. Fig. 4 plots the estimated quantile slope coefficients from three methods, the locally weighted censored quantile regression (LCRQ) method of Wang and Wang [20] , the proposed fused adaptive Lasso (FAL) and fused adaptive sup-norm (FAS) methods. The shaded areas correspond to the pointwise confidence bands for the LCRQ method, where the standard errors are obtained by using 500 bootstrap samples generated by resampling the subjects with replacement. For all the methods compared in this study, we let the bandwidth h = 1.2n −0.25 σ age with n as the sample size and σ age as the standard deviation of the age variable. All three methods suggest that black patients with younger age, fish consumption, baseline hemodialysis, lower education level and less severe restless leg symptoms are associated with longer survivals. With interquantile penalizations, the FAL and FAS methods shrink the effects of AGE, FISHH, BHDPD, HIEDU and BLACK to be constant across quantiles. For the covariate BLEGS, LCRQ suggests that the effect of BLEGS is increasing in τ , but FAS shrinks the effect to be constant and FAL yields piecewise constant coefficient estimates. This renal data set was also analyzed by Peng and Huang [15] , and Qian and Peng [17] , where the authors modeled the effect of BLEGS as varying in quantile levels and modeled the other effects as constant across quantiles. To assess the prediction performance of different methods, we conduct a cross validation study. We randomly split the data set into a training set of 100 observations and a testing set of 91 observations. For each method, we fit the chosen model and estimate the quantile coefficients using the training data and predict the τ th conditional quantile of T i for subjects in the testing set.
The prediction error is defined as PE = 1 91  i∈ testing set
where Y i is the observed log survival time,β(τ ) is the estimated quantile coefficient based on the training data, and 1−Ĝ(·|x i )
is the local Kaplan-Meier estimator of the survival function of the censoring variable given covariate x i . The cross validation is repeated 200 times and the average PE is calculated. Table 6 summarizes the average PEs and the associated standard errors from four different methods: (1) LCRQ assuming all quantile coefficients to be varying in τ ; (2) the estimator based on the partially functional quantile regression model proposed in [17] , referred to as PFQR; (3) the proposed FAL method and (4) the proposed FAS method. Results suggest that for this data set, the last three methods that use some form of interquantile commonality have higher prediction accuracy, especially at the lower quantiles τ = 0.1, 0.2, 0.3, than the LCRQ method that fits the regression model at each quantile level separately. The penalization method FAL gives slightly lower prediction error than FAS, which is possibly due to the fact that FAL can capture local constancy feature of any given quantile slope across quantile levels. The prediction errors of PFQR are similar to those of FAL. However, note that the PFQR method requires identifying the interquantile commonality through, for instance, hypothesis testing before fitting the partially functional model. In contrast, the proposed methods FAL and FAS can perform both estimation and model selection simultaneously, and thus can be easily applied to cases with or without interquantile commonalities of unknown forms.
