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06 Morphisms of locally compact groupoids endowed
with Haar systems
Ma˘da˘lina Roxana Buneci Piotr Stachura
Abstract
We shall generalize the notion of groupoid morphism given by Za-
krzewski ( [19], [20]) to the setting of locally compact σ-compact Hausdorff
groupoids endowed with Haar systems. To each groupoid Γ endowed with
a Haar system λ we shall associate a C∗-algebra C∗ (Γ, λ), and we con-
struct a covariant functor (Γ, λ) → C∗ (Γ, λ) from the category of locally
compact, σ-compact, Hausdorff groupoids endowed with Haar systems to
the category of C∗-algebras (in the sense of [18]). If Γ is second countable
and measurewise amenable, then C∗ (Γ, λ) coincides with the full and the
reduced C∗-algebras associated to Γ and λ.
AMS 2000 Subject Classification: 22A22, 43A22, 46L99.
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1 Introduction
The purpose of this paper is extend the notion of morphism of groupoids intro-
duced in [19, 20] to locally compact σ-compact groupoids endowed with Haar
systems and to use the extension to construct a covariant functor from this
category to the category of C∗-algebras.
If Γ and G are two locally compact, σ-compact, Hausdorff groupoids and
if λ =
{
λu, u ∈ Γ(0)
}
(respectively, ν =
{
νt, t ∈ G(0)
}
) is a Haar system on Γ
(respectively, on G), then by a morphism from (Γ, λ) to (G, ν) we shall mean
a left action of Γ on G, which commutes with multiplication on G, and which
satisfies a ”compatibility” condition with respect to the Haar systems on Γ and
G. This notion of morphism reduces to a group homomorphism if Γ and G are
groups, and to a map in the reverse direction if Γ and G are sets.
To each groupoid Γ endowed with a Haar system λ we shall associate a
C∗-algebra C∗ (Γ, λ) in the following way. We shall consider the space Cc (Γ)
of complex-valuated continuous functions with compact support on Γ, which
is a topological ∗-algebra under the usual convolution and involution. To each
morphism h from (Γ, λ) to a groupoid (G, ν) and each unit t ∈ G(0) we shall
associate a ∗-representation πh,t of Cc (Γ). For any morphism h from (Γ, λ) to
a groupoid (G, ν) we shall define
‖f‖h = sup
t
‖πh,t (f)‖
1
for all f ∈ Cc (Γ). The C
∗-algebra C∗ (Γ, λ) will be defined to be the completion
of Cc (Γ, λ) in the norm ‖·‖ = suph ‖·‖h, where h runs over all morphism defined
on (Γ, λ). We shall show the following inequalities
‖f‖red ≤ ‖f‖ ≤ ‖f‖full
for all f ∈ Cc (Γ, λ), where ‖·‖red and ‖·‖full are the usual reduced and full
C∗-norms on Cc (Γ, λ). Therefore, according to prop. 6.1.8/p.146 [1], if (Γ, λ)
is measurewise, amenable then C∗ (Γ, λ) = C∗full (Γ, λ) = C
∗
red (Γ, λ), where
C∗full (Γ, λ)(respectively, C
∗
red (Γ, λ)) is the full (respectively, the reduced) C
∗-
algebra associated to Γ and λ. If the principal associated groupoid of Γ is a
proper groupoid (but Γ is not necessarily measurewise amenable), then for any
quasi invariant measure µ on Γ(0) and any f ∈ Cc (Γ, λ) we shall prove that
‖IIµ (f)‖ ≤ ‖f‖ ,
where IIµ is the trivial representation on µ of Cc (Γ, λ).
Now we are going to establish notation. Relevant definitions can be found
in several places (e.g. [12], [7]). For a groupoid Γ the set of composable pairs
will be denoted by Γ(2) and the multiplication map by Γ(2) ∋ (x, y) 7→ xy ∈ Γ;
the inverse map by Γ ∋ x 7→ x−1 ∈ Γ. The set of units by Γ(0) and the domain
and range maps by d : Γ ∋ x 7→ d(x) := x−1x ∈ Γ(0), and r : Γ ∋ x 7→ d(x) :=
xx−1 ∈ Γ(0) respectively.
The fibres of the range and the source maps are denoted Γu = r−1 ({u}) and
Γv = d
−1 ({v}), respectively. More generally, given the subsets A, B ⊂ Γ(0), we
define ΓA = r−1 (A), ΓB = d
−1 (B) and ΓAB = r
−1 (A)∩d−1 (B) . The reduction
of Γ to A ⊂ Γ(0) is Γ|A = Γ
A
A. The relation u ∼ v iff Γ
u
v 6= φ is an equivalence
relation on Γ(0). Its equivalence classes are called orbits, the orbit of a unit u
is denoted [u] and the quotient space for this equivalence relation is called the
orbit space of G and denoted G(0)/G. A groupoid is called transitive iff it has
a single orbit, or equivalently, if the map
θ : Γ→ {(r (x) , d (x)) , x ∈ Γ} , θ (x) = (r (x) , d (x))
is surjective. A groupoid Γ is called principal, if the above map θ is injective.
A subset of G(0) is said saturated if it contains the orbits of its elements. For
any subset A of Γ(0), we denote by [A] the union of the orbits [u] for all u ∈ A.
A topological groupoid consists of a groupoid Γ and a topology compatible
with the groupoid structure. This means that:
(1) x→ x−1 [: Γ→ Γ] is continuous.
(2) (x, y)
[
: Γ(2) → Γ
]
is continuous where Γ(2) has the induced topology
from Γ× Γ.
We are exclusively concerned with topological groupoids which are locally
compact Hausdorff.
In the following we will use abbreviation lcH -groupoids.
If Γ is Hausdorff, then Γ(0) is closed in Γ, and Γ(2) closed in Γ × Γ. It was
shown in [10] that measured groupoids (in the sense of def. 2.3./p.6 [4] ) may
be assume to have locally compact topologies, with no loss of generality.
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A subset A of a locally compact groupoid Γ is called r-(relatively) compact iff
A∩r−1 (K) is (relatively) compact for each compact subset K of Γ(0). Similarly,
one may define d-(relatively) compact subsets of Γ. A subset of Γ which is r-
(relatively) compact and d-(relatively) compact is said conditionally-(relatively)
compact. If the unit space Γ(0) is paracompact, then there exists a fundamental
system of conditionally-(relatively) compact neighborhoods of Γ(0) (see the proof
of prop. II.1.9/p.56 [12]).
IfX is a locally compact space, Cc (X) denotes the space of complex-valuated
continuous functions with compact support. The Borel sets of a topological
space are taken to be the σ-algebra generated by open sets.
If Γ is a locally compact groupoid, then for each u ∈ Γ(0), Γuu = Γ|{u} is a
locally compact group. We denote by
Γ′ = {x ∈ Γ : r (x) = d (x)} =
⋃
u∈Γ(0)
Γuu
the isotropy group bundle of Γ. It is closed in Γ.
Recall that a (continuous) Haar system on a lcH-groupoid Γ is a family of
positive Radon measures on Γ, λ =
{
λu, u ∈ Γ(0)
}
, such that
1. For all u ∈ Γ(0), supp(λu) = Γu.
2. For all f ∈ Cc (Γ),
u→
∫
f (x) dλu (x)
[
: Γ(0) → C
]
is continuous
3. For all f ∈ Cc (Γ) and all x ∈ Γ,∫
f (y) dλr(x) (y) =
∫
f (xy) dλd(x) (y) .
Unlike the case of locally compact group, Haar system on groupoid need not
exists, and if it does, it will not usually be unique. The continuity assumption 2)
has topological consequences for Γ. It entails that the range map r : Γ → Γ(0),
and hence the domain map d : Γ → Γ(0) is open (prop. I.4 [17]). Therefore,
in this paper we shall always assume that r : Γ → Γ(0) is an open map. For
each λu, we denote by λu the image of λ
u by the inverse map x → x−1 (i.e.∫
f (y)dλu (y) =
∫
f
(
y−1
)
dλu (y), f ∈ Cc (Γ)) .
If µ is a Radon measure on Γ(0), then the measure λµ =
∫
λudµ (u), defined
by ∫
f (y) dλµ (y) =
∫ (∫
f (y) dλu (y)
)
dµ (u) , f ∈ Cc (Γ)
is called the measure on Γ induced by µ. The image of λµ by the inverse map
x→ x−1 is denoted (λµ)
−1
. µ is said quasi-invariant if its induced measure λµ
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is equivalent to its inverse (λµ)
−1
. A measure belonging to the class of a quasi-
invariant measure is also quasi-invariant. We say that the class is invariant.
If µ is a quasi-invariant measure on Γ(0) and λµ is the measure induced on G,
then the Radon-Nikodym derivative ∆ = dλ
µ
d(λµ)−1
is called the modular function
of µ. According to cor. 3.14/p.19 [4], there is a µ-conull Borel subset U0 of Γ
(0)
such that the restriction of ∆ to Γ|U0 is a homomorphism.
A family of positive Borel measures on Γ, λ =
{
λu, u ∈ Γ(0)
}
is called a Borel
Haar system if in the definition of the (continuous) Haar system we replace the
condition 2 by
2′ For all f ≥ 0 Borel on Γ, the map
u→
∫
f (x) dλu (x)
[
: Γ(0) → R
]
is Borel, and there is a nonnegative Borel function F on Γ such that∫
F (x) dλu (x) = 1 for all u.
For a C∗-algebra A let B (A) be the algebra of bounded linear map acting on
A. We say that a ∈ B (A) is adjointable iff there is an element b ∈ B (A) such
that y∗ (a (x)) = (b (y))
∗
x for all x, y ∈ A. The set of adjointable a ∈ B (A)
is the multiplier algebra of A, and will be denoted by M (A). A morphism
from a C∗-algebra A to a C∗-algebra B, is a ∗-homomorphism φ : A → M (B)
such that the set φ (A)B is dense in B. Such morphism extends uniquely to
a ∗-homomorphism φˆ from M (A) to M (B) by φˆ (m) (φ (a) b) = φ (m (a)) b for
m ∈ M (A), a ∈ A and b ∈ B. If φ1 is a morphism from A to B, and φ2 is a
morphism from B to C, the composition is defined by φˆ2φ1 : A → M (C). C
∗
algebras with above defined morphisms form a C∗-category (see [18]).
2 The category of locally compact groupoids en-
dowed with Haar systems
2.1 Definition of morphism
Let Γ and G be two σ-compact, lcH -groupoids. Let λ =
{
λu, u ∈ Γ(0)
}
(respec-
tively, ν =
{
νt, t ∈ G(0)
}
) be a Haar system on Γ (respectively, on G).
By a morphism from (Γ, λ) to (G, ν) we mean a left action of Γ on G,
which commutes with multiplication on G, and which satisfies a ”compatibility”
condition with respect to the Haar systems on Γ and G.
Definition 1 Let Γ be a groupoid and X be a set. We say Γ acts (to the left)
on X if there is a map ρ : X → Γ(0) ( called a momentum map) and a map
(γ, x)→ γ · x from
Γ ∗ρ X = {(γ, x) : d (γ) = ρ (x) }
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to X, called (left) action, such that:
1. ρ (γ · x) = r (γ) for all (γ, x) ∈ Γ ∗ρ X.
2. ρ (x) · x = x for all x ∈ X.
3. If (γ2, γ1) ∈ Γ
(2) and (γ1, x) ∈ Γ ∗ρ X, then (γ2γ1) · x = γ2 · (γ1 · x).
If Γ is a topological groupoid and X is a topological space, then we say that
a left action is continuous if the mappings ρ and (γ, x)→ γ · x are continuous,
where Γ ∗ρX is endowed with the relative product topology coming from Γ×X.
The difference with the definition of action in [7] (def. 2.12/p. 32 and
rem. 2.30/p.45) or in [8] is that we do not assume that the momentum map is
surjective and open.
The action is called free if (γ, x) ∈ Γ ∗ρ X and γ · x = x implies γ ∈ Γ
(0).
The continuous action is called proper if the map (γ, x) → (γ · x, x) from
Γ ∗ρ X to X × X is proper (i.e. the inverse image of each compact subset of
X ×X is a compact subset of Γ ∗ρ X).
In the same manner, we define a right action of Γ on X , using a continuous
map σ : X → Γ(0) and a map (x, γ)→ x · γ from
X ∗σ Γ = {(x, γ) : σ (x) = r (γ) }
to X .
The simplest example of proper and free action is the case when the groupoid
Γ acts upon itself by either right or left translation (multiplication).
Definition 2 Let Γ1,Γ2 be two groupoids and X be set. Let us assume that Γ1
acts to the left on X with momentum map ρ : X → Γ
(0)
1 , and that Γ2 acts to
the right on X with momentum map σ : X → Γ
(0)
2 . We say that the action
commute if
1. ρ (x · γ2) = ρ (x) for all (x, γ2) ∈ X ∗σ Γ2 and σ (γ1 · x) = σ (x) for all
(γ1, x) ∈ Γ1 ∗ρ X.
2. γ1 · (x · γ2) = (γ1 · x) · γ2 for all (γ1, x) ∈ Γ1 ∗ρ X, (x, γ2) ∈ X ∗σ Γ2.
Definition 3 Let Γ and G be two groupoids. By an algebraic morphism from
Γ to G we mean a left action of Γ on G which commutes with the multiplication
on G.
The morphism is said continuous if the action of Γ on G is continuous
(assuming that Γ and G are topological spaces).
Let us note that if we have a morphism in the sense of the preceding definition
and if ρ : G→ Γ is the momentum map of the left action, then ρ = ρ◦r. Indeed,
for any x ∈ G, we have ρ (x) = ρ
(
xx−1
)
= ρ (r (x)) because of the fact that left
action of Γ on G commutes with the multiplication on G.
Therefore an algebraic morphism h : Γ ⊲G is given by two maps
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1. ρh : G
(0) → Γ(0)
2. (γ, x)→ γ ·h x from Γ ⋆h G to G, where
Γ ⋆h G = {(γ, x) ∈ Γ×G : d (γ) = ρh (r (x))}
satisfying the following conditions:
(1) ρh (r (γ ·h x)) = r (γ) for all (γ, x) ∈ Γ ⋆h G.
(2) ρh (r (x)) ·h x = x for all x ∈ G.
(3) (γ1γ2) ·h x = γ1 ·h (γ2 ·h x) for all (γ1, γ2) ∈ Γ
(2) and all (γ2, x) ∈ Γ ⋆h G.
(4) d (γ ·h x) = d (x) for all (γ, x) ∈ Γ ⋆h G.
(5) (γ ·h x1)x2 = γ ·h (x1x2) for all (γ, x1) ∈ Γ ⋆h G and (x1, x2) ∈ G
(2).
In the case continuous morphism the map ρh is a continuous map. The map
ρh is not necessarily open or surjective. However, the image of ρh is always
a saturated subset of Γ(0). Indeed, let v ∼ u = ρh (t) and let γ ∈ Γ be such
that r (γ) = v and d (γ) = u. Then v belongs to the image of ρh because
v = r (γ) = ρh (r (γ ·h t)).
Remark 4 Let h be an algebraic morphism from Γ to G ( in the sense of Def.
3). Then h is determined by ρh and the restriction of the action to{
(γ, t) ∈ Γ×G(0) : d (γ) = ρh (t)
}
.
Indeed, using the condition 5, one obtains
γ ·h x = (γ ·h r (x))x
Let us also note that
(γ1γ2) ·h x = ((γ1γ2) ·h r (x))x = γ1 ·h (γ2 ·h r (x)) x
= (γ1 ·h r (γ2 ·h r (x))) (γ2 ·h r (x))x.
Consequently, for any γ ∈ Γ and any t ∈ G(0) with ρh (t) = d (γ), we have(
γ−1 ·h r (γ ·h t)
)
(γ ·h t) =
(
γ−1γ
)
·h t = d (γ) ·h t = ρh (t) ·h t = t.
Thus for any γ ∈ Γ and any t ∈ G(0) with ρh (t) = d (γ),
(γ ·h t)
−1
= γ−1 ·h r (γ ·h t) .
Therefore, algebraically, the notion of morphism in the sense of def. 3 is the
same with that introduced in [19] (p. 351). In order to prove the equivalence of
these definitions, we can use Prop. 2.7/p. 5[15], taking f = ρh and g (γ, t) =
γ ·h t.
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Remark 5 Let h : Γ ⊲G be a continuous morphism of lcH-groupoids ( in the
sense of Def. 3). Then G is left Γ-space under the action (γ, x) → γ ·h x, and
a right G-space under the multiplication on G. G is a correspondence in the
sense of Def. 2/p. 234[16] if and only if the left action of Γ on G is proper and
ρh is open and injective. G is a regular bibundle in the sense of Def. 6/p.103
[6] if and only if the action of Γ is free and transitive along the fibres of d (this
means that for all u ∈ G(0) and x satisfying d (x) = x, there is γ ∈ Γ such that
γ ·h u = x). Therefore, the notion of morphism introduced in Def. 3 is not cover
by the notions used in [16] and [6].
Lemma 6 Let Γ and G be two groupoids and let h be an algebraic morphism
from Γ to G ( in the sense of Definition 3). Then the function
(γ, t)→ γ ·h0 t := r (γ ·h t)
from
{
(γ, t) ∈ Γ×G(0) : d (γ) = ρh (t)
}
to G(0) defines an action of Γ to G(0)
with the momentum map ρh.
Proof. Let (γ1, γ2) ∈ Γ
(2) and (γ1, x) ∈
{
(γ, t) ∈ Γ×G(0) : d (γ) = ρh (t)
}
.
Using the computation in the preceding remark, we obtain
(γ1γ2) ·h0 x = r ((γ1γ2) ·h x) = r (((γ1γ2) ·h r (x))x)
= r (((γ1γ2) ·h r (x))) = r (γ1 ·h (γ2 ·h r (x)))
= γ1 ·h0 (γ2 ·h0 r (x)) .
Notation 7 Let Γ and G be two groupoids and let h be an algebraic morphism
from Γ to G ( in the sense of def. 3). Let us denote
G⋊h Γ = {(x, γ) ∈ G× Γ : ρh (r (x)) = r (γ)}
G(0) ⋊h0 Γ =
{
(t, γ) ∈ G(0) × Γ : ρh (t) = r (γ)
}
G⋊h Γ, respectively G
(0)
⋊h0 Γ, can be viewed as groupoid under the operations
(x, γ)
−1
=
(
γ−1 ·h x, γ
−1
)
(x, γ1)
(
γ−11 ·h x, γ2
)
= (x, γ1γ2)
respectively,
(t, γ)
−1
=
(
γ−1 ·h0 t, γ
−1
)
(t, γ1)
(
γ−11 ·h0 t, γ2
)
= (t, γ1γ2) .
(where γ ·h0 t := r (γ ·h t) as in preceding lemma).
If Γ and G are lcH-groupoids, then G⋊hΓ and G
(0)
⋊h0 Γ are lcH-groupoids.
If λ =
{
λu, u ∈ Γ(0)
}
is a Haar system on Γ and if the morphism h is continuous,
then
{
εx × λ
ρh(r(x)), x ∈ G
}
is a Haar system on G ⋊h Γ (where εx is the unit
point mass at x) and
{
εt × λ
ρh(t), t ∈ G(0)
}
is a Haar system on G(0) ⋊h0 Γ.
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Definition 8 Let Γ and G be two σ-compact, lcH-groupoids. Let λ =
{
λu, u ∈ Γ(0)
}
(respectively, ν =
{
νt, t ∈ G(0)
}
) be a Haar system on Γ (respectively, on G).
By a morphism h : (Γ, λ) ⊲ (G, ν) we mean a continuous morphism from Γ
to G (in the sense of def.3) which satisfies in addition the following condition:
(6) There exists a continuous positive function ∆h on
G⋊h Γ = {(x, γ) ∈ G× Γ : ρh (r (x)) = r (γ)}
such that∫ ∫
g(γ−1 ·h x, γ
−1)∆h(γ
−1 ·h x, γ
−1)dλρh(r(x)) (γ) dνt (x)
=
∫ ∫
g(γ, x)dλρh(r(x)) (γ) dνt (x)
for all t ∈ G(0) and all Borel nonnegative functions g on G⋊h Γ.
Remark 9 The condition 8 in the preceding definition means that each measure
νt is quasi-invariant with respect to the Haar system
{
εx × λ
ρh(r(x)), x ∈ G
}
on
G⋊h Γ.
Example 10 Let Γ be a σ-compact, lcH-groupoid, endowed with a Haar system
λ =
{
λu, u ∈ Γ(0)
}
. Let us define a morphism l : (Γ, λ) ⊲ (Γ, λ) by ρl = idΓ(0)
and γ ·l x = γx (multiplication on Γ). It is easy to check that the conditions in
the Definition 8 are satisfied with ∆l ≡ 1.
Lemma 11 Let h : (Γ, λ) ⊲ (G, ν) be a morphism of σ-compact, lcH-groupoids
with Haar systems. Then the function ∆h that appears in the condition 8 of the
Definition 8 satisfies ∆h (x, γ) = ∆h (r (x) , γ) for all (x, γ) ∈ G⋊h Γ.
Proof. Let f ≥ 0 be a Borel function on G ⋊h Γ. For each t ∈ G
(0) and
each x0 ∈ G
t, we have∫
f (x, γ) dλρh(r(x)) (γ) dνt (x)
=
∫
f
(
xx−10 , γ
)
dλρh(r(x)) (γ) dνd(x0) (x)
=
∫
f
(
γ−1 ·h xx
−1
0 , γ
−1
)
∆h
(
γ−1 ·h x, γ
−1
)
dλρh(r(x)) (γ)dνd(x0) (x)
=
∫
f
((
γ−1 ·h r (x)
)
xx−10 , γ
−1
)
∆h
((
γ−1 ·h r (x)
)
x, γ−1
)
dλρh(r(x)) (γ)dνd(x0) (x)
=
∫
f
((
γ−1 ·h r (x)
)
x, γ−1
)
∆h
((
γ−1 ·h r (x)
)
xx0, γ
−1
)
dλρh(r(x)) (γ) dνt (x)
=
∫
f
(
γ−1 ·h x, γ
−1
)
∆h
(
γ−1 ·h xx0, γ
−1
)
dλρh(r(x)) (γ)dνt (x)
=
∫
f (x, γ)∆h (xx0, γ)∆h
(
γ−1 ·h x, γ
−1
)
dλρh(r(x)) (γ)dνt (x)
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Thus for all t ∈ G(0) and x0 ∈ G
tand almost all (x, γ) ∈ G⋊h Γ,
1 = ∆h (xx0, γ)∆h
(
γ−1 ·h x, γ
−1
)
= ∆h (xx0, γ)∆h (x, γ)
−1
.
Therefore ∆h (xx0, γ) = ∆h (x, γ) for
∫
λρh(r(x)) (γ) dνt (x) -a.a.(x, γ) ∈ G⋊h Γ.
Since ∆h is a continuous function and
∫
λρh(r(x)) (γ)dνt (x) is a measure of full
support on
{(x, γ) ∈ G⋊h Γ : d (x) = t} ,
it follows that ∆h (xx0, γ) = ∆h (x, γ) for all (x, γ) ∈ G⋊hΓ with d (x) = r (x0).
Particularly, for x0 = x
−1, it follows that ∆h (r (x) , γ) = ∆h (x, γ).
We shall prove that for particular classes of groupoids we can choose a Haar
system on G such that the condition 8 is satisfied. In order to do this we need
some results on the structure of the Haar systems, as developed by J. Renault
in Section 1 of [14] and also by A. Ramsay and M.E. Walter in Section 2 of [11].
In [14] Jean Renault constructs a Borel Haar system for G′(the isotropy group
bundle of a locally compact groupoid G which has a fundamental system of
conditionally-compact neighborhoods of G(0)). One way to do this is to choose
a function F0 continuous with conditionally support which is nonnegative and
equal to 1 at each t ∈ G(0). Then for each t ∈ G(0) choose a left Haar measure
βtt on G
t
t so the integral of F0 with respect to β
t
t is 1. If the restriction of r to
G′is open, then
{
βtt , t ∈ G
(0)
}
is a Haar system for G′(Lemma 1.3/p. 6 [14]).
Renault defines βts = xβ
s
s if x ∈ G
t
s (where xβ
s
s (f) =
∫
f (xy) dβss (y)). If z
is another element in Gts, then x
−1z ∈ Gss, and since β
s
s is a left Haar measure on
Gss, it follows that β
t
s is independent of the choice of x. If K is a compact subset
of G, then sup
t,s
βts (K) <∞. Renault also defines a 1-cocycle δG on G such that
for every t ∈ G(0), δ|Gtt is the modular function for β
t
t . With this apparatus in
place, Renault describes a decomposition of the Haar system
{
νt, t ∈ G(0)
}
for
G over the equivalence relation R (the principal groupoid associated to G). He
proves that there is a unique Borel Haar system ν˜ for R with the property that
νt =
∫
βqsdν˜
t (q, s) for all t ∈ G(0).
In Section 2 [11] A. Ramsay and M.E. Walter prove that
sup
t
ν˜t ((r, d) (K)) <∞, for all compact K ⊂ G
For each t ∈ G(0) the measure ν˜t is concentrated on {t} × [t]. Therefore there
is a measure β˜t concentrated on [t] such that ν˜t = εt × β˜
t, where εt is the unit
point mass at t. Since
{
ν˜t, t ∈ G(0)
}
is a Haar system, we have β˜t = β˜s for all
(t, s) ∈ R, and the function
t→
∫
f (s) β˜t (s)
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is Borel for all f ≥ 0 Borel on G(0). If µ is a quasi-invariant measure for{
νt, t ∈ G(0)
}
, then µ is a quasi-invariant measure for
{
ν˜t, t ∈ G(0)
}
. Also if
∆µ,R is the modular function associated to
{
ν˜t, t ∈ G(0)
}
and µ, then ∆µ =
δG∆µ,R ◦ (r, d) can serve as the modular function associated to
{
νt, t ∈ G(0)
}
and µ. For each t the measure β˜t is quasi-invariant (Section 2 [11]). It is easy
to see that ∆β˜t,R = 1, and consequently ∆β˜t = δG. Thus if G is a transitive
groupoid β˜t is a quasi-invariant measure of full support having a continuous
modular function (∆β˜t = δG). More generally, let us assume that the associated
principal groupoid R associated to G is proper. This means that R is a closed
subset of G(0) × G(0) endowed with product topology (or equivalently, G(0)/G
is a Hausdorff space) and the map
(r, d) : G→ R, (r, d) (x) = (r (x) , d (x))
is an open map when R is endowed with the relative product topology coming
from G(0) ×G(0). If µ is a quasi-invariant Radon measure for the Haar system{
νt, t ∈ G(0)
}
, then µ1 =
∫
β˜tdµ (t) is a Radon measure which is equivalent
to µ (see Remark 6/p. 232 [2]). It is easy to prove that µ1 has a continuous
modular function ∆µ1 = δG.
We shall call the pair of the system of measures({
βts
}
(t,s)∈R
,
{
β˜ t˙
}
t˙∈G(0)/G
)
(described above) the decomposition of the Haar system
{
νt, t ∈ G(0)
}
over
the principal groupoid associated to G. Also we shall call δG the 1-cocycle asso-
ciated to the decomposition.
Proposition 12 Let Γ and G be two σ-compact, lcH-groupoids. Let λ =
{
λu, u ∈ Γ(0)
}
(respectively, ν =
{
νt, t ∈ G(0)
}
) be a Haar system on Γ (respectively, on G).
Let
(
{βts}(t,s)∈R ,
{
β˜t
}
t˙∈G(0)/G
)
be the decomposition of the Haar system
{
νt, t ∈ G(0)
}
over the principal groupoid associated to G. Let h be continuous morphism from
Γ to G (in the sense of Definition 3). If there is a continuous positive function
∆ : G(0) ⋊h0 Γ → R, such that ∆ is the modular function of β˜
t with respect to
the Haar system
{
εt × λ
ρh(t), t ∈ G(0)
}
on G(0)⋊h0 Γ for each t˙ ∈ G
(0)/G, then
h : (Γ, λ) ⊲ (G, ν) is a morphism in the sense of Definition 8).
Proof. Let δG be the 1-cocycle associated to the decomposition
(
{βts}(t,s)∈R ,
{
β˜t
}
t˙∈G(0)/G
)
.
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Let g:G⋊h Γ→ R be Borel nonnegative function. Then we have∫
f
(
γ−1 ·h x, γ
−1
)
dλρh(r(x)) (γ) dνt (x)
=
∫
f
(
γ−1 ·h x
−1, γ−1
)
dλρh(d(x)) (γ) dνt (x)
=
∫
f
(
γ−1 ·h x
−1, γ−1
)
dλρh(d(x)) (γ) dβts (x) dβ˜
t˙ (s)
=
∫
f
(
γ−1 ·h x
−1, γ−1
)
dβts (x) dλ
ρh(s) (γ) dβ˜ t˙ (s)
=
∫
f
(
γ−1 ·h x, γ
−1
)
δG (x)
−1 dβst (x) dλ
ρh(s) (γ)dβ˜ t˙ (s)
=
∫
f
((
γ−1 ·h r (x)
)
x, γ−1
)
δG (x)
−1
dβst (x) dλ
ρh(s) (γ) dβ˜ t˙ (s)
=
∫
f
(
x, γ−1
)
δG
((
γ−1 ·h s
)−1
x
)−1
dβ
r(γ−1·hs)
t (x) dλ
ρh(s) (γ) dβ˜ t˙ (s)
=
∫
f
(
x, γ−1
)
δG
((
γ ·h r
(
γ−1 ·h s
))
x
)−1
dβ
r(γ−1·hs)
t (x) dλ
ρh(s) (γ) dβ˜ t˙ (s)
=
∫
f (x, γ) δG
((
γ−1 ·h s
)
x
)−1
dβst (x)∆
(
r
(
γ−1 ·h s
)
, γ−1
)
dλρh(s) (γ) dβ˜ t˙ (s)
=
∫
f
(
x−1, γ
)
δG
((
γ−1 ·h s
))−1
dβts (x)∆
(
r
(
γ−1 ·h s
)
, γ−1
)
dλρh(s) (γ) dβ˜ t˙ (s)
=
∫
f
(
x−1, γ
)
δG
((
γ−1 ·h d (x)
))−1
∆
(
r
(
γ−1 ·h d (x)
)
, γ−1
)
dλρh(s) (γ) dνt (x)
=
∫
f (x, γ) δG
((
γ−1 ·h r (x)
))−1
∆
(
r
(
γ−1 ·h r (x)
)
, γ−1
)
dλρh(s) (γ) dνt (x) .
The condition 8 in the Definition 8 is satisfied taking
∆h (x, γ) = δG
(
γ−1 ·h r (x)
)
∆(r (x) , γ) .
Corollary 13 Let Γ and G be two σ-compact, lcH-groupoids. Let λ =
{
λu, u ∈ Γ(0)
}
be a Haar system on Γ. Let h be continuous morphism from Γ to G (in the sense
of Definition 3). If G is transitive and there is a quasi-invariant measure with
respect to the Haar system
{
εt × λ
ρh(t), t ∈ G(0)
}
on G(0)⋊h0 Γ having the sup-
port G(0) and continuous modular function, then we can choose a Haar system
ν on G such that h : (Γ, λ) ⊲ (G, ν) is a morphism in the sense of Definition
8).
Proof. Let β˜ be a quasi-invariant measure with respect to the Haar system{
εt × λ
ρh(t), t ∈ G(0)
}
on G(0) ⋊h0 Γ having supp(β˜) = G
(0) and continuous
modular function. Then {∫
βtsdβ˜ (s) , t ∈ G
(0)
}
is Haar system on G satisfying the hypothesis of Proposition 12.
Remark 14 If the associated principal groupoid of G(0) ⋊h0 Γ is proper, then
there is a quasi-invariant measure with respect to the Haar system
{
εt × λ
ρh(t), t ∈ G(0)
}
,
having the support G(0) and continuous modular function. The associated prin-
cipal groupoid of G(0) ⋊h0 Γ is proper if and only if the set
RΓ,G(0) =
{(
t, r
(
γ−1t
))
: t ∈ G(0), γ ∈ Γ, r (γ) = ρh (t)
}
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is a closed in G(0) ×G(0) (endowed with the product topology) and the map
(t, γ)→
(
t, r
(
γ−1t
))
is an open map from G(0) ⋊h0 Γ to RΓ,G(0) , when RΓ,G(0) is endowed with the
relative product topology coming from G(0) ×G(0).
2.2 Composition of morphisms
Definition 15 Let h : (Γ, λ) ⊲ (G1, ν) and k : (G1, λ) ⊲ (G2, η) be two
morphism of locally compact groupoids endowed with Haar systems. Let kh :
(Γ, λ) ⊲ (G2, η) be defined by
1. ρkh : G
(0)
2 → Γ
(0)
ρkh (x2) = ρh (ρk (x2)) for all x2 ∈ G2.
2. (γ, x2)→ γ ·kh x2 := (γ ·h ρk (r (x2))) ·k x2 from Γ ⋆kh G2 to G2, where
Γ ⋆kh G2 = {(γ, x2) ∈ Γ×G2 : d (γ) = ρkh (r (x2))}
Remark 16 Let h : (Γ, λ) ⊲ (G1, ν) and k : (G1, λ) ⊲ (G2, η) be two mor-
phism of locally compact groupoids endowed with Haar systems. Let kh : (Γ, λ) ⊲ (G2, η)
be as in Definition 15. Then for all γ ∈ Γ, all x1 ∈ G1 with ρh (r (x1)) = d (γ)
and all x2 ∈ G2 with ρk (r (x2)) = d (x1), we have
γ ·kh (x1 ·k x2) = (γ ·h ρk (r (x1 ·k x2))) ·k (x1 ·k x2) = (γ ·h r (x1)x1) ·k x2
= (γ ·h x1) ·k x2
Lemma 17 Let (Γ, λ), (G1, ν) and (G2, η) be σ-compact, lcH-groupoids. If
h : (Γ, λ) ⊲ (G1, ν) and k : (G1, λ) ⊲ (G2, η) are morphisms, then kh :
(Γ, λ) ⊲ (G2, η) is a morphism.
Proof. Let us check the conditions 3, 5 and 6 in the def. 8. For all
(γ1, γ2) ∈ Γ
(2) and all x2 ∈ G2 with (γ2, x) ∈ Γ ⋆kh G2, we have
(γ1γ2) ·kh x2 = ((γ1γ2) ·h ρk (r (x2))) ·k x2
= (γ1 ·h r (γ2 ·h ρk (r (x2)))) (γ2 ·h ρk (r (x2))) ·k x2
= ((γ1 ·h r (γ2 ·h ρk (r (x2))))) ·k ((γ2 ·h ρk (r (x2))) ·k x2)
= ((γ1 ·h r (γ2 ·h ρk (r (x2))))) ·k (γ2 ·kh x2)
= ((γ1 ·h ρk (r (γ2 ·h ρk (r (x2))))) ·k x) ·k (γ2 ·kh x2)
= γ1 ·kh (γ2 ·kh x2) .
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For all (γ, x2) ∈ Γ ⋆kh G2 and (x2, y2) ∈ G
(2)
2 , we have
(γ ·kh x2) y2 = ((γ ·h ρk (r (x2))) ·k x2) ·k y2
= (γ ·h ρk (r (x2))) ·k (x2y2) = (γ ·h ρk (r (x2y2))) ·k (x2y2)
= γ ·kh (x2y2)
Let P : G1 → R be a continuous function with conditionally compact sup-
port such that ∫
P (x1) dν
t (x1) = 1, for all t ∈ G
(0)
1
If f : Γ ⋆kh G2 → R is a Borel nonnegative function, then∫ ∫
f
(
γ−1 ·kh x2, γ
−1
)
dλρkh(r(x2)) (γ)dηs (x2)
=
∫ ∫ ∫
f
(
γ−1 ·kh x2, γ
−1
)
dλρkh(r(x2)) (γ)P (x1) dν
ρk(r(x2)) (x1) dηs (x2) .
The following sequence of changes of variables
1. (x2, x1)→
(
x−11 ·k x2, x1
)
(using the quasi-invariance of ηs)2. x1 → x
−1
1
3. (x1, γ)→
(
γ−1 ·h x1, x1
)
(using the quasi-invariance of νρk(r(x2)))
4. x1 → x
−1
1
5. (x2, x1)→
(
x−11 ·k x2, x1
)
(using the quasi-invariance of ηs)
transforms the preceding integral into∫ ∫ ∫
f (x2, γ) g (x2, x1,γ)P
(
γ−1 ·h x1
)
dνρk(r(x2)) (x1) dλ
ρkh(r(x2)) (γ) dηs (x2)
where
g (x2, x1,γ) = ∆k
(
x−11 ·k x2,
(
γ−1 ·h x1
)−1)−1
∆h (x1, γ)
−1
∆k (x2, x1)
−1
=
(
∆k (x2, x1)∆k
(
x−11 ·k x2,
(
γ−1 ·h x1
)−1))−1
∆h (x1, γ)
−1
= ∆k
(
x2,
(
γ−1 ·h r (x1)
)−1)−1
∆h (x1, γ)
−1
.
Let us note that for all (x1, γ) ∈ G1⋊h Γ, and all x2 ∈ G2 with ρk (r (x2)) =
r (x1), ∆k
(
x2,
(
γ−1 ·h r (x1)
))
∆h (x1, γ) does not depend on x1 but only on
r (x1) = ρk (r (x2)), and also it does not depend on x2 but only on r (x2). For
each (x2, γ) ∈ G2 ⋊k Γ, let us denote
∆kh (x2, γ) = ∆k
(
x2,
(
γ−1 ·h r (x1)
)−1)
∆h (x1, γ) .
Consequently,∫ ∫
f
(
γ−1 ·kh x2, γ
−1
)
dλρkh(r(x2)) (γ) dηs (x2)
=
∫ ∫ ∫
f (x2, γ)∆kh (x2, γ)
−1
P
(
γ−1 ·h x1
)
dνρk(r(x2)) (x1) dλ
ρkh(r(x2)) (γ) dηs (x2)
=
∫ ∫ ∫
f (x2, γ)∆kh (x2, γ)
−1
P (x1) dν
r(γ−1·hρk(r(x2))) (x1) dλ
ρkh(r(x2)) (γ) dηs (x2)
=
∫ ∫ ∫
f (x2, γ)∆kh (x2, γ)
−1
dλρkh(r(x2)) (γ) dηs (x2)
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Therefore the condition 8 in def. 8 is satisfied if we take
∆kh (x2, γ) = ∆k
(
x2,
(
γ−1 ·h r (x1)
))
∆h (x1, γ) , (x2, γ) ∈ G2 ⋊kh Γ.
Remark 18 If h : (Γ, λ) ⊲ (G1, ν) and k : (G1, λ) ⊲ (G2, η) are mor-
phisms, then it is easy to see that
∆kh (x2, γ) = ∆k
(
γ−1 ·kh x2, γ
−1 ·h x1
)−1
∆h (x1, γ)∆k (x2, x1)
for any (x2, γ) ∈ G2 ⋊kh Γ and any x1 ∈ G
ρk(r(x2))
1 .
Proposition 19 The class of σ-compact, lcH-groupoids with the morphisms in
the sense of def. 8 form a category.
Proof. A straightforward computation shows that the composition of mor-
phisms (in the sense of def. 15) is associative. For each groupoid Γ let lΓ be the
morphism defined in Example 10. If h : Γ ⊲G and k : G ⊲Γ are morphisms
in the sense of Definition 8, then hlΓ = h and lΓk = k.
2.2.1 Examples of morphisms
In this subsection we study what becomes a morphism h : (Γ, λ) ⊲ (G, ν) for
a particular groupoid G. We shall consider the following cases:
1. Groups. A group G is a groupoid with G(2) = G×G and G(0) = {e} (the
unit element).
2. Sets. A set X is a groupoid letting
X(2) = diag (X) = {(x, x) , x ∈ G}
and defining the operations by xx = x, and x−1 = x.
Sets and groups are particular cases of group bundles (this means groupoids
for which r (x) = d (x) for all x).
3. Equivalence relations. Let E ⊂ X ×X be (the graph of) an equivalence
relation on the set X . Let E(2) = {((x1, y1) , (x2, y2)) ∈ E × E : y1 = x2}.
With product (x, y) (y, z) = (x, z) and (x, y)−1 = (y, x), E is a principal
groupoid. E(0) may be identified with X . Two extreme cases deserve to
be single out. If E = X ×X , then E is called the trivial groupoid on X ,
while if E = diag (X), then E is called the co-trivial groupoid on X (and
may be identified with the groupoid in example 2).
If G is any groupoid, then
R = {(r (x) , d (x)) , x ∈ G}
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is an equivalence relation on G(0). The groupoid defined by this equiva-
lence relation is called the principal groupoid associated with G.
Any locally compact principal groupoid can be viewed as an equivalence
relation on a locally compact spaceX having its graph E ⊂ X×X endowed
with a locally compact topology compatible with the groupoid structure.
This topology can be finer than the product topology induced fromX×X .
We shall endow the principal groupoid associated with a groupoid G with
the quotient topology induced from G by the map
(r, d) : G→ R, (r, d) (x) = (r (x) , d (x))
This topology consists of the sets whose inverse images by (r, d) in G are
open.
Let Γ and G be two σ-compact, lcH -groupoids, endowed with the Haar sys-
tems λ =
{
λu, u ∈ Γ(0)
}
, respectively, ν =
{
νt, t ∈ G(0)
}
. Let
(
{βts}(t,s)∈R ,
{
β˜t
}
t˙∈G(0)/G
)
be the decomposition of the Haar system
{
νt, t ∈ G(0)
}
over the principal groupoid
associated to G and let δG be its associated 1-cocycle.
Let h : (Γ, λ) ⊲ (G, ν) be a morphism in the sense of Def. 8. Let us show
that if G is a group bundle , then Γ|ρh(G(0)) is also a group bundle and the
condition 8 in the Def. 8 is automatically satisfied. Indeed, let γ ∈ Γ|ρh(G(0)).
Then there is t ∈ G(0) such that d (γ) = ρh (t). We
r (γ) = ρh (r (γ ·h t)) = ρh (d (γ ·h t)) = ρh (t) = d (γ) .
Therefore Γ|ρh(G(0)) is a group bundle. Let us prove that the condition 8 in the
def. 8 is automatically satisfied if G is a group bundle. If the restriction of r to
G′is open, then
{
βtt , t ∈ G
(0)
}
is a Haar system for G′(Lemma 1.3/p. 6 [14]).
In our case G is a group bundle, consequently, G = G′. If ν =
{
νt, t ∈ G(0)
}
is a Haar system on G, then for each t ∈ G(0), νt is a (left) Haar measure on
the locally compact group Gtt. By the uniqueness of the Haar measure on G
t
t,
it follows that there is P (t) ∈ R∗+, such that ν
t = P (t)βtt . Thus the restriction
of δG to G
t
t is the modular function for ν
t. Reasoning in the same way, for
each u ∈ ρh
(
G(0)
)
, λu is a (left) Haar measure on the locally compact group
Γuu, and the restriction of δΓ to Γ
u
u is the modular function for λ
u. For each
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f ∈ Cc (G⋊h Γ) and t ∈ G, we have∫ ∫
f
(
γ−1 ·h x, γ
−1
)
dλρh(r(x)) (γ) dνt (x)
=
∫ ∫
f
(
γ−1 ·h x, γ
−1
)
dλρh(t) (γ) dνt (x)
=
∫ ∫
f
(
γ−1 ·h x, γ
−1
)
δG (x)
−1 dνt (x) dλρh(t) (γ)
=
∫ ∫
f
(
x, γ−1
)
δG
((
γ−1 ·h t
)−1
x
)−1
dνt (x) dλρh(t) (γ)
=
∫ ∫
f
(
x, γ−1
)
δG
(
γ−1 ·h t
)
δG (x)
−1 dνt (x) dλρh(t) (γ)
=
∫ ∫
f (x, γ) δG (γ ·h t) δΓ
(
γ−1
)
δG (x)
−1 dνt (x) dλρh(t) (γ)
=
∫ ∫
f (x, γ) δG (γ ·h t) δΓ
(
γ−1
)
dλρh(t) (γ) dνt (x) .
Hence taking ∆h (x, γ) = δΓ (γ) δG (γ ·h r (x))
−1
the condition 8 in the Def-
inition 8 is satisfied. Let us note that if G is a group bundle, then each
morphism h : (Γ, λ) ⊲ (G, ν), for which ρh : G
(0) → Γ(0) is a homeomor-
phism, can be viewed as a continuous homomorphism ϕ from Γ to G for which
the restriction ϕ|Γ(0) = ϕ
(0) : Γ(0) → G(0) is a homeomorphism. Indeed if
ϕ : Γ→ G is a groupoid homomorphism (this means that if (γ1, γ2) ∈ Γ
(2), then
(ϕ (γ1) , ϕ (γ2)) ∈ G
(2) and ϕ (γ1γ2) = ϕ (γ1)ϕ (γ2)) and if ϕ
(0) : Γ(0) → G(0) is
a homeomorphism, then taking ρh =
(
ϕ(0)
)−1
: G(0) → Γ(0), and defining
γ ·h x = ϕ (γ)x
we obtain a morphism in the sense of Definition 8. Conversely, if h : (Γ, λ) ⊲ (G, ν)
a morphism in the sense of Definition 8, for which ρh : G
(0) → Γ(0) is a homeo-
morphism, then let us define ϕ : Γ→ G by
ϕ (γ) = γ ·h ρ
−1
h (d (γ)) , γ ∈ Γ.
If (γ1, γ2) ∈ Γ
(2), then
d (ϕ (γ1)) = d
(
γ1 ·h ρ
−1
h (d (γ1))
)
= ρ−1h (d (γ1)) = ρ
−1
h (r (γ2)) = ρ
−1
h (d (γ2))
= d
(
γ2 ·h ρ
−1
h (d (γ2))
)
= d (ϕ (γ2)) = r (ϕ (γ2)) .
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Consequently, (ϕ (γ1) , ϕ (γ2)) ∈ G
(2) and
ϕ (γ1γ2) = (γ1γ2) ·h ρ
−1
h (d (γ2))
= γ1 ·h
(
γ2 ·h ρ
−1
h (d (γ2))
)
= γ1 ·h r
(
γ2 ·h ρ
−1
h (d (γ2))
) (
γ2 ·h ρ
−1
h (d (γ2))
)
= γ1 ·h d
(
γ2 ·h ρ
−1
h (d (γ2))
) (
γ2 ·h ρ
−1
h (d (γ2))
)
=
(
γ1 ·h ρ
−1
h (d (γ2))
) (
γ2 ·h ρ
−1
h (d (γ2))
)
=
(
γ1 ·h ρ
−1
h (d (γ1))
) (
γ2 ·h ρ
−1
h (d (γ2))
)
= ϕ (γ1)ϕ (γ2) .
The restriction of ϕ to Γ(0) is a homeomorphism, because it coincides with
ρ−1h .
Therefore if Γ and G are locally compact groups, then the notion of
morphism (cf. Definition 8) reduces to the usual notion of group homomorphism.
If G is a set (see example 2 at beginning of the subsection) and if h :
(Γ, λ) ⊲ (G, ν) is a morphism, then
γ ·h x = d (γ ·h x) = d (x) = x
for each (γ, x) with d (γ) = ρh (r (x)) = ρh (x). In this case a morphism is
uniquely determined by the map ρh : G→ Γ
(0).
Let us now assume that G ⊂ X ×X is an equivalence relation, where X is
locally compact, σ-compact, Hausdorff space. Let us endow G with the relative
product topology from X ×X . Let us also assume that there is a Haar system
on G, ν =
{
νt, t ∈ G(0)
}
, and let Γ be another groupoid endowed with the
Haar systems λ =
{
λu, u ∈ Γ(0)
}
. Any morphism in the sense of Definition 8,
h : (Γ, λ) ⊲ (G, ν), defines a continuous action of Γ on X , by
γ · x = r (γ ·h (x, x)) .
Conversely, let us consider an action of Γ on X with the momentum map ρ :
X → Γ(0), satisfying γ · x˜x. Then taking ρh = ρ, and
γ ·h (x, y) = (γ · x, y)
we obtain an continuous morphism (in the sense of Definition 3). The condition
8 is not necessarily satisfied. In order to see that it is enough to consider
Γ = G = X×X (the trivial groupoid on X endowed with the product topology).
Any Haar system on X×X is of the form {εx × µ, x ∈ X}, where µ is a measure
of full support on X , and εx is the unit point mass at x. If {εx × µ1, x ∈ X}
is a Haar system on Γ = X × X , and {εx × µ2, x ∈ X} is a Haar system on
G = X × X , then the condition 8 in the Definition 8 is satisfied if and only
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if µ1 and µ2 are equivalent measure (have the same null sets) and the Radon
Nikodym derivative is a continuous function.
Let G = X×X (the trivial groupoid on X endowed with the product topol-
ogy), let ν = {εx × µ, x ∈ X} be a Haar system on G. Then any continuous
morphism h gives rise to a continuous action of Γ on X . Conversely, any con-
tinuous action of Γ on X gives rise to a continuous morphism h from Γ to
G. In the hypothesis of Corollary 13, we can choose the measure µ such that
h : (Γ, λ) ⊲ (G, ν) becomes a morphism in the sense of Definition 8.
Let us assume that the associated principal groupoid of Γ is proper. This
means that it is a closed subset of Γ(0) × Γ(0) endowed with product topology
(or equivalently, Γ(0)/Γ is a Hausdorff space) and the map
(r, d) : Γ→ R, (r, d) (x) = (r (x) , d (x))
is an open map when R is endowed with the relative product topology coming
from Γ(0) × Γ(0). Let µ be a quasi-invariant measure for the Haar system λ ={
λu, u ∈ Γ(0)
}
on Γ. It can be shown that there is a quasi-invariant measure µ0
equivalent to µ such that the modular function of µ0 is a continuous function δΓ.
Let S0 be the support of µ0. Let us take X = S0 and let us consider the action
Γ on S0 defined by ρ : S0 → Γ
(0), ρ (u) = u for all u ∈ S0, and γ · d (γ) = r (γ)
for all γ ∈ Γ|S0 . It is easy to see that µ0 is a quasi-invariant measure for the
Haar system {εu × λ
u, u ∈ S0} on S0⋊Γ, and its modular function is δΓ. Thus
we can define a morphism h : (Γ, λ) ⊲ (S0 × S0, ν) in the sense of Definition
8 (where ν = {εu × µ0, u ∈ S0}) by
1. ρh : S0 → Γ
(0), ρ (u) = u for all u ∈ S0.
2. γ ·h (u, v) = (r (γ) , v)
3 Morphisms on a groupoid Γ and the convolu-
tion algebra Cc (Γ)
Let (Γ, λ) and (G, ν) be two σ-compact, lcH -groupoids with Haar systems.
We associate to each morphism h : (Γ, λ) ⊲ (G, ν) an application hˆ defined
on Cc (Γ) in the following way. For any f ∈ Cc (Γ),
hˆ (f) : Cc (G)→ Cc (G) .
is defined by
hˆ (f) (ξ) (x) =
∫
f (γ) ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2
dλρh(r(x)) (γ)
Using a standard argument ([3] 2.2, [12] II.1) we can prove that hˆ (f) (ξ) ∈
Cc (G) for any ξ ∈ Cc (G). That is, since G⋊hΓ is a closed subset of the normal
space G× Γ, the function
(x, γ)→ ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2
,
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may be extended to a bounded continuous function F on G×Γ. A compactness
argument shows that for each ε > 0 and each x0 ∈ G
{x ∈ G : |F (x, γ)− F (x0, γ)| < ε for all γ ∈ supp (f)}
is an open subset of G which contains x0. Therefore the function
x→ Fx [: G→ Cc (G)]
where Fx (y) = f (γ)F (x, γ), is continuous. Consequently,
(x, u)→
∫
f (γ)F (x, γ) dλu (γ)
[
: G× Γ(0) → C
]
is a continuous function, and so is the function
x→
∫
f (γ)F (x, γ) dλρk(r(x)) (γ) [: G→ C]
(being its composition with x→ (x, ρh (r (x))).
Lemma 20 Let h : (Γ, λ) ⊲ (G, ν) be a morphism of σ-compact, lcH-groupoids
with Haar systems and let hˆ be the application defined above . Then{
hˆ (f) ξ : f ∈ Cc (Γ) , ξ ∈ Cc (G)
}
is dense in Cc (G) with the inductive limit topology.
Proof. We shall use a similar argument as Jean Renault used in proof of
prop. II.1.9/p. 56 [12]. Since Γ(0) is a paracompact space, it follows that there
is a fundamental system of d-relatively compact neighborhood {Uα}α of Γ
(0).
Let U0 be a d-relatively compact neighborhood of Γ
(0) such that Uα ⊂ U0 for
all α. Let {Kα}α be a net of compact subsets of Γ
(0) increasing to Γ(0). Let
eα ∈ Cc (Γ) be a nonnegative function such that
supp (eα) ⊂ Uα∫
eα (γ) dλ
u (γ) = 1 for all u ∈ Kα.
We claim that for any ξ ∈ Cc (G),
{
hˆ (eα) ξ
}
α
converges to ξ in the inductive
limit topology. Let ξ ∈ Cc (G) and ε > 0. Let K be the support of ξ. Then
U0 ·h K = {γ ·h x : γ ∈ U0, x ∈ K, r (γ) = ρh (r (x))}
=
(
U0 ∩ d
−1 {ρh (r (K))}
)
·h K
is a compact subset of G. A compactness argument shows that
Wε =
{
γ ∈ Γ :
∣∣ξ (γ−1 ·h x)− ξ (x)∣∣ < ε for all x ∈ U0 ·h K, ρh (r (x)) = r (γ)}
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is an open subset of Γ which contains Γ(0). If γ ∈Wε ∩ U0, then∣∣ξ (γ−1 ·h x)− ξ (x)∣∣ < ε for all x satisfying ρh (r (x)) = r (γ)
(because if x /∈ U0 ·h K, then x and γ
−1 ·h x /∈ K = supp (ξ), and hence
ξ
(
γ−1 ·h x
)
= ξ (x) = 0). Since ∆h is a continuous function and a homomor-
phism from G×h Γ to R
∗
+, it follows that there exist an open neighborhood Lε
of Γ(0) such that ∣∣∣∆−1/2h (x, γ)− 1∣∣∣ < ε
for all (x, γ) ∈ (K × Lε) ∩ G ×h Γ. Then for any α such that Uα ⊂ Wε ∩ Lε
and ρh (r (U0 ·h K)) ⊂ Kα, supp
(
hˆ (eα) ξ
)
is contained in U0 ·h K. For all
x ∈ U0 ·h K we have∣∣∣hˆ (eα) ξ (x) − ξ (x)∣∣∣
=
∣∣∣∣
∫
eα (γ) ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2
− eα (γ) ξ (x) dλ
ρh(r(x)) (γ)
∣∣∣∣
≤
∫
eα (γ)
∣∣ξ (γ−1 ·h x)− ξ (x)∣∣∆h (x, γ)−1/2 dλρh(r(x)) (γ) +
+ |ξ (x)|
∫
eα (γ)
∣∣∣∆−1/2h (x, γ)− 1∣∣∣ dλρh(r(x)) (γ)
≤ 2ε+ sup
x
|ξ (x)| ε.
Thus
∣∣∣hˆ (eα) ξ − ξ∣∣∣ converges to 0 in the inductive limit topology.
Proposition 21 Let h : (Γ, λ) ⊲ (G1, ν) and k : (G1, λ) ⊲ (G2, η) be mor-
phisms of σ-compact lcH-groupoids with Haar systems. Then
kˆ
(
hˆ (f) ξ1
)
ξ2 = kˆh (f)
(
kˆ (ξ1) ξ2
)
for all f ∈ Cc (Γ), ξ1 ∈ Cc (G1) and ξ2 ∈ Cc (G2).
Proof. Let f ∈ Cc (Γ), ξ1 ∈ Cc (G1) and ξ2 ∈ Cc (G2). For all (x2, x1, γ) ∈
G2×G1×Γ, such that (x1, γ) ∈ G1⋊h Γ and (x2, x1) ∈ G2⋊hG1 let us denote
F (x2, x1, γ) = ξ1
(
γ−1 ·h x1
)
ξ2
(
x−11 ·k x2
)
g (x2, x1, γ) = ∆h (x1, γ)
−1/2
∆k (x2, x1)
−1/2
.
Then we have
kˆ
(
hˆ (f) ξ1
)
ξ2 (x2)
=
∫ ∫
f (γ)F (x2, x1, γ) g (x2, x1, γ)λ
ρh(r(x1)) (γ) dνρk(r(x2)) (x1)
=
∫ ∫
f (γ)F (x2, x1, γ) g (x2, x1, γ) dν
ρ(r(x2)) (x1) dλ
ρkh(r(x2)) (γ)
=
∫ ∫
f (γ)F1 (x2, x1, γ) g1 (x2, x1, γ) dν
r(γ−1·hρk(r(x2))) (x1) dλ
ρkh(r(x2)) (γ) ,
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where
F1 (x2, x1, γ) = F
(
x2,
(
γ−1 ·h ρk (r (x2))
)−1
x1, γ
)
= ξ1 (x1) ξ2
(((
γ−1 ·h ρk (r (x2))
)−1
x1
)−1
·k x2
)
= ξ1 (x1) ξ2
(
x−11
(
γ−1 ·h ρk (r (x2))
)
·k x2
)
= ξ1 (x1) ξ2
(
x−11 ·k
(
γ−1 ·kh x2
))
and
g1 (x2, x1, γ) = g
(
x2,
(
γ−1 ·h ρk (r (x2))
)−1
x1, γ
)
= ∆h
((
γ−1 ·h ρk (r (x2))
)−1
x1, γ
)−1/2
∆k
(
x2,
(
γ−1 ·h ρk (r (x2))
)−1
x1
)−1/2
= ∆h (ρk (r (x2)) , γ)
−1/2
∆k
(
x2,
(
γ−1 ·h ρk (r (x2))
)−1
x1
)−1/2
= ∆h (ρk (r (x2)) , γ)
−1/2∆k
(
x2,
(
γ−1 ·h ρk (r (x2))
)−1)−1/2
∆k
(
γ−1 ·kh x2, x1
)−1/2
= ∆kh (x2, γ)
−1/2
∆k
(
x2,
(
γ−1 ·h ρk (r (x2))
)−1)−1/2
∆k
(
γ−1 ·kh x2, x1
)−1/2
Consequently,
kˆ
(
hˆ (f) ξ1
)
ξ2 (x2) = kˆh (f)
(
kˆ (ξ1) ξ2
)
(x2) , for all x2 ∈ G2.
For any locally compact, second countable, Hausdorff groupoid G endowed
with a Haar system ν =
{
νt, t ∈ G(0)
}
, Cc (G) is an algebra under convolution
of function. For f , g ∈ Cc (G) the convolution is defined by:
f ∗ g (x) =
∫
f (y) g
(
y−1x
)
dνr(x) (y)
and the involution by
f∗ (x) = f (x−1).
Moreover, under these operations, Cc (G) becomes a topological ∗-algebra. Let
us note that the involutive algebraic structure on Cc (G) defined above depends
on the Haar system ν =
{
νt, t ∈ G(0)
}
. When it will be necessary to emphasis
the role of ν in this structure, we shall write Cc (G, ν).
It is easy to see that for any f , g ∈ Cc (G, ν)
f ∗ g = lˆ (f) g,
where l : (G, ν) ⊲ (G, ν) is the morphism defined in Example 10 : ρl = idG(0)
and x ·l y = xy (multiplication on G).
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For each f ∈ Cc (G), let us denote by ‖f‖I the maximum of sup
t
∫
|f (x)| dνt (x)
and sup
t
∫
|f (x)| dνt (x). A straightforward computation shows that ‖·‖I is a
norm on Cc (G) and
‖f‖I = ‖f
∗‖I
‖f ∗ g‖I ≤ ‖f‖I ‖g‖I
for all f, g ∈ Cc (G).
Proposition 22 Let h : (Γ, λ) ⊲ (G, ν) be a morphism of σ-compact lcH-
groupoids with Haar systems. Then
ξ∗2 ∗
(
hˆ (f) ξ1
)
=
(
hˆ (f∗) ξ2
)∗
∗ ξ1
for all f ∈ Cc (Γ) and ξ1, ξ2 ∈ Cc (G, ν).
Proof. If f ∈ Cc (Γ) and ξ1, ξ2 ∈ Cc (G), then
ξ∗2 ∗
(
hˆ (f) ξ1
)
(x) =
=
∫
ξ∗2 (y)
∫
f (γ) ξ1
(
γ−1 ·h
(
y−1x
))
∆h
(
y−1x, γ
)−1/2
dλρh(r(y
−1x)) (γ)dνr(x) (y)
=
∫
ξ2 (y−1)
∫
f (γ) ξ1
(
γ−1 ·h
(
y−1x
))
∆h
(
y−1, γ
)−1/2
dλρh(r(y
−1x)) (γ)dνr(x) (y)
=
∫ ∫
ξ2 (y)f (γ) ξ1
(
γ−1 ·h (yx)
)
∆h (y, γ)
−1/2
dλρh(r(yx)) (γ)dνr(x) (y)
The change of variable (y, γ) →
(
γ−1 ·h y, γ
−1
)
transforms the preceding
integral into
=
∫ ∫
ξ2 (γ−1 ·h y)f
(
γ−1
)
∆h (y, γ)
−1/2
dλρh(r(y)) (γ) ξ1 (yx) dνr(x) (y)
=
∫ ∫
ξ2 (γ−1 ·h y−1)f
(
γ−1
)
∆h
(
y−1, γ
)−1/2
dλρh(d(y)) (γ) ξ1
(
y−1x
)
dνr(x) (y)
=
∫ ∫
f∗ (γ) ξ2 (γ−1 ·h y−1)∆h (y−1, γ)
−1/2
dλρh(d(y)) (γ)ξ1
(
y−1x
)
dνr(x) (y)
=
(
hˆ (f∗) ξ2
)∗
∗ ξ1
4 Representations associated to morphisms
Proposition 23 Let h : (Γ, λ) ⊲ (G, ν) be a morphism of σ-compact, lcH-
groupoids with Haar systems. For t ∈ G(0) and f ∈ Cc (Γ), let us define the
operator πh,t (f) : L
2 (G, νt) ⊲L
2 (G, νt) by
πh,t (f) ξ (x) =
∫
f (γ) ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2 dλρh(r(x)) (γ)
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for all ξ ∈ L2 (G, νt) and x ∈ G.Then for any f ∈ Cc (Γ)
‖πh,t (f)‖ ≤ ‖f‖I ,
and πh,t is a representation of Cc (Γ, λ) (a ∗-homomorphism from Cc (Γ, λ) into
B
(
L2 (G, νt)
)
, that is continuous with respect to the inductive limit topology on
Cc (Γ) and the weak operator topology on B
(
L2 (G, νt)
)
).
Proof. If f ∈ Cc (Γ), ξ, ζ ∈ L
2 (G, νt), then
|〈πh,t (f) ξ, ζ〉| =
=
∣∣∣∫ ∫ f (γ) ξ (γ−1 ·h x)∆h (x, γ)−1/2 dλρh(r(x)) (γ) ζ (x)dνt (x)∣∣∣
≤
∫ ∫
|f (γ)|
∣∣ξ (γ−1 ·h x)∣∣ |ζ (x)|∆h (x, γ)−1/2 dλρh(r(x)) (γ)dνt (x)
≤
(∫ ∫
|f (γ)|
∣∣ξ (γ−1 ·h x)∣∣2∆h (x, γ)−1 dλρh(r(x)) (γ) dνt (x))1/2 ·
·
(∫ ∫
|f (γ)| |ζ (x)|2 dλρh(r(x)) (γ) dνt (x)
)1/2
=
(∫ ∫ ∣∣f (γ−1)∣∣ |ξ (x)|2 dλρh(r(x)) (γ) dνt (x))1/2 ·
·
(∫ ∫
|f (γ)| dλρh(r(x)) (γ) |ζ (x)|2 dνt (x)
)1/2
≤ ‖f‖I ‖ξ‖2 ‖ζ‖2 .
Thus ‖πh,t (f)‖ ≤ ‖f‖I for any f ∈ Cc (Γ). Let us prove that πh,t : Cc (Γ) ⊲B
(
L2 (G, νt)
)
is a ∗-homomorphism. Let f ∈ Cc (Γ), ξ, ζ ∈ L
2 (G, νt). We have
〈πh,t (f) ξ, ζ〉 =
=
∫ ∫
f (γ) ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2
dλρh(r(x)) (γ) ζ (x)dνt (x)
=
∫ ∫
f
(
γ−1
)
ξ (x) ζ (γ−1 ·h x)∆h (x, γ)
−1/2
dλρh(r(x)) (γ) dνt (x)
=
∫ ∫
f∗ (γ) ζ (γ−1 ·h x)∆h (x, γ)
−1/2
ξ (x)dλρh(r(x)) (γ)dνt (x)
= 〈πh,t (f∗) ζ, ξ〉.
Hence πh,t (f)
∗ = πh,t (f
∗) for all f ∈ Cc (Γ). If f, g ∈ Cc (Γ) and ξ ∈ L
2 (G, νt),
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we have
πh,t (f ∗ g) ξ (x) =
=
∫
f ∗ g (γ) ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2
dλρh(r(x)) (γ)
=
∫ ∫
f (γ1) g
(
γ−11 γ
)
dλr(γ) (γ1) ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2
dλρh(r(x)) (γ)
=
∫ ∫
f (γ1) g
(
γ−11 γ
)
ξ
(
γ−1 ·h x
)
∆h (x, γ)
−1/2 dλρh(r(x)) (γ1) dλ
ρh(r(x)) (γ)
=
∫ ∫
f (γ1) g (γ) ξ
(
(γ1γ)
−1
·h x
)
∆h (x, γ1γ)
−1/2
dλd(γ1) (γ) dλρh(r(x)) (γ1)
=
∫
f (γ1)
∫
g (γ) ξ
(
γ−1 ·h
(
γ−11 ·h x
))
∆h
(
γ−11 ·h x, γ
)−1/2
dλd(γ1) (γ) ·
·∆h (x, γ1)
−1/2
dλρh(r(x)) (γ1)
= πh,t (f) (πh,t (g) ξ) (x) ,
for all x ∈ G. Thus πh,t (f ∗ g) = πh,t (f)πh,t (g) for all f, g ∈ Cc (Γ).
Remark 24 The representation πh,t : Cc (Γ) → B
(
L2 (G, νt)
)
defined in the
preceding proposition is non-degenerate in the sense that{
πh,t (f) ξ : f ∈ Cc (Γ) , ξ ∈ L
2 (G, νt)
}
is dense in L2 (G, νt). For any f ∈ Cc (Γ) and ξ ∈ Cc (G), πh,t (f) ξ = hˆ (f) ξ,
where hˆ is the application introduced in Section 3. Indeed, by Lemma 20
{πh,t (f) ξ : f ∈ Cc (Γ) , ξ ∈ Cc (G)}
is dense in Cc (G) with the inductive limit topology and a fortiori with the
L2 (G, νt) topology.
Proposition 25 Let h : (Γ, λ) ⊲ (G1, ν) and k : (G1, λ) ⊲ (G2, η) be mor-
phisms of σ-compact lcH groupoids with Haar systems. Let hˆ the application
associated to h introduced in the Section 3, and πk,s (respectively, πkh,s) be the
representation associated to k (respectively, kh) defined in Proposition 23. Then
πk,s
(
hˆ (f) ξ1
)
ξ2 = πkh,s (f)πk,s (ξ1) ξ2
for all s ∈ G
(0)
2 , f ∈ Cc (Γ), ξ1 ∈ Cc (G1) and ξ2 ∈ L
2 (G2, ηs).
Proof. It follows using the same computation as in the proof of Proposition
21.
5 A C∗-algebra associated to a locally compact
σ-compact groupoid
In this section we define a C∗-algebra associated to a locally compact σ-compact
groupoid. The construction is similar to that made in Section 5 [15]. Like in [15]
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we shall show that (Γ, λ) ⊲C∗ (Γ, λ) is a covariant functor from the category
of locally compact, σ-compact, Hausdorff groupoids endowed with Haar systems
to the category of C∗-algebras.
Definition 26 Let (Γ, λ) be a σ-compact, lcH-groupoid endowed with a Haar
and let f ∈ Cc (Γ). For any morphism h : (Γ, λ) ⊲ (G, ν) (where G is a
σ-compact, lcH-groupoid endowed with a Haar system) let us define
‖f‖h = sup
t
‖πh,t (f)‖
where πh,t is the representation associated to h and t defined in prop. 23. Let
us also define
‖f‖ = sup
t
‖f‖h
where h runs over all morphism defined on (Γ, λ).
Remark 27 Clearly ‖·‖ = sup
h
‖·‖h defined above is a C
∗-semi-norm. Let l :
(Γ, λ) ⊲ (Γ, λ) be the morphism defined in Example 10:ρl = idΓ0 and γ ·l x =
γx (multiplication on Γ). Then the representation associated to l and u ∈ Γ(0),
πh,u : Cc (Γ)→ B
(
L2 (G, λu)
)
, is defined by
πl,u (f) ξ (x) =
∫
f (γ) ξ
(
γ−1x
)
dλr(x) (γ) = f ∗ ξ (x)
by for all f ∈ Cc (Γ) and ξ ∈ L
2 (G, λu). Therefore for all f ∈ Cc (Γ)
‖f‖l = ‖f‖red ,
the reduced norm of f (def. 2.36/p. 50 [7], or def. II.2.8./p. 82 [12]). According
to prop. II.1.11/p. 58 [12], {πl,u}u is a faithful family of representations of
Cc (Γ, λ), so ‖·‖red is a norm. Hence ‖·‖ = suph ‖·‖h (where h runs over all
morphism defined on (Γ, λ)) is a norm on Cc (Γ, λ).
Definition 28 Let (Γ, λ) be a σ-compact, lcH-groupoid endowed with Haar sys-
tem. The C∗-algebra C∗ (Γ, λ) is defined to be the completion of Cc (Γ, λ) in the
norm ‖·‖ = suph ‖·‖h, where h runs over all morphism defined on (Γ, λ).
Remark 29 Let Γ be a locally compact, second countable, Hausdorff groupoid
endowed with Haar system λ =
{
λu, u ∈ Γ(0)
}
. For f ∈ Cc (Γ, λ), the full C
∗-
norm is defined by
‖f‖full = sup
L
‖L (f)‖
where L is a non-degenerate representation of Cc (Γ, λ), i.e. a ∗-homomorphism
from Cc (Γ, λ) into B (H), for some Hilbert space H, that is continuous with
respect to the inductive limit topology on Cc (Γ) and the weak operator topology
on B(H), and is such that the linear span of
{L (g) ξ : g ∈ Cc (Γ) , ξ ∈ H}
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is dense in H. We have the following inequalities
‖f‖red ≤ ‖f‖ ≤ ‖f‖full
for all f ∈ Cc (Γ, λ), where ‖·‖ = sup
h
‖·‖h is the norm introduced in Defini-
tion 26.The full C∗algebra C∗full (Γ, λ) and the reduced C
∗algebra C∗red (Γ, λ) are
defined respectively as the completion of the algebra Cc (Γ, λ) for the full norm
‖·‖full, and the reduced norm ‖·‖red. According to Proposition 6.1.8/p.146 [1], if
(Γ, λ) is measurewise amenable (Definition 3.3.1/p. 82 [1]), then C∗full (Γ, λ) =
C∗red (Γ, λ). Thus if (Γ, λ) is measurewise amenable, then C
∗ (Γ, λ) (the C∗-
algebra introduced in Definition 28), C∗full (Γ, λ) and C
∗
red (Γ, λ) coincide.
Notation 30 Let Γ be a locally compact, second countable, Hausdorff groupoid
endowed with Haar system λ =
{
λu, u ∈ Γ(0)
}
. Let µ be a quasi-invariant mea-
sure . Let ∆µ be the modular function associated to
{
λu, u ∈ Γ(0)
}
and µ. Let
λ1 be the measure induced by µ on Γ, and λ0 = ∆
− 12
µ λ1.
For f ∈ L1 (G, λ0) let us define
‖f‖II,µ = sup
{∫
|f (γ) j (d (γ) k (r (γ))) |dλ0 (γ)
}
the supremum being taken over all j, k ∈ L2
(
Γ(0), µ
)
with
∫
|j|2dµ =
∫
|k|2dµ =
1.
Let
II (G, λ, µ) =
{
f ∈ L1 (G, λ0) , ‖f‖II,µ <∞
}
.
II (G, λ, µ) is a Banach ∗-algebra under the , convolution
f ∗ g (γ1) =
∫
f (γ) g
(
γ−1γ1
)
dλr(γ1) (γ)
and the involution
f∗ (γ) = f (γ−1).
Cc (Γ, λ) is a ∗-subalgebra of II (G, λ, µ) for any quasi-invariant measure µ. If
µ1 and µ2 are two equivalent quasi-invariant measures, then ‖f‖II,µ1 = ‖f‖II,µ2
for all f . Let us denote
‖f‖II = sup
{
‖f‖II,µ
}
the supremum being taken over all quasi-invariant measure µ on Γ(0), and let
us note that it is enough to consider one quasi-invariant measure in each class.
For any f ∈ II (G, λ, µ),
k →
(
u→
∫
f (γ) k (d (γ)) dλu (γ)
)
.
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is a bounded operator IIµ (f) on L
2
(
G(0), µ
)
and ‖IIµ (|f |)‖ = ‖f‖II,µ. More-
over, f → IIµ (f) is a norm-decreasing ∗-representation IIµ of II (G, λ, µ). The
restriction of IIµ to Cc (Γ, λ) is a representation of Cc (Γ, λ) called the trivial
representation on µ.
Every representation
(
µ,Γ(0) ∗ H, L
)
(see Definition 3.20/p.68 [7]) of Γ can
be integrated into a representation, still denoted by L, of II (G, λ, µ). The rela-
tion between the two representation is:
〈L (f) ξ1, ξ2〉 =
∫
f (γ) 〈L (γ) ξ1 (d (γ)) , ξ2 (r (γ))〉λ0 (γ)
where f ∈ II (G, λ, µ), ξ1, ξ2 ∈
∫ ⊕
G(0)
H (u) dµ (u). Conversely, every non-
degenerate ∗-representation of any suitably large ∗-algebra of II (G, λ, µ) (in
particular, Cc (Γ, λ)) is equivalent to a representation obtained this fashion (see
Section 3 [5], Proposition II.1.17/p. 52[12], Proposition 4.2 [13] or Proposi-
tion 3.23/p. 70, Theorem 3.29/p. 74 [7]). If L is the integrated form of a
representation,
(
µ,G(0) ∗ H, L
)
, of the groupoid G, then
|〈L (f) ξ, η〉| ≤
〈
IIµ (|f |) ξ˜, η˜
〉
where ξ˜ (u) = ‖ξ (u)‖ .Therefore ‖L (f)‖ ≤ ‖IIµ (|f |)‖ = ‖f‖II,µ ≤ ‖f‖II .
If f ∈ Cc (Γ, λ), then
‖|f |‖II,µ = ‖IIµ (|f |)‖ ≤ ‖(|f |)‖full ≤ ‖|f |‖II .
Thus if f ∈ Cc (Γ, λ) and f ≥ 0, then ‖f‖II = ‖f‖full.
Proposition 31 Let Γ be a locally compact, second countable, Hausdorff groupoid
endowed with Haar system λ =
{
λu, u ∈ Γ(0)
}
. Let ‖·‖ be the norm on the C∗-
algebra introduced in Definition 28, and ‖·‖full the norm on the full C
∗algebra
associated with Γ and λ introduced by Renault in [12]. Let us assume the princi-
pal associated groupoid of Γ is a proper groupoid. Then for any quasi invariant
measure µ on Γ(0) and any f ∈ Cc (Γ, λ)
‖IIµ (f)‖ ≤ ‖f‖ ,
and if f ≥ 0, then ‖f‖ = ‖f‖full = ‖II (f)‖.
Proof. For each f ∈ Cc (Γ, λ) we have ‖f‖ ≤ ‖f‖full. If f ∈ Cc (Γ, λ)
and f ≥ 0, then ‖f‖full = ‖f‖II = sup
{
‖f‖II,µ
}
, the supremum being taken
over all quasi-invariant measure µ on Γ(0). Let µ be a quasi-invariant measure.
We have shown at the end of Subsection 2.2.1 that if the principal associated
groupoid of Γ is a proper groupoid, then there is a quasi-invariant measure µ0
equivalent to µ such that the modular function of µ0 is a continuous function
δΓ. Let S0 be the support of µ0. Let us consider the action Γ on S0 defined
by ρ : S0 → Γ
(0), ρ (u) = u for all u ∈ S0, and γ · d (γ) = r (γ) for all γ ∈
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Γ|S0 . It is easy to see that µ0 is a quasi-invariant measure for the Haar system
ν = {εu × λ
u, u ∈ S0} on S0 ⋊ Γ, and its modular function is δΓ. Thus we can
define a morphism hµ : (Γ, λ)→ (S0 × S0, ν) in the sense of Definition 8 (where
ν = {εu × µ0, u ∈ S0}) by
1. ρh : S0 → Γ
(0), ρ (u) = u for all u ∈ S0.
2. γ ·hµ (u, v) = (r (γ) , v)
The representations πhµ,u associated to the morphism hµ : (Γ, λ) ⊲ (S0 × S0, ν)
as in Proposition 23, can be identified with the trivial representation IIµ of
Cc (Γ, λ). Hence for any f ∈ Cc (Γ, λ)
‖f‖ ≥ ‖f‖hµ = ‖IIµ (f)‖ .
Therefore f ∈ Cc (Γ, λ) and f ≥ 0, then
‖f‖full = ‖f‖II = sup
µ
‖f‖II,µ = sup
µ
‖IIµ (f)‖ = sup
µ
‖f‖hµ ≥ ‖f‖ .
The following propositions are slightly modified version of props.5.2/p. 27
and 5.3/p. 27 [15].
Proposition 32 Let h : (Γ, λ) ⊲ (G, ν) be a morphism of σ-compact, lcH-
groupoids with Haar systems and let hˆ be the mapping defined in Section 3.Then
hˆ extends to ∗-homomorphism
C∗ (h) : C∗ (Γ, λ)→M (C∗ (G, ν)) ,
where M (C∗ (G, ν)) is multiplier algebra of C∗ (G, ν), with the property that
C∗ (h) (C∗ (Γ, λ))C∗ (G, ν) is dense in C∗ (G, ν).
Proof. Let G1 be a locally compact, σ-compact, Hausdorff groupoid en-
dowed with a Haar system η =
{
ηs, s ∈ G
(0)
1
}
and let k : (G, ν) ⊲ (G1, η) be
a morphism. Let {πk,s}s be the family of representations defined in Proposition
23. According to Proposition 25, for all s ∈ G
(0)
1 , f ∈ Cc (Γ), ξ1 ∈ Cc (G) and
ξ2 ∈ L
2 (G1, ηs),
πk,s
(
hˆ (f) ξ1
)
ξ2 = πkh,s (f)πk,s (ξ1) ξ2.
Hence for all s ∈ G
(0)
1 , f ∈ Cc (Γ) and ξ ∈ Cc (G),∥∥∥πk,s (hˆ (f) ξ)∥∥∥ = ‖πkh,s (f)‖ ‖πk,s (ξ)‖ ≤ ‖f‖C∗(Γ,λ) ‖ξ‖C∗(G,ν)
Let ‖·‖C∗(Γ,λ) (and respectively, ‖·‖C∗(G,ν)) be the norm on the C
∗-algebra
introduced in Definition 28. Thus∥∥∥hˆ (f) ξ∥∥∥
C∗(G,ν)
≤ ‖f‖C∗(Γ,λ) ‖ξ‖C∗(G,ν)
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Since Cc (G) is dense in C
∗ (G, ν), it follows that hˆ (f) extends to bounded
linear map C∗ (h) (f) on C∗ (G, ν). By Proposition 22, for all f ∈ Cc (Γ) and
ξ1, ξ2 ∈ Cc (G, ν),
ξ∗2 ∗
(
hˆ (f) ξ1
)
=
(
hˆ (f∗) ξ2
)∗
∗ ξ1.
Using the density of Cc (G) in C
∗ (G, ν) and the continuity of C∗ (h) (f) we have
ξ∗2 ∗ (C
∗ (h) (f) ξ1) = (C
∗ (h) (f∗) ξ2)
∗
∗ ξ1,
for all ξ1, ξ2 ∈ C
∗ (G, ν). Hence C∗ (h) (f) admits a Hermitian adjoint C∗ (h) (f∗), and
therefore C∗ (h) (f) ∈ M (C∗ (G, ν)). Since Cc (Γ) is dense in C
∗ (Γ, λ), it fol-
lows that C∗ (h) extends to C∗ (Γ, λ).
By Lemma 20 {
hˆ (f) ξ : f ∈ Cc (Γ) , ξ ∈ Cc (G)
}
is dense in Cc (G) with the inductive limit topology and a fortiori in C
∗ (G, ν).
Therefore C∗ (h) (C∗ (Γ, λ))C∗ (G, ν) is dense in C∗ (G, ν) .
Proposition 33 Let Γ, G1 and G2 be locally compact, σ-compact, Hausdorff
groupoids. Let λ =
{
λu, u ∈ Γ(0)
}
(respectively, ν =
{
νt, t ∈ G
(0)
1
}
, η =
{
ηs, s ∈ G
(0)
2
}
)
be a Haar system on Γ (respectively, on G1, G2). Let h : (Γ, λ) ⊲ (G1, ν) and
k : (G1, λ) ⊲ (G2, η) be morphisms. Then
C∗ (kh) = C∗ (k)C∗ (h) .
Proof. Let us denote by Cˆ∗ (k) : M (C∗ (G1, ν)) ⊲M (C
∗ (G2, η)) the
unique extension of C∗ (k). In order to show that C∗ (kh) = Cˆ∗ (k)C∗ (h), it
is enough to prove that C∗ (kh) (f) = Cˆ∗ (k) (C∗ (h)) (f) for f ∈ Cc (Γ). As a
consequence of Lemma 20{
kˆ (ξ1) ξ2 : ξ1 ∈ Cc (G1) , ξ2 ∈ Cc (G2)
}
is dense in C∗ (G2, η). Thus for proving C
∗ (kh) (f) = Cˆ∗ (k)C∗ (h) (f) it is
enough to prove
kˆh (f)
(
kˆ (ξ1) ξ2
)
= Cˆ∗ (k)
(
hˆ (f)
)
kˆ (ξ1) ξ2
= kˆ
(
hˆ (f) ξ1
)
ξ2
but this is true (see Proposition 21).
Remark 34 We have constructed a covariant functor (Γ, λ)→ C∗ (Γ, λ), h→
C∗ (h) from the category of locally compact, σ-compact, Hausdorff groupoids
endowed with Haar systems to the category of C∗-algebras (in the sense of [18]).
The hypothesis of σ-compactness is not really necessary. It is enough to work
with groupoids which are locally compact and normal, and for which the unit
spaces have conditionally-compact neighborhoods (for instance, paracompact unit
spaces).
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