We prove that a large class of expanding maps of the unit interval with a C 2 -regular indifferent point in 0 and full increasing branches are global-local mixing. This class includes the standard Pomeau-Manneville maps T (x) = x + x p+1 mod 1 (p ≥ 1), the Liverani-Saussol-Vaienti maps (with index p ≥ 1) and many generalizations thereof.
Introduction
By 'Pomeau-Manneville map' one generally means a piecewise expanding map of [0, 1] with two increasing surjective branches and an indifferent fixed point in 0. These maps are so named after Pomeau and Manneville who, in the late 1970s, studied numerically approximated versions of them to investigate the phenomenon of intermittency in physics [PM, M] .
The first examples of this kind were the maps T P M (x) = x + x p+1 mod 1, with p ∈ R + . Throughout this paper we refer to them as classical Pomeau-Manneville (PM) maps. In 1999, Liverani, Saussol and Vaienti [LSV] introduced a somewhat simpler one-parameter family:
where again p ∈ R + (although in [LSV] only the case 0 < p < 1 was treated). These are nowadays called LSV maps. Each of these dynamical systems has long been known to possess an absolutely continuous invariant measure µ, unique up to factors, whose density behaves like x −p , as x → 0 + [T1] . Thus µ is infinite if and only if p ≥ 1. For such choice of p, both the classical PM and the LSV maps have become paradigms not just of non-uniformly expanding/hyperbolic maps, but also of dynamical systems preserving an infinite measure. They are undoubtedly the most common examples in the field of infinite ergodic theory.
In this paper we prove that a large class of piecewise expanding maps of the unit interval with an indifferent fixed point in 0 -including the above ones and many more -are global-local mixing. This means that for any F ∈ L ∞ (µ) which admits a finite infinite-volume average µ(F ) = lim (In truth, we have a slightly weaker result in the case where the index of the map p equals 1, see below.) We call all functions like F 'global observables' and all functions like g 'local observables'. We indicate them, respectively, with uppercase and lowercase letters. The notion of global-local mixing has received increasing attention lately in infinite ergodic theory; cf. [L1, L3, BGL1, BGL2, DN, GHR] and references therein. An example of its usefulness is the fact that, for maps with indifferent fixed points, it provides interesting unconventional limit theorems, cf. [BGL1, Sect. 3] and [BGL2, Sect. 3] .
The class of systems that we consider here is given by piecewise expanding maps T : (0, 1] −→ (0, 1] with a finite or countable number of increasing surjective branches and such that, for x → 0 + , T (x) = x + κx p+1 + o(x p+1 ). We also assume a certain condition on the growth of the branches, see (A5) below, together with standard hypotheses (regularity, distortion bounds, etc.) . The class includes:
• generalized classical PM maps, that is, maps of the form T (x) = x + κx p+1 mod 1, with κ ∈ Z + and p ≥ 1;
• generalized LSV maps, that is, maps whose branch at 0 is given by T | [0,a 1 ] (x) = x + κx p+1 , where now κ ∈ R + (again p ≥ 1), and the other branches are piecewise linear and increasing;
• suitable perturbations of the above types.
In [BGL2, ] the present authors and P. Giulietti had already discussed global-local mixing for Pomeau-Manneville, albeit not in particularly decisive terms. The problem there was that the proof of global-local mixing required a rather precise knowledge of h µ = dµ dm , the (infinite) invariant density, which is not known in general. One of the few cases in which it is known is that of the map T (x) = x + x 2 mod 1, which was therefore proved to be global-local mixing in [BGL2, Rmk. 2.15] . No other case of classical PM or LSV map was covered so far.
The techniques used in this work are substantial refinements of those employed in [BGL2] , in that they only require to know the behavior of the singularity of h µ around 0. But a classical result of Thaler (see Theorem 2.1(a) below) provides exactly that, for an ample class of maps, as a function of the index p. An intermediate step for our main result (Theorem 2.6) is the proof of global-local mixing relative to a measure ν p whose singular exponent at 0 is exactly one unit less than that of µ. The proof of our final result depends so delicately on this step that no other relation between the two singularities makes it work. What is remarkable is that global-local mixing relative to ν p is completely equivalent to global-local mixing relative to µ, for all p > 1. For p = 1, the two results are almost equivalent, in that the class of global observables is slightly smaller than the optimal class, cf. Theorem 2.6(c).
The paper is organized as follows. In Section 2 we lay out the necessary mathematical background and state our results; then we present a list of examples to which our main theorem applies. In Section 3 we prove global-local mixing for a large class of maps R + 0 −→ R + 0 with an "indifferent fixed point at ∞". Aside from its own worth, this result is instrumental in the proof of the main theorem, which is given in Section 4. Finally, certain technical results are proved in the Appendix.
(A1) T | I j possesses a continuous extension τ j : [a j , a j+1 ] −→ [0, 1] which is strictly increasing, bijective and twice differentiable on (a j , a j+1 ).
(A2) There exist κ > 0, p ≥ 1 and b o ∈ (0, a 1 ) such that τ 0 (x) = x+κx p+1 +o(x p+1 ), as x → 0 + , and τ 0 is strictly convex in [0, b o ]. This implies in particular that τ 0 (0) = 1 and τ 0 (x) > 1, for
is a (not necessarily strictly) increasing function of ξ ∈ (0, 1).
We will refer to τ j as a branch of T and to φ j as the corresponding inverse branch. Under (much) more general conditions than the above, Thaler [T1, T2, T3] proved the following results.
Theorem 2.1 Under the assumptions (A1)-(A4):
(a) T preserves an infinite invariant measure µ which is absolutely continuous w.r.t. the Lebesgue measure m, with (infinite) density
where H µ is positive and continuous on [0, 1].
(b) Up to multiplicative constants, µ is the unique m-absolutely continuous invariant measure.
(c) T is conservative and exact (w.r.t. m or µ, which is the same).
We now introduce two types of observables on the space (0, 1]. Let ν be an infinite measure on (0, 1] such that ν([a, 1]) < ∞, for all a ∈ (0, 1]. In particular, ν is σ-finite. In what follows we refer to any such ν as a measure which is infinite at 0. Define
(2.1)
We call any F as in the above definition a global observable and say that ν(F ) is the infinite-volume average of F relative to ν. We also call any f ∈ L 1 ((0, 1], ν) a local observable. For added clarity, we denote global, respectively local, observables with uppercase, respectively lowercase, letters. In the remainder we use the conventional abbreviation ν(f ) := 1 0 f dν.
Definition 2.2 Given a measure ν which is infinite at 0 and two (sub)classes of global and local observables, respectively G ⊆ G((0, 1], ν) and L ⊆ L 1 ((0, 1], ν), we say that the map T is global-local mixing w.r.t. ν, G, L if, for all F ∈ G and g ∈ L, lim n→∞ ν((F • T n )g) = ν(F )ν(g).
If the above can be proved for G = G((0, 1], ν) and L = L 1 ((0, 1], ν), we say that T is fully global-local mixing w.r.t. ν.
Remark 2.3 In the context of the infinite-volume mixing [L1, L2] , there are a few variants of the definition of global-local mixing. The one we consider here is the most natural among them and is otherwise denoted (GLM2). More importantly, in that framework, the class of global observables G((0, 1], ν) corresponds to the exhaustive family V := {[a, 1] | 0 < a < 1}. An exhaustive family is a collection of finite-measure "large boxes" that are used to define the infinite-volume limit. In the present case, where the reference space (0, 1] is one-dimensional and possesses only one "point at infinity" (w.r.t. ν), V is essentially the smallest choice for the exhaustive family, making G((0, 1], ν) the largest reasonable class of global observables, relative to ν. Since L 1 ((0, 1], ν) is the largest class of local observables for which the definition of global-local mixing makes sense, this explains the expression 'full global-local mixing'.
Definition 2.4 We say that two measures ν 1 and ν 2 (that are infinite at 0) give rise to two identical infinite-volume averages ν 1 and ν 2 if G((0, 1], ν 1 ) = G((0, 1], ν 2 ) and ν 1 (F ) = ν 2 (F ) for every F ∈ G((0, 1], ν 1 ). In this case, we write ν 1 = ν 2 .
Remark 2.5 It is obvious that ν only depends on the behavior of ν around zero, in that, for all F ∈ G((0, 1], ν) and 0 < b < 1, ν(F ) = ν(F 1 (0,b] ). In particular, if ν 1 is absolutely continuous w.r.t. ν 2 in a neighborhood of 0 and (dν 1 /dν 2 )(x) tends to a constant as x → 0 + , then ν 1 = ν 2 .
Definition 2.2 of global-local mixing has a stronger significance, in the sense of the decorrelation between a global and a local observable, when ν is an invariant functional, i.e., ν(F • T n ) = ν(F ), for all n ∈ N. This is the case, for instance, where ν = µ and µ is the invariant measure guaranteed by Theorem 2.1 [BGL2, Prop. 2.3] . Of course, we are especially interested in this case. Nevertheless, in order to state our main result, Theorem 2.6 below, we introduce a special measure which will play a role both in the statement and even more in the proof of the theorem. For p ≥ 1, let ν p be the Lebesgue-absolutely continuous measure defined by
Clearly, ν p is infinite at 0.
Theorem 2.6 Let T satisfy (A1)-(A5). Then:
(a) T is fully global-local mixing relative to ν p .
As concerns the invariant measure µ:
(b) If p > 1, T is fully global-local mixing relative to µ as well.
(c) If p = 1, then G((0, 1], ν 1 )
To be crystal-clear, the second claim of (c) states that, for all F ∈ G((0, 1], ν 1 ) and
Remark 2.7 Of the five assumptions (A1)-(A5), the last one is certainly the hardest to check. A stronger but more readable assumption is:
is a (not necessarily strictly) increasing function of x ∈ (a j , a j+1 ).
In fact, if (A5)' holds, for all j we can compose the function (τ j (x)/x) p+1 /τ j (x) with x = φ j (ξ), which is an increasing function by (A2). This shows that (ξ/φ j (ξ)) p+1 φ j (ξ) is increasing in ξ and implies (A5).
Pomeau-Manneville maps and other examples
We prove Theorem 2.6 in Section 4. For the moment we verify that several classes of well-known intermittent maps of the unit interval satisfy its hypotheses.
1. Generalized classical Pomeau-Manneville (PM) maps. These are maps of the form
where p ≥ 1 and κ ∈ Z + . The term 'generalized' refers to the fact that the number N = κ + 1 of branches may be larger than one. Assumptions (A1)-(A4) are easily verified.
We proceed to verify (A5)'. For all 0 ≤ j ≤ N − 1, a j is the unique x such that
(2.5) Verifying (A5)' is tantamount to verifying that the logarithmic derivative of the above, w.r.t. the variable z := κx p , is non-negative. But
for all z such that 1 + z − jκ 1/p z −1/p > 0, corresponding to x > a j .
2. Generalized Liverani-Saussol-Vaienti (LSV) maps. These are maps which can have a finite or infinite number of branches. The first branch is
with p ≥ 1. Here κ ∈ R + with the only obvious constraint that a 1 + κa p+1 1 = 1, for some 0 < a 1 < 1. The other endpoints a j can be fixed freely and, for j ≥ 1,
meaning that τ j is linear, increasing and surjective. (The actual LSV maps, cf. (1.1), have N = 2 branches and are defined by κ = 2 p .) Again, (A1)-(A4) are easily verified, so we check (A5)'. It is convenient to split (A5)' in a number of assumptions, for j ∈ J :
is an increasing function of x ∈ (a j , a j+1 ).
We observe that (A5) 0 was already proved in (2.5)-(2.6), which in no way depended on the fact that κ was an integer there. Also, (A5) j for j ≥ 1 is immediate since
is increasing in x and τ j is a positive constant.
3. Perturbations of generalized classical PM maps. With reference to the maps of point 1, let T be defined by the branches
for j = 0, . . . , N −1. Here η j : [a j , a j+1 ] −→ R + 0 is twice differentiable, p ≥ 1 as usual and κ ∈ R + . We assume that (A1)-(A4) hold. We now prove that, for a sufficiently small ε > 0, if
and, for j ≥ 1,
T satisfies (A5)' as well.
Using again the convenient variable z = κx p ∈ [0, κ], we rewrite
( 2.14) where u j and v j now denote derivatives w.r.t. z. Observe that, for the values of z that we are considering, that is, κa p j < z < κa p j+1 , both B(z) and D(z) are positive, as they correspond, respectively, to τ j (x)/x and τ j (x), with a j < x < a j+1 . Proving that A(z)D(z) − B(z)C(z) ≥ 0, for the mentioned values of z, will thus establish (A5) j . After some computations and regrouping of similar terms, one has:
(2.15) Let us verify (A5) 0 . In terms of u 0 and v 0 , the conditions (2.11) read:
for some ε o > 0 proportional to ε. Here we have used that dx/dz = κ 1/p z (1−p)/p /p. So, for ε (and thus ε o ) small enough, the contribution of all the terms in the second and third lines of (2.15) can be made bigger than, say, (p/2)z > 0, for all z ∈ (0, κ 1/p a −1/p 1 ). Since the fourth and fifth lines of (2.15) are null for j = 0, this gives (A5) 0 .
In the case j ≥ 1, the conditions (2.12) imply that
for a small ε o . In this case we must consider values of z ∈ (κa p j , κa p j+1 ). Since in this case pz > pκa p j > 0, the above hypotheses are enough to ensure that the second and third lines of (2.15) can be made bigger than a positive constant. By the same reasoning, and the fact that z is bounded above, we can say the same about the fourth and fifth lines. This proves (A5) j .
Perturbations of generalized LSV maps.
In view of the maps presented in point 2, consider a T given by
Once again, we assume (A1)-(A4). (In particular, this implies that η j (a j ) = η j (a j+1 ) = 0.) In addition, suppose that η 0 verifies conditions (2.11), with the same ε determined a fortiori to work for point 3, and, for j ≥ 1,
(2.20)
Let us observe that it must be 0 ≤ η j (x) ≤ 1, the first inequality coming from the concavity of η j and the second from (2.19) and (A1). The above hypotheses imply (A5)'. In fact, (A5) 0 holds by construction. As for (A5) j , with j ≥ 1, observe that τ j = η j ≤ 0, so that 1/τ j is increasing. Furthermore,
is non-negative if and only if the second inequality of (2.20) holds.
We conclude this section by emphasizing that in no way are the conditions presented in points 3 and 4 necessary for (A5)'. They have been chosen only because of their simplicity and capacity to generate many examples. When faced with a specific map T , the most reasonable course of action is to simply check (A1)-(A5) or, if calculating the inverse branches of T is too cumbersome, (A1)-(A4) and (A5)'.
Maps on the half-line
In this section we introduce a class of Markov maps of the half-line that are analogous to the maps of the unit interval discussed earlier. For these maps we prove full global-local mixing w.r.t. a class of measures, including in many cases the Lebesgue measure. This result is interesting in its own right and will be the basis for the proof of Theorem 2.6, which we present in the next section.
A map T : R + 0 −→ R + 0 is defined as follows. There exists a finite or infinite sequence of numbers a 1 > a 2 > . . . > a k > . . . ≥ 0. If the sequence is finite, its last element is a N := 0; in this case we set J := {0, . . . , N − 1}. If the sequence is infinite, lim n a n = 0; in this case we set J := N. For j ∈ J , denote I j := [a j+1 , a j ), where we have conventionally put a 0 := +∞. The following assumptions hold:
(B1) For all j ∈ J , τ j := T | I j is an increasing diffeomorphism I j −→ R + 0 , up to a j+1 and 0, on the domain and codomain, respectively.
Let ν be an infinite, locally finite, measure on R + 0 . In analogy to (2.1), we define the class of global observables relative to ν to be
(3.1)
Again we call local observable any f ∈ L 1 (R + 0 , ν), and use the abbreviation ν(f ) = ∞ 0 f dν. In view of Remark 2.3, we emphasize that the above choice of global observables corresponds to the exhaustive family V := {[0, a] | a > 0} for R + 0 , and it is effectively the largest class of global observables relative to ν. The definitions of global-local mixing and identical infinite-volume averages (Definitions 2.2 and 2.4) naturally carry over to this setting.
In this context m denotes the Lebesgue measure on R + 0 . Also, for 0 < q ≤ 1, we introduce the Lebesgue-absolutely continuous measure λ q defined by the (infinite) density
The rest of the section is devoted to proving the following result:
Theorem 3.1 Under assumptions (B1)-(B3):
(a) T is fully global-local mixing relative to m.
(b) T is fully global-local mixing relative to λ q , for all q ∈ (0, 1).
Proof. Let us start with assertion (a). We use the same technique as in the proof of Thm. 5.2 of [BGL2] . We still write all the arguments because the proof in [BGL2] was given for the case where T is a map of the unit interval and the measure used there was invariant, and not just non-singular.
In what follows we write L 1 for L 1 (R + 0 , m). Let P = P T,m : L 1 −→ L 1 be the Perron-Frobenius operator of T , i.e., the transfer operator of T relative to the Lebesgue measure m. It is well known that P acts as P g(y) = j∈J φ j (y) g(φ j (y)).
( 3.3) Also, it is a positive operator and, for all g ≥ 0, P g 1 = g 1 . Thus, for a general g ∈ L 1 , P g 1 ≤ g 1 . In our case P enjoys this crucial property as well:
Lemma 3.2 If g ∈ L 1 is a decreasing (thus necessarily non-negative) function of R + 0 , then so is P g. In other words, P preserves the cone of the decreasing functions in L 1 .
Proof of Lemma 3.2. The above-mentioned cone is spanned by the finite linear combinations, with positive coefficients, of the functions 1 [0,a] , for a > 0. Since P is a contraction operator, namely P ≤ 1, it suffices to prove the assertion for g = 1 [0,a] .
Let j ∈ J be the unique index such that a ∈ I j and set b := τ j (a). By (3.3)
(3.4)
Now, the two branches on the above r.h.s. are decreasing functions of y by (B3) and the gap between them, at y = b, is −φ j (b), which is negative by (B1).
Q.E.D.
Lemma 3.2 guarantees that every decreasing g ∈ L 1 is a persistently decreasing local observable, relative to P . This means that, for all n ∈ N, P n g is decreasing.
(The notion of persistently monotonic observable was introduced in [BGL2].)
We now need the following general lemma:
Lemma 3.3 Let T be a non-singular, exact endomorphism of the σ-finite, infinite measure space (M, A , ν). Then:
(a) Given F ∈ L ∞ , if there exists F ∈ R such that the limit lim n→∞ ν((F • T n )g) = F ν(g) holds for some g ∈ L 1 , with ν(g) = 0, then it holds for all g ∈ L 1 .
(b) T is local-local mixing, that is, for all f ∈ L ∞ ∩ L 1 and g ∈ L 1 ,
The above statements were essentially proved in [L2] , cf. Lem. 3.6 and Thm. 3.5(b). However, since they were stated with stronger hypotheses there, and also in the interest of completeness, we present the proof of Lemma 3.3 in the Appendix A.1.
Assumption (B2) and Lemma 3.3(a) show that it suffices to verify global-local mixing for a single persistently decreasing local observable g with g 1 = 1. Also, by possibly centering the global observable (i.e., using F − m(F ) instead of F ), we can always assume that m(F ) = 0. Since, by definition of P , m((F • T n )g) = m(F P n g), it remains to verify that lim n→∞ m(F P n g) = 0. Since g is persistently decreasing, γ n is a positive, (non strictly) decreasing function, which is constant on [0, M ]. It is a local observable because γ n 1 ≤ P n g 1 = g 1 = 1. We have m(F P n g) = ∞ 0 F γ n dm + M 0 F (P n g − γ n ) dm =: I 1 + I 2 .
(3.8)
To estimate I 2 , let us notice that
As n → ∞, this term vanishes by Lemma 3.3(b). So, for all sufficiently n large enough,
(3.10)
Let us now study I 1 . We introduce the generalized inverse of the function γ n , which we define to be γ −1 n (r) := inf y ∈ R + 0 | γ n (y) ≥ r . Evidently, γ −1 n is increasing. Using Fubini's Theorem, we rewrite I 1 as
(3.11) Therefore, using (3.6) with a := γ −1 n (r) > M , we obtain:
(3.12)
Observe that this estimate holds for all n. Together with (3.10) and (3.8), it proves (3.5) and thus assertion (a) of the theorem.
The other assertions will follow easily from the following lemma, which is proved in Appendix A.2. In fact, in all cases 0 < q ≤ 1, take any F ∈ G(R + 0 , m) ⊆ G(R + 0 , λ q ) and g ∈ L 1 (R + 0 , λ q ). By Theorem 3 
Proof of the main theorem
We have already mentioned that the maps studied in Section 3 are analogous to the maps on the unit interval that are the object of this proof. Our strategy, in fact, will be to reduce the problem to an application of Theorem 3.1, by means of a suitable conjugation. Of the infinitely many isomorphisms between (0, 1] and R + 0 , it turns out that one of the most convenient for our purposes is Ψ : (0, 1] −→ R + 0 , defined by
Throughout this section we indicate with a subscript o all objects pertaining to the space R + 0 . Specifically:
1. Given a map T : (0, 1] −→ (0, 1], we denote by T o := Ψ • T • Ψ −1 its conjugate on R + 0 .
2. Given a measure ν on (0, 1] that is infinite at 0, its push-forward ν o := Ψ * ν = ν • Ψ −1 is an infinite, locally finite measure on R + 0 . Observe that if ν is Lebesgue-absolutely continuous, then so is ν o .
For any local observable
4. For any global observable F ∈ G((0, 1], ν) it is readily verified that the corre-
. The map f → f o defined in points 3 and 4 for local and global observables, respectively, is clearly a bijection. Let us call L o and G o , respectively, the images of L and G. This shows that the isomorphism of non-singular dynamical systems ((0, 1], ν, T ) ∼ = (R + 0 , ν o , T o ) also preserves the infinite-volume structure and the property of global-local mixing. More precisely, the former system is global-local mixing relative to ν, G, L if and only if the latter is global-local mixing relative to ν o , G o , L o . Hence, the former is fully global-local mixing relative to ν if and only if the latter is fully global-local mixing relative to ν o .
Let us therefore prove that, for any T satisfying the hypotheses of Theorem 2.6, the conjugate T o verifies (B1)-(B3): (B1) is immediate since Ψ is a diffeomorphism. (B2) comes from Theorem 2.1. As for (B3), we observe that the inverse branches of T o are related to those of T by the same conjugation, i.e.,
(4.2)
Here we have used that Ψ (x) = −x −p−1 . Summing over k ≥ j and composing with y = Ψ(ξ), which is a decreasing function of ξ, proves that (B3) and (A5) are equivalent statements. Thus Theorem 3.1 applies. This implies that T is fully global-local mixing relative to both Ψ −1 * m o and Ψ −1 * λ q , for all q ∈ (0, 1), and it is global-local mixing w.r.t. Ψ −1 * λ 1 , G((0, 1], Ψ −1 * m o ), L 1 ((0, 1], Ψ −1 * λ 1 ). Now, for any Lebesgue-absolutely continuous measure ν o on R + 0 , a straightforward calculation based on (4.1) shows that
where m o is the Lebesgue measure or R + 0 . This implies in particular that
Also, in light of (3.2), for all q ∈ (0, 1] and x ∈ (0, 1] we have
(4.5)
As x → 0 + , the above expression is asymptotic to (px) pq , cf. (4.1). Thus, for x → 0 + ,
whence, by Theorem 2.1(a),
.
(4.7)
Remark 2.5 then shows that Ψ −1 * λ 1/p = µ, in the sense of Definition 2.4. This fact and (4.4) show that statements (a), (b), (c) of Theorem 2.6 come from the corresponding statements of Theorem 3.1, with q = 1/p.
Q.E.D.

A Appendix: Technical results
A.1 Proof of Lemma 3.3
We start by recalling a famous result by Lin [Li] : T is exact if and only if P n f 1 → 0, as n → ∞, for all f ∈ L 1 with ν(f ) = 0. Thus, for all F ∈ L ∞ and g ∈ L 1 with ν(g) = 0, lim n→∞ |ν((F • T n )g)| = lim n→∞ |ν(F P n g)| ≤ F ∞ lim n→∞ P n g 1 = 0.
(A.1)
The property that ν((F • T n )g) vanishes, as n → ∞, for all F ∈ G and g ∈ L is called (GLM1) (w.r.t. ν, G, L); cf. [L2, L3, BGL2] .
Lemma A.1 Under the hypotheses of Lemma 3.3, consider F ∈ L ∞ . If, for some ∈ R and ε ≥ 0, the limit
holds for some g ∈ L 1 (with ν(g) = 0), then it holds for all g ∈ L 1 (with ν(g) = 0).
Proof of Lemma A.1. Suppose the above limit holds for g 0 ∈ L 1 . Take any other g ∈ L, with ν(g) = 0. We have:
The first term of the above r.h.s. vanishes, as n → ∞, due to (A.1).
Q.E.D.
At this point assertion (a) of Lemma 3.3 is all but proved. For any g ∈ L 1 with ν(g) = 0 one applies the above lemma with := F and ε := 0. In the case ν(g) = 0, one applies (A.1) directly.
As for (b), observe that, since (M, A , ν) is σ-finite and infinite, one can always find a set A ∈ A whose measure is finite but larger than any predetermined number. Thus, for any ε > 0, there exists A ∈ A with f 1 /ε < ν(A) < ∞. Set g ε := 1 A /ν(A). We have that
holds for all g ∈ L 1 with ν(g) = 0. Since ε is arbitrary, we get that the above r.h.s. is zero. When ν(g) = 0, the fact that lim n→∞ ν((f • T n )g) = 0 follows directly from (A.1). This ends the proof of Lemma 3.3.
A.2 Proof of Lemma 3.4
We start with some preliminary results.
Proposition A.2 For q ∈ (0, 1], G(R + 0 , m) ⊆ G(R + 0 , λ q ) and λ q (F ) = m(F ), for all F ∈ G(R + 0 , m).
Proof. Let F ∈ G(R + 0 , m). Without loss of generality we suppose m(F ) = 0. Therefore, it is enough to show that For all a > M we write
Let us now specialize to the case q ∈ (0, 1). By (A.7) and using that
as a → ∞. Here c(F, M, q) is a constant that depends on F , M and q, but not on a. It follows that lim sup
for all ε > 0, proving (A.5).
In the case q = 1, we use that λ 1 ([0, a]) = log(1 + a). To complete the proof of Lemma 3.4(a) we need the following Lemma A.3 The following statements hold true:
(ii) For any fixed q 1 ∈ (0, 1), G(R + 0 , λ q 2 ) ⊆ G(R + 0 , λ q 1 ) for all q 2 ∈ (q 1 , 1+q 1 2 ).
Proof. We first remark that (i) can be thought of as a particular case of (ii) with q 1 = 0. For the sake of clarity we prefer to state the two results separately. Let us first prove (i). We show that Using (A.6) with a = σ k we obtain 
where o(y) refers to the asymptotics y → ∞. We also know that o(y) is bounded in any compact set. Rewriting By + o(y) = B((1 + y) − 1 + o(y)), we see that
(A.17)
Together with (A.16) we conclude that
Analogously, using (A.6) with a = τ k and taking the limsup of the two sides, we obtain lim sup
Since A > B and q < 1 2 , we have that A(1 − q) + Bq > B(1 − q) + Aq. We have therefore produced two subsequences of a → λ q ([0, a]) −1 a 0 F dλ q with different limits. This shows that F ∈ G(R + 0 , λ q ) and the proof of (i) is finished. We now show (ii) using a similar reasoning. Let F ∈ L ∞ (R + 0 ) with F ∈ G(R + 0 , λ q 1 ). This means that
We need an adapted version of (A.6). Integrating by parts we have a 0 F dλ q 2 = a 0 F (y) 1 (1 + y) q 2 dy
where we recall that q 2 > q 1 . Recalling (A.9), we write
Letting a = σ k in (A.23) we obtain, with the help of (A.20),
where, once again, o(λ q 1 ([0, y])) is a locally bounded function of y with the indicated asymptotics as y → ∞. In analogy with (A.17), and using (A.9), we conclude that
Just as before, one can set a = τ k in (A.23) and take the limsup of the two sides to find lim sup
On the other hand, for q 1 ∈ (0, 1) and q 2 ∈ (q 1 , 1+q 1 2 ), the inequality
is equivalent to A > B. So, in analogy to what was done earlier, we have found two subsequences of a → λ −1 q 2 a 0 F dλ q 2 with different limits. Then F ∈ G(R + 0 , λ q 2 ), ending the proof of (ii).
Proof of Lemma 3.4(a). Let q ∈ (0, 1). The inclusion G(R + 0 , m) ⊆ G(R + 0 , λ q ) and the equality λ q (F ) = m(F ), for all F ∈ G(R + 0 , m), were proved in Proposition A.2.
As for the opposite inclusion, it was proved in Lemma A.3(i), for the case q ∈ (0, 1 2 ). When q = 1 2 , using Lemma A.3(ii) with q 1 := 1 4 and q 2 := q = 1 2 ∈ ( 1 4 , 5 8 ), we get G(R + 0 , λ 1/2 ) ⊆ G(R + 0 , λ 1/4 ) ⊆ G(R + 0 , m). (A.29)
Suppose instead that q ∈ ( 1 2 , 3 4 ). By Lemma A.3(ii) with q 1 := 1 2 and q 2 := q ∈ (q 1 , 1+q 1 2 ), we have G(R + 0 , λ q ) ⊆ G(R + 0 , λ 1/2 ) ⊆ G(R + 0 , m). (A.30)
We can now iterate the argument iteratively to obtain G(R + 0 , λ q ) ⊆ G(R + 0 , m), for all q ∈ [1 − 2 −n , 1 − 2 −n−1 ), for all n ≥ 1. Assertion (a) is proved.
Proof of Lemma 3.4(b). The facts that G(R + 0 , m) ⊆ G(R + 0 , λ 1 ) and λ 1 (F ) = m(F ), for all F ∈ G(R + 0 , m), are proved in Proposition A.2. It remains to show that the inclusion is actually strict, that is, there exists F ∈ G(R + 0 , λ 1 ) \ G(R + 0 , m). Since λ 1 ([0, α n ]) ∼ λ 1 ([0, α n+1 ]) ∼ λ 1 ([0, β n ]), the above l.h.sides vanish, as n → ∞. Hence (A.33) is proved and F ∈ G(R + 0 , λ 1 ).
Lastly, we prove that F ∈ G(R + Therefore F ∈ G(R + 0 , m) and the lemma is proved.
