Abstract: We present an implementation of spectral phase interferometry for direct electric-field reconstruction (SPIDER) which characterizes ultrashort optical pulses in the spectral or temporal domain at a rate of 20 Hz. This apparatus was used in real-time as a diagnostic tool to optimize our 1 kHz regeneratively amplified laser system for the shortest duration pulses. 80, 5508-11 (1998).
Introduction
Control of the amplitude and phase of ultrashort optical pulses is an important technology for many emerging areas of physics. For example, shaped ultrashort optical pulses are often used in both preparation [1] and measurement [2, 3] in quantum control experiments. In this application, a knowledge of the electric field of the radiation is therefore critical. Because these and other experiments require control of optical pulse properties beyond simply the temporal duration and spectral bandwidth, and because this tailoring needs to be both accurate and stable from pulse to pulse, it is imperative that both the amplitude and phase profiles of the pulse be measured as far as possible in real-time. A technique capable of real-time characterization is therefore indispensable as a diagnostic tool for manual or automatic optimization or shaping of the laser pulses. In addition, a real-time characterization technique has a utility in everyday laboratory use. For instance, it could be used in a feedback loop for long term stabilization of the laser system output.
Many different techniques have been developed which are capable of characterizing ultrashort optical pulses [4] [5] [6] [7] [8] [9] [10] . The difficulty involved in implementing most of these techniques in real-time is the time required to collect and process the data. To date the fastest reported technique, frequency-resolved optical gating (FROG), achieved characterization rates of 2.3 Hz [11] . In general, interferometric methods require the collection of less data than spectrographic methods, and have direct inversion algorithms, so they have the potential to enable very rapid pulse shape reconstruction. In this paper, we realize this potential using spectral phase interferometry for direct electric field reconstruction (SPIDER). The SPIDER technique has been previously demonstrated on pulses from an 80 MHz oscillator [10] , and on the fundamental and second-harmonic pulses from a 1 kHz regeneratively amplified laser system [12] . Recently, SPIDER has been used to characterize pulses in the two-cycle regime [13] . However, none of these demonstrations has investigated the capability of SPIDER for high speed, real-time pulse characterization. This paper presents a new implementation of the SPIDER technique, called real-time SPIDER, which is capable of characterizing ultrashort pulses with an update rate of 20 Hz. A significant feature of this instrument is that it was built with common, inexpensive equipment which already exists in most laboratories. As a result, such performance can be achieved quickly, easily and cheaply.
The paper is structured as follows. Section 2 presents the SPIDER technique itself. Section 3 describes the real-time SPIDER apparatus and the particular elements which allow it to achieve real-time characterization. Section 4 presents the results from experiments performed with real-time SPIDER. In particular, several movies are included to demonstrate the utility of real-time SPIDER as a diagnostic tool in the laboratory. Lastly, Section 5 discusses the implications of this demonstration.
Theory
SPIDER [10] uses spectral shearing interferometry to retrieve the spectral phase of the incident pulse. This form of interferometry measures the interference between two pulses separated in time which are identical except for their central frequencies. This pulse pair is said to be spectrally sheared. The spectrum of this pulse pair is an interferogram signal of the form
where Ω is the spectral shear (the difference between the central frequencies of the individual pulses in the pair), τ is the time delay between the pulses, I(ω) is the pulse spectrum and φ(ω) is the spectral phase of the pulse. The time delay is introduced to facilitate phase recovery and is equivalent to the introduction of tilt fringes in spatial interferometry. A complete specification of the electric field of the pulse in the frequency domain is given by the pair of functions I(ω) and φ(ω). The former is easily measured (with the SPIDER apparatus or otherwise) and the latter can be extracted from the SPIDER interferogram. As will be shown, and is evident from the form of the interferogram given in Eq. (1), the spectral phase can be determined only at a series of frequencies separated by the shear, Ω. That is, inversion of the SPIDER data yields a sampling of the spectral phase at points {φ(ω i ), φ(ω i + Ω), φ(ω i + 2Ω), · · ·}. However, this is a sufficient set to uniquely specify the pulse provided it has compact support in time, a sine qua non for ultrashort pulse characterization [14] . The key to the SPIDER technique is generating the spectrally sheared pulse pair in the laboratory. In order to produce a shear of the required magnitude (typically a significant portion of the pulse spectral width, or for femtosecond pulses several THz), a nonlinear process must be used. Both upconversion and downconversion have been used for this purpose, depending on the central wavelength of the pulses being characterized. By mixing two properly conditioned beams in a nonlinear crystal, the resulting sum or difference frequency radiation consists of a spectrally sheared pulse pair. One of the beams incident on the crystal is a pair of identical pulses (replicas of the pulse being characterized), separated completely by time delay τ . The other beam contains a highly chirped pulse. The chirp on this pulse should be large enough to satisfy two conditions. First, the duration of the chirped pulse should be much longer than the time delay τ . Second, during each of the replica pulses, the chirped pulse is essentially monochromatic. This ensures that when these two beams mix in the crystal, each pulse in the pair mixes with a different frequency in the chirped pulse. The pulses emerging from the crystal, therefore, are each shifted to a different frequency, i.e. they are spectrally sheared. The spectrum of the pair has exactly the form given in Eq. (1). Figure 1 contains a plot of a simulated interferogram of this functional form.
The magnitude of the spectral shear generated in this manner is a function of two parameters: the separation between the pulses in the pair and the amount of chirp on the stretched pulse. For pulses stretched using a typical grating stretcher in which second order dispersion dominates, the exact value of the shear is equal to
where τ is the separation between the pulses and φ 2 is the second-order dispersion present on the chirped beam. In this case, the value of φ 2 is determined from the relations stated in [15] .
Once the interferogram signal is resolved, it is sampled with a detector at the output of the spectrometer or monochromator. There are two issues involved in sampling the ∼ τ interferogram so the spectral phase is recoverable from the sampled data. First, the data must be sampled above the Nyquist limit (> 2 points per fringe). This condition is satisfied by properly selecting the pulse pair separation τ , taking into account the spectrometer resolution. In addition, the requirements of the Whittaker-Shannon sampling theorem must be satisfied [16] by generating a proper spectral shear. This guarantees the uniqueness of the reconstructed field. If the shear is too large, the sampling theorem is violated and the spectral phase cannot be recovered exactly. On the other hand, if the shear is too small, the interferogram will not be sampled densely enough to resolve the deviations from the nominal spacing, making the spectral phase recovery more susceptible to errors in the presence of noise. The value of the shear is adjusted by changing the second-order dispersion on the chirped pulse. When using a stretcher to generate this pulse, this can be done simply by adjusting the separation between the gratings, which affects the shear value according to Eq. (2) .
After the interferogram is sampled properly, the spectral phase information needs to be extracted from this data. A direct procedure for doing this was developed in [17] . The first step in this procedure is to Fourier transform the sampled data. Three peaks, separated in time, result: a single "DC" peak due to the constant term in Eq. (1) that occurs near zero time (t = 0) and two "AC" sidebands due to the cosine term that occur at t = ±τ . Only the sideband peaks contain the phase information and each of them contains all of the information. Therefore, a supergaussian filter is applied to remove the DC peak and one of the AC sidebands. The remaining sideband is inverse Fourier transformed back to frequency. The phase profile of this frequency data is exactly the argument of the cosine term in Eq. (1). The phase term linear in the pulse separation (the ωτ term) can be removed by subtracting a calibration trace. The remaining phase data is the phase difference between 2 frequencies in the pulse pair separated by the spectral shear. Through a concatenation of this phase difference data, the spectral phase can be recovered [14] . If the temporal profiles are desired, a spectrum of the unknown pulse must be measured. The spectral phase and spectrum can be combined to form the complete spectral field. Simply Fourier transforming this function yields the temporal field, from which the temporal intensity and phase can be extracted.
The SPIDER algorithm also succeeds in reconstructing complicated or noisy pulse shapes, provided the requirements imposed by the Whittaker-Shannon sampling theorem are met. For example, SPIDER has recently been used to reconstruct ultrashort pulses with Π phase jumps in a single-shot configuration [18] . Simulations show that SPIDER is robust with respect to additive noise as well as multiplicative noise, provided the sampling constraints are satisfied. For example, in the case of additive noise an SNR of 6 for the interferogram yields an rms spectral phase error of Π/30, and in the case of multiplicative noise an SNR of 4 leads to an rms phase error of Π/20 on transform limited pulses.
Experiment
The laser system used for the real-time SPIDER experiment was a 1 kHz Ti:sapphire regeneratively amplified laser system emitting pulses 50-60 fs in duration and centered at a wavelength of 830 nm. Figure 2 shows a schematic of the real-time SPIDER apparatus. This apparatus is similar to those used in previous implementations of SPIDER. The first optical element in the apparatus is a thin glass etalon, splitting the incident beam into 2 pieces. The reflected beam is the pair of identical pulses. These pulses are sent through an adjustable delay line and λ/2 waveplate to rotate their polarization. The beam transmitted through the etalon becomes the chirped pulse, after passing through a double-pass grating pair stretcher (two 1200 groove/mm gratings separation by 4.5 cm, which stretch the pulse from about 100 fs to 12.7 ps). Since these beams have orthogonal polarizations, they are recombined using a thin film polarizer and are focused into a 250 µm thick type II BBO crystal. The upconverted sheared pair is recollimated and sent into a 1/4 m, 0.5Å resolution spectrometer (Instruments SA HR320 with a 1800 groove/mm grating). The spectral interferogram is sampled with a linear detector array. The sampled data is then fed into a National Instruments DAQ card (PC-LPM-16) with a maximum sampling rate of 50,000 samples per second. The data acquired by the computer is processed by several LabVIEW programs (called virtual instruments or VIs) which display the reconstructed pulses on the computer screen.
There are two significant differences between the real-time apparatus and the apparatus used in previous demonstrations of SPIDER. First, an etalon is used to generate the identical pulse pair instead of a Michelson interferometer with mismatched arms. There were two reason for making this change. First, an etalon requires no alignment. Second, the etalon is more stable mechanically than a Michelson. A fluctuating time delay between the two pulses in the sheared pair adds noise to the recovered spectral phase profile. The separation of the replicas is equal to
where n is the refractive index of the etalon, L is its thickness and c is the speed of light. The only deviations in the pulse separation from this value are due to variations in the etalon thickness across the beam spot. It is easy to test for this, however. Simply focusing the entire reflected beam from the etalon into a spectrometer and recording the spectrum will yield an interferogram with fringes spaced at 2π/τ (in angular frequency). The visibility of these fringes will be high unless the etalon thickness is nonuniform. The etalon used in real-time SPIDER was a 200 µm thick fused silica etalon (CVI part no. ET-25.4-0.2-UV) which generated a measured pulse separation of 1.8 ps. If the etalon introduces additional dispersion onto the pulses, half of this dispersion is compensated for in the calibration of the device. However, due to the thinness and material of the etalon used here, its dispersion can be neglected. The second modification is the use of a linear detector array to sample the interferogram, instead of a scanning monochromator. There are two main issues involved in selecting a suitable detector array. The first is the sensitivity of the array at the upconverted wavelength. Second, the pixel width must be sufficient to allow the entire interferogram to be sampled at the focal plane of the spectrometer. Note, although the values of τ and Ω are selected to satisfy the sampling limits, the choice of these values is also a function of the pixel width of the detector array. A 512 pixel, silicon photodiode array with 25 µm wide pixels was used in our experiments (Hammamatsu model S3903-512Q).
The sampled interferogram data is sent into the computer and processed by a set of LabVIEW VIs which return the reconstructed pulse profiles. Figure 2 shows a screen shot from the LabVIEW control VI where the sampled interferogram from the detector array is plotted (as the array voltage versus pixel number). Due to SPIDER's direct inversion algorithm, using LabVIEW to reconstruct the spectral phase is relatively simple. The LabVIEW VI which does this uses the built-in FFT routine and other functions which eliminate the need to import any custom C code.
Results
The ability of this SPIDER apparatus to perform complete ultrashort pulse characterization at 20 Hz can only be fully appreciated by seeing the instrument working. To this end, three movies are included which demonstrate the utility of real-time SPIDER as a diagnostic tool in the laboratory. Each of these movies is a direct recording of the computer display output. Figure 4 contains a screen shot from the first movie. Here, the spectral phase of the laser pulse is displayed as the chirp is adjusted by changing the grating separation in the compressor stage of the laser system. As can be seen in the movie, there is an optimum grating separation where the spectral phase is flattest and the pulses shortest. This single demonstration shows that real-time SPIDER may be used as a diagnostic and optimization tool for repetitive pulsed laser systems.
Although flattening the spectral phase is the most accurate way to optimize the laser system, the pulse intensity is often a more intuitive way to monitor the laser system. Figure 5 contains a screen shot from a movie where instead of the spectral phase the temporal intensity is displayed as the grating separation is adjusted. Again, there is a clear optimum position where the pulse is at its shortest, and this, of course, is the same Fig. 4 . Movie of the pulse spectral phase as the dispersion on the pulse is changed by adjusting the grating separation in the compressor (2.5 MB QuickTime movie).
position that flattens the spectral phase. Figure 6 contains a screen shot from the third movie. This movie shows the temporal intensity profile of the pulse as a 1.5 inch thick piece of glass is inserted into and removed from the laser beam. Note the increase in the pulse duration due to the added dispersion and the reduction in the intensity due to the reflections at the air-glass interfaces.
Both the characterization rate and the accuracy of the pulse reconstructions were verified experimentally. To verify the characterization rate of the apparatus, a chopper wheel was inserted into the beam. Adding the chopper wheel causes the data plotted on the computer screen to beat in time. The frequency of this beating is equal to the difference between the chopping frequency and the update rate of the apparatus. Verifying the 20 Hz update rate involved ramping the chopper frequency while observing the beat frequency. At 10 Hz, a beat frequency of 10 Hz was observed, while at 20 Hz, a beat frequency approaching zero was observed. These results prove the real-time SPIDER system, including data collection, inversion and computer screen update can operate at 20 Hz.
In order to determine the accuracy of the pulse reconstructions returned by real-time SPIDER, a known amount of dispersion was added to the laser pulses. The spectral phase returned by SPIDER was then compared to the expected spectral phase due to the added dispersion. One such comparison is plotted in Figure 7 . Here the retrieved spectral phase (in red) is plotted against the expected spectral phase (in blue) due to a 1270 µm change in the grating separation in the laser system's compressor. The black bars denote the bandwidth (FWHM) of the pulse spectrum. The RMS phase error across the plot (which covers the 1/e 2 extent of the spectrum) is equal to 0.128 radians. This phase error corresponds to an error in the reconstruction pulsewidth of 6%. However, since the meaning of the phase diminishes as the pulse intensity decreases, a better measure of the error is across the spectral bandwidth. Across this region, the RMS phase error is equal to 0.062 radians, which corresponds to less than 2% error in the reconstructed pulsewidth. Comparison of the spectral phase retrieved from real-time SPIDER and the expected spectral phase for a 1270 µm change in the grating separation in the compressor. The RMS phase error in the reconstruction across the 1/e 2 extent of the spectrum is 0.128 radians which corresponds to a 6% error in the reconstructed pulsewidth.
Conclusions
This paper has presented an implementation of the SPIDER technique capable of realtime characterization of ultrashort pulses at a rate of 20 Hz. There are several ramifications of pulse characterization at this speed. First, optimization or adjustment of the laser system is much easier and faster using the output of real-time SPIDER as a diagnostic tool. Second, since the apparatus was built with common, inexpensive equipment, this apparatus can be built quickly, easily and cheaply. Third, the high characterization rate of this apparatus will allow real-time computer controlled feedback of laser systems for optimization and pulse shaping. Lastly, the 20 Hz rate achieved here is not a fundamental limit of the SPIDER technique. We expect that by utilizing a commercial DSP board to perform the data acquisition and processing tasks, the characterization rate of this apparatus could be improved to upwards of several hundred characterizations per second.
