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Abstract
We show how the problem of estimating conditional Kendall’s tau can be rewritten as a classification task.
Conditional Kendall’s tau is a conditional dependence parameter that is a characteristic of a given pair of
random variables. The goal is to predict whether the pair is concordant (value of 1) or discordant (value
of −1) conditionally on some covariates. We prove the consistency and the asymptotic normality of a
family of penalized approximate maximum likelihood estimators, including the equivalent of the logit and
probit regressions in our framework. Then, we detail specific algorithms adapting usual machine learning
techniques, including nearest neighbors, decision trees, random forests and neural networks, to the setting
of the estimation of conditional Kendall’s tau. Finite sample properties of these estimators and their
sensitivities to each component of the data-generating process are assessed in a simulation study. Finally,
we apply all these estimators to a dataset of European stock indices.
Keywords: conditional Kendall’s tau, conditional dependence measure, machine learning, classification
task, stock indices.
1. Introduction
Beside linear correlations, most dependence measures between two random variables are functions of the
underlying copula only: Spearman’s rho, Kendall’s tau, Blomqvist’s beta, Gini’s measure of association,
etc. As a consequence, they are independent of the corresponding margins. This is seen as a positive
point. See Joe [1], Nelsen [2], for instance, and, as a reminder, some basic definitions in Appendix A. Such
measures are well-known and widely used by practitioners. When some covariates are available, natural
extensions of these tools can be defined, providing so-called “conditional” measures of dependence. In
theory, it is sufficient to replace copulas by conditional copulas to obtain the “conditional version” of any
dependence measure. Surprisingly, this simple and fruitful idea has not yet been widely used in the literature.
Nonetheless, in a series of papers, Gijbels et al. [3, 4, 5, 6] have popularized this approach, with a focus
on conditional Kendall’s tau and Spearman’s rho. Note that conditional dependence measures have been
invoked in different frameworks, often without any explicit link with conditional copulas: truncated data
(Tsai [7], e.g.), multivariate dynamic models (Jondeau and Rockinger [8], Almeida and Czado [9], among
others), vine structures (So and Yeung [10]), etc.
Now, let us introduce our key dependence measure: for each z ∈ Rp, the conditional Kendall’s tau of a
bivariate random vector X := (X1, X2) given some covariates Z = z may be defined as
τ1,2|Z=z = IP
(
(X2,1 −X1,1)(X2,2 −X1,2) > 0
∣∣Z1 = Z2 = z)− IP((X2,1 −X1,1)(X2,2 −X1,2) < 0∣∣Z1 = Z2 = z),
where X1 = (X1,1, X1,2) and X2 = (X2,1, X2,2) are two independent versions of X. To simplify, we will
assume that the law of X given Z = z is continuous w.r.t. the Lebesgue measure, for every z. This implies
τ1,2|Z=z = 2 IP
(
(X2,1 −X1,1)(X2,2 −X1,2) > 0
∣∣Z1 = Z2 = z)− 1.
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A conditional Kendall’s tau belongs to the interval [−1, 1] and reflects a positive (τ1,2|Z=z > 0) or negative
(τ1,2|Z=z < 0) dependence between X1 and X2, given Z = z. Contrary to correlations, it has the advantage
of being always defined, even if some Xk, k = 1, 2, has no finite second moments (when it follows a Cauchy
distribution, for example).
Some estimators of conditional Kendall’s tau have already been proposed in the literature, either as a
by-product of the estimation of conditional copulas - see Gijbels et al. [3] and Fermanian and Lopez [11] -
or directly, as in Derumigny and Fermanian [12, 13]. Nonetheless, to the best of our knowledge, nobody has
yet noticed the relationship between conditional Kendall’s tau and classification methods.
Let us explain this simple idea. Denote W := 2× 1{(X2,1 −X1,1)(X2,2 −X1,2) > 0} − 1 and
IP
(
(X2,1 −X1,1)(X2,2 −X1,2) > 0
∣∣Z1 = Z2 = z) = IP(W = 1∣∣Z1 = Z2 = z) =: p(z).
Actually, the prediction of concordance/discordance among pairs of observations (X1,X2) given Z can be
seen as a classification task of such pairs. If a model is able to evaluate the conditional probability of
observing concordant pairs of observations, then it is able to evaluate conditional Kendall’s tau, and the
former quantity is one of the outputs of most classification techniques. Therefore, most classifiers can
potentially be invoked (for example linear classifiers, decision trees, random forests, neural networks and so
on [14]), but applied here to pairs of observations.
Indeed, for every 1 ≤ i, j ≤ n, i 6= j, define W(i,j) as
W(i,j) := 2× 1{(Xj,1 −Xi,1)(Xj,2 −Xi,2) > 0} − 1 =
{
1 if (i, j) is a concordant pair,
−1 if (i, j) is a discordant pair. (1)
A classification technique will allocate a given couple (i, j) into one of the two categories {1,−1} (or “concor-
dant versus discordant”, equivalently), with a certain probability, given the value of the common covariate Z.
Section 2 introduces a general regression-type approach for the estimation of conditional Kendall’s tau.
Some asymptotic results of consistency and asymptotic normality are stated. In Section 3, we explain how
some machine learning techniques can be adapted to deal with our particular framework, and we detail
the corresponding algorithms. A small simulation study compares the small-sample properties of all these
algorithms in Section 4. In Section 5, these techniques are applied to European stock market data. We
evaluate to what extent the dependence between pairs of European stock indices may change with respect
to different covariates. All proofs have been postponed into appendices.
2. Regression-type approach
Typically, a regression-type model based on conditional Kendall’s tau may be written as
τ1,2|Z=z = g0(z, β
∗), ∀z ∈ Z ⊂ Rp, (2)
for some finite dimensional parameter β∗ ∈ Rp′ and some function g0. As a particular case, a single-index
approach would be
τ1,2|Z=z = g(ψ(z)
T β∗), ∀z ∈ Z, (3)
where ψ : Rp → Rp′ is known, and g may be known (parametric model) or not (semi-parametric model),
as in [12]. In this section, we propose an inference procedure of β∗ under (3) when the link function g is
analytically known. This procedure will be based on the signs of pairs only, and not on the specific values
of the vectors Xi. Then, since inference will be based on the observations of W ∈ {1,−1}, our model
belongs to the family of limited-dependent variable methods. One difficulty will arise from the pointwise
conditioning events Zi = Zj = z, that will necessitate localization techniques. Actually, we will consider
couples of observations Xi and Xj for which the associate covariates are close to a given value z. Indeed,
the relationship (3) does not define the dependence levels between every couple (Xi,Zi) and (Xj ,Zj), i 6= j,
2
but only between those that share the same covariate. If the variables Z were discrete, we would consider
a subset of couples such that Zi = Zj . In our case of continuous variables Z (see below), the latter event
does not occur almost surely, and some smoothing/localization techniques have to be invoked.
Let K be a p-dimensional kernel and (hn) be a bandwidth sequence. The bandwidth will simply be
denoted by h and we setKh(z) = K(z/h)/h
p. The log-likelihood associated to the observation (W(i,j),Zi,Zj)
given Zi = Zj = z is
ℓβ(W(i,j), z) :=
(
1 +W(i,j)
2
)
log IPβ
(
W(i,j) = 1
∣∣∣Zi = Zj = z
)
+
(
1−W(i,j)
2
)
log IPβ
(
W(i,j) = −1
∣∣∣Zi = Zj = z
)
.
In practice, when the underlying law of Z is continuous, there is virtually no couple for which Zi = Zj .
Therefore, we will consider a localized “approximated” log-likelihood, based on (W(i,j),Zi,Zj) for all pairs
(i, j), i 6= j. It will be defined as the double sum
Ln(β) :=
1
n(n− 1)
∑
i,j;i6=j
Kh(Zi − Zj)ℓβ(W(i,j), Z˜i,j),
for any choice of Z˜i,j that belongs to a neighborhood of Zi or Zj . We will assume that K is a compactly
supported p-dimensional kernel of order m ≥ 2.
The most obvious choices would be to select Z˜i,j among {Zi,Zj , (Zi + Zj)/2}. Here, we propose
Ln(β) :=
1
n(n− 1)
∑
i,j;i6=j
Kh(Zi − Zj)ℓβ(W(i,j),Zi)
=
1
n(n− 1)
∑
i,j;i6=j
Kh(Zi − Zj)
{(
1 +W(i,j)
2
)
log
(
1
2
+
1
2
g(ψ(Zi)
Tβ)
)
+
(
1−W(i,j)
2
)
log
(
1
2
− 1
2
g(ψ(Zi)
Tβ)
)}
,
under (3). We can therefore derive an estimator of β∗ based on the maximization of the latter function,
with a ℓ1 penalty (Lasso-type estimator), as
βˆ := arg max
β∈Rp′
Ln(β)− λn|β|1, (4)
where λn is a tuning parameter to be chosen. Note that Ln(β) is not really a likelihood function since the
observations (W(i,j),Zi,Zj) for every couple (i, j), i 6= j, are not mutually independent.
If K ≥ 0, the objective function is a concave function of β if it satisfies
δg′′(t)(1 + δg)(t) ≤ (g′)2(t), ∀t, (5)
for δ ∈ {1,−1}. When β 7→ Ln(β) is concave, the penalized criterion above is concave too and the calculation
of βˆ can be led in practical terms through convex optimization routines, even with a large number of
regressors (p′ ≫ 1). Since this will be our framework, we will show that (5) holds for some usual classification
techniques. When it is not the case, we have to rely on other optimization schemes and to avoid considering
too many regressors.
Moreover, note that, when g is odd (i.e. g(−t) = −g(t)), the estimator simply becomes
βˆ := arg max
β∈Rp′
1
n(n− 1)
∑
i,j;i6=j
Kh(Zi − Zj) log
(
1
2
+
1
2
g(W(i,j)ψ(Zi)
Tβ)
)
− λ|β|1. (6)
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Implementation of an algorithm to solve problem (4) or its simplified version (6) may seem difficult due
to the non-differentiability of the l1 norm. Nevertheless, as in the case of the ordinary Lasso, it can be
solved in a very efficient way using the Alternative Direction Method of Multipliers (ADMM) for general
l1 minimization, following [15, Section 6.1]. More precisely, assume Ln(β) is a concave and differentiable
function of β (this is the case in both Examples 1 and 2). Then the optimization task (4) can be rewritten
as finding the solution (x, z) ∈ R2p′ of {
minimize f(x) + g(z)
subject to x− z = 0, (7)
where f(x) := −Ln(x) and g(z) := λn|z|1. The solution is given by iterating the following algorithm,
denoting by u ∈ Rp′ the dual variable of the problem (7) and by ρ > 0 the step size (similarly to the usual
gradient descent algorithm)
xk+1 := argmin
x
(
f(x) + (ρ/2)||x− zk + uk||22
)
,
zk+1 := Sλn/ρ(x
k+1 + uk),
uk+1 := uk + xk+1 − zk+1,
where for any κ > 0, Sκ is the element-wise soft thresholding operator, i.e. for each component Sκ(a) :=
(1 − κ/|a|)+ × a, for a 6= 0, and Sκ(0) := 0. Note that we have reduced the non-differentiable problem (4)
into a sequence of differentiable optimization steps for x, and the computation of the proximal operator Sκ
for the z-updates. We refer to [16] for a detailed presentation about proximal operators and their use in
optimization. ADMM can also be adapted for large-scale data, using standard libraries and frameworks for
parallel computing such as MPI, MapReduce and Hadoop, see [15] for more details about implementation
of such methods.
Example 1 (Logit). If we choose the Fisher transform g(t) = (et − 1)/(et + 1), then g is odd and the
optimization program becomes:
βˆ := arg max
β∈Rp′
1
n(n− 1)
∑
i,j;i6=j
Kh(Zi − Zj) log
(
logit(W(i,j)ψ(Zi)
Tβ)
)− λ|β|1,
where the so-called logit link function is defined by logit(x) = ex/(1 + ex). Therefore βˆ can be seen as the
maximizer of the log-likelihood of a weighted logistic regression with independent realizations of an explained
variable W(i,j), given some explanatory variables Zi. On a practical side, when K ≥ 0, the β-criterion is
concave. This allows to use the existing software and optimization routines of logistic regression without
many changes.
Example 2 (Probit). Similarly, choosing g(t) = 2Φ(t)− 1, where Φ denotes the cdf of the standard normal
distribution, yieds the equivalent of a (weighted) probit regression. Indeed, this function g is odd, (6) applies
in this case and our criterion in (4) is concave wrt β.
Let us assume that a family of models or some statistical procedure allow the calculation of the functional
link g(ǫψ(z)Tβ) and then p(z), for any z, ǫ ∈ {−1, 1} and any given value β: Logit, Probit, regression trees,
neural networks, etc. Then, we can estimate the “true” parameter β∗ by βˆ, as given by (4), in practical
terms.
Now, we state the asymptotic properties of βˆ, under the assumption that β 7→ Ln(β) is concave. To this
goal, we introduce some notations.
For any x and y ∈ Rp, denote
p(x,y) := IPβ∗((X2,1 −X1,1)(X2,2 −X1,2) > 0|Z1 = x,Z2 = y).
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The latter expectations are calculated when the underlying parameter is assumed to be the true value β∗.
Note that p(x) := p(x,x) and 2p(z)− 1 = τ1,2|Z=z. Moreover, for any x,y and z ∈ Rp, set
p(x,y, z) := IPβ∗((X2,1 −X1,1)(X2,2 −X1,2) > 0, (X3,1 −X1,1)(X3,2 −X1,2) > 0|Z1 = x,Z2 = y,Z3 = z).
This is the conditional probability that X1, X2 and X3 are concordant, given their respective covariates.
Denote, for any β ∈ Rp′ ,
φ(x,y, β) := p(x,y) log (q(x, β)) + (1− p(x,y)) log (1− q(x, β)) , q(x, β) := 1/2 + g(ψ(x)T β)/2.
Note that q(z, β∗) = p(z). Finally, for any real function f and ε > 0, denote by fε the function x 7→
supt, |x−t|<ε |f(t)|.
Regularity assumption R0: The density fZ of Z is assumed to be m-times continuously differentiable.
Moreover, the functions φ(x, ·, β) and q(·, β) are continuous for any x ∈ Z and any β ∈ Rp′ . To simplify,
(x,y, z) 7→ p(x,y, z) will be continuous on Z3.
Theorem 3. Under R0, (B.2) and (B.3) in Appendix B, if λn → λ∞ and n2hp →∞ when n→∞, if the
true model is given by (3) and β 7→ Ln(β) is concave, then the solution βˆ of (4) tends in probability towards
β∗∗ := argmaxβ L∞(β) − λ∞|β|1, where
L∞(β) :=
∫
φ(z, z, β)f2
Z
(z) dz.
In particular, when λ∞ = 0, the estimator βˆ tends to argmaxβ L∞(β) = β
∗, because φ(z, z, β) is the
expected log-likelihood associated to W(1,2) given Z1 = Z2 = z. Thus, for every z, the latter quantity is
maximal when β = β∗.
Theorem 4. Under the conditions of Theorem 3 and some additional conditions of regularity in Appendix C
(notably (C.1), (C.2), (C.3) and (C.4)), if n1/2λn → µ and nhp → ∞ when n → ∞, then n1/2(βˆ − β∗)
weakly tends to
u∗ = arg min
u∈Rp
W(β∗)u+
1
2
uTH(β∗)u− µ
∑
k;β∗
k
=0
|uk| − µ
∑
k;β∗
k
6=0
sign(β∗k)uk,
where W(β∗) ∼ N (0p,Σβ∗), Σβ∗ =
∫
∂βφ(z, z, β
∗)∂βφ(z, z, β
∗)T f3
Z
(z) dz and
H(β∗) =
∫
∂2β,βTφ(z, z, β
∗)f2
Z
(z) dz.
Remark 5. All the previous results and those of the next sections are based on the kernel-weighted log-
likelihood criterion Ln(β), and then on the choice of the bandwidth h. We have not tried to find an “optimal”
smoothing parameter h. This task is outside the scope of this paper and is left for further research. Instead,
we have preferred to rely on the usual rule-of-thumb (Scott [17]), even if, strictly speaking, it is relevant only
for kernel estimators of densities. Nonetheless, we have not empirically found an “excessive sensitivity” of
our simulation results w.r.t. h.
3. Classification algorithms and conditional Kendall’s tau
In the latter section, we have studied a localized likelihood procedure to estimate β∗ under (3), when
we can explicitly write (and code) the link function g. This may be seen as a restrictive approach, be-
cause it is far from obvious to guess the right functional form of g. To improve the level of flexibility
of our conditional Kendall’s tau model, we recall the estimation of τ1,2|z is similar to the evaluation of
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IP
(
W(1,2) = 1
∣∣Z1 = Z2 = z), i.e. the probability p(z) of classifying the couple (1, 2) into one of two cat-
egories (concordant or discordant), given a common value z of their covariates. Formally, the answer of
such a question can be directly yielded by some classification algorithms. This is the topic of this section.
Therefore, instead of estimating an assumed parametric model by penalization, as in (4), a classification
algorithm will “automatically” evaluate p(z) by pˆ(z). An estimator of the conditional Kendall’s tau will
simply be τˆ1,2|Z=z := 2pˆ(z)− 1.
Now, we show how different classification algorithms can be used and adapted to the estimation of
τ1,2|Z=z in practice. The first step is to transform the dataset D = (Xi,1, Xi,2,Zi)i=1,...,n ∈
(
R
2+p
)
, called
the initial dataset, into an object D˜, that will be called the dataset of pairs (see Algorithm 1). Each element
of this dataset of pairs is indexed by an integer k ∈ {1, . . . , n(n−1)/2}, which corresponds to any (unordered)
pair (i, j), i 6= j, of observations in the initial dataset.
For any pair of observations, we compute the associated covariate Z˜k which is just the average of the
two covariates Zi and Zj (contrary to Section 2 where we have chosen Zi). Note that we want Zi and Zj to
be close to each other, so that the pair (i, j) is relevant. This means that a weight variable Vk is defined for
any pair. It is related to the proximity between Zi and Zj . Obviously, if Vk = 0 then the corresponding pair
is not kept, finally. This selection induces also a computational benefit, by reducing the size of the dataset
and the computation time. For example, suppose that n = 4000. Then, up to around 8× 106 possible pairs
can be constructed but only a small group of them (around 104 or 105 pairs, typically) will be relevant.
The others are pairs for which the covariates are considered too far apart. Note that, in order to increase
the proportion of k such that the weight Vk is zero, it is sufficient to use compactly supported kernels. For
instance, for any arbitrary p-dimensional kernel K, we can consider K˜(z) := γK(z)1{‖z‖∞ ≤ 1}, with some
normalizing constant γ so that
∫
K˜ = 1.
Algorithm 1: Algorithm for creating the dataset of pairs from the initial dataset.
Input: Initial dataset D = (Xi,1, Xi,2,Zi)i=1,...,n ∈
(
R
2+p
)n
;
k ← 0 ;
for i← 1 to (n− 1) do
for j ← (i+ 1) to n do
Z˜k ← (Zi + Zj)/2 ;
Wk ←W(i,j) as defined in Equation (1) ;
Vk ← Kh(Zi − Zj) ;
k ← k + 1 ;
end
end
Define K := {k : Vk > 0} ;
Output: A dataset of pairs D˜ := (Wk, Z˜k, Vk)k∈K ∈
({−1, 1} × Rp × R+)n(n−1)/2.
3.1. The case of probit and logit classifiers
With the new dataset D˜, we can virtually apply any classification method to predict the concordance
value Wk of the pair k, given the covariate Z˜k and the weight Vk. The logit and probit models yield some of
the oldest and easiest methods in classification. They have straightforward adapted versions in our case: see
Algorithm 2. These weighted penalized GLM procedures are estimated using the R package ordinalNet [18].
Note that we are still estimating τ1,2|Z=z under the parametric model given by (3). The tuning parameter λ
can be chosen using a generalization of Algorithm 2 in Derumigny and Fermanian [12]. The chosen λ is the
one which minimizes the cross-validation criteria
CV (λ) :=
N∑
k=1
d
(
z 7→ τˆ (k)1,2|Z=z ; z 7→ g
(
ψ(z)T βˆ(λ,−k)
))
,
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where d(· ; ·) is a distance on a space of bounded functions of z, for example the distance generated by the
L2 norm, τˆ
(k)
1,2|Z=· is an estimator of Kendall’s tau using the dataset Dk, βˆ(λ,−k) is estimated on the dataset
D\Dk using the tuning parameter λ, and the initial dataset D has been separated at random in N subsets
D1, . . . ,DN of equal size.
Algorithm 2: Estimation of the conditional Kendall’s tau τ1,2|Z=z using a logit (resp. probit) regres-
sion.
Input: A dataset of pairs D˜ := (Wk, Z˜k, Vk)k∈K
Input: A point z ∈ Z, a function ψ and a penalty level λ;
Compute the usual weighted penalized logit (resp. probit) estimator βˆ on the dataset
(Wk,ψ(Z˜k), Vk)k∈K with a tuning parameter λ ;
Output: An estimator τˆ1,2|Z=z := (e
ψ(z)T βˆ − 1)/(eψ(z)T βˆ + 1)
(resp. τˆ1,2|Z=z := 2Φ(ψ(z)
T βˆ)− 1).
3.2. Decision trees and random forests
Now, let us discuss how partition-based methods can be used for the estimation of the conditional
Kendall’s tau. Strictly speaking, such techniques are parametric: the relationship (2) implicitly applies, but
for some complex untractable function g. And the parameter β∗ is related to some covariate thresholds,
typically. Nonetheless, a classical decision tree can be directly trained on the weighted dataset D˜. We use
the R package tree by Ripley [19], following Breiman et al. [20]. Therefore, the application of decision trees
to our framework is straightforward, and do not require any special adaptation, contrary to random forests.
And the tree procedure allows the calculation of the probability of observing a concordant pair, given any
common value of Z.
In a classical classification setting, random forests are techniques of aggregation of decision trees that
are built on a subset of samples and subsets of variables. More precisely, a typical random forest algorithm
is the following: sample 80% of the rows of the dataset (without replacement), and 80% of the explanatory
variables; estimate a tree on this, and repeat this procedure a certain number of times, with different
sub-samples every time. In our framework, it is not clear at which level subsampling should take place.
The easiest solution would be to directly plug-in the dataset of pairs D˜ into a classical random forest
algorithm, but it does not obviously lead to the best solution. For comparison, we detail this solution in
Algorithm 3. We propose now an improvement on Algorithm 3. Indeed, noting that aggregation of trees
is useless if all trees are identical, it seems that the more variability in the input of the trees, the better.
Following this idea, we have noticed that the observations in the dataset of pairs are not independent. Influ-
ence of this lack of independence is discussed in a general setting in Section 3.5. For example, the pair (1, 2)
is usually not independent of the pair (1, 3), because they both share the first observation (X1,1, X1,2,Z1).
Therefore, to increase the diversity of inputs in the different trees, we suggest to lead a first sampling Sj on
the initial dataset, and then to build a dataset of pairs on the sampled observations Dj := (Xi,1, Xi,2,Zi)i∈Sj
(see Algorithm 4). As a matter of fact, if for example the first observation does not belong to the sam-
ple Sj , then the dataset Dj and the estimated tree T j become both independent of this first observation
(X1,1, X1,2,Z1). This independence property makes the trees less dependent, and significantly improves the
performance in our results compared to the original Algorithm 3.
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Algorithm 3: Random forests un-adapted for the estimation of the conditional Kendall’s tau
Input: Initial dataset D = (Xi,1, Xi,2,Zi)i=1,...,n ∈
(
R
2+p
)n
;
Compute the dataset of pairs D˜ using Algorithm 1 on D ;
for j ← 1 to Ntree do
Sample a set Sj ⊂ {1, . . . , n(n− 1)/2} without replacement ;
Compute the dataset of pairs D˜j = (Wk, Z˜k, Vk)k∈Sj using observations from D˜ ;
Sample a set S ′j ⊂ {1, . . . , p′} without replacement ;
Estimate a classification tree T j on the dataset (Wk, (ψl(Z˜k))l∈S′
j
, Vk)k∈Sj ;
end
Output: An estimator τˆ1,2|Z=· := N
−1
tree
∑Ntree
i=1 T j(·).
Algorithm 4: Random forests adapted for the estimation of the conditional Kendall’s tau
Input: Initial dataset D = (Xi,1, Xi,2,Zi)i=1,...,n ∈
(
R
2+p
)n
;
for j ← 1 to Ntree do
Sample a set Sj ⊂ {1, . . . , n} without replacement ;
Dj ← (Xi,1, Xi,2,Zi)i∈Sj ;
Compute the dataset of pairs D˜j = (Wk, Z˜k, Vk)k∈Kj using Algorithm 1 on Dj , providing Kj ;
Sample a set S ′j ⊂ {1, . . . , p′} without replacement ;
Estimate a classification tree T j on the dataset (Wk, (ψl(Z˜k))l∈S′
j
, Vk)k∈Kj ;
end
Output: An estimator τˆ1,2|Z=· := N
−1
tree
∑Ntree
i=1 T j(·).
3.3. Nearest neighbors
The nearest neighbors provide also a very popular classification algorithm and it can be used directly on
the dataset D˜ (see Algorithm 5). Here, we no longer assume (3) or even (2), and we live in a nonparametric
framework. A pretty difficult problem is to choose a convenient number of nearest neighbors. As usual in
nonparametric statistics, we must find a compromise between variance (tendancy to undersmooth, i.e. to
choose a too small N) and bias (tendancy to oversmooth, i.e. to choose a too big N). Moreover, in our
case, with n(n − 1)/2 possible pairs, choosing a right value for N can be challenging. Indeed, in the usual
(iid) nearest neighbor framework, the asymptotically optimal N is a power of the sample size. Here, this is
different because there are three potential sample sizes: n, if we consider there are fundamentally n sources
of randomness, n(n − 1)/2 by considering that the new sample has a cardinality equal to the number of
pairs, or even |K| that is random and depends on h. Thus, our problem is to choose a “relevant formula”
for N based on the “convenient” sample size.
Algorithm 5: Estimation of the conditional Kendall’s tau τ1,2|Z=z using nearest neighbors.
Input: A dataset of pairs D˜ := (Wk, Z˜k, Vk)k∈K
Input: A point z ∈ Z, a number N of nearest neighbors and a distance d on Rp′ ;
Kz ← argminE⊂K,|E|=N
(∑
k∈E d
(
ψ(z),ψ(Z˜k)
))
;
Output: An estimator τˆ
(N)
1,2|Z=z :=
(∑
k∈Kz
VkWk
)
/
∑
k∈Kz
Vk.
In applications, one might not be interested in the value of the conditional Kendall’s tau at only one
point, but also in the whole function z 7→ τ1,2|Z=z. The goodness of this estimation is linked to the underlying
density fZ of Z: the estimation can be made more precise in regions where fZ is high, allowing to use a
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higher number of neighbors with close covariates. At the opposite, in regions where fZ is low, a smaller N
should be used. Note that, in general, fZ is unknown and its estimation may be difficult as well, due to the
curse of dimensionality. Therefore, it is highly desirable to build a local number of neighbors N(z). Such a
local choice N(z) will help to avoid both under- and over-smoothing in all parts of the space Z.
Cross-validation techniques are widely use for the choice of tuning parameters, but might not the best
solution here as one would like to find a local choice of N . This problem has similarities with the classical
non-parametric regression, and we propose to use a procedure inspired by Lepski’s method for choosing
the bandwidth [21], once adapted to our setting. Lepski’s method is built on a simple principle: when two
non-parametric estimators are close, the best is the smoothest. When two non-parametric estimators are
far apart, the best is the least smooth. Let (Zi)i∈I be a partition of Z. The goal will be to choose the
best estimator on each Zi, which corresponds to the choice of a local number of nearest neighbors Ni. This
procedure is called “local” since the diameters of the Zi will be small. For example, if p = 1 and Z is
a bounded interval then the Zi can be chosen as small intervals. We denote by N ⊂ N the finite set of
possible numbers of neighbors. Following Lepski’s approach, we choose N as a geometric progression, i.e.
N = {⌊a1× ai2⌋, i = 1, . . . , imax} for some constants a1, a2 > 0, where ⌊x⌋ denotes the integer part of a real
x.
To measure how far the estimators are from each other, we introduce a distance di, i ∈ I. As our
estimators of conditional Kendall’s tau are bounded (between −1 and 1) and measurable, several choices
are possible. In applications, we will use
di(f, g) =
(
1
jmax
jmax∑
j=1
[
(f(zi,j)− g(zi,j))/M
]2)1/2
, zi,1, . . . , zi,jmax ∈ Zi, (8)
where M is a normalization factor independent of i and the subsets zi,1, . . . , zi,jmax are arbitrarily chosen
in Zi, i = 1, . . . , imax. We will use M = (max−min){τˆ (N)1,2|Z=z, N ∈ N , z ∈ Z}. Indeed, in the classical
nonparametric regression Y = f(X)+ε, with unknown f to estimate,M should be replaced by the standard
deviation of the noise ε. In our case, we can define a (pseudo-)noise ξz,N := τˆ
(N)
1,2|Z=z − τ1,2|Z=z, but it is
unknown in practice and its distribution is complicated. Therefore M serves as a proxy of the amplitude
of the variations in the estimated conditional Kendall’s tau. This normalization by M ensures a kind of
adaptativity of the estimation.
Algorithm 6: Lepski’s method for a local choice of the number of nearest neighbors, and the corre-
sponding estimator of the conditional Kendall’s tau.
Input: A set N ⊂ N of possible numbers of nearest neighbors and the corresponding estimates
τˆ
(N)
1,2|Z=· given by Algorithm 5, for all N ∈ N ;
Input: A partition (Zi)i∈I of Z and a distance di on a space of bounded measurable real functions
defined on Zi, for every i ∈ I;
foreach i ∈ I do
Si ←
{
N ∈ N : di
(
τˆ
(N)
1,2|Z=· , τˆ
(N ′)
1,2|Z=·
)
≤ A
√
(1/N ′) log(max(N )/N ′), ∀N ′ ∈ N ∩ [1, N ]
}
; (9)
Ni ← max(Si);
end
Output: An estimator z 7→ τˆ1,2|Z=z :=
∑
i∈I 1{z ∈ Zi}τˆ (Ni)1,2|Z=z.
We have observed that sensitivity to N is not too large, if it is chosen in a reasonable way, for example
between 5 or 10 possibilities. When Z is univariate, a simple partition (Zi)i∈I can be given by the deciles
of Z. We choose A = 1 for simplicity since we believe there is no procedure for choosing it. A statistician
which would like to play with the smoothness of the result is free to adapt A, using an expert knowledge of
the situation. Finally, the zi,j can be chosen as quantiles of Z, or as a regular grid on each Zi.
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3.4. Neural networks
Nowadays, neural networks have become very popular with a wide range of applications. In classification
problems, a neural network can be seen as an estimator depending on some parameters, but in a very flexible
and complex way. For every input z, it yields the probability of belonging to any class. In our framework,
we will train a network on the dataset of pairs D˜. It is well-known that most neural networks do not induce
convex programs, and the outputs therefore depend on some initial parameter values. One strategy is to
independently train networks with different starting parameter values, that may be randomly chosen, for
example.
This method of using independent estimators (conditionally on the initial sampleD) and then aggregating
them is related to the random forest approach of the previous section and the discussion therein. Therefore,
the same techniques are relevant and we have noticed an improvement in performance by using an adapted
version of Algorithm 4. More precisely, we fix a number of neural networks. For each neural network, we
sample without replacement a part of the initial dataset from which the corresponding dataset of pairs is
constructed and used as a training set. In order to improve stability, we aggregate the predictions of the
different neural networks by using the median as the final output. There is a trade-off between computation
time and accuracy: a larger number of networks should improve the accuracy while taking obviously a
longer time to be trained. The precise choice of the best architecture of the network is a complicated task,
which is left for future research. As we are looking for functions z 7→ τ1,2|Z=z which are smooth almost
everywhere and easy to interpret in applications, we choose a simple architecture with 10 neural networks,
each having one hidden layer of 3 neurons. Besides, bigger networks seem to deteriorate the performance of
this estimator, see Section 4.6.
Algorithm 7: Neural networks with median bagging, adapted for the estimation of the conditional
Kendall’s tau
Input: Initial dataset D = (Xi,1, Xi,2,Zi)i=1,...,n ∈
(
R
2+p
)n
;
for j ← 1 to Nnnet do
Sample a set Sj ⊂ {1, . . . , n} without replacement ;
Dj ← (Xi,1, Xi,2,Zi)i∈Sj ;
Compute the dataset of pairs D˜j = (Wk, Z˜k, Vk)k∈Kj using Algorithm 1 on Dj , providing Kj ;
Estimate a neural net Nj on the dataset (Wk,ψ(Z˜k), Vk)k∈Kj ;
end
Output: An estimator τˆ1,2|Z=· :=Median{Nj(·), j = 1, . . . , Nnnet}.
3.5. Lack of independence and its influence on the proposed algorithms
The machine learning methods that are adapted in this section were all designed for i.i.d. data. But
it is easy to see that observations in the dataset of pairs D˜ will not be independent. Indeed, assume that
observations in the original dataset (Xi,1, Xi,2,Zi)i=1,...,n are i.i.d., to simplify. The pair (i = 1, j = 2) and
the pair (i = 1, j = 3) both involve the first observation (X1,1, X1,2,Z1), and therefore are not independent.
This is a theoretical problem, but numerical results in Section 4 show that this is not a problem in practice.
As far as the logit and probit are concerned, it was proved in the previous Section 2 that they are related
to a family of estimators that can use D˜ “as is”, and that nonetheless yield consistent and asymptotically
normal estimates, if the specification is good. It is likely that the other methods presented here enjoy similar
properties and are also largely unaffected by dependence between pairs. Note that, if all observations in D
are identically distributed, then observations in D˜ are identically distributed as well. This is in favor of our
methods.
Concerning the dependence inside D˜, we will show that it is not too strong. For example, the pairs (1, 2)
and (1, 3) are not independent, but the pairs (1, 2) and (3, 4) are indeed independent. This means that there
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is still “a large proportion of” independence left in D˜. Formally, if two distinct pairs are randomly chosen
in D˜, the probability of them being independent is high. Indeed, there are Ntot := n(n− 1)(n(n− 1)− 2)/8
couples of distinct pairs. Beside, the number Nind of couples of pairs which are independent is Nind :=
n(n− 1)(n− 2)(n− 3)/8. The factor 1/8 appears in both Ntot and Nind since we can always switch the two
observations in the first pair, in the second pair, and switch the two pairs (every 4-tuple is counted 23 = 8
times). It is easy to see that Nind/Ntot = 1−O(1/n) as n→∞.
This can be interpreted in the following way: as n → ∞, pairs are “almost all” independent from each
other. In other words, the dependence between two pairs become negligible with averages. That is the
reason why the following machine learning methods will be performing well if the original dataset D is large
enough. If the original dataset D is not iid itself, for example coming from a time series, we conjecture that
such methods will work in a similar way as long as the dependence is not too strong, for example if the
data-generating process satisfies some usual assumptions, see Remark 6.
Whenever bootstrap, subsetting, resampling or cross-validation is done on these classification-based
estimators, we advise to perform them on the original dataset D rather than on the dataset of pairs D˜, as we
do in Sections 3.1, 3.2 and 3.4. This seems to yield a good improvement in performance. An example is given
by the difference between Algorithms 3 and 4. This can be simply summed up as “do the resampling on the
original dataset D, not on the transformed dataset D˜”. Nevertheless, a complete study and justification of
this general principle is beyond the scope of this paper and is left for future work.
4. Simulation study
In this section, we have studied the relative performances of our estimators by simulation. For a given
model and a given method of estimation, we sample 100 different experiments, and estimate the model for
each sample. We fix the sample size as n = 3000. We remark that for a given dimension p > 0 of Z and a
given support Z of Z, we have different “blocks” of the model which can be chosen in an independent way:
(i) the law IPZ of Z ;
(ii) the function z ∈ Z 7→ τ1,2|Z=z ;
(iii) the (conditional) copula family (Cτ )τ∈(0,1) or (Cτ )τ∈(−1,1) of (X1, X2)|Z = z, indexed by its conditional
Kendall’s tau. For example the Gaussian, Student, Clayton, Gumbel, etc, copula families. Such a
family can also depend on Z: for example, think of a Student copula with varying degrees of freedom ;
(iv) the conditional margins X1|Z and X2|Z ;
(v) the choice of the functions ψi, for i = 1, . . . , p
′ ;
(vi) the choice of the estimator τˆ1,2|Z=·.
Our so-called “reference setting” will be defined as p = 1, Z = [0, 1] and (i) IPZ = U [0;1] ; (ii) τ1,2|Z=z =
3z(1−z) ; (iii) (Cτ )τ∈(0,1) = GaussianCopula ; (iv) IPX1|Z=z = IPX2|Z=z = N (z, 1). For each tested model,
the performance of the estimator will be evaluated by the mean integrated ℓ2 error. With obvious notations,
it will be estimated as
Err := IE
[∫
Z
(τˆ1,2|Z=z − τ1,2|Z=z)2dz
]
≈ 1
NsimuNpoints
Nsimu∑
i=1
Npoints∑
j=1
(τˆ
(i)
1,2|Z=z(j)
− τ1,2|Z=z(j))2, (10)
where Nsimu, Npoints are positive integers, z
(1), . . . , z(Npoints) are fixed points in Z, and τˆ (i)
1,2|Z=z(j)
is the
estimated conditional Kendall’s tau at point z(j) trained on data from the i-th simulation. We choose
Nsimu := 100 experiments, and in this reference setting, the integral is discretized with Npoints := 100
points equispaced on the segment [0.01, 0.99] to avoid boundary numerical problems.
11
In the following simulations, “Logit” and “Probit” refer to Algorithm 2. “Tree” refers to the application
of the method tree() of package tree by Ripley [19] on the dataset D˜ produced by Algorithm 1. “Random
forests” refers to Algorithm 4. “Nearest neighbors” refers to the adapted version using Algorithm 5, once
aggregated using Algorithm 6. Finally “Neural networks” refers to Algorithm 7. Such specifications are now
part of our “reference setting”.
4.1. Choice of {ψi}, i = 1, . . . , p′.
We consider six different choices of ψ, that are
1. No transformation, i.e. ψ
(1)
1 (z) = z ;
2. Polynomials of degree lower than 4: ψ
(2)
i (z) = 2
−i+1(z − 0.5)i−1 for i = 1, . . . , 5 ;
3. Polynomials of degree lower than 10: ψ
(3)
i (z) = 2
−i+1(z − 0.5)i−1 for i = 1, . . . , 11 ;
4. Fourier basis of order 2 with an intercept: ψ
(4)
1 (z) = 1, ψ
(4)
2i (z) = cos(2πiz) and ψ
(4)
2i+1(z) = sin(2πiz)
for i = 1, 2 ;
5. Fourier basis of order 5 with an intercept: ψ
(5)
1 (z) = 1, ψ
(5)
2i (z) = cos(2πiz) and ψ
(5)
2i+1(z) = sin(2πiz)
for i = 1, . . . , 5 ;
6. Concatenation of ψ(2) and ψ(4), which will be denoted by ψ(6).
For each of the choices of ψ above, and each estimator, we compute the criteria (10). The results are
displayed in the following Table 1.
Chosen ψ Logit Probit Tree Random forests Nearest neighbors Neural network
ψ(1) 48.1 48.1 7.5 4.89 2.26 0.561
ψ(2) 0.721 0.554 4.28 3.28 2.26 1.32
ψ(3) 0.663 0.528 4.13 3.41 2.23 1.73
ψ(4) 1.41 1.45 4.73 14.2 2.72 1.74
ψ(5) 1.05 1.06 4.76 10.3 2.79 2.67
ψ(6) 0.456 0.434 4.57 3.15 2.64 3.87
Table 1: Error criteria (10) for each choice of ψ and each method, multiplied by 1000.
With the choice of ψ(6), Logit and Probit methods provide the best results. This good performance
deteriorates with other choices of ψ, especially when the model is misspecified. Neural networks provide the
best results with ψ(1), and their performance declines when further transformations of z are introduced in ψ.
Nearest neighbors have nearly the best behavior with ψ(1), and it does not seem that other transformations
can significantly increase its performance. On the contrary, for trees and random forests, it seems that
bigger families ψ can yield improvements over ψ(1).
From now on, we will choose ψ(6) for the methods logit, probit, tree and random forests. Indeed, for
these methods, the choice of ψ yield nearly the lowest error criteria and present the advantage of being
diverse, which will help to combine the performances of both polynomials and oscillating functions. On the
contrary, for the methods nearest neighbors and neural networks, we choose ψ(1) as adding new functions
does not seem to increase the performance of both of these methods. Figure 1 displays a comparison of the
different methods on a typical simulated sample.
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Figure 1: An example of the estimation of the conditional Kendall’s tau using different estimation methods (see Table 2 below).
The black dash-dotted curve is the true conditional Kendall’s tau that has been used in the simulation experiment.
Method Logit Probit Tree Random Nearest Neural
forests neighbors network
Algorithm Algorithm 2 Algorithm 2 tree() of [19] Algorithm 4 Algorithms 5-6 Algorithm 7
Color orange red blue green purple black
Table 2: Summary of available estimation methods for the estimation of the conditional Kendall’s tau and corresponding
algorithm and curve color.
For each estimator, we precise in the second line of the above table the algorithm used to compute it, and in
the third line the color of the corresponding curve on Figures 1 to 13. For example, the estimator “Probit”
is computed using Algorithm 2 and correspond to the red curves.
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4.2. Comparing different copulas families
Here, we keep the reference setting and we change only part (iii), i.e. the functional form of the conditional
copula. The results are displayed in Table 3. We observe that such choice of a parametric copula families
has nearly no effect on the performance of the estimators. Nonetheless, with the Student copula - either
with fixed or variable degrees of freedom - most estimators have slightly worse performances than with other
copulas. It can be explained by the fact that this copula allows asymptotic dependence, i.e. a strong tail
association.
Copula family Logit Probit Tree Random Nearest Neural
forests neighbors network
Gaussian 0.456 0.434 4.57 3.15 2.26 0.561
Student 4 df 0.549 0.515 4.54 3.28 2.87 0.753
Student (2 + 1/z) df 0.531 0.518 4.66 3.23 2.82 0.805
Clayton 0.498 0.472 4.52 3.36 2.67 0.742
Gumbel 0.45 0.431 4.56 3.23 2.66 0.775
Frank 0.448 0.42 4.5 3.28 2.13 0.615
Table 3: Error criteria (10) for each copula family and each method, multiplied by 1000.
4.3. Comparing different conditional margins
In this subsection, we stil start from the reference setting and we change only part (iv), i.e. the functional
form of the conditional margins (X1|Z) and (X2|Z). We consider the following alternatives:
1. IPX1|Z=z = IPX2|Z=z = N (z, 1) (as in the reference case).
2. IPX1|Z=z = N (cos(10πz), 1) ; IPX2|Z=z = N (z, 1). The idea is to make X1 oscillate fast so that the
algorithms will have difficulties to localize concordant and discordant pairs ;
3. IPX1|Z=z = Exp(|z|) ; IPX2|Z=z = U [z,z+1]. This choice allows to see how estimation is affected by
changes in the conditional support of (X1, X2) given Z = z ;
4. IPX1|Z=z = N (0, z2) ; IPX2|Z=z = U [0,|z|]. Then, we will see how estimation is affected by changes in
the conditional variance of (X1, X2) given Z = z.
Setting Logit Probit Tree Random forests Nearest neighbors Neural network
1. 0.456 0.434 4.57 3.15 2.26 0.561
2. 0.809 0.818 4.65 3.72 2.65 0.838
3. 1.15 1.12 5.29 4.21 3.57 1.32
4. 0.493 0.471 4.43 3.44 2.54 0.662
Table 4: Error criteria (10) for each choice of conditional margins and each method, multiplied by 1000.
In a similar way as in the previous section, the results of these experiments, as displayed in Table 4
show that changes in terms of conditional marginal distributions generally have a mild impact on the overall
performance of the estimators. Moreover, such changes have no effect on the ranking between estimators:
logit and probit methods are always the best, followed by the neural networks. Nearest neighbors, and
random forests are behind in this order. The estimator Tree shows the lowest performance, but note that it
also has the lowest computation time.
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4.4. Comparing different forms for the conditional Kendall’s tau
In this part, we keep the reference setting, but we change only part (ii), i.e. the functional form of the
conditional Kendall’s tau itself. We consider the following choices:
1. f1(z) := 0.9− 0.81{z ≥ 0.5},
2. f2(z) := 3z(1− z),
3. f3(z) := 0.5 + 0.4 sin(4πz),
4. f4(z) := 0.1 + 1.6z1{z < 0.5}+ 1.6(z − 0.5)1{u ≥ 0.5}.
The results are presented in Table 5. If the estimated model is close to be well-specified, the best methods
are parametric, i.e. the logit and probit regressions. In all the other cases, neural networks seem to perform
very well. There is a compromise between minimization of the error, and minimization of the computation
time. We refer to Table 8 for a quantitative comparison of the performance of the methods in terms of
computation time, as a function of the sample size n.
Setting Logit Probit Tree Random forests Nearest neighbors Neural network
f1 11.2 11.6 4.12 4.03 3.89 1.48
f2 0.456 0.434 4.57 3.15 2.26 0.561
f3 3.77 3.22 5.95 4.76 2.35 2.17
f4 12.8 12.8 16.8 10 3.71 1.97
Table 5: Error criteria (10) for different Kendall’s tau models and each estimation method, multiplied by 1000.
4.5. Higher dimensional settings
In the previous sections, we had chosen a univariate vector Z, i.e. p = 1. Since this may sound a
bit restrictive, we would like to obtain some finite-sample results in dimension p = 2. Note that the
latter dimension cannot be too high because of the curse of dimensionality linked with the necessary kernel
smoothing (done in Algorithm 1 when creating the dataset of pairs). We also choose a simple dictionary
ψ of functions, which will consists in the two projections on the coordinates of Z. The performance of the
estimators is still be assessed by the approximate error criteria (10). The corresponding z(j) are chosen as
a grid of 400 points equispaced on the square [0.01, 0.99]2.
In this framework, we first choose block (iii) of the model : the conditional copula of X1 and X2 given
Z will be Gaussian, and block (iv) : IPX1|Z=z = IPX2|Z=z = N (z1, 1). We will try different combinations for
the remaining blocks (i) and (ii), described as follows:
(1) Z1 ∼ N (0, 1), Z2 ∼ U [−1,1], and the copula of (Z1, Z2) is Gaussian with a Kendall’s tau equal to 0.5.
Moreover, τ1,2|Z=z = z2 tanh(z1). This model is interesting because the function z 7→ τ1,2|Z=z will be
far away from a linear function of ψ(z), and the machine learning techniques should work better than
logistic/probit regressions.
(2) we keep the same model as previously, but by setting g(τ1,2|Z=z) = z1 + z2, using the g of Example 1
so that we recover the parametric setting of Section 2.
(3) Z1 ∼ Exp(1), Z2 ∼ N (0, 1) and both variables are independent. Set τ1,2|Z=z = exp(−z1|z2|). Again,
we have a misspecified nonlinear model that is far away from logit/probit models.
The results are given in Table 6. With the exception of the well-specified setting (2), the logit model performs
worse than non-parametric methods. In all these settings, neural networks show better performances than
all other methods, followed by nearest neighbors and tree-based methods. Finally, parametric methods are
the worst, especially under misspecification of the model.
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Setting Logit Probit Tree Random forests Nearest neighbors Neural network
(1) 35.5 35.5 9.63 11.7 6.72 2.21
(2) 0.433 0.681 10.9 5.85 4.33 0.848
(3) 17.8 17.2 5.72 9.79 1.84 1.36
Table 6: Error criteria (10) for each setting with 2-dimensional Z random vectors and each method, multiplied by 1000.
4.6. Choice of the number of neurons in the one-dimensional reference setting
We consider networks with different number of neurons, and study their performance, both statistically
and computationally. The results are displayed in the following Table 7. We observe that increasing the
number of neurons only seems to deteriorate the performance of the method.
Number of neurons 3 5 10 30
Criteria 0.561 0.808 1.47 1.45
Time (s) 234 429 607 5.29e+03
Table 7: Error criteria (10) multiplied by 1000, and average computation time in seconds for each architecture of the neural
networks.
4.7. Influence of the sample size n
In our one-dimensional reference setting, we fix all the parameters except n. For a grid of values of n,
we evaluate the performance of our estimators.
Logit Probit Tree Random Nearest Neural
forests neighbors network
n = 1000
Criteria 1.58 1.52 5.85 4.45 4.01 2.01
Time (s) 59.6 156 0.215 8.11 5.04 30.6
n = 2000
Criteria 0.666 0.64 4.9 3.39 2.95 1.79
Time (s) 192 489 0.99 35.9 17.1 85.3
n = 3000
Criteria 0.456 0.434 4.57 3.15 2.26 0.561
Time (s) 414 1010 2.37 87 36.9 234
n = 5000
Criteria 0.275 0.253 3.77 3.05 1.69 0.791
Time (s) 957 2420 6.37 218 111 461
n = 8000
Criteria 0.22 0.204 3.6 3.39 1.27 0.225
Time (s) 2178 5480 15.2 499 290 1268
Table 8: Error criteria (10) multiplied by 1000 and computation time in seconds for each method and each choice of n.
We observe that, for most methods, the computation time increases and the error criteria decreases
when the sample size increases. We note that at most, the number of pairs is n(n − 1), and therefore, the
computation time should increase as O(n2), which is coherent with the results of Table 8. The relative order
of the performances does not seem to change with the sample size n : the same methods are the best ones
with small or large n. Note that we have not tried to find an “optimal” fine-tuning of the parameters, for
each method and each choice of n. Indeed, to find optimal choices of tuning parameters is not an easy task
(on a theoretical and practical sense), and more precise studies are left for future research.
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4.8. Influence of the lack of independence
In Section 3.5, we detail theoretical considerations about the lack of independence in the dataset D˜
and some consequences. The following simulation experiment complements this analysis with the following
empirical results.
Indeed, when using Algorithm 1, we note that pairs of observations are not independent, and therefore,
the elements of the dataset of pairs D˜ are not independent from each other. This should degrade the
performance of our methods, compared to a situation where all elements would be independent. We now
consider such a situation, in order to compare the performance of the methods in both cases. Note that the
cardinality of D˜ is n(n− 1)/2. Therefore, we will compare the two following settings:
1. Reference situation: fix n = 3000, simulate n independent copies Dn := (Xi,1, Xi,2,Zi)i=1,...,n, con-
struct the dataset of pairs D˜n using Algorithm 1. Use the estimators on the training set D˜n.
2. Independent situation: fix n = 3000, simulate n(n − 1) ≃ 9, 000, 000 independent copies Dn(n−1) :=
(Xi,1, Xi,2,Zi)i=1,...,n(n−1). Create the dataset of consecutive pairs Dn(n−1) on this sample using
Algorithm 8. This means that we use only consecutive pairs, i.e. (1,2), (3,4), (5,6), and so on. Use
the estimators on the training set Dn(n−1).
Algorithm 8: Algorithm for creating the dataset of consecutive pairs from the initial dataset.
Input: Initial dataset D = (Xi,1, Xi,2,Zi)i=1,...,n ∈
(
R
2+p
)n
;
for k ← 1 to ⌊n⌋/2 do
i, j ← 2k − 1, 2k ;
Z˜k ← (Zi + Zj)/2 ;
Wk ←W(i,j) as defined in Equation (1) ;
Vk ← Kh(Zi − Zj) ;
end
Define K := {k : Vk > 0} ;
Output: A dataset of pairs D := (Wk, Z˜k, Vk)k∈K ∈
({−1, 1} × Rp × R+)⌊n⌋/2.
Note that, by construction, the cardinalities of Dn(n−1) and D˜n are the same, i.e. both have exactly
n(n− 1)/2 pairs. This is the reason why we chose to simulate n(n− 1) points in the independent situation,
so that these two numbers of pairs can match. Note that the elements in D are independent from each
other by construction while some elements in D˜ may not be independent from each other, in general. We
can now compare the performances of the estimators trained on Dn(n−1) and on D˜n using the criteria (10).
Some results are given in Table 9. Note that the simulation of the each (Xi,1, Xi,2,Zi) is still made under
the previous one-dimensional “reference setting”.
Logit Probit Tree Random Nearest Neural
forests neighbors network
Independent 0.127 0.114 3.02 2.52 0.12 0.0363
Not independent 0.456 0.434 4.57 3.15 2.26 0.561
Table 9: Error criteria (10) multiplied by 1000 for each method and each situation. “Independent” means the independent
situation with Dn(n−1) , and “Not independent” means the reference situation with D˜n.
As expected, all estimators show a better performance in the independent situation. Nonetheless, the
independent situation has been simulated using n(n−1) ≃ 9, 000, 000 points whereas the reference situation
uses only n = 3, 000 points. Even if the numbers of pairs in both experiments are the same, the sample size
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of the dataset was much larger in the independent situation. This means that there is more information
available, and explains also why the independent situation has a better performance: it just uses more data.
Such a huge sample may not be available in practice though.
Nevertheless, the original procedure costs O(n2), which can be large for very large values of n. In
this case, it is always to possible to restrict oneself to consecutive pairs, with a cost of only O(n). Such a
procedure is possible if the dataset is very large and Algorithm 8 can be seen as an alternative to Algorithm 1
where only consecutive pairs are used. This would lower the computation cost, at the expense of precision.
5. Applications to financial data
In this section, we study the changes in the conditional dependence between the daily returns of MSCI
stock indices during two periods: the European debt crisis (from 18 March 2009 to 26 August 2012) and the
after-crisis period (26 August 2012 to 2 March 2018). We will consider the following couples : (Germany,
France), (Germany, Denmark), (Germany, Greece), respectively denoted by (X1, X2), (X1, X3), (X1, X4).
We will separately consider two choices of conditioning variables Z:
• a proxy variable for the intraday volatility σ := (High− Low)/Close, where High denotes the max-
imum daily value of the Eurostoxx index, Low denotes its minimum and Close is the index value at
the end of the corresponding trading day.
• a proxy of so-called “implied volatility moves” ∆σI . It will record the daily variations of the EuroStoxx
50 Volatility Index, whose quotes are available at https://www.stoxx.com/index-details?symbol=V2TX:
∆σIi := V 2TX(i)− V 2TX(i− 1) for each trading day i. The EuroStoxx 50 Volatility Index V 2TX
measures the levels of future volatility, as anticipated by the market through option prices.
Note that, for a given couple, the levels of the estimated conditional Kendall’s tau are different (in general)
for different conditioning variables. Indeed, the unconditional Kendall’s tau τ1,2, the average conditional
Kendall’s tau with respect to σ, which is IEσ
[
τ1,2|σ
]
and the average conditional Kendall’s tau with respect
to ∆σI , which is IE∆σI
[
τ1,2|∆σI
]
have no reason to be equal.
Both conditioning variables σ and ∆σI are of dimension 1. For each method and each conditioning
variable, we will use the “best” choice of ψ as determined from the simulations in Section 4.1, that is ψ(6)
for the methods logit, probit, tree and random forests and ψ(1) for the methods Nearest neighbors and neural
networks. On the following figures, the matching between colors and corresponding estimators still follows
Table 2.
Remark 6. It is well-known that sequences of asset returns are not iid. In particular, their volatilities
are time-dependent, as in GARCH-type or stochastic volatility models. Moreover, the tail behavior of their
distributions are significantly varying, due to some periods of market stress. Several families of models
(switching regime models, jumps, etc) have tried to capture such stylized facts. We conjecture that such tem-
poral dependencies will not affect too much our results. Indeed, dependence will be mitigated by considering
all possible couples of random vectors, independently of their dates. It is easy to go one step beyond, for
instance by keeping only the couples of returns indexed by i and j when |i − j| > m, for some “reasonably
chosen” threshold m (m = 20, e.g.). In every case, it is highly likely that our inference procedures are still
consistent and asymptotically normal, for most types of dependence between successive observations (mixing
processes, weak dependence, m-dependence, mixingales, etc), even if the asymptotic variances are different
from ours.
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Figure 2: Conditional Kendall’s tau between (X1,X2) given
σ during the European debt crisis
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Figure 3: Conditional Kendall’s tau between (X1, X2) given
σ during the After-crisis period
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Figure 4: Conditional Kendall’s tau between (X1,X3) given
σ during the European debt crisis
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Figure 5: Conditional Kendall’s tau between (X1, X3) given
σ during the After-crisis period
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Figure 6: Conditional Kendall’s tau between (X1,X4) given
σ during the European debt crisis
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Figure 7: Conditional Kendall’s tau between (X1, X4) given
σ during the After-crisis period
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5.1. Conditional dependence with respect to the Eurostoxx’s volatility proxy σ
We will first consider the conditioning events given by σ, the proxy variable for the market intraday
volatility. The results are displayed on Figures 2 to 7. Intuitively, dependence should tend to increase with
market volatility: when “bad news” are announced, they are sources of stress for most dealers, especially
inside the Eurozone that brings together economically connected countries. This phenomenon should be
particularly sensitive during the European debt crisis, because a lot of such “bad news” were related to the
Eurozone itself (economic/financial news of public debts of several European countries). Let us see whether
this is the case.
On most figures, the estimated conditional Kendall’s tau seems to exhibit some kind of concavity. The
behavior of these functions can be roughly broken down into two main regimes:
1. The “moderate” volatility regime (also called the “normal regime”) in the sense that the volatility
stay mild, say in the lower half of its range. In this normal regime, the conditional Kendall’s tau is an
increasing function of the volatility. This is coherent with most empirical research where it is shown
that dependence increases with volatility.
2. The high volatility regime: this is a “stressed regime” where σ lies in the upper half of its range. In
this less frequent regime, the influence of the European volatility σ on the conditional Kendall’s tau
appears to be less clear: the estimators become more “fluctuating” and more different from each other,
as a consequence of the small number of observations in most stressed regimes.
During the European debt crisis (see Figures 2, 4 and 6), the three couples seem to exhibit the same shape
of conditional dependence with respect to σ, even if their average levels are different. These similarities can be
a little bit surprising considering that the economic situations of the corresponding countries are different.
It can be conjectured that the heterogeneity in the “mean” levels of conditional dependence is sufficient
to reflect this diversity of situations. In this perspective, the increasing pattern of conditional dependence
w.r.t. the “volatility” would be a pure characteristic of that period, regardless of the chosen pair of European
countries. Indeed, we have observed this pattern for most couples of European countries in the Eurozone.
An explanation might be that investors were focusing on the same international news, for example, about
the future of the Eurozone, and they were therefore reacting in a similar way, irrespective of the country.
For each couple of countries, the conditional Kendall’s tau is nearly always lower during the After-crisis
period than during the European debt crisis. Apparently, in the after-crisis period, factors and events that
are specific to each country attract more attention from investors than during the crisis, which results in
lower dependence. In this context, the shapes of conditional dependence are not the same anymore for
different couples. In particular, the conditional Kendall’s tau between German and French returns show a
significant increase during the low volatility regime and a decrease during the high volatility regime: see
Figure 3. Between German and Danish returns, the conditional dependence is also increasing during the low
volatility regime, but in the high volatility, the conditional Kendall’s tau seems to be rather constant, even
increasing according to the nearest neighbors and the neural networks estimators. Concerning Figure 7, we
do not seem any clear tendency. It is likely that σ has almost no impact on the conditional dependence
between German and Greek stock index returns.
5.2. Conditional dependence with respect to the variations ∆σI of the Eurostoxx’s implied volatility index
The implied volatility is computed using option prices. In this sense, this financial quantity reflects
investors’ anticipation of future uncertainty. When important events happen, investors most often update
their anticipations, which results in a change of implied volatilities. This change, denoted by ∆σI may be
linked to variations of the conditional dependence between stock returns of different countries. Figures 8
to 13 illustrate the variations of the conditional Kendall’s tau between couples of stock returns with respect
to the conditioning variable ∆σI during the two periods we study.
For each couple, the levels of the conditional Kendall’s tau are higher during the European debt crisis
than during the after-crisis period. This is coherent with our conclusions in the previous subsection. But
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Figure 8: Conditional Kendall’s tau between (X1,X2) given
∆σI during the European debt crisis
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Figure 9: Conditional Kendall’s tau between (X1, X2) given
∆σI during the After-crisis period
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Figure 10: Conditional Kendall’s tau between (X1,X3) given
∆σI during the European debt crisis
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Figure 11: Conditional Kendall’s tau between (X1, X3) given
∆σI during the After-crisis period
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Figure 12: Conditional Kendall’s tau between (X1,X4) given
∆σI during the European debt crisis
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Figure 13: Conditional Kendall’s tau between (X1, X4) given
∆σI during the After-crisis period
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here, conditional Kendall’s taus look like concave functions of ∆σI during the crisis, while they exhibit
“double bumps” features after the crisis. During the crisis, when ∆σI is small in absolute value, implied
volatilities do not change much and the dependence is in general higher than during big changes of the
market implied volatility, i.e. when |∆σI | is high (see Figures 10 and 12).
One exception is the couple (France, Germany), for which the conditional Kendall’s tau is roughly a
decreasing function of ∆σI during the crisis. France and Germany are close countries and have strong
economic relationships, but Germany is seen as a country in the “center of Europe” while France share a
lot of similarities with countries of the periphery (in the South of Europe). Indeed, during the crisis, when
implied volatility decreases (corresponding to a negative value of ∆σI), the dependence is higher, which
can be interpreted as investors seeing the two countries as close. On the contrary, when the market implied
volatility increases, there are concerns in the market about the robustness of Eurozone and investors raise
doubts about southern European countries - including France - which tends to decrease the conditional
Kendall’s tau between French and German returns.
After the crisis, the couples (Germany, France), and (Germany, Denmark) revert to a more usual shape
of conditional dependence: when volatility does not change much, conditional Kendall’s tau is low ; when
volatility changes much, conditional Kendall’s tau is higher, reflecting more stressed situations. In this
period, an exception is the couple (Germany, Greece), whose conditional Kendall’s tau has a particular
shape, that looks like the one of the couple (Germany, France) during the crisis. This is coherent with
the fact that, in stressed situations, when volatility increases, investors sometimes remembers that Greece
still has a fragile economy, which results in a lower conditional Kendall’s tau. But three estimators suggest
that, when volatility increases very much, conditional Kendall’s tau between Germany and Greece increases
again, following the classical tendencies that we had already observed.
6. Conclusion
In a parametric setting, we have proposed a localized log-likelihood method to estimate conditional
Kendall’s tau. When the link function is analytically tractable and explicit, it is then possible to code and
optimize the full penalized criterion. The consistency and the asymptotic normality of such estimators have
been stated. In particular, this is the case for Logit or Probit-type link functions. We noticed that evaluating
a Kendall’s tau is equivalent to evaluating a probability of being classified as a concordant pair. Therefore,
most classification procedures can be adapted to directly estimate conditional Kendall’s tau. Classification
trees, random forests, nearest neighbors and neural networks have been discussed. They generally provide
more flexible parametric models than previously.
Method
Performance Computation Interpretation Tuning parameters
in the sense of (10) time Number Difficulty of choice
Logit / Probit (well-specified) Best Very Slow Yes 1 Easy
Logit / Probit (mis-specified) Low Very Slow Possible 1 Easy
Tree Average Very Fast Possible 3 (see [19]) Average
Random forests Good Average No at least 4 Average
Nearest neighbors Very Good Fast No at least 5 Complicated
Neural network Excellent Slow No at least 2 Complicated
Table 10: Strengths and weaknesses of the proposed estimation procedures
We note that multiple trade-offs arise when choosing one of these methods, as displayed in Table 10.
Depending on the necessities of the situation, statisticians can choose algorithms that best match their needs.
To summarize, trees and random forests methods are the fastest ones, but exhibit the lowest performances.
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Parametric methods such as the logit and probit may be very performing under some “simple” functional
forms of g and ψ, but they deteriorate quickly when the true underlying model departs from their parametric
specification. Note that they also show the longest computation time. Nonetheless, interpretability of
the coefficient β can be useful in applications. Even if the model is misspecified, it can still be seen as
an estimation of the best approximation of z 7→ τ1,2|Z=z on the function space generated by ψ. Nearest
neighbors methods are average in terms of computation time as well as performance. Finally, neural networks
are the slowest of all our nonparametric methods, but they behave nearly uniformly the best ones in term
of prediction. Finally, we have evaluated these different methods on several empirical illustrations.
Appendix A. Some basic definitions about copulas
Here, we recall the main concepts around copulas and conditional copulas. First, a d-dimensional copula
is a cdf on [0, 1]d whose margins are uniform distributions. Sklar’s theorem states that, for any d-dimensional
distributions H , whose marginal cdfs’ are denoted as F1, . . . , Fd, there exists a copula C s.t.
H(x1, . . . , xd) = C
(
F1(x1), . . . , Fd(xd)
)
, (A.1)
for every (x1, . . . , xd) ∈ Rd. If the law of H is continuous, the latter C is unique, and it is called the copula
associated to H . Inversely, for a given copula and some univariate cdfs’ Fk, k = 1, . . . , d, Equation (A.1)
defines a d-dimensional cdf H .
The latter concept of copula is similarly related to any random vector X whose cdf is H , and there
is no ambiguity by using the same term. Copulas are invariant w.r.t. strictly increasing transforms of
the margins Xk, k = 1, . . . , d. They provide very practical tools for modeling complex and/or highly
dimensional distributions in a flexible way, by splitting the task into two parts: the specification of the
marginal distributions on one side, and the specification of the copula on the other side. Therefore, a copula
can be seen as a function that describes the dependence between the components of X, independently of the
marginal distributions. Several popular dependence measures are functionals of the underlying copula only:
Kendall’s tau, Spearman’s rho, Blomqvist coefficient, etc. The classical textbooks by Joe [1] or Nelsen [2]
provide numerous and detailed results.
Numerous parametric families of copulas have been proposed in the literature: Gaussian, Student,
Archimedean, Marshall-Olkin, extreme-value, etc. Several inference methods have been adapted to evaluate
an underlying copula, possible without estimating the marginal cdfs’ (Canonical Maximum Likelihood). See
Cherubini and Luciano [22] for details. Nonparametric methods have been developed too, since the seminal
papers of Deheuvels [23, 24] about empirical copula processes.
Second, conditional copulas have been formally introduced by Patton [25, 26]. They are rather straight-
forward extensions of the latter concepts, when dealing with conditional distributions. Formally, for a given
sigma-algebra F , let H(·|F) (resp. Fk(·|F)) be the conditional distribution of X (resp. Xk, k = 1, . . . , d)
given F . The “conditional version of” Sklar’s theorem now states that there exists a random copula C(·|F)
s.t.
H(x1, . . . , xd|F) = C
(
F1(x1|F), . . . , Fd(xd|F)|F
)
, a.e. (A.2)
for every (x1, . . . , xd) ∈ Rd. If the law of H(·|F) is continuous, the latter C(·|F) is unique, and it is called
the conditional copula associated to H(·|F), given F . Inversely, given F , a conditional copula C(·|F) and
some univariate cdfs’ Fk(·|F), k = 1, . . . , d, Equation (A.2) defines a d-dimensional conditional cdf H(·|F).
See Fermanian and Wegkamp [27] for extensions of the latter concepts.
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Appendix B. Proof of Theorem 3
Simple calculations provide: if i 6= j and under (3),
IE[Ln(β)] = IE
[
Kh(Zi − Zj)ℓβ(W(i,j),Zi)
]
= IE
[
Kh(Zi − Zj)IE[ℓβ(W(i,j),Zi)|Zi,Zj ]
]
= IE
[
Kh(Zi − Zj)
(
p(Zi,Zj) log
(
1
2
+
1
2
g(ψ(Zi)
Tβ)
)
+ (1− p(Zi,Zj)) log
(
1
2
− 1
2
g(ψ(Zi)
Tβ)
))]
= IE [Kh(Zi − Zj)φ(Zi,Zj , β)]
= IE
[∫
K(t)φ(Zi,Zi − ht, β)fZ(Zi − ht) dt
]
,
that tends to IE [φ(Zi,Zi, β)fZ(Zi)] = L∞(β) when n→∞, if
∫ (
φ(z, ·, β)fZ(·)
)
ε
(z)fz(z) dz <∞, for some
ε > 0 (invoke the dominated convergence Theorem and the compact support of K).
Now, let us prove that, for any β, Ln(β) tends towards L∞(β) in probability, when n→∞. It is sufficient
to prove that the variance of Ln(β) tends to zero.
IE
[(
Ln(β) − IE[Ln(β)]
)2]
=
1
n2(n− 1)2
∑
i1,j1;i1 6=j1
∑
i2,j2;i2 6=j2(
IE
[
Kh(Zi1 − Zj1)Kh(Zi2 − Zj2)ℓβ(W(i1,j1),Zi1 )ℓβ(W(i2,j2),Zi2)
]− IE[Ln(β)]2)
=:
1
n2(n− 1)2
∑
i1,j1;i1 6=j1
∑
i2,j2;i2 6=j2
vi1,j1,i2,j2 ,
with obvious notations. Obviously, vi1,j1,i2,j2 is zero when i1 and j1 are not equal to i2 nor j2. At the
opposite, in the case of equalities between some of these four indices, we get non-zero terms.
To be specific, when i1 = i2 = i, and j1 6= j2, we have
vi,j1,i,j2 = IE
[
Kh(Zi − Zj1 )Kh(Zi − Zj2 )ℓβ(W(i,j1),Zi)ℓβ(W(i,j2),Zi)
] − IE[Ln(β)]2
= IE
[∫
K(x)K(y)A(Zi,Zi − hx,Zi − hy)fZ(Zi − hx)fZ(Zi − hy) dx dy
]
− IE[Ln(β)]2,
by setting
A(x,y, z) := IE
[
ℓβ(W(i,j1),Zi)ℓβ(W(i,j2),Zi)|Zi = x,Zj1 = y,Zj2 = z
]
= p(x,y, z) log2 q(x, β) + (p(x,y) − p(x,y, z)) log q(x, β) log(1− q(x, β))
+ (p(x, z) − p(x,y, z)) log q(x, β) log(1− q(x, β)) + (1 − p(x,y)− p(x, z) + p(x,y, z)) log2(1 − q(x, β)).
If
∫
A(z, ·, ·)ε(z, z)f2Z,ε(z)fZ(z) dz < ∞ for some ε > 0, then vi,j1,i,j2 tends to a constant when n → ∞
(independently of the choice of such indices).
A similar analysis can be led for the other terms. When i1 = j2 and j1 6= i2, we get
vi1,j1,i2,i1 = IE
[
Kh(Zi1 − Zj1 )Kh(Zi2 − Zi1 )ℓβ(W(i1,j1),Zi1)ℓβ(W(i2,i1),Zi2)
] − IE[Ln(β)]2
= IE
[∫
K(x)K(y)B(Zi1 ,Zi1 − hx,Zi1 + hy)fZ(Zi1 − hx)fZ(Zi1 + hy) dx dy
]
− IE[Ln(β)]2,
by setting
B(x,y, z) := IE
[
ℓβ(W(i1,j1),Zi1)ℓβ(W(i2,i1),Zi2)|Zi1 = x,Zj1 = y,Zi2 = z
]
= p(x,y, z) log q(x, β) log q(z, β) + (p(x,y) − p(x,y, z)) log q(x, β) log(1− q(z, β))
+ (p(x, z) − p(x,y, z)) log q(z, β) log(1 − q(x, β))
+ (1 − p(x,y)− p(x, z) + p(x,y, z)) log(1− q(x, β)) log(1− q(z, β)).
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If
∫
B(z, ·, ·)ε(z, z)f2Z,ε(z)fZ(z) dz <∞, then vi1,j1,i,i1 tends to a constant when n→∞.
When j1 = j2 = j and i1 6= i2, we obtain
vi1,j1,i2,j2 = IE
[
Kh(Zi1 − Zj)Kh(Zi2 − Zj)ℓβ(W(i1,j),Zi1)ℓβ(W(i2,j),Zi2 )
]− IE[Ln(β)]2
= IE
[∫
K(x)K(y)C(Zj + hx,Zj ,Zj + hy)fZ(Zj + hx)fZ(Zj + hy) dx dy
]
− IE[Ln(β)]2,
by setting
C(x,y, z) := IE
[
ℓβ(W(i1,j),Zi1)ℓβ(W(i2,j),Zi2)|Zi1 = x,Zj = y,Zi2 = z
]
= p(x,y, z) log q(x, β) log q(z, β) + (p(x,y) − p(x,y, z)) log q(x, β) log(1− q(z, β))
+ (p(y, z) − p(x,y, z)) log q(z, β) log(1− q(x, β))
+ (1 − p(x,y)− p(y, z) + p(x,y, z)) log(1 − q(x, β)) log(1− q(z, β)).
If
∫
C(·, z, ·)ε(z, z)f2Z,ε(z)fZ(z) dz <∞, then vi1,j,i2,j tends to a constant when n→∞.
When j1 = i2 and i1 6= j2:
vi1,j1,j1,j2 = IE
[
Kh(Zi1 − Zj1 )Kh(Zj1 − Zj2)ℓβ(W(i1,j1),Zi1)ℓβ(W(j1,j2),Zj1)
] − IE[Ln(β)]2
= IE
[∫
K(x)K(y)D(Zj1 + hx,Zj1 ,Zj1 − hy)fZ(Zj1 + hx)fZ(Zj1 − hy) dx dy
]
− IE[Ln(β)]2,
by setting
D(x,y, z) := IE
[
ℓβ(W(i1,j1),Zi1)ℓβ(W(j1,j2),Zj1 )|Zi1 = x,Zj1 = y,Zj2 = z
]
= p(x,y, z) log q(x, β) log q(y, β) + (p(x,y) − p(x,y, z)) log q(x, β) log(1− q(y, β))
+ (p(y, z) − p(x,y, z)) log q(y, β) log(1− q(x, β))
+ (1− p(x,y) − p(y, z) + p(x,y, z)) log(1− q(x, β)) log(1− q(y, β)).
If
∫
D(·, z, ·)ε(z, z)f2Z,ε(z)fZ(z) dz <∞, then vi1,j1,j1,j2 tends to a constant when n→∞.
There are two cases of two equalities. If i1 = i2 = i and j1 = j2 = j, this yields
vi,j,i,j = IE
[
Kh(Zi − Zj)2ℓ2β(W(i,j),Zi)
]− IE[Ln(β)]2
= h−pIE
[∫
K(x)2E(Zi,Zi − hx)fZ(Zi − hx) dx
]
− IE[Ln(β)]2,
by setting
E(x,y) := IE
[
ℓ2β(W(i,j),Zi)|Zi = x,Zj = y
]
= p(x,y) log2 q(x, β) + (1− p(x,y)) log2(1 − q(x, β)).
If
∫
E(z, ·)ε(z)fZ,ε(z)fZ(z) dz <∞, then hpvi,j,i,j tends to a constant when n→∞.
Finally, if i1 = j2 and j1 = i2, we get
vi1,j1,i1,j1 = IE
[
Kh(Zi1 − Zj1 )2ℓβ(W(i1,j1),Zi1)ℓβ(W(j1,i1),Zj1)
] − IE[Ln(β)]2
= h−pIE
[∫
K(x)2F (Zi,Zi − hx)fZ(Zi − hx) dx
]
− IE[Ln(β)]2,
by setting
F (x,y) := IE
[
ℓβ(W(i1,j1),Zi1)ℓβ(W(j1,i1),Zj1)|Zi1 = x,Zj1 = y
]
= p(x,y) log q(x, β) log q(y, β) + (1 − p(x,y)) log(1 − q(x, β)) log(1− q(y, β)).
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If
∫
F (z, ·)ε(z)fZ,ε(z)fZ(z) dz <∞, then hpvi1,j1,j1,i1 tends to a constant when n→∞.
Summarizing the previous terms, we have obtained that V ar(Ln(β)) = O(n
−1 + n−2h−p), that tends to
zero pointwise, when n2hp → ∞. We deduce Ln(β) − L∞(β) = Ln(β) − IE[Ln(β)] + IE[Ln(β)] − L∞(β) =
oP (1). Since Ln(·) and L∞(·) are concave, invoking the convexity lemma of Geyer [28] (see Knight and Fu
[29], alternatively), the maximizer βˆ of Ln tends in probability towards the maximizer of L∞. 
We summarize the latter technical assumptions that are sufficient to obtain the consistency of βˆ: for
some ε > 0, ∫ (
φ(z, ·, β)fZ(·)
)
ε
(z)fz(z) dz <∞, (B.1)
∫ (
A(z, ·, ·)ε(z, z) +B(z, ·, ·)ε(z, z) + C(·, z, ·)ε(z, z) +D(·, z, ·)ε(z, z)
)
f2Z,ε(z)fZ(z) dz <∞, (B.2)
∫ (
φ(z, ·, β)ε(z) + E(z, ·)ε(z) + F (z, ·)ε(z)
)
fZ,ε(z)fZ(z) dz <∞. (B.3)
Appendix C. Proof of Theorem 4
Set u :=
√
n(β − β∗) and uˆ := √n(βˆ − β∗). Obviously,
uˆ = arg max
u∈Rp′
Ln(β
∗ + n−1/2u)− λn|β∗ + n−1/2u|1,
= arg max
u∈Rp′
nLn(β
∗ + n−1/2u)− nLn(β∗)− nλn
{|β∗ + n−1/2u|1 − |β∗|1}.
Note that
nλn|β∗ + n−1/2u|1 − n|β∗|1 = n1/2λn
∑
k;β∗
k
=0
|uk|+ n1/2λn
∑
k;β∗
k
6=0
sign(β∗k)uk
−→ µ
∑
k;β∗
k
=0
|uk|+ µ
∑
k;β∗
k
6=0
sign(β∗k)uk,
when n→∞. Moreover,
nLn(β
∗ + n−1/2u)− nLn(β∗) = n1/2L˙n(β∗).u+ 1
2
uT L¨n(β)u+
1
6
√
n
...
Ln(β).u
(3),
for some (random) β s.t. |β∗ − β| < |β∗ − β|. We will successively prove that
(i) n1/2L˙n(β
∗) weakly tends to a Gaussian random vector W, W ∼ N (0p,Σβ∗);
(ii) L¨n(β
∗) tends in probability towards a constant matrix H(β∗);
(iii)
...
Ln(β) is OP (1).
Then, uˆ = argmaxu Ln(u), where Ln(u) weakly tends to
L∞(u) := W.u+ 1
2
uTH(β∗)u− µ
∑
k;β∗
k
=0
|uk| − µ
∑
k;β∗
k
6=0
sign(β∗k)uk,
that is concave. The result will follow, applying Theorem 1 in Kato [30].
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First, let us prove (i), i.e. the asymptotic normality of n1/2L˙n(β) for any given parameter β. Consider
the centered criterion
Mn(β) := L˙n(β) − IE[L˙n(β)] = 1
n(n− 1)
∑
i,j;i6=j
ℓij(β),
where ℓij := Kh(Zi − Zj)∂βℓβ(W(i,j),Zi)− IE[L˙n(β)]. We symmetrize the localized likelihood:
Mn(β) =
1
2n(n− 1)
∑
i,j;i6=j
Mij(β),
where Mij(β) (or simply Mij) is ℓij(β) + ℓji(β). Note that Mij =Mji and that IE[Mij] = 0.
By the dominated convergence theorem and a change of variable, we easily check that IE[L˙n(β)] =
∂βL∞(β) + o(1) if, for some ε > 0, we have
∫ (
∂βφ(z, ·, β)fZ(·)
)
ε
(z)fz(z) dz < ∞. Moreover, by simple
calculations, we get, if i 6= j,
IE[Mn|Zi] = 1
2n
IE[Mij +Mji|Zi] = 1
n
IE[Mij|Zi]
=
1
n
∫
{Kh(Zi − z)∂βφ(Zi, z, β) +Kh(z− Zi)∂βφ(z,Zi, β)}fZ(z) dz − 2
n
IE[L˙n(β)]
=
1
n
∫
K(t){∂βφ(Zi,Zi − ht, β)fZ(Zi − ht) + ∂βφ(Zi + ht,Zi, β)fZ(Zi + ht)} dt− 2
n
IE[L˙n(β)]
=
2
n
∂βφ(Zi,Zi, β)fZ(Zi)− 2
n
L˙∞(β) + o(n
−1) + rn,i,
where, by a m-order limited expansion, we obtain
‖rn,i‖ ≤ Cst.h
m
∫ |K|
nm!
‖(fZ(·)∂βφ(Zi, ·, β))(m) + (fZ(·)∂βφ(·,Zi, β))(m)‖ε(Zi),
for any norm ‖ ·‖ on Rp and a positive constant Cst. We deduce that n1/2∑ni=1 IE[Mn|Zi] is asymptotically
normal by invoking the usual CLT, under condition (C.2) below. To be specific, the Ha´jek projection of Mn
is √
n
2
n∑
i=1
IE[Mn|Zi] = 1√
n
n∑
i=1
{∂βφ(Zi,Zi, β)fZ(Zi)− L˙∞(β)} + oP (1) N (0,Σβ), with
Σβ :=
∫
∂βφ(z, z, β)∂βφ(z, z, β)
T f3
Z
(z) dz − L˙∞(β)L˙∞(β)T .
Note that that L˙∞(β
∗) = 0.
Now consider the “remainder term” ∆n :=Mn(β)−
∑n
i=1 IE[Mn|Zi]/2. Since IE[Mn|Zi] = n−1IE[Mij|Zi],
we deduce
∆n =Mn(β)− 1
2
n∑
i=1
IE[Mn|Zi] = 1
2n(n− 1)
∑
i,j;i6=j
{Mij − IE[Mij|Zi]}.
It is relatively easy to prove that ∆n is negligible, i.e. ∆n = oP (n
−1/2). Indeed, let us prove that the
variance of n1/2∆n tends to zero with n:
V ar(n1/2∆n) = nIE[∆n∆
T
n ] =
1
4n(n− 1)2
∑
i1,j1;i1 6=j1
∑
i2,j2;i2 6=j2
δ(i1, i2, j1, j2),
δ(i1, i2, j1, j2) = IE
[{Mi1j1 − IE[Mi1j1 |Zi1 ]} × {Mi2j2 − IE[Mi2j2 |Zi2 ]}T ] .
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If there is no identity among the indices (i1, j1, i2, j2), with i1 6= j1 and i2 6= j2, then δ(i1, i2, j1, j2) is zero.
Moreover, this is still the case when there is only a single identity. For instance, assume i1 = i2 = i and
j1 6= j2. Then,
δ(i, i, j1, j2) = IE
[{Mij1 − IE[Mij1 |Zi]} × {Mij2 − IE[Mij2 |Zi]}T ]
= IE
[{Mij1 − IE[Mij1 |Zi]} × IE[{Mij2 − IE[Mij2 |Zi]}T |Zi,Zj1 ]]
= IE [{Mij1 − IE[Mij1 |Zi]} × 0] = 0.
The other terms for which a single identity between the indices can be managed similarly.
At the opposite, non-zero terms appear when i1 = i2 = i and j1 = j2 = j. In this case, we obtain
δ(i, i, j, j) = IE
[{Mij − IE[Mij|Zi]}{Mij − IE[Mij|Zi]}T ] = IE[MijMTij ]− IE[IE[Mij|Zi]IE[Mij|Zi]T ].
By a usual change of variable and by symmetry, we get
IE[MijM
T
ij ] = 2IE
[{ℓij(β)ℓij(β)T + ℓij(β)ℓji(β)T }]
= 2IE
[
K2h(Zi − Zj)∂βℓβ(W(i,j),Zi)∂βℓβ(W(i,j),Zi)T
+ Kh(Zi − Zj)Kh(Zj − Zi)∂βℓβ(W(i,j),Zi)∂βℓβ(W(j,i),Zj)T
]
+O(1)
= 2h−pIE
[∫ (
K2(x)H1(Zi,Zi − hx) +K(x)K(−x)H2(Zi,Zi − hx)
)
fZ(Zi − hx) dx
]
+O(1)
= 2h−p
∫ (
K2(x)H1(z, z− hx) +K(x)K(−x)H2(z, z − hx)
)
fZ(z− hx)fZ(z) dx dz +O(1),
by setting
H1(x,y) = IE
[
∂βℓβ(W(i,j),Zi)∂βℓβ(W(i,j),Zi)
T |Zi = x,Zj = y
]
= p(x,y)
ψ(x)ψ(x)T g′(ψ(x)Tβ)2
(1 + g(ψ(x)Tβ))2
+ (1− p(x,y))ψ(x)ψ(x)
T g′(ψ(x)Tβ)2
(1− g(ψ(x)Tβ))2 , and
H2(x,y) = IE
[
∂βℓβ(W(i,j),Zi)∂βℓβ(W(j,i),Zj)
T |Zi = x,Zj = y
]
= p(x,y)
ψ(x)ψ(y)T g′(ψ(x)T β)g′(ψ(y)T β)
(1 + g(ψ(x)Tβ))(1 + g(ψ(y)Tβ))
+ (1− p(x,y))ψ(x)ψ(y)
T g′(ψ(x)T β)g′(ψ(y)T β)
(1 − g(ψ(x)Tβ))(1 + g(ψ(y)T β)) ·
Therefore, IE[MijM
T
ij ] is O(h
−p), if
∫
(‖H1‖+ ‖H2‖)ε(z, ·)fZ(·)ε(z)fZ(z) dz <∞.
The last possible case providing non-zero δ(i1, i2, j1, j2) is i1 = j2 = i and j1 = i2 = j. Then, we obtain
δ(i, j, j, i) = IE
[{Mij − IE[Mij|Zi]} × {Mji − IE[Mji|Zj ]}T ] = δ(i, i, j, j),
due to the symmetry of Mij . Thus, we have proved that V ar(n
1/2∆n) = O(n
−1h−p)) = o(1), which implies
n1/2Mn(β) =
n1/2
2
n∑
i=1
IE[Mn|Zi] + oP (1).
We deduce that n1/2Mn(β) weakly tends towards the Gaussian random vector N (0p,Σβ) for any β. When
β = β∗, ∂βL∞(β
∗) = 0, and this yields (i).
Second, let us deal with (ii) above. It is easy to prove that L¨n(β
∗) tends to H(β∗) in probability, when n
tends to the infinity. Indeed, the arguments are exactly the same as in Appendix B, where we have proved
that Ln(β
∗) is convergent in probability. We only have to replace ℓβ(·, ·) by its second derivatives w.r.t.
β. To save space, the specific derivations of such conditions of regularity are left to the reader: simply
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replace the functions A, B,...,F of Appendix B by their second derivatives w.r.t. β, taken at β = β∗, and
rewrite (B.2) and (B.3).
Third, to prove (iii), it is sufficient to state that IE[‖...Ln(β)‖] is bounded from above, uniformly w.r.t. β
in a small neighborhood of β∗. By derivation, we get, for every indices a, b, c in {1, . . . , p′},
IE[| ∂
3
∂βa∂βb∂βc
Ln(β)|]
≤ Cst× IE
[
|K|h(Zi − Zj)
{
p(Zi,Zj)H(1,Zi, β, a, b, c, ) + (1− p(Zi,Zj))H(−1,Zi, β, a, b, c)
}]
,
where, for every δ ∈ {1,−1},
H(δ,Zi, β, a, b, c) =
( |g′(ψ(Zi)Tβ)|3
|1 + δg(ψ(Zi)Tβ)|3 +
|g′g′′(ψ(Zi)Tβ)|
|1 + δg(ψ(Zi)Tβ)|2 +
|g′′′(ψ(Zi)Tβ)|
|1 + δg(ψ(Zi)Tβ)|
)
|ψ(Zi)aψ(Zi)bψ(Zi)c|.
and Cst denotes a real constant that depend on g and (a, b, c) only. Therefore, it is sufficient to assume that∫
|K|(t)
(
p( z− ht)H(1, z, β, a, b, c) + (1− p(z, z− ht))H(−1, z, β, a, b, c)
)
fZ(z)fZ(z − ht) dt dz <∞.
This is guaranteed by Assumption (C.4) below. Then, under the latter assumption, (iii) is stated and this
finishes the proof. 
For convenience, let us gather the main technical assumptions that have been requested to prove Theo-
rem 4: for some ε > 0, ∫ (
∂βφ(z, ·, β)fZ(·)
)
ε
(z)fz(z) dz <∞. (C.1)
IE
[
‖(fZ(·)∂βφ(Zi, ·, β))(m) + (fZ(·)∂βφ(·,Zi, β))(m)‖ε(Zi)
]
<∞. (C.2)∫
(‖H1‖+ ‖H2‖)ε(z, ·)fZ(·)ε(z)fZ(z) dz <∞. (C.3)
For every indices (a, b, c) ∈ {1, . . . , p′} and for V(β∗), some (small) neighborhood around β∗,
sup
β∈V(β∗)
∫ (
(p(z, ·)fZ(·))ε(z)H(1, z, β, a, b, c) + ((1 − p)(z, ·)fZ(·))ε(z)H(−1, z, β, a, b, c, )
)
fZ(z) dz <∞.
(C.4)
Remark 7. Note that ||p(·, ·)||∞ ≤ 1. If g and its derivatives are bounded, Condition (C.4) is satisfied if
sup
β∈V(β∗)
sup
δ∈{−1,1}
∫
‖ψ(z)‖3|1 + δg(ψ(z)T β)|−3fZ,ε(z)fZ(z) dz <∞.
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