Let G(V, E) be an undirected connected graph, where each vertex v is associated with a positive cost C(v) and each edge e 5 (u, v) is associated with two positive weights, W(u ! v) and W(v ! u). We consider a new graph problem, called the edge-orientation problem (the EOP). The major issue is to assign each edge e 5 (u, v) an orientation, either from u to v, denoted as u ! v, or from v to u, denoted as v ! u, such that max x[V fC(x) 1 S x!z W(x ! z)g is minimized. This paper first shows that the EOP is NP-hard on split graphs and planar graphs. Then, a linear-time algorithm on star graphs is proposed by the prune-and-search strategy. Finally, the algorithmic result on star graphs is extended to trees and simple cactus graphs using the dynamic programming strategy.
INTRODUCTION
All input graphs considered are simple, undirected and connected. Given a graph G(V, E), n ¼ jVj and m ¼ jEj throughout the paper. An edge-orientation scheme (EOS) F of G is to assign each edge e ¼ (u, v) an orientation, either from u to v, denoted as u ! v, or from v to u, denoted as v ! u. For any EOS F and a vertex v of G, the number of edges whose orientations are directed from v is called the out-degree of v and is denoted as outdeg(v). In-degree of v, denoted as indeg(v), can be defined similarly. This paper will study the following problem.
The edge-orientation problem (the EOP)
[1] Consider a graph G(V, E), where each vertex v is associated with a cost C(v) and each edge e ¼ (u, v) is associated with two weights, W(u ! v) and W(v ! u). Denote m(F) as max x[V fC(x) þ S x!z W(x ! z)g, for each EOS F, where S x!z W(x ! z) ¼ 0 if outdeg(x) ¼ 0 within F. Identifying an EOS F* such that m(F*) is minimized is the objective. Let, m(G) ¼ minfm(F) j F is an EOS of Gg hereafter.
The following simpler variant of the EOP was also proposed and studied.
The out-degree EOP [1] Given a graph G(V, E), let u(F) ¼ max v[V foutdeg (v)g, for each EOS F. The objective is to obtain an EOS F* such that u(F*) is minimized.
The author in [2] pointed out that the out-degree EOP arises in designing restorable telecommunication networks and proposed an O(m 2 )-time algorithm on general graphs. The following situations were stated in [2] . In normal operations, there are circuits or multi-commodity flows traveling between different origin -destination pairs. When a fiber-optic link fails, the circuits that use the link are disrupted. Either its origin or its destination must reroute the circuit through an alternative path, i.e. either of the two nodes of the failed link can be made the owner of the circuit. When a link fails, many circuits are affected and many owner nodes initiate restoration in parallel. The time that an owner node takes to complete the restoration depends on the number of disrupted circuits that the owner node must reroute. The owner node of each link e ¼ (u, v) can be assigned either to u, denoted as u ! v, or to v, denoted as v ! u. The task becomes to minimize the maximum number of circuits that any node is responsible for, i.e. to minimize the maximum out-degrees among all vertices. This issue was also studied in [3] recently. Polynomial-time algorithms for the special cases of this problem, including graphs with identical edge weights and trees, were proposed. After then, a min f(w max /w min ), (2 2 1)g-approximation algorithm on general graphs was designed, where w max and w min are the maximum and the minimum edge weights, respectively, and 1 is a small positive number depending on the input graphs [3] .
In general, the EOP is a practical and essential generalization of the research in [2, 3] . When designing restorable THE COMPUTER JOURNAL Vol. 50 No. 3, 2007 telecommunication networks, each edge e ¼ (u, v) can be restored by either u or v, the restoration time may be different and are denoted by W(u ! v) and W(v ! u), respectively. The cost C(v) means the preparation time for the restoration tasks assigned to the vertex v. The restoration time of the edge e ¼ (u, v) will constitute the total restoration time of u (or v) if u (or v) is responsible for restoring this edge. The objective now becomes to identify an EOS F* such that
Consider the network as shown in Figure 1 The m values of scheme (a) and scheme (b) in Figure 2 are 64 and 32, respectively, and scheme (b) is an EOS such that its m value is minimized, i.e. it is an EOS such that
Chapter 61 of Schrijver's book [4] and Chapter 8 of the book by Bang-Jensen and Gutin [5] provided elegant surveys on the topics related to graph orientation. Theoretically, a directed graph D is an orientation of an undirected graph G if G is the underlying undirected graph of D [4] . The EOP can be viewed as one variant of graph orientation problems by this definition.
In [6, 7] , orientations of an undirected graph G satisfying the bounds conditions on the in-degrees and/or out-degrees were studied. Let G(V, E) be an undirected graph and let l: V ! Z þ . The author in [7] showed that G has an orientation
The second type of orientation is to derive an orientation D of an undirected graph G such that D is strongly connected, i.e. there exists a directed path from x to y, for all x, y [ V. The following is the well-known Robbins' Theorem. THEOREM 1 (ROBBINS' THEOREM). [8] An undirected graph G has a strongly connected orientation iff G is 2-edge-connected. COROLLARY 1. [4, 8] Given a 2-edge-connected graph G, a strongly connected orientation of G can be found in linear time.
Robbins' Theorem extends to the following results of Frank [9] and Bosech and Tindell [10] for mixed graphs. 
Nash-Williams' Theorem is another important extension of the Robbins' Theorem, where l D (s, t) denotes the maximum 
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THEOREM 4 (NASH-WILLIAMS' ORIENTATION THEOREM). [12]
Nash-Williams' Theorem directly implies that an undirected graph G has a k-arc-connected orientation iff G is 2k-edge-connected [4, 12] . After then, a k-arc-connected orientation of a 2k-edge-connected undirected graph G can be found in polynomial time based upon the complexity of the Edmonds-Giles Problem [4, 13, 14] . Meanwhile, some results of the case where lower and upper bounds of the in-degrees of the vertices are prescribed as follows. THEOREM 5. [15] Let G(V, E) be a 2k-edge-connected undirected graph and let l, u: Other important graph orientations include orientations satisfying parity and connectivity conditions [16 -18] , orientations preserving prescribed shortest paths [19] and applying submodularity to orientation problems [20, 21] . Meanwhile, a strongly polynomial-time algorithm for finding a minimumcost k-arc-connected orientation was proposed in [22] . Orientations with no even cycles and preserving coloring properties are two other typical issues with much research results [5, 23 -33] .
As described so far, previous research related to various graph orientation problems seldom considers weighted graphs, i.e. the input graphs of most orientation problems so far have been unweighted. In [1] , we gave an original research for graph orientation on graphs with costs (weights) on both vertices and edges. In general, our research is original and is the first study that focuses on extracting graph orientation problems over weighted graphs from practical applications and then solves the corresponding problems.
The rest of this paper is organized as follows. Section 2 will prove that the EOP is NP-hard on split graphs and planar graphs. Next, a linear-time algorithm for the EOP on star graphs will be proposed by the prune-and-search strategy in Section 3. Section 4 will extend the algorithmic result to trees and simple cactus graphs using the dynamic programming strategy. Finally, the conclusions will be given in Section 5.
NP-HARDNESS ON SPLIT AND PLANAR GRAPHS
A graph G(V, E) is called a split graph [34] if V consists of two disjoint sets K and I in which K forms a clique (a complete graph) and I is an independent set. Figure 3 depicts an instance of split graphs.
To investigate the complexity of the EOP, consider the following special version and its corresponding decision problem.
The edge-weighted only EOP
Given a graph G(V, E), where each edge e ¼ (u, v) is associated with two positive weights, W(u ! v) and W(v ! u).
The problem is to identify an EOS
The edge-weighted bounded EOP Given a positive edge-weighted graph G(V, E, W) and a positive constant h, determine whether there exists an EOS
We use the following NP-complete problem for reduction [35] . Proof. It is trivial that the edge-weighted bounded EOP belongs to the class of NP problems. Let U ¼ fu 1 , . . . , u h g and C ¼ fc 1 , . . . , c r g denote an instance of the 3SAT problem and let Ū ¼ fū 1 , . . . , ū h g. A split graph G(K < I, E) can be constructed by: 
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For any positive constant h, the weights of all edges are assigned by executing the following codes, where NC(y) is the number of the clauses containing the literal y.
It is easy to verify that G can be constructed in polynomial time with respect to h and r. The task left is to show that there exists an EOS H in G such that max u[V fS u!z W(u ! z)g h iff there exists a satisfying truth assignment for C.
Assume that there exists a true assignment for C. Let
Then, z i = w j , for all i and j. An EOS H in G can be obtained by executing the following codes.
assign the orientation of e from ū z i to u z i ; endfor for each e ¼ (u w j , ū w j ), 1 j q assign the orientation of e from u w j to ū w j ; endfor for each t, 1 t (h 2 1) if u t [ U T then assign the orientation of the edge (u t , c j ) from u t to c j , for all c j containing u t ; else assign the orientation of the edge (u t , c j ) from c j to u t , for all c j containing u t ; endif if ū t [ U F then assign the orientation of the edge (ū t , c j ) from ū t to c j , for all c j containing ū t ; else assign the orientation of the edge (ū t , c j ) from c j to ū t , for all c j containing ū t ; endif for each q, (t þ 1) q h assign the orientation of the edge (u t , u q ) from u t to u q ; assign the orientation of the edge (u t , ū q ) from u t to ū q ; assign the orientation of the edge (ū t , u q ) from ū t to u q ; assign the orientation of the edge (ū t , ū q ) from ū t to ū q ; endfor endfor if u h [ U T then assign the edge (u h , c j ) from u h to c j , for all c j containing u h ; else assign the edge (u h , c j ) from c j to u h , for all c j containing u h ; endif if ū h [ U F then assign the edge (ū h , c j ) from ū h to c j , for all c j containing ū h ; else assign the edge (ū h , c j ) from c j to ū h for all c j containing ū h ; endif
achieved is based upon the following reasoning.
(i) For each u t , 1 t (h 2 1), the orientations of the edges (u t , u q ) and (u t , ū q ), (t þ 1) q h, must be oriented from u t . To examine the orientations of other edges incident with u t , 1 t (h 2 1), two cases should be considered.
In this case, the edge (u t , ū t ) is oriented from ū t to u t and the orientations of the edges (u t , c j ), for all c j containing u t are all oriented from u t to c j . Case 2. u t is not a true literal, i.e. u t [ (U 2 U T ) In this case, the edge (u t , ū t ) is oriented from u t to ū t and the orientations of the edges (u t , c j ) for all c j containing u t are all oriented from c j to u t .
According to the rules of assigning weights of all edges in G, we can easily verify that S u t!y W(u t ! y) h, for each u t , 1 t (h 2 1).
(ii) For each ū t , 1 t (h 2 1), the orientations of the edges (ū t , u q ) and (ū t , ū q ), (t þ 1) q h, must be oriented from ū t . To examine the orientations of other edges incident with ū t , 1 t (h 2 1), two cases should be considered. Case 1. ū t is a true literal, i.e. ū t [ U
F
In this case, the edge (ū t , u t ) is oriented from u t to ū t and the orientations of the edges (ū t , c j ), for all c j containing ū t are all oriented from ū t to c j . Case 2. ū t is not a true literal, i.e. ū t [ (Ū 2 U F ) In this case, the edge (ū t , u t ) is oriented from ū t to u t and the orientations of the edges (ū t , c j ), for all c j containing ū t are all oriented from c j to ū t .
According to the rules of assigning weights of all edges in G, we can easily verify that S ū t!y W(ū t c j ) , where y is a literal contained in c j such that the orientation of this edge is y ! c j .
Next, for each u t , 1 t (h 2 1), the orientations of the edges (u t , u q ) and (u t , ū q ), (t þ 1) q h, must be oriented from u t . This implies that S u t!z W(u t ! z) ! 2 * (h 2 t) * (h/2) * 1/(2 * (h 2 t)) ¼ h/2, 1 t (h 2 1). Meanwhile, consider each edge (u t , ū t ), 1 t (h 2 1), one of the following cases could occur. Case 1. The orientation of the edge (u t , ū t ) is u t ! ū t Since W(u t ! ū t ) ¼ W(ū t ! u t ) ¼ h/2, the edges (u t , c j ) must be directed from c j to u t , for all c j containing u t . Case 2. The orientation of the edge (u t , ū t ) is ū t ! u t Since W(u t ! ū t ) ¼ W(ū t ! u t ) ¼ h/2, the edges (ū t , c j ) must be directed from c j to ū t , for all c j containing ū t .
Consider the final edge (u h , ū h ). Since W(u h ! ū h ) ¼ W(ū h ! u h ) ¼ h, if the orientation of the edge (u h , ū h ) is u h ! ū h , then the edges (u t , c j ) must be directed from c j to u h , for all c j containing u h . Otherwise, the edges (ū h , c j ) must be directed from c j to ū h , for all c j containing ū h .
Let S denote the set fy [ (U < Ū )j there exists at least one edge (y, c j ) with the orientation y ! c j g. The above reasoning guarantees that S contains at most one literal in fu t ū t g, for all 1 t h. The assignment in which the literals corresponding to S are assigned to be TRUE certainly satisfies the input Boolean formula based on the discussions and reasoning so far. A THEOREM 7. The EOP is NP-hard on split graphs.
The second class of graphs considered in the section is planar graphs. A graph G(V, E) is said to be planar if it is possible to draw G in the plane so that the edges of G intersect only at end vertices [34] . To test the planarity of graphs, we need some more definitions about bipartite graphs. A graph G(V, E) is called a bipartite graph if V can be partitioned into two disjoint sets X and Y such that both X and Y are independent sets. A bipartite graph is called a complete bipartite graph if (u, v) [ E, for all u [ X and v [ Y. In the rest of this paper, K p,q will denote a complete bipartite graph in which jXj ¼ p and jYj ¼ q.
Another known NP-complete problem is used for reduction [35] .
The planar three satisfiability problem (the P3SAT problem)
Given a set C of Boolean clauses in the conjunctive normal form over a set U of variables, determine whether the given Boolean formula is satisfiable or not under the following constraints: (ii) It is trivial that clauses containing both u i and ū i can simply be deleted from the input Boolean formula without any effect. So, for each pair c t and u i , if c t contains only u i , then reserve the edge (c t , u i ). Otherwise, it means that c t contains only ū i . The edge (c t , u i ) is removed and the edge (c t , ū i ) is added.
It is easy to check that the graph G contains no subgraph homeomorphic with K 5 or K 3,3 . Thus, it is a planar graph according to the Kuratowski's Theorem. Also, it is easy to verify that G can be obtained from G B in polynomial time with respect to h and r. Now, the weights of all edges in EDGE-ORIENTING ON 
for all edges ðc i ; u j Þ; 1 i r and 1 j h:
The task left is to show that there exists an EOS H such that max u[V fS u!z W(u ! z)g h in G iff c 1 † Á Á Á † c r is satisfiable. First, assume that there is an assignment satisfying the input Boolean formula. Let
for any i and j. An EOS H can be obtained by executing the following codes. 
implies that outdeg(c) 2, i.e. there must exist a literal y in c such that the orientation of the edge (c, y) is from y to c. Let S denote the set fy [ (U < Ū )j, there exists at least one edge (y, c j ) with the orientation y ! c j g. The reasoning so far guarantees that S contains at most one literal in fu t ū t g, for all 1 t h. Take the assignment in which the literals corresponding to S are assigned to be TRUE. Ascertaining that this assignment will satisfy the input Boolean formula is a simple matter.
A THEOREM 8. The EOP is NP-hard on planar graphs.
A LINEAR-TIME ALGORITHM ON STAR GRAPHS
Let S G be a star graph as shown in Figure 4 . The orientation of each edge (r, x j ) can be either from r to x j or from x j to r. Let m
Without loss of generality, we can assume that
(x p ) in the proofs of all theorems (lemmas) in this section. (i) For each j, 1 j , p, V j denotes the EOSs in which r ! x 1 , . . . , r ! x j and x jþ1 ! r, . . . , x p ! r, respectively. V p denotes the EOS in which
and Q can be derived from H by reversing the orientations of the first a consecutive vertices, a ! 1, i.e. the orientations of the edges (r, x 1 ) , . . . , (r, x a ) are changed from x 1 ! r, . . . , x a ! r to r ! x 1 , . . . , r ! x a , respectively.
Proof. We can easily derive that m(S
We claim that within H 0 , there exists t, 2 t ( p þ 1) such that r ! x 1 , . . . , r ! x t21 . Otherwise, we must have x 1 ! r within H 0 . Since we have assumed that m
. Let Q be the EOS derived from H 0 by:
(i) The orientations of the edges (r, x 1 ) . . . and (r, x t21 ) remain the same. (ii) The orientations of the edges (r, x t ), . . . , (r, x p ) are all changed to be x t ! r, . . . , x p ! r, respectively.
Based on the assumption that m
We have completed our proof.
A Lemma 3 implies that an EOS Q with m(Q) ¼ m(S G ) can be selected from fH, V 1 , . . . , V p g. It further implies that we can achieve this task by simply examining x 1 , . . . , x p one by one after sorting m
The time-complexity of such approach is bounded by the complexity of sorting, O( p log p) ¼ O(n log n). Lemma 3 also implies that m(Q) ¼ minfm(H), min 1 j p fm(V j )gg. In the following, we will show how to obtain min 1 j p fm(V j )g in linear time. Let a be the smallest index such that m(V a ) ¼ min 1 j p fm(V j )g. Consider each j, for all 1 j ( p 2 1). Using the notations in Definition 2, one of the following three cases could occur. The correctness of the following reasoning can be easily verified based on the assumptions:
We can easily derive that m(
We can easily derive that m(V t ) ! m(V j ), for all 1 t j. Based on Lemma 3 and the reasoning of the above three cases, the following algorithm correctly solves the EOP on star graphs.
Algorithm EOP-on-stars
Input: A star graph S G with the vertex-set frg < X, in which fx 1 , . . . , x p g, p ! 1, each vertex v is associated with a positive cost C(v), and each edge (r, x j ) is associated with two positive weights, W(r ! x j ) and W(x j ! r), 1 j p.
Output:
End EOP-on-stars THEOREM 9. The EOP on any weighted star graph S G with the vertex-set fr, x 1 , . . . , x n21 g can be solved in linear time by the prune-and-search strategy.
Proof. Let T(n) denote the time-complexity of algorithm EOP-on-stars. The procedure Partition(D, D L , D R ) can be achieved by finding the median of fm (1) (u) j for all u [ Xg and the time needed as O(jDj) using the prune-and-search strategy [36] . After then, it is clear that half of the vertices in X ¼ fx 1 , . . . , x n21 g will be pruned during each iteration of while . . . endwhile loop. We can derive that
A
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formulae.
Time ðTðrÞÞ ¼ Oð1Þ; T only consists of the root r:
Time ðTðrÞÞ ¼ OðpÞ; T is a star:
T is a general tree:
Deriving that Time(T(r)) ¼ O(n) from the above formulae is simple. Finally, an optimal EOS can be easily identified by examining each vertex and each edge once from the root r after m(T) has been computed and its time-complexity is also O(n). A
We will again extend the algorithmic result of the EOP on trees to simple cactus graphs. A simple cactus graph C G is merely a generalization of a tree in which some vertices of the tree are replaced by cycles with length greater than two [37] . Figure 6 depicts a simple cactus graph and its corresponding tree. In such generalization, each vertex can belong to at most one cycle.
Given any vertex r of a simple cactus graph C G , the graph will be denoted as C G (r) hereafter. A simple cactus graph C G (r) and its subgraphs are shown in Figure 7 . The boundary conditions are:
It is very easy to verify that all of the boundary conditions can be solved in linear time.
Considering the orientations of the cycle edges (r, y 1 ) and (r, y q ) as shown in Figure 7 , one of the following four cases could occur: (i) r ! y 1 and r ! y q ; (ii) r ! y 1 and r y q . (iii) r y 1 and r ! y q ; (iv) r y 1 and r y q .
, r y 1 , r ! y q ), and m(C G (r), r y 1 , r y q ) denote the optimal m values of the above four cases, FIGURE 6 . A simple cactus and its corresponding tree. 
, r y 1 , r ! y q ) and m(C G (r), r y 1 , r y q ). Then, m(C G (r)) can be obtained in constant time. The following will show how to obtain m(C G (r), r ! y 1 , r y q ) and it is trivial that the other three cases can be handled using the same way.
Computing m(C G (r), r ! y 1 , r y q ) Let C G (r, x 1 , . . . , x p ) and C G (y 1 -y q ) denote the two disjoint subgraphs of C G (r) by deleting the edges (r, y 1 ) and (r, y q ) as shown in Figure 7 . The following formula can be easily derived. (r, x 1 , . . . , x p ), r ! y 1 , r y q ) can be obtained by the same way used in solving the EOP-on-trees and the following lemma holds consequently. LEMMA 4. m(C G (r, x 1 , . . . , x p ), r ! y 1 , r y q ) can be obtained in linear time once m(C G (x j ), r ! x j ) and m(C G (x j ), r x j ), 1 j p, are recursively computed. The remaining task is to compute m(C G (y 1 -y q ), r ! y 1 , r y q ). Let C G (y j -y q ) denote the subgraphs of C G (y 1 -y q ) as shown in Figure 8 , 2 j q. Note that C G (y j -y q ) is just the subgraph C G (y q ) if j ¼ q. The following formulae can be easily established. THEOREM 11. The EOP on simple cactus graphs can be solved in linear time.
CONCLUSIONS
This paper studied a new research topic, the EOP, which transforms undirected graphs to directed graphs by assigning orientations of all edges. The object is to minimize max x[V fC(x) þ S x!z W(x ! z)g, for all EOS F. First, we prove that the EOP is NP-hard on split graphs and planar graphs. Then, a linear-time algorithm on star graphs is proposed using the prune-and-search strategy. Finally, the algorithmic result is extended to trees and simple cactus graphs by the dynamic programming strategy and the time-complexities remain the same.
It is worth to verify whether the EOP on treelike graphs such as trees and simple cactus graphs is still linear-time solvable or not if both the costs of the vertices and the weights of edges are allowed to be negative. The EOP on other classes of graphs such as cactus graphs (each vertex can belong to more than one cycle), block graphs, interval graphs etc. is a natural and important generalization that merits further study.
