Introduction
Looking for a description of the visual system in one of the most widely distributed (and excellent) textbooks on the neurosciences (Kandel et al., 1991) yields a typical sequence of chapters starting with phototransduction, information processing in the retina, the lateral geniculate nucleus, primary visual cortex and then a flood of higher cortical areas. Such a sequence seems to be a useful intro duction to the subject; however, the consecutive alignment of areas has several additional implica tions.
* This paper was written as a contribution to the work shop on "Natural Organisms, Artificial Organisms, and Their Brains'" in Bielefeld (Germany) at the Zentrum für interdisziplinäre Forschung (ZiF) on March 8-12, 1998 , in order to encourage fruitful in teractions and lively discussions. We are well aware that the truth is more often than not found between the extreme viewpoints. Still, for the sake of clarity and the intended purpose of this paper we describe an extreme view to emphasize aspects that might have been neglected in current research. Furthermore, for the same reasons and the sake of brevity, we do not delve into technical details, which might be worth con sideration, but try to keep an informal style. The only apology for that negligence is our hope, that the group report, summarizing the resultant discussions, will give a more balanced view and deal with a detailed evalua tion of all arguments when necessary. Reprint requests to Dr. P. König. Fax: +41-1-6344983. E-mail: Peter@ini.phys.ethz.ch.
First, the sequence of brain structures is often associated with a one way street -feed forward type -of interactions. For example, the neuronal activity observed in the lateral geniculate nucleus is dominated by the retinal afferents and not by cortical activity In turn, neurons in the lateral ge niculate nucleus dominate the activity in primary visual cortex, but have no influence on the activity of ganglion cells in the retina. Thus, the sequence of brain structures mentioned is usually mapped on a hierarchy, where each level decisively influ ences subsequent but not preceding levels; i.e., it is a clear-cut example of feed forward processing. Furthermore, the interaction of the brain with the environment appears as one big loop that starts in the distal sensory system, takes the route through the central sensory systems, and finally converges onto the motor areas to generate the muscle activ ity involved in the appropriate behavior. More over, this introduction neglects the multitude of visual pathways originating in the retina, therefore giving the impression that the elements described are sufficient for visual processing.
Second, this view implies that the information that is contained in the external stimuli is passively processed by the brain. As the input stage, e.g., the retinal image, dominates the dynamics at later stages, it decisively shapes the distribution of activ ity in higher subcortical and cortical areas. This in turn means that the later stages of the visual image "represent" the input stimulus like an internal copy of the outside world. Many investigatorsincluding the authors -address the structure and properties of these representations, such as the groups of neurons involved, their specific proper ties and connections, the faithfulness of the repre sentation, and so on. These investigations treat the sensory systems as machines designed to build faithful internal representations of the external en vironment. Only in recent years, research has started on the active processes of the brain in volved in, e.g., decision-making and attention.
In our contribution, we want to argue that these two specific aspects of the commonly held view prohibit to capture the full complexity of processes in the brain at the system level. We will try to com pile some arguments why the brain should be understood as a system embedded within the envi ronment with bidirectional interactions at multiple levels and, furthermore, actively exploring it. However, we do not want to build a man of straw, the better to burn, but we will first compile several good reasons for the wide acceptance of this view of neuronal processing, and then give these reasons a second thought.
Ten Good Reasons for the Classical View
(1) The purpose o f feedback projections is rather elusive
The existence of feedback connections within the sensory systems has been known for a long time. Often, they do outnumber the feed forward projections by a large margin. This puzzling fact has prompted many experiments and some subtle effects have been found (e.g. addressing cortico thalamic feedback see Murphy and Sillito, (1987 , 1996) . Furthermore, in a comparative study of the effects of physiological effects of feed for ward vs. feedback projections, the former were found to exert a larger influence as expected from the anatomically defined projection strength, whereas the latter had a smaller influence com pared to the expectations based on anatomy (Vanduffel et al., 1997). Thus, the general purpose of these feedback connections has remained elusive for many years, and no generally accepted theory of their function has been put forward (Koch, 1987; Mumford, 1991) .
(2) The eyes act like cameras, not like flashlights
The transduction process in the retina, convert ing external stimuli into the universal language of the brain, action potentials, is very complex and unidirectional (Jacobs, 1996) . Thus, already this crucial first step in the processing hierarchy is "feed forward". As it is plausi ble that the more specific wiring serves a more specific purpose, feed forward connections will do minate the dynamics for the processing of stimuli.
(6) Top-down equals slow-down?
If feedback connections are involved in the gen eration of highly specific response properties of neurons in the highest levels of the hierarchy of visual areas, more synapses have to be traversed before those relevant neurons are appropriately activated. In this respect, the occurrence of spe cific responses in temporal cortex after very short latencies puts severe constraints onto any theory involving feedback projections Perrett, 1992, 1994 ).
(7) Building faithful representations o f the external world
Understanding the properties of neurons in the visual system in terms of a representation of the outside world has been highly successful. The con cept of a receptive field does not only predict the activity of a neuron in response to the external stimulus, but allows as well to draw conclusions about the external stimulus, knowing the neuronal activation and its receptive field properties (e.g. Lehky and Sejnowski, 1990 ). Thus, as most of the variance of neuronal properties can be explained by the external stimulus, this leaves little room for internal dynamics and top-down processing. It can even be argued that the faithful representation of the external world, without unnecessary distor tions, is a primary goal of the visual system.
(8) Objectivism
Communication in the sciences requires a com mon base, fostering the objectivistic viewpoint and, by the same token, the predefined objective existence of the outside world. Competitive con structivist ideas have been widely discussed, but have had limited impact on the design and conduct of experiments in the neurosciences (Engel and König, 1993).
(9) The computer metaphor
Paying tribute to the astonishing complexity of the brain and the amazing performance of animals, the brain has been compared to the, under certain assumptions, most powerful computing device possible, the turing machine. As everyday comput ers are viewed as an instantiation of such a theo retical device -with a few practical limitationsthe comparison is shortened to the computer met aphor: Is the brain a computer? As typical com puters are not sensing or acting in the world, but relate symbolic input to symbolic output, the as pect that the brain is situated within a body is easy to forget. As a consequence, the performance of the brain is reduced to "just" computing and ex tracting information from external stimuli. There is no need to deal with the internal life of the brain and a possible influence of internal states onto early sensory processing via top-down interactions. Given the reasoning above, it is easy to discard the significance of top-down interactions by feed back projections. However, those connections ex ist, and their number is large. Therefore, we like to give the arguments compiled above a second thought and show that they do not stick as pre cisely as it appears.
(1) The effect o f feedback projections on the mean firing activity
The effect of feedback projections has been in tensively studied in several sensory systems. In the auditory thalamus of bats, recent work indicates that the frequency tuning of neurons (the equiva lent of the receptive field) is subject to cortical influence (Zhang et al., 1997) . Although compara ble evidence is still lacking in the visual system, it seems that even fundamental properties like fre quency tuning or receptive fields of neurons at the level of the thalamus can be influenced by later stages. , 1989) . Thus, the dominance of the feed forward projections is partly due to the con centration onto the "classical receptive field", and as soon as more general stimuli are investigated, the function of feedback projections is readily ob servable.
(4) Ears act like microphones and like loudspeakers
As we have described for the retina, sensory transduction seems to be a passive and feed-forward process. However, for other sensory modal ities, transduction at the level of the sensory epithelia is not a unidirectional process. In the auditory system, the discovery of the Kemp- 
(5) An asymmetry in the experimental setup
There are several constraints to most experi mental paradigms that favor the analysis of feed forward interactions. First, it is much easier to ma nipulate external stimuli as compared to manipu lations of the internal dynamics of the system itself. Second, communication in the sciences re quires precise definitions of experimental pro cedures, e.g., stimulation parameters. Third, most approaches attempt to isolate specific aspects or steps in a network where the complexity of pro cessing might indeed be reduced to feed forward interactions.
Thus, experimental design has introduced a bias to observe changes in neuronal dynamics due to variations of external stimuli. Breaking down a network to approachable units does not allow to study network dynamics such as those introduced by feedback interactions. The necessity to define objective stimulus criteria has led most researchers to disregard internal states, as feedback influences on all stages of processing would not allow to char acterize the stimulus precisely. Moreover, the internal state of the system is usually far too com plex to be controlled at all. As most early experi ments have worked on anesthetized animals, the variability of neuronal responses induced by dif ferent internal states could be neglected; however, this does not lead to an appropriate description of a behaving animal.
(6) A selective view o f the world or: there is more to vision than the geniculocortical pathway.
The sampling of external stimuli by the visual system is rather incomplete. For example, the spa tial acuity of the retina is high only at the central two degrees and drops off dramatically with increasing eccentricity (Perry and Cowey, 1985) . To construct the apparently complete image of the environment, a complex interplay with several subcortical systems dedicated to eye positioning is required. It is well known that a major structure for the control of eye movements is the midbrain superior colliculus, that receives a strong retinal projection. Bidirectional interactions between the superior colliculus and the cortex are of great im portance, as the decision where to direct one's gaze (and visual attention) is elementary for sur vival and depends on both visual stimuli and the internal state of the system (Stein et al., 1995) . Moreover, the superior colliculus projects to the pulvinar, the largest ( Weiskrantz, 1996) and paradoxi cal functional facilitations like, e.g., the Sprague effect (Sprague, 1991; Kapur, 1996) . These com plex and still poorly understood phenomena strongly argue against a one-way flow of informa tion along the geniculo-cortical pathway. Compar ative studies corroborate the importance of the non-geniculate projections to the telencephalon; In many vertebrates, the contribution of the gen iculocortical system to visual processing is rather weak compared to the colliculo-pulvino-cortical projection (Hodos and Karten, 1974; Kertzmann and Hodos, 1984; Engelage and Bischof, 1993). As the visual capacities of many of these vertebrates often rival those of primates, the contribution of these systems should not be underestimated.
(7) Coactivation o f large parts o f the visual system
Although there is a general trend of increasing response latencies along the hierarchy of the visual system, a detailed examination reveals a more complicated picture. First, latencies differ tremen dously between different subsystems, even within the geniculo-cortical pathway. In particular, re sponses of neurons in the magnocellular pathway are more than 1 0 ms shorter than those of neurons in the parvocellular pathway at comparable levels (Munk et al., 1995) . Thus, afferent signals via the magnocellular pathway relayed in V2 might reach neurons of the parvocellular pathway in VI before the thalamic feed forward input. Furthermore, the spread of response latencies within one population of neurons is large compared to the differences in latency of the fastest responding neurons in dif ferent areas (Dinse and Krüger, 1994). Thus, for most of the time between stimulus presentation and response of the subject, neurons in the visual system are simultaneously active. In addition, the whole issue of latencies along the visual pathway is rendered less significant if we consider the conti nuity of visual processing in a behaving animal. The visual system is usually engaged in continuous analysis of the environment, leading to permanent activation of areas higher up in the hierarchy and, thus, to a "dynamic equilibrium" between feed forward and feedback interactions. ., 1991; Frien et al., 1994) . Thus, measurements on a millisecond timescale do not support the view that neurons at lower levels of the hierarchy fire prior to the neurons at sub sequent levels.
(9) Speedup by top-down interactions
In many studies of detection or categorization by neuronal networks, the set of input stimuli tested is rather limited. The network under investi gation can therefore be very much specialized for the task at hand and display only a limited set of flexibility. Actually, in many experiments on awake behaving animals, stereotyped responses after many weeks and month of training are inves tigated. This experimental paradigm is highly arti ficial and may introduce inadvertant effects like, e.g., priming. In the psychological literature, a large abundance of priming effects like crossmodal and semantic priming has been reported (Tulving and Schacter, 1990; Ochsner et al., 1994). Priming effects are supposed to exert a top-down influence via feedback connections. Thus, the ob served extremely short reaction times in highly trained tasks might not constrain the available time for top-down interactions, but actually be a consequence of the feedback projections.
(10) Information is in the eye o f the beholder
In recent years an information theoretical ap proach to the processing of stimuli has become fashionable. The concept of information, though, requires the complete set of allowed signals (i.e., stimuli or objects) to be predefined. However, the situation for a behaving animal in its natural envi ronment is much more complex. It has to define its own relevant set of stimuli, ranging from neutral objects over food and mates to predators. There is no such thing as an invariant "information content" in a stimulus; rather, the relevance of a stimulus is defined by complex interactions be tween internal determinants of the organism, in cluding its life history, and the physical characteris tics of a stimulus. Thus, the categorization of input stimuli performed by the nervous system is actu ally dependent on the -changing -needs of the animal (Orban et al., 1996) .
In a more general context, the notion of brains as information processing devices turns out to be misleading. Brains are not primarily designed to give faithful representations of the environment, but to ensure survival of their bearers and their genes. In many systems, this does indeed lead to a faithful representation of the environment, but this is not necessarily so. To accomplish survival, a multitude of neuronal mechanisms and designs has evolved that may be far away from processing "objective" parameters of the world.
Conclusions
In conclusion, we think that it is worthwhile to consider the effects of feedback interactions and internal states for the processing of sensory evoked excitation. The analysis of feed forward processing in brains has tremendous explanatary power for many systems and has now opened up the field for research on the more complex in teractions. For many systems, the classical ap proach might still be a sufficient level of descrip tion. However, to capture and understand the full complexity of brain performance, organisms should not be regarded as information processing devices, but rather as actively exploring subjects that adapt the neuronal analysis of their environ ment according to their needs and their life his tory. Feedback interactions are one mechanism that aids in achieving this adequate processing.
Neglecting the close interaction of the animal with its environment would neglect essential as pects of their fascinating behavior and amazing performance (Chiel and Beer, 1997). Taken to gether, we think that it is not a question of chang ing a winning team -it is rather a question to start a successful team on a new ball game.
